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Abstract 

Facial palsy patients or patients under facial transplantation have facial dysfunctionalities and 

abnormal facial motion. This is due to the altered facial nerve and facial muscle systems. 

Current traditional facial rehabilitation is based mainly on a mirror approach to monitor the 

visual qualitative feedback from the rehabilitation exercise. Computer-aided systems based 

on physics-based models have also been developed to provide objective and quantitative 

information. However, the use of these systems in clinical routine practice still remains 

challenging due to several limitations: 1) the lack of building 3D information from images or 

the dependency on the selected cameras; 2) the lack of analyzing the face in terms of 

expression recognition and symmetry analysis and 3) the limitation of the predictive capacity 

of the facial motion patterns with emerging biomechanical properties. 

The objectives of this Ph.D. are to develop innovative engineering solutions toward a next-

generation computer-aided decision support system for facial analysis and rehabilitation. The 

thesis provided four main contributions: 1) the fast reconstruction of the 3D face shape from 

a single 2D image using deep learning approaches; 2) the improvement of facial expression 

recognition using 3D point set and geometric deep learning; 3) the face symmetry analysis 

based on novel descriptors and the difference between two different populations (Caucasian 

and Asian) and 4) the proposition of a novel modeling workflow for learning facial motion by 

coupling reinforcement learning and the finite element modeling for facial motion learning 

and prediction. 

The thesis opens new avenues for developing and deploying an end-to-end computer-aided 

decision support system to guide and optimize the functional rehabilitation program. 

Keywords: 3D face shape reconstruction, 3D facial expression recognition, 3D facial 

symmetry analysis, facial mimic rehabilitation, geometric deep learning, reinforcement 

learning. 
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Chapter 1: 

Introduction 

 

The aim of the Ph.D. project is to develop a clinical decision support system for rehabilitation 

of facial palsy combining artificial intelligence and biomechanical knowledge. 

This project contributes to one of sustainable development goals. In particular, goal 3 good 

health and well-being which aims to improve the health quality and promote well-being for 

all at all ages. 

The first chapter discusses the clinical circumstances of facial palsy and facial transplantation 

patients. The chapter also discusses practical limitations of traditional face rehabilitation 

methods as well as modern computer-aided systems. Machine learning, deep learning, and 

reinforcement learning were also used for clinical applications. The goal of the project is to 

provide a computer-aided decision support system for facial mimic rehabilitation based on 

the use of artificial intelligence. 
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1.1. Clinical context and needs 

1.1.1. Facial palsy, facial transplantation, and facial mimic rehabilitation 

Communication is essential to human development and personal life [1]. Effective 

communication can also help strengthen personal and professional connections [2]. 

Nonverbal components (such as facial expression and body language) account for 55% of 

interpreting human communication, whereas the tone of voice and words account for 38% 

and 7%, respectively, according to the 7%-38%-55% communication rule [3]–[8]. 

Furthermore, facial expressions have an important role in a person's identity, communication, 

and health [9]. In fact, patients with facial palsy or those who have undergone facial 

transplant surgery have abnormal facial motion patterns. This is because of altered facial 

muscle functions and nerve damage [10]–[13]. As a result, these involved patients have had 

their personal, professional, and social lives negatively impacted [10]–[13]. Facial 

expressions, in particular, are facial skin deformations. They are results of facial muscle 

contractions and/or relaxations spanning between insertion points on the soft tissues (skin 

layers) and attachment points on the bone (cranial layers) [14]–[16]. Electrical signals from 

the seventh cranial nerve control the contraction of these muscles [17]. Faulty nerves can 

cause several phenomena. The first one is atypical facial functions such as undesirable facial 

motions during eating, speaking, and expressing oneself. The second one is unnatural 

relaxations of the cheeks, mouth angle, and eyelids [18]. The third one is asymmetrical 

mimics when kissing, smiling, and pronouncing words [19]. This leads to abnormal facial 

movements, as well as psychological implications and a loss of quality of life for involved 

patients. 

  

Figure 1. Facial palsy patient (left) with dropping mouth corner and facial transplantation 

patient (right) [20]. 

Each year, approximately 20 to 30 people per 100,000 are affected by facial nerve 

paralysis [21]. About 1.5 percent of the population is afflicted at some point in their lives 

[13]. The involved patients are typically between the ages of 31 and 60, with some pregnant 
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women included [22]. The majority of people with facial palsy (80-84 percent) have modest 

symptoms that can be resolved on their own or with medicine within a few weeks or months. 

But some (16-20 percent) have more severe symptoms that are permanent [23]. 

There are many possible factors that hinder the facial nerve from working properly in 

facial palsy patients. These include infections, viruses, trauma, post-surgery, and any reason 

that produces pressure on the facial nerve[24]. This disrupts the nerve delivering signals from 

the brain to the facial muscles. Patients who have had a part or all of their face transplanted 

are more likely to develop facial paralysis [20], [25]–[32]. On November 27, 2005, Prof. 

Bernard Devauchelle of the CHU Amiens-Picardie in France performed the first-ever facial 

transplantation (Figure 2a) [20]. The patient has a good sensory function with cold and hot 

after 6 months of surgery. After 10 months, she can close her mouth and grin after 18 months. 

The patient was pleased with the aesthetic, sensory and motor functional, as well as 

psychological outcomes after 18 months of transplantation. Dr. Maria Siemionow of the 

Cleveland Clinic in the United States completed the first near-total facial transplantation in 

the United States in December 2008. The surgery replaced an 80 percent facial loss in a 22-

hour operation (Figure 2b) [25]. After 8 months of post-transplantation care, both physical 

and psychological conditions improved dramatically. The patient had good nose smelling, 

mouth tasting, speaking, drinking, and eating functioning. In April 2018, Dr. Laurent Lantieri 

of the Georges Pompidou Hospital in France conducted second face transplantation for one 

patient (Figure 2c) [26]. The first time was in 2010 when the patient was 35 years old with 

the donor whose age was 60. The second time was in 2018 after the injection of the first 

transplanted face with the donor whose age was 22. In ten years since Prof. Bernard 

Devauchelle performed the first facial transplantation in France, a total of 37 cases in the 

wide world has been performed, with 20 partial and 17 full face transplantations [27], [28]. 

The patients had a variety of injuries prior to transplantation. These include ballistic trauma, 

burns, vascular lesions, animal attacks, neurofibromatosis, traumatic face trauma, and 

cancer/radiation therapy sequelae. Sensory capabilities such as hot, cold, painful sensations, 

and light touch can be restored in 3 to 8 months after facial transplantation. However, motor 

functions like feeding, swallowing, speaking effectively, smiling, and expressions take 

longer, ranging from 2 to 8 years. It is important to emphasize that an appropriate 

rehabilitation program for improving face functions in relation to motor functions should be 

devised. 

A face rehabilitation program must be individually constructed in terms of both 

physical and psychological clinical stages [19], [33]. Individual assessment of the severity of 

facial paralysis degrees using clinical or non-clinical grading systems is the first stage in 

facial rehabilitation. For clinical facial grading, various facial grading methods have been 

proposed. Sunnybrook Facial Grading System, for example, ranges the score from 0 (absolute 

face paralysis patients) to 100 (normal patients) [34]. The system assesses facial symmetry, 

as well as synkinesis at rest position and during voluntary movements. The House-

Brackmann system is divided into six categories, ranging from I (normal patients) to VI (total 

paralyzed patients), [35], [36]. The evaluation is measured in both static and dynamic 

expressions. Other grading systems were based on questionnaires, such as Facial Clinimetric 
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Evaluation (FacCE) [37] and Facial Disability Index (FDI) [38]. Patients complete the self-

report for the assessment of facial nerve disabilities. Computer-based systems are also used 

for non-clinical facial grading systems from data collected by electronic sensors [39]. 

Individual treatment plans will be created based on the patient's facial paralysis exam and 

will include five primary therapy components [33]. 1) The first component is patient 

education. This teaches patients about facial anatomy, including the nerves and muscles of 

the face, and how they work together during facial movements and expressions. 2) The 

second component is soft tissue mobilization, also known as massage treatment. This helps to 

relax muscles, promote healing, and break down scar tissue, hence enhancing mobility, 

comfort, and reducing stress in the afflicted face muscles. 3) The third component is 

functional retrain. Patients are taught fundamental mouth motions such as lip closure, the 

capacity to eat, drink, and communicate. 4) The fourth component is facial expression 

retrain. Patients were instructed to produce initial facial expressions such as smiles and sound 

pronunciations. Finally, 5) synkinesis management, in which patients were touched to 

regulate undesirable facial movements. 

 
Figure 2. Several examples of patients before and after having facial transplantation: (a) 

Prof. B. Devauchelle (CHU Amiens, France) conducted the first-ever facial transplantation 

in 2005 [20]. (b) Dr. Maria Siemionow (Cleveland Clinic, USA) conducted the first case of 

facial transplantation in the United States in 2008 [25]. (c) Dr. Laurent Lantieri (Georges 

Pompidou Hospital Paris, France) conducted two transplantations for a male patient (the 

first surgery was in 2010 with the face of the donor was 60 and the patient was 35, and the 

second surgery was in 2018 with the face of the donor was 22) [26]. 

Despite many studies, facial mimic rehabilitation continues to be challenging at all stages. 

In the stage of facial paralysis grading, the paralysis assessment based on the traditional 

grading systems is accessible. This is simple to use and demands low-cost equipment. 

However, this procedure is inherently inexact and subjective. Furthermore, non-clinical facial 

grading systems that use objective computer-aided systems have mainly used 2D images to 

examine the face [39]. A computer-based system that detects action units (AUs) described by 

the Facial Action Coding System (FACS) [40] can be used to assess patients. The recognition 

of AUs, on the other hand, was dependent on image processing. Therefore, facial behavior 

recognition was performed only with static and dynamic image databases. This approach 

necessitates feature engineering, but no direct processing on 3D databases. In the stage of 

treatment, the traditional rehabilitation is a long-term, inconvenient for the patient, and 

2005: 1st facial transplantation 2008: 1st facial transplantation in USA 2018: Man with three faces

By Dr. B Devauchelle

(CHU Amiens, France)

(a)

By Dr. Maria Siemionow

(Cleveland Clinic, USA)

(b)

By Dr. Laurent Lantieri

(Georges Pompidou Hospital, Paris, France)

(c)
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occasionally inefficient procedure throughout the therapy stage. Most therapies include face-

to-face encounters between patients and their therapists in order to practice facial mimics. 

Patients get demotivated as a result of these recurrent training sessions for manipulating 

specific face muscles [19]. It's worth noting that most facial rehabilitation has mainly been 

based on a mirror approach to monitor the visual qualitative feedback from the rehabilitation 

activity. Patients utilize their distorted features in the mirror as a reference to teach 

themselves the correct expressions, making it difficult to practice appropriately. Furthermore, 

traditional rehabilitation is also particularly challenging owing to the lack of quantitative and 

objective tools that provide bio-information such as facial muscle excitation and contraction. 

1.1.2. Development of machine learning, deep learning, and reinforcement 

learning and clinical applications 

This section covers fundamental information about artificial intelligence, machine 

learning, deep learning, reinforcement learning, and the application of these approaches to 

real-world problems, particularly in healthcare settings. 

1.1.2.a. Artificial intelligence, machine learning, and deep learning 

John McCarthy was the first to coin the term artificial intelligence (AI) in 1955. The 

engineering and science of creating intelligent devices, particularly intelligent computer 

programs, is referred to as AI [41]. This is the capacity of a machine with an intelligent 

conception to learn, plan, and reason, as well as sense or perceives knowledge. AI aims to 

automate intellectual tasks that are typically performed by humans. Machine learning and 

deep learning are subfields that help AI attain this objective [42] (Figure 3). Conventional 

programming was explicitly programmed by humans using existing knowledge (Figure 4a). 

In contrast, machine learning trains input data to generate algorithms that can automatically 

discover patterns in the input data (Figure 4b). 

 

Figure 3. Artificial intelligence, machine learning, and deep learning 

ARTIFFICIAL INTELLIGENCE

MACHINE LEARNING

DEEP LEARNING

Computer techniques that allow computers 

to mimic human behavior

AI approaches that allow 

computers to learn how to 

tackle a given problem. A subset of machine learning based 

on the use of neural networks
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(a) 

  

(b) 

Figure 4. The basic principle of conventional programming (a) and machine learning 

algorithms (b). Machine learning learns the algorithm that best presents the input data, while 

conventional programming is explicitly programmed by humans. 

There are 4 different types of machine learning (Figure 5), depending on how to learn the 

data: supervised learning, unsupervised learning, semi-supervised learning, and 

reinforcement learning [43]. 

 

(a) 

  

(b) 

Algorithm

Dataset

Computer Output

Conventional programming

Algorithm
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Computer Algorithm
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Known Unknown Known

Supervised learning

Input OutputFunction
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(c) 

Figure 5. The basic principle of different types of machine learning algorithms includes 

supervised learning (a), unsupervised learning (b), and semi-supervised learning (c). 

Supervised learning is a sort of machine learning in which the data is fed into the 

training model together with the matching label (Figure 5a). This helps to learn the mapping 

function from the input data to the output label. Mathematically, from a set of input 𝑿 and 

corresponding output 𝒀, supervised learning learns to identify the best mapping function 𝑓: 

𝒀̅ = 𝑓(𝑿) such that 𝒀̅ ≈ 𝒀. Supervised learning is usually used for classification and 

regression problems.  

Unsupervised learning, on the other hand, is a sort of machine learning in which the 

model only feeds the input data during training without corresponding output data (Figure 

5b). Unsupervised learning algorithms learn the distribution and detect the similarity among 

input samples. It then separates them into different groups based on the distribution and 

similarity index. Unsupervised learning algorithms are frequently applied for clustering and 

dimensionality reduction.  

Semi-supervised learning is another type of machine learning, which trains the model 

that feeds the input data only just a portion of the data being labeled (Figure 5c). Semi-

supervised learning is a combination of partially unsupervised learning and partially 

supervised learning. 

Finally, reinforcement learning, unlike the other frameworks that deal with static 

datasets, is unique in that it operates in dynamic situations. Instead of clustering data or 

finding the label of data, reinforcement learning seeks to determine the greatest feasible 

sequence of actions that provide the best results. 

On the other hand, deep learning is a sub-domain of machine learning that used to be 

trained on a large dataset to perform predictions [44] (Figure 3). Deep learning aims to model 

the data using complex architectures inspired by artificial neural networks, which are much 

like the human brain [45]. 

1.1.2.b. Reinforcement learning 

Reinforcement learning is a particular type of machine learning model that makes a 

sequence of decisions. Reinforcement learning, in particular, is learning strategies to map the 

evaluations and observations from the environment to a set of actions. This maximizes long-

term cumulative rewards (Figure 6). The method employs agents to interact with an action 

Unknown

Input OutputFunction

Known Unknown + known

Semi-supervised learning
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from a set of actions in an environment resulting in changes in the agent’s states. The agents 

learn by maximizing the cumulative reward obtained from the environment. 

Collecting the greatest amount of reward necessitates the agent must explore by 

interacting and learning from the environment. Initially, the agent produces an action that 

impacts the environment and alters its state. Afterward, the environment feedbacks by 

rewarding the action. Utilizing this reward assists the agent adjusts actions to produce in the 

future. This approach can help the agent acquire experience. It's clear that the agent has a 

function that receives state observations as input and converts them to actions as outputs. The 

policy is the name given to this mapping function. The policy selects which action to take 

based on a series of observations. In the beginning, the agent has a poor vision of the 

environment, the policy may at first be a function that incorrectly maps the state to the action. 

After that, using reinforcement learning methods, the agent is trained to update in order to 

achieve the best function for the policy. The agent's actions, the associated observations from 

the environment, and the value of rewards gathered are used to update the policy. After being 

updated, the policy is finally able to determine the most effective action from any given 

condition in order to maximize long-term reward. 

 

Figure 6. Main components of reinforcement learning include agent, environment, a set of 

actions, a set of state, and the reward 

The reinforcement learning process consists of several components. Firstly, an 

environment is a place where the agent can learn through interaction. Therefore, either 

simulation or a real physical installation must be used to create the environment’s properties. 

Secondly, it requires a clear set of actions that the agent can conduct as well as collect the 

corresponding reward. Thirdly, the policy should be determined to structure the parameters 

and the training algorithm to persuade the optimal policy. Finally, the agent implements the 

policy to exploit the environment and attain the desired result. 

To begin with, the environment may be defined as anything outside of an agent (Figure 

7). Through simulation or a model of the world, an agent learns by interacting with it. The 

learning process necessitates a large number of trial-error-correction trials, maybe in the 

millions or even tens of millions. By using a simplified environment model and running in 

Agent

π(u|s)

Environment

action ustate s
reward r
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parallel, the simulation environment can run considerably quicker than in the real world. 

Furthermore, it may imitate situations that are difficult to test in the actual world. 

 

Figure 7. Environment can be modelized by function, simulation 

Second, after establishing the environment, a set of actions should be devised, as well as 

the reward derived from the environment. This may be accomplished by implementing a 

reward function. The agent can receive a sparse reward, instantaneous reward after every 

time step, or rewards after at end of the episode. The reward is the instantaneous benefit of 

the agent at a specific observation state. Besides, value is the total reward that the agent 

expects to collect from being in that state in the future. The optimization method tends to 

assist the agent in choosing the action to assess the value rather than the immediate reward. 

This allows the agent to collect the most reward over time rather than in a short period of 

time. 

The policy and the learning algorithm make up the agent (Figure 8). The policy is a 

function that takes observations or states as inputs and produces actions as outputs. A simple 

table termed Q-function, which displays the value of the observation-action pair is one 

approach to depict this policy function. The agent selects the most valuable state from which 

to take action. However, if the action-state combination becomes extremely huge, even 

infinite, as it evolves over time, this type of training may fail. When the state-action gaps are 

big, building the Q-table is impracticable. This is known as the "curse of dimensionality." It 

is feasible to use Deep Neural Networks to create a generic function approximator. 

 

Figure 8. A general architecture of reinforcement learning algorithm. 
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A neural network is made up of a set of nerve or artificial neurons that link as a universal 

function approximator to simulate the way a human brain works (Figure 9). A network may 

be able to map an input into an appropriate output by combining the proper neuron and 

connection types. 

 

Figure 9. The policy as an approximator takes state as input and outputs an action. 

The network is similar to a function that receives a huge number of observation states and 

converts them to a set of actions. The neural network would learn over time because of the 

nature of this function. A kind of activation function, the number of neurons in each layer, 

and the number of hidden layers should all be defined in the network's structure. As a result, 

the problem should be solved using an appropriate neural structure. 

1.1.2.c. Apply of machine learning, deep learning, reinforcement learning in general and 

in clinical applications 

Machine learning, deep learning, and reinforcement learning have been widely used in 

computer vision, marketing and advertising, natural language processing, finance, 

transportation, education, and, most notably, healthcare, as huge data and computing 

capability have advanced. 

Computer vision concerns high-level picture and video comprehension [46]. Many 

applications in computer vision are solved by deep learning approaches, such as Google 

Brain for image recognition, image qualitative and quantitative enhancement [47]; 

Facebook's DeepFace [48], and Google's FaceNet [49] for face recognition for commercial 

reasons.  

Commercial businesses use big data and deep learning to improve e-commerce systems, 

making it simpler for users to search for products and propose suitable things [50], [51].  

Natural language processing is being developed with applications in mind, such as 

machine translation [52], [53], and speed recognition for automated captioning on YouTube 

or voice assistants (e.g. Siri, Alexa, Cortana).  

In the financial ecosystem, machine learning, deep learning, and reinforcement learning 

play important roles in stock price prediction [54], [55], fraud detection for transactions, 

trading, and credit cards [56], [57].  

Action

Input Output

State

Approximator



25 

 

For transportation, companies such as Tesla, Waymo, Argo AI, and others are conducting 

extensive research and development to develop robust assistance systems. We can mention 

several dependable services such as traffic accident prediction [58], traffic congestion [59], 

pedestrian and obstacle detection [60], and traffic sign detection [61]. 

Deep learning has recently demonstrated expert diagnosis levels in physical conditions. It 

also shows the ability to construct algorithms that target specific treatments to advise doctors 

and patients. With the intensive development of wearable medical sensors or record devices, 

cutting-edge deep learning algorithms can work directly on raw datasets to automatically 

learn and extract features. Those algorithms include convolution neural networks, recurrent 

neural networks, long-short term memory, radial basis function, generative adversarial 

network, etc. This can potentially open a new avenue for real-time diagnostic and 

rehabilitation interventions [62], [63]. Machine learning and deep learning can diagnose 

disorders including diabetic retinopathy [64], pneumonia [65], and skin cancer [66] using 

medical imaging analysis. The development can go even further. The first example is 

classifying patients regarding the endotype based on modeling molecular data [63]. The 

second example is defining and analyzing the ontology and mechanism of diseases [67]. A 

number of clinical practices have already emerged. InnerEye of Microsoft provides a system 

with a graphical user interface that supports radiologists to assess and diagnose cancerous 

tumors and arrange surgical interventions [68]. The cooperation between DeepMind Healthy 

and Moorfields Eye Hospital runs models for retinal pathological diagnosis using optical 

coherence tomography scanners [69]. IBM's Watson [70] keeps track of health conditions in 

order to provide individualized cancer care. Reinforcement learning, in particular, is being 

used in healthcare to deal with medical diagnosis, dynamic treatment regimes, and decision-

making tasks [71]. Sequences of rules that monitor healthcare decisions such as treatment 

strategy and medicinal doses are included in dynamic treatment regimes [72]. Based on 

clinical observations and patient evaluations, reinforcement learning has helped to build 

automated decision-making treatment regimes for various chronic illnesses, including HIV 

[73], diabetes [74], and cancer [75]. Most machine learning algorithms require a huge 

quantity of data for training. Reinforcement learning, however, aids medical diagnostics by 

using agents to interact with the environment to create labeled data. Reinforcement learning 

also aids in the development of decision-making systems for medical diagnosis. These 

systems were based on medical imaging for image segmentation [76], natural language 

processing for clinical text data for diagnosing inferences [77], human-computer interface for 

dialogue systems and chatbots [78], and personalized health recommendation systems for 

consultation, dosage, and healthy activities [79]. In general, the integration of machine 

learning, deep learning, and reinforcement learning in clinical settings and healthcare 

have improved the safety and efficiency of existing clinical and healthcare systems. 

1.1.2.d. Clinical computer-aided decision support systems 

A clinical computer-aided decision support system (CDSS) aims to improve healthcare 

delivery by reinforcing medical or rehabilitation therapy based on clinical knowledge, 

patient-specific diagnoses, and other health references [80]. In particular, many computer-
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aided decision support systems were developed as serious games that could be used for both 

patient and non-patient-oriented (Figure 10) [81]. 

 
Figure 10. Clinical computer-aided decision support system-based serious games 

classification [81]. 

Computer-aided systems are applied for non-patient can be used for 3 different 

categories: 

1) Health and wellness system devices contain several specific functions that monitor the 

health of the users such as exercise, sufficient sleep, body weight, alcohol consumption, and 

smocking. Several examples could be illustrated such as Sensory gate-ball game [82], Fitness 

adventure [83], Dancing in the streets [84], Virku – Virtual fitness Center User Interface [85]. 

2) Training and simulation for professional system devices are of help doctors or nurses with 

learning and practicing tools such as Virtual dental implant training simulation program [86], 

and HumanSim [87]. 

3) Training and simulation for non-professional system devices are of help for raising 

awareness of players about healthcare such as Hand hygiene training [88], and Nutri-trainer 

[89]. 

Computer-aided system-based serious games are applied to patients and can be used for 

5 different categories: 

1) Health monitoring system devices are tracking bio-signals of patients for monitoring their 

health conditions. For example, we can mention software applications such as Heart failure 

tele-management system [90], and healthcare monitoring [91]. 

2) Clinical assessment or detection system devices can diagnose the patient’s symptoms of 

irregularity such as PlayWithEyes [92], Unobtrusive health [93], and EEG-based serious 

games [94]. 

3) Treatment or therapy system devices are using for health problems such as diagnosis and 

management of Parkinson [95], and children’s speech disorder therapy [96]. 

4) Rehabilitation system devices assist in restoring functional health and skills after illness 

such as virtual reality rehabilitation [97], lower limb rehabilitation [98], upper limb 

Clinical Computer-aided

decision system

Based serious game

PatientNon patient

Training:

Non-Professional

Training:

Professional

Health and 

wellness

Rehabilitation

Treatment/

Therapy

Clinical

assessment

Education/

self care

Health

monitoring



27 

 

rehabilitation [99], home-based physical exercises [100], [101], and cerebral palsy 

rehabilitation [102] (Figure 11). 

5) Education or self-care system devices assists to have a better knowledge of the sickness or 

health condition, as well as learning how to get and remain healthier while dealing with it. 

Several systems are namely Serious game for diabetes [103], and cognitive rehabilitation 

exercises [104]. 

 
Figure 11. Rehabilitation-oriented decision support systems 

In new research, Nguyen 2020 proposed a clinical decision support system that can be used 

for facial mimic rehabilitation which offers cheap cost, easy-to-use, and portable 

requirements (Figure 12) [105]. 

 

Figure 12. A clinical decision support system proposed by Nguyen 2020 for facial palsy 

rehabilitation [105]. 

Firstly, a subject/patient-specific 3D head model, as well as face texture, was generated from 

the 3D data collected by using Kinect sensor version 2.0. Secondly, a skull model was 

regressed along with the facial muscle network. Two serious games for facial rehabilitation 
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oriented with smiling and kissing practices were developed using the Kinect-driven 

biomechanical head model. Finally, a graphic user interface was developed for the users.  
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To sum up, facial palsy patients or patients under facial transplantation have facial 

dysfunctionalities and abnormal facial movements. This negatively affects the personal and 

professional life of involved patients. The recovery of the symmetric face with balanced 

functionalities requires a complex rehabilitation process in which patients must practice 

patient-specific facial movements. Most traditional facial rehabilitation has mainly been 

based on a mirror approach to monitor the visual qualitative feedback from the 

rehabilitation activity. In fact, patients use their distorted features in the mirror as a 

reference to teach themselves the correct expressions, making it difficult to practice 

appropriately. This strategy is ineffective and subjective without any additional feedback. 

On the other hand, machine learning and deep learning have been extraordinarily applied in 

many fields including healthcare settings. However, according to our knowledge, none of 

these studies has been applied to target the facial rehabilitation process. Moreover, despite 

the fact that a variety of computer-aided decision support systems have been produced for 

treatment and rehabilitation, very few systems have been established for facial mimic 

rehabilitation. The system provided by Nguyen 2020 was the only system that provides 

quantitative and objective bio-information for facial rehabilitation. But the system has not 

used biomechanical knowledge of the physical-based model. Furthermore, the use of the 

system in clinical routine practice still remains challenging due to the lack of building 3D 

information from images or depending strongly on the selected cameras. The system is 

also limited due to the lack of analyzing the face in terms of expression recognition and 

symmetry. These are of importance to better quantify the deformation level of patients and 

optimize the facial rehabilitation program. Moreover, the current rehabilitation system is 

also limited by a lack of patient-specific knowledge about muscles driving facial motions 

with emerging biomechanical knowledge. This is an important indicator for guiding 

patients to practice rehabilitation exercises. 

To overcome the limitations, the objective of my Ph.D. thesis was to build a clinical 

decision support system for improving the facial rehabilitation process that uses portable 

devices coupled with biomechanical knowledge and artificial intelligence technologies. 
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1.2. Objectives 

The objectives of the Ph.D. project are to propose a framework (REHAB_DEEPFACE) 

and innovative engineering solutions toward a next-generation computer-aided decision 

support system for facial analysis and rehabilitation. The target clinical application of this 

project is facial palsy disorder. 

The thesis provided four main contributions to solve some solutions of 

REHAB_DEEPFACE: 

1) The fast reconstruction of the 3D face shape from a single image using deep learning 

approaches (chapter 3). 

2) The improvement of facial expression recognition using 3D point sets and geometric 

deep learning (chapter 4). 

3) The face symmetry analysis based on novel descriptors (chapter 5). 

4) The proposition of a novel modeling framework for learning facial motion by coupling 

reinforcement learning and finite element modeling for facial motion learning and prediction 

(chapter 6). 

The framework of REHAB_DEEPFACE is illustrated in Figure 13. Firstly, 3D face of a 

patient will be reconstructed from a single 2D image. Secondly, recognition of facial 

behaviors will be done using deep learning models (e.g. geometric deep learning). Finally, a 

reinforcement learning model will be developed and coupled with a finite element model of 

the face for facial motion learning. This will allow exploring skin deformation and muscle 

contraction behaviors and their effect to optimize the rehabilitation movement. 

In perspective, clinical evaluations of the proposed solutions have to be performed after 

the progress of the project. 

 

1.3. Thesis organization 

Besides this chapter, the thesis is organized as the followings: 

• Chapter 2: State-of-the-Art: 3D face reconstruction, 3D facial expression recognition 

with deep learning, facial symmetry analysis, facial movements for finite element 

model of the face. The existing approaches and limitations of 3D face reconstruction 

from a single picture, facial analysis such as 3D face expression recognition and facial 

symmetry analysis, and facial motion learning by coupling reinforcement learning and 

the finite element model of the face are presented. 
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• Chapter 3: 3D face reconstruction from a single image using different deep learning 

approaches for facial palsy patients. The primary goal of reconstructing a patient's 3D 

face is to provide trustworthy feedback for clinical decision support. A methodology is 

proposed to reconstruct the facial palsy patient's 3D face shape models in natural and 

mimic postures from a single 2D image. 

• Chapter 4: Enhanced facial expression recognition using 3D point sets and geometric 

deep learning. In human communication and human-computer interaction, facial 

expressions are crucial. A new class of deep learning called geometric deep learning 

was used to recognize facial expressions directly on 3D point cloud data. The accuracy 

of the recognition based on the hyperparameter tuning process and cross-validation 

methods will be presented as well. 

• Chapter 5: Facial symmetry analysis based on novel shape descriptors between two 

different populations. The balance and equality of face anatomy are referred to as 

facial symmetry. A new descriptor for face shape will be retrieved, and the symmetry 

of the face will be analyzed. 

• Chapter 6: Reinforcement learning coupled with finite element modeling for facial 

motion learning. Understanding facial motion mechanism remains a scientific and 

clinical challenge to help the involved patients to recover symmetrical movements and 

normal facial expressions. I will provide a new framework for learning facial motion 

during facial expression motions that combines reinforcement learning with a finite 

element model of the face. This chapter will go through the process of exchanging 

data, training, and predicting face movements. 

• Chapter 7: General discussion. A summary of the work and main contributions will 

be discussed. 

• Chapter 8: Conclusions and perspectives. The final chapter gives conclusions and 

perspectives. 
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Figure 13. A framework (REHAB_DEEPFACE) for the project from 2D patient data → (1) 

reconstructing a 3D geometric model of the face (chapter 3) → (2) analyzing the face in 

terms of facial expression (chapter 4) and (3) facial symmetry (chapter 5) → (4) facial 

learning motion by coupling between reinforcement learning and finite element model of the 

face (chapter 6). [106]  
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Chapter 2:  

State-of-the-Art: 3D face reconstruction, 3D facial 

expression recognition with deep learning, facial 

symmetry analysis, facial movements for finite 

element model of the face 

An accessible decision support system should help patients in both the diagnosis and 

rehabilitation process. A 3D face of the patient is needed so that more analysis on the face 

could be done automatically. The analysis often includes quantifying facial expressions and 

facial asymmetry and symmetry. So that the level of the severity of facial palsy patients can 

be identified. Then the rehabilitation process can be planned. Besides, understanding facial 

motion mechanisms by knowing which muscle is responsible for what movements could 

guide patients to practice rehabilitation exercises properly. 

In this chapter, I introduce as well as analyze achievements of the state-of-the-art for 

several domains related to the thesis project such as 3D face reconstruction, 3D facial 

expression recognition, facial symmetry analysis, and facial movement learning. 
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2.1. 3D face reconstruction from a single image 

2.1.1. Introduction 

The patients, who are involved in facial palsy or facial transplantation, suffer facial 

dysfunctionalities and abnormal facial motion. This is due to the altered facial nerve and 

facial muscle systems [31], [107]. This leads to unwanted facial movements such as 

dysfunctionalities of speaking, eating, and unnatural relaxation of mouth corner drop, eyelids 

closures, and asymmetrical facial expressions [21], [108]. Recently, computer-aided decision 

systems have been developed to provide objective and quantitative indicators to better 

diagnose and optimize rehabilitation programs [109]. The 3D reconstruction of an accurate 

face model is essential to provide reliable feedback. The 3D face is currently achieved by 

using medical imaging [110] and different sensors like Kinect or 3D scanners [111]–[113]. 

Thus, this allows analyzing the face with external (i.e. face deformation) and internal (i.e. 

facial muscle mechanics) feedback for the diagnosis and rehabilitation process of facial palsy 

and facial transplantation patients [33]. 

2.1.2. Collecting 3D facial database 

In the past few decades, facial analysis has attracted great attention due to its numerous 

exploitations in human-computer interaction [114], [115], animation for entertainment [116]–

[118], and healthcare systems [15], [119], [120]. Facial analysis from 2D images remains a 

challenge due to variation in poses, expressions, and illumination. 3D information can be 

used in order to cope with these variation problems. 

3D facial data can be acquired from medical imaging [121], [122], 3D scanners [112], 

[113], stereo-vision systems [95] , or RGB-D devices as Kinect. Specifically, facial 

reconstruction produces that are pretty near to the original skin were conducted based on 

extracting values of the soft tissue thickness at distinctive landmarks and the original skull 

from magnetic resonance images (MRI) [121]. Different 3D shapes of the face can be 

generated from the same skull model by adjusting the value of the soft tissue thickness 

regarding the positions of selected facial landmarks. Two stages of the facial reconstruction 

process are conducted using this method. In the first stage, initialization of the deformable 

model was inferred using the reference skin and the reference skull. The previously initial 

skin model was refined in the second stage using the means of a 3D deformable model built 

from simplexes meshes based on selected facial landmarks. The 3D shape of the face with 

various facial expressions can also be successfully captured with high accuracy using 3D 

scanners such as structured-light Inspeck Mega Capturor II 3D [113]. This system requires 

subjects sitting at 1.5 meters away. The resolution is 0.3 × 0.3 × 0.4 mm in corresponding x, 

y, and z directions. Or it can be captured by a 3D face imaging system [112]. This system 

projects a random light pattern onto the person and records his or her shape using multiple 

digital cameras mounted at various angles and precisely synchronized. By using these 

cameras, both the shape geometry and surface texture of the face of the person were precisely 

captured. Another way used a contactless Kinect sensor [111]. Using superior data from 
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Kinect, the system can reconstruct subject-specific geometrical heads and face models with 

texture information, as well as animate rigid and non-rigid facial mimic motions in real-time. 

The use of medical imaging leads to a very accurate 3D model but this is not 

appropriate for an easy-to-use, cheap and portable system. The use of depth cameras 

like Kinect can lead to a reasonable accuracy level while keeping the cheap cost, easy-to-use, 

and portable requirements. But the developed system depends strongly on the selected 

sensors. In fact, this could alter the future applicability due to stopped production like in the 

case of the Kinect V2 camera. Thus, it is necessary to have a more flexible and open method 

to build 3D information rather than using specific scanning devices. 

2.1.3. Application of 3D face reconstruction 

Numerous applications have been established by 3D shape reconstruction from 2D 

images. In the computer animation field, it helps to create 3D avatars from images. This can 

also be used in entertainment fields (e.g. virtual reality or gaming applications) when it is 

necessary to embed the user avatar into the system [124]. Chien-Hsu Chen et al. [124] (2015) 

proposed to use of an augmented reality-based self-facial modeling system. The system 

overlays 3D animation of participant faces for six basic facial expressions, allowing them to 

practice emotional assessments and social skills. The virtual avatars’ 3D head and face 

models were created to suit patients. And then the system was applied for patients to practice 

emotional and social skills by allowing the virtual avatar models to perform six fundamental 

facial expressions. Additionally, a reconstructed 3D face provides biometric features for 

security purposes such as human identification [125], [126], and human expression 

recognition [127]. In fact, the face of a person can be used as particular biometric evidence 

along with other biometric information such as what a person has (e.g. iris, fingerprint, retina, 

etc.) or produces (e.g. gait, handwriting, voice, etc.) [125]. Biometric facial recognition is an 

appealing biometric technique because it relies on the same identifier that people use to 

differentiate one person from another: the face. 

2.1.4. 3D face reconstruction methodology 

Various methods have been developed to estimate 3D face shapes from one image or 

multi- images [128]. Three distinguish approaches have been applied for reconstructing 3D 

shapes from 2D information namely 1) statistical model fitting method, 2) photometric 

method, and 3) deep learning method. 

2.1.4.1. Statistical model fitting approaches 

The first approach uses a prior statistical 3D facial model to fit the input images [129]–

[131]. In fact, 3D face reconstruction from 2D images is an ill-pose problem. It needs some 

types of previous knowledge. In order to find the solution, statistical 3D face models are 

preferred methods to incorporate this previous knowledge since they encode facial geometric 

variations. The 3D morphable model is a statistical 3D face model built from a set of 3D 

scans of heads. This model includes both the shape and the texture of the face. Firstly, they 

collected a large number of faces by a 3D scanner. Each face was presented as a set of cloud 

points in the 3-dimensional space  =  [𝑥1, 𝑦1, 𝑧1, … , 𝑥𝑛, 𝑦𝑛, 𝑧𝑛]
𝑇. The structure and order of 
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these points are the same for every face scan. Secondly, all these facial shapes were 

decomposed into a linear combination of the mean shape (𝒔̅) and the shape bases (𝒔𝑖). 

𝒔 = 𝒔̅ +∑𝜶𝑖𝒔𝑖

𝑚

𝑖=1

 

Similarly, all the facial textures were also decomposed into a linear combination of the mean 

texture (𝒕̅) and the texture bases (𝒕𝑖) 

𝒕 = 𝒕̅ +∑𝜷𝑖𝒕𝑖

𝑚

𝑖=1

 

The mean shape and mean texture were evaluated from all 3D faces from 3D scanners. 

Finally, the 3D face reconstructed from one image will be performed by estimating the shape 

(𝛼) and the texture (𝛽) coefficients. 

There are several existing 3D statistical models in the last few decades. For example, 

Blanz and Vetter (1999) created a 3DMM in UV space from 200 young adults including 100 

females and 100 males [132]. The well-established Basel Face Model (BFM) [133] was built 

from 200 subjects (100 males and 100 females with an average age of 24.97 years old from 8 

to 62) with most of the subjects being Caucasian. The Surrey Face Model (SFM) [134] was 

constructed from 169 subjects. It includes a diversity of both ages (from 0 to more than 60 

years old) and ethnicity (60% of the subjects are Caucasian, 20% of the subjects are Eastern 

Asian, 6% of the subjects are Black Asian, and 14% of the subjects are other ethnicities such 

as Arabic, South Asian, and Latin). Two other 3DMM models are the Large Scale Facial 

Model (LSFM) [135] and the Liverpool-York Head Model (LYHM) [136], [137]. Both 

models were built from a wide range of ages and balanced gender (with ratios of 

males/females are 48/52 for LSFM and 50/50 for LYHM). All of these models were built in 

the neutral position, while other methods built 3DMM which capture geometric variations 

related to expressions. Several examples are FaceWarehouse model [138], CoMA model 

[139], FLAME model [140], BFM 2017 model [141], and Multilinear wavelet model [142]. 

In particular, the FaceWarehouse model was built by Cao et al. [138] (2014) from depth 

images of 150 participants. Each has 20 different expressions and the age range is between 7 

and 80 years old. More existing 3DMMs are shown in Table 1. 
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Table 1. Existing 3DMM 

3DMM # 

subjects 

% males 

/females 

Age range Ethnicity Expression # cites 

Blanz Vetter 1999 

[132] 
200 50/50 

Young 

adults 
- No 5272 

BFM 2009 [133] 200 50/50 8-62 
Most 

Caucasian 
No 1010 

FaceWarehouse 

[138] 
150 - 7-80 Various Yes 750 

SFM [134] 169 - 
Wide 

range 

60% 

Caucasian 
No 202 

CoMA [139] 12 - - - Yes 154 

FLAME [140] 3800 48/52 
Wide 

range 

Wide 

range 
Yes 198 

LSFM 9663 48/52 
Wide 

range 
82% white No 187 

BFM 2017 [141] 200 50/50 - - Yes 18 

LYHM [136], 

[137] 
1212 50/50 

Wide 

range 
- No 89  

Multilinear 

Wavelet model 

[142] 

99 - - - Yes 23 

 

Afterward, by identifying parameters of the linear combination of 3D statistical model 

bases that best matches the provided 2D image, a new 3D face can be reconstructed from one 

or more images. 

2.1.4.2. Photometric approaches 

The second approach is based on the photometric stereo. The method is suitable for 

multiple images. The method combines a 3D template face model with photometric stereo 

algorithms to compute the surface normal of the face [143], [144]. The surface normal and 

the lighting parameters from a set of images are usually estimated by an assumption of a 

Lambertian reflectance model for each pixel (with coordinate (𝑥, 𝑦)) of the input image I as 

𝐈(𝑥, 𝑦) = 𝒜(𝑥, 𝑦)𝐥𝑇𝐧(𝑥, 𝑦) 

where at the pixel location (𝑥, 𝑦), 𝒜 represents the albedo, 𝐧 represents surface normal 

with light source vector 𝐥. However, due to the unconstrained nature of images, the lighting 

source is normally unknown so the method is purely based on the albedo. Thus, additional 

prior knowledge should be added. This prior knowledge can typically be a set of different 

images under different poses and angles, lighting conditions, and expressions from the same 

subject. Or it uses a single image with a combination of 3DMMs or a 3D template model.  

Various approaches have been proposed for reconstructing the 3D face of a person using 

photometric methods with multiple images. Kemelmacher-Shlizerman and Seitz [139] (2011) 

used multiple images to reconstruct the 3D face. They applied the matrix decomposition for 

𝐌 ∈ ℝ𝑛×𝑑 with each column corresponding with a frontal image of the same person. The 
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method outputs a matrix 𝚪 ∈ ℝ𝑛×𝑑 including the lighting parameters and a matrix 𝐒 ∈ ℝ4×𝑑 

including the albedo and the surface normal. Another example of Suwajanakorn et al. [140] 

(2014) reconstructed the 3D shape of the same person from each frame from a video 

sequence using a 3D optical flow technique paired with shading. On the other hand, Snape et 

al. [141] (2015) proposed to decompose a matrix 𝐌 with each vectorized image that possibly 

contains more than one person at a column into (𝚪 ∗ 𝐂)𝐒. Where ∗ represents the Khatri-Rao 

product and 𝐂 matrix including the shape parameters associated with the identity of subjects 

inside the input images. This method is able to reconstruct multiple subjects at once. All 

these methods require a large set of images. In contrast, Zeng et al. [142] (2017) only used 

3 images (including one frontal and two side views) that cooperated with prior knowledge as 

a collection of reference meshes. At the beginning step, 3 face models were coarsely 

reconstructed for three input images using a single-image reconstruction approach proposed 

by [143]. The first model deals with shading term that penalized the variation between the 

initial and the new estimations. The second model deals with consistency term, which is 

associated with multi-view to be in agreement for all the reference shapes. The third model is 

smoothness term to make sure smooth transitions in depth. 

On the other hand, other studies reconstructed the 3D shape of the face of a person using 

only one single image combined with prior knowledge. Three alternative approaches were 

proposed. 1) The first approach fits a pre-designed template face model to the input image 

[143]. 2) The second approach trains a face model combining shape and illumination 

parameters [145]–[147]. 3) The final approach fits a 3DMM to produce a coarse model that is 

then refined [148]–[150]. For the first approach, Kemelmacher-Shlizerman and Basri [143] 

(2011) reconstructed the 3D face of a person based on a template model. This method 

estimated each of three elements including the surface normal, albedo, and depth map 

alternatively by fixing the two remaining. In particular, the spherical harmonic parameters 𝛾 

were estimated by fixing the albedo and the normal of the template model, while fitting the 

reference shape into the input image. The depth map from the input image is computed by 

using pre-computed 𝛾 and albedo parameters. Finally, the albedo was recovered using pre-

computed 𝛾 and the depth map. In the training face model methods, Lee and Choi [145] 

(2011) modelized the input image (𝐈 ∈ ℝ𝑛𝑥×𝑛𝑦) by using spherical harmonics to approximate 

a Lambertian reflectance model, resulting in 

𝐈 = 𝐅 ×3 𝒍
𝑇 

where 𝐅 ∈ ℝ𝑛𝑥×𝑛𝑦×𝑛𝑙 describes parameters related to albedo and normal of the surface, 𝒍 ∈

ℝ𝑛𝑙  represents the light source. The surface property matrix 𝐅 was then parameterized as a 

function of personal identity 𝜏 ∈ ℝ𝑛𝑖𝑑  using the mean 𝐅̅ ∈ ℝ𝑛𝑥×𝑛𝑦×𝑛𝑙 and the bases function 

𝐓 ∈ ℝ𝑛𝑥×𝑛𝑦×𝑛𝑙×𝑛𝑖𝑑, which results in 𝐅 = 𝐅̅ + 𝐓 ×4 𝜏. Finally, 𝐈𝑛𝑒𝑤 can be reconstructed by 

estimating 𝒍 and 𝜏 which minimize the reconstruction error between (𝐅̅ + 𝐓 ×4 𝜏) ×3 𝒍
𝑇 and 

𝐈𝑛𝑒𝑤. 

The third approach uses one single image paired with a 3DMM to guarantee that the 

reconstruction is generally realistic [148]–[150]. In general, they solely employed 

photometry-based approaches to improve a rough 3D face approximated by fitting a 3DMM. 
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Especially, without the assumption of uniform surface albedos, a robust optimization 

approach was developed to accurately calibrate per-pixel illumination and lighting direction 

[148]. The input images are then semantically segmented using a customized filer along with 

the geometry proxy to adjust hairy and bare skin areas. 

 

2.1.4.3. Deep learning approaches 

The third approach uses deep learning to learn the shape and appearance of the face by 

training 2D-3D mapping functions [151], [152]. The method encodes prior knowledge of the 

3DMM into the weights of the deep neural network. Directly learning the 2D-3D mapping 

function is challenging due to lacking ground truth 3D face model. Thus 3 different 

approaches including the training dataset, the learning framework, and the training 

criterion have been proposed to cope with this issue regarding the learning process 

association. 

Regarding the training dataset, having a huge number of 3D face models paired with the 

2D images is most likely impractical. Numerous researches focused on enhancing the 

database by constructing the synthesis data for the training data set from existing 3DMMs. 

These methods include 3 different strategies: 

1) The fit and render method, which fits an existing 3DMM into real facial images and 

then uses these 3D reconstructed face models to render synthetic images [153]–[155]. 

 2) The generate and render method, which randomly generates 3D face models by 

adjusting the 3DMM parameters and then renders synthetic images under different conditions 

relating to poses, lighting, expressions, etc. [156], [157]. 

3) Self-supervision training method, which can avoid the requirement of pairs of 2D-3D 

ground truth data as well as the synthetic images. The method modifies the training network 

with an additionally rendering layer at the end of it. Then the training end-to-end process was 

spawned by minimizing the loss function generated from the input and rendered images 

[158]–[161]. 

According to the learning framework method, various different learning strategies have 

been proposed for reconstructing the 3D face of a person. Those include: 

1) The use of a single neural network for a single pass training: Convolutional neural 

network is a regular choice. The main idea of this method is to regress the parameters 

including shape, expression, and texture parameters of the existing 3DMM from a single 

input image [162]–[164]. 

2) The training of neural networks in an iterative way: This can be conducted either by 

focusing on iteratively enhancing the synthetic training set or based on iteratively refining the 

previous iteration’s outcome. Kim et al. [165] (2022), for example, rendered synthetic images 

using parameters predicted based on the trained neural network from a real image. Then these 

synthetic images were added to the training set in each iteration. As the result, after each 
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iteration, the training dataset was augmented by combining the data generated by the training 

network. 

3) The use of encoder-decoder architecture: The method divides the network into two 

separate parts. The encoder part makes the dimensional reduction of the input image to find 

new representative features. While the decoder part makes use of the new representative 

features to reconstruct the 3D facial geometry of a person [166]–[169]. 

4) The use of generative adversarial networks: The method trains two distinct networks 

namely generator and discriminator to learn the distribution of 3D faces from ground truth 

data, which aims to obtain more realistic 3D faces. For example, Tu et al. [170] (2020) 

trained a generative adversarial network to regress the parameters of a 3DMM. Gao et al. 

[171] (2020) reconstructed a realistic 3D facial geometry of a person from a decoder network 

trained by the discriminator network. 

5) The use of multiple networks: The method uses multiple networks with each network 

being responsible for a specific sub-task to determine different parameters. For example, 

Tewari et al. [172] (2019) and Bhagavatula et al. [173] (2017) extracted features from input 

images by a CNN and then fed these features into multiple networks for predicting different 

parameters involving shape and albedo. On the other hand, Fan et al. [174] (2021) fit 3DMM 

into the input facial image to reconstruct a personalized template model, which was then 

refined using the 50-layer ResNet [175]. Wang et al. [176] (2020) also regressed the 3DMM 

parameters to construct a coarse 3D model, which was then refined by another refine 

network. Dou et al. [177] (2017) trained multiple networks in parallel. This is able to estimate 

different parameters by adding different branches of sub-CNN-network to the main network 

of VGG-Face Network [178]. This sub-CNN-network predicts parameters related to 

expression, while the main network predicts parameters related to identity. 

The training criterion approach is regularly related to the loss function, which 

represents the variation between the output and the provided ground truth, and should be 

minimized during training the network. 
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To sum up, the 3D reconstruction of an accurate face model is essential to provide 

reliable feedback. Thus, this allows analyzing the face with external (i.e. face 

deformation) and internal (i.e. facial muscle mechanics) feedback for the diagnosis and 

rehabilitation process of facial palsy and facial transplantation patients. Previous studies 

have mainly been based on three different approaches. The first approach that fits a 

3DMM to 2D images is mainly based on estimating the parameters of the linear 

combination of the model bases. The fitting process is driven by corresponding 

landmarks or texture edges corresponding to 2D-3D points. The second approach 

reconstructs 3D face shape from one or multiple images using photometry was mainly 

based on a Lambertian illumination model that transforms an input image into albedo, 

normal, and lighting to recover the surface normal. The final approach is based on deep 

learning to learn the shape and appearance of the face by training 2D-3D mapping 

functions. 

These approaches can lead to very good accuracy levels for 3D face reconstruction 

and 3D subject-specific face reconstruction. However, the 3D face reconstruction of 

facial palsy patients is still a challenge and this has not been investigated. The objective 

of Chapter 3 will propose a methodology to reconstruct the 3D face shape models of the 

facial palsy patients in natural and mimic postures from one single 2D image. Then, 

based on the outcomes, the best method will be selected and implemented into our 

computer-aided decision support system for facial disorders. 
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2.2. Facial expression recognition 

2.2.1. Introduction 

Facial expression recognition (FER) plays an important role in numerous applications. 

Recognizing human expression is of helps humans in face-to-face communication in the 

interpretation of the other’s intentions. Mehrabian (1975) illustrated that the part related to 

facial expressions of a speaker can account for 55% of the interpretation in the conversations, 

while the verbal part (i.e. part relates to words) and the vocal part (i.e. part relates to the 

sound) contribute only to 7% and 38%, respectively [8]. There are also a wide range of 

applications of facial expression recognition [179] in the human-computer interaction [115], 

especially for the virtual reality and augmented reality system [124], [180], and healthcare 

systems (e.g. facial nerve grading [181], [182]). More specifically, facial expression 

recognition can be used for developing software, where it was a part of measuring user 

satisfaction while using the software [183]. In the education area, facial expression 

recognition assists to monitor feedback from both lecturers and learners [184], [185]. This 

can also evaluate the dynamism of class and effectiveness of teaching in a distance teaching 

environment such as tele-teaching or virtual learning. In the medicine and healthcare area, 

facial expression helps to monitor the emotion and expression perception of involved patients 

who suffer neuro-psychiatric disorders. Automatic facial expression recognition offers an 

objective and quantitative process of monitoring patients’ treatment feedback, and 

rehabilitation therapy [186]–[188]. Facial expression recognition can also be useful in 

security applications such as security surveillance systems or biometric systems related to 

facial recognition. Integrating facial expressions could make these systems able to detect 

malicious intention [189], [190]. In marketing, facial expression recognition can be used for 

capturing facial behaviors of users while trying a product’s sample [191] as well as keeping 

track of client interest and advertisement approval [192], [193]. 

There are several important terminologies for FER research that are given below: 

The facial action coding system (FACS), proposed by Ekman and Friesen [194] (1978), 

tracks changes in facial muscle contractions during a person’s expression. The contractions of 

individual facial muscles, known as action units (AUs), are encoded by FACS and represent 

discrete instantaneous changes in face appearance [195]. 

Facial landmarks (FLs) are key points in the face such as points on eyebrows, eyes, nose, 

and mouth (Figure 14). 

Basic expressions (BEs) comprise 6 basic expressions (e.g. anger, disgust, fear, 

happiness, sadness, and surprise) and one neutral expression (Figure 15). 

Compound expressions (CEs) are expressions that combine two basic expressions. Six 

basic expressions and a neutral expression, 12 compound expressions, and three others 
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including appall, awe, and hate are the 22 most typical expressions performed by humans 

[196]. 

Micro-expressions (MEs) are involuntary facial movements that are more spontaneous 

and delicate in a short time. 

 

Figure 14. Facial landmarks include salient points in the interesting regions in the face  

[113]. 

 

Figure 15. Six basic facial expressions and a neutral position from BU-3DFE database [112] 

 

2.2.2. Existing facial database 

Various sources of databases related to facial expression have been recently published 

including 2D face and 3D face scans. These databases were captured in both controlled (in 

the laboratory) and uncontrolled (in real-world) conditions. Two databases namely Cohn 

Kanade (CK) [197] (2000) and Cohn Kanade extension (CK+) [198] (2010). CK includes 97 

subjects (the age ranges from 18 to 30 years old, female subjects count 65%, and male 
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subjects count 35%) with a total of 486 sequences of 2D images. CK+ extended the existing 

CK database to increase to 123 subjects (the age ranges from 18 to 50 years old, 69% of 

subjects are female, and the remaining 31% of subjects are male). Each subject performed 6 

basis expressions (6E) and one neutral position following the FACS code. A 3D face 

database namely Bosphorus [113] (2008) comprises 105 subjects (60 males and 45 females, 

18 subjects wore mustaches/beards). Each subject was scanned 31 to 54 times under different 

expressions, and head poses. Binghamton university 3D facial expression (BU-3DFE) [112] 

(2006) contains 100 subjects (56 females and 44 males, the age ranges from 18 to 70 years 

old, various ethnicities such as White, Black, Middle-east Asian, East-Asian, Indian). Each 

subject was captured in different expressions and poses. The metadata comprises 3D face 

scans as well as associated facial textures with a total of 2500 facial scan models. Two other 

databases were developed from Binghamton university namely Binghamton university 3D 

dynamic facial expression (BU-4DFE) [199] (2008) and Binghamton-Pittsburgh 3D dynamic 

spontaneous facial expression database (BP4D) [200] (2014). The former includes 606 

sequences of 3D facial scans (100 frames for each sequence) of 101 subjects (58 females and 

43 males with various ethnicities) captured with six basic expressions. The latter includes 41 

subjects (23 females and 18 males, the age ranges from 18 to 29 years old, with various 

ethnicities) with each subject conducting spontaneous 3D facial expressions. Another worth 

mentioning database namely the SIAT-3DFE database [201] (2020) was also applied for 

facial expression recognition. This high-resolution database was acquired by two structured 

light scanner systems called CASZM-MVS600. The data consists of 8000 3D facial scan 

models from 500 Asian volunteers aged from 18 to 50. Each participant was scanned 16 

times with 4 basic facial expressions such as neutral, happiness, sadness, and surprise. More 

benchmark facial databases were shown in Table 2. 

Table 2. Several existing benchmark facial databases. E = expression, N = Neutral 

Database # subjects Total face Type Environment Expression 

CK [197] 97 486 2D Laboratory 6E + 1N 

CK+ [198] 123 593 2D Laboratory 6E + 1N 

Bosphorus [113] 105 4888 3D Laboratory 6E + 1N 

BU-3DFE [112] 100 2500 3D Laboratory 6E + 1N 

BU-4DFE [199] 101 606 4D Laboratory 6E + 1N 

BP4D [200] 41 - 4D Laboratory 6E + 1N 

SIAT-3DFE [201] 500  3D Laboratory 3E + 1N 

FER2013 [202] - 35,887 2D Internet 6E + 1N 

MMI [203] 25 740I, 2900V 2D Laboratory 6E + 1N 

AFEW 7.0 [204] - 1809V 2D Movie 6E + 1N 

4DFAB [205] 180 1.8 million 4D Laboratory 6E + 1N 

EmotioNet [206] - 450,000 2D Internet 

23E or 

compound 

expressions 

JAFFE [207] 123 213 2D Laboratory 6E + 1N 

Oulu-CASIA [208] 80 2880 3D Laboratory 6E 
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2.2.3. Facial expression recognition framework 

A facial expression recognition or classification contains three main tasks including 

preprocessing data, feature extraction, and classification or recognition (as presented in 

Figure 16). 

The first crucial part of FER is pre-processing data. This step has a substantial impact on 

the performance of both traditional machine learning as well as deep learning algorithms. 

Depending on the use of the input data (2D images, 3D face scan, sequences of images), 

several techniques could be applied for pre-processing data process. 1) The first technique is 

face detection helps to identify the facial region in the image applied for the method using 2D 

images as input [209]–[213]. 2) Facial landmark detection determines key points in the face 

such as the eyes, eyebrows,  nose, mouth, and lip [214]–[216]. 3) After that, facial 

normalization was applied to minimize the feature dependence related to space, pose as 

rotation, lighting conditions as brightness and illumination, occlusion, etc. [217], [218]. 4) 

And finally, data augmentation could significantly improve machine learning and deep 

learning performances. Because it enlarges the data size through several techniques such as 

rotating, flipping, scaling, cropping, resampling, etc. [219]–[222]. 

 

Figure 16. Facial expression recognition usually contains three main tasks: preprocessing 

data, feature extraction, and classification or recognition. 

The second main part of FER is feature extraction, which aims to extract useful 

information from input data. This information can maximum interclass variation, while 

minimum intraclass variation to discriminate different expressions. 1) Hand-crafted feature 

extraction, 2) learning feature extraction, and 3) hybrid feature extraction are popular 

techniques to extract features for a FER problem. Hand-crafted feature extraction includes 

appearance-based features and geometric-based features. Appearance-based features capture 

changes in the facial image related to the shape, texture, color, or key points in the face. It 
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then presents these changes using one single representative vector. Geometric-based features, 

on the other hand, capture the displacements during different expressions of pre-defined 

facial landmarks. Regarding the appearance-based feature extraction, numerous methods 

have been used such as Gabor Wavelet [223], local binary pattern (LBP) [224], histogram of 

oriented gradient (HOG) [225], principal component analysis (PCA) [226], scale-invariant 

Fourier transform (SIFT) [227], [228]. These appearance-based features, in general, are able 

to catch transient alterations in the face such as wrinkles, furrows, bulges, etc. However, 

these types of features are vulnerable to changes in lighting conditions and image quality. 

Geometric-based features use an active appearance model (AAM) [229] to match a collection 

of model points to an image. Or it uses an active shape model (ASM) [230] to match the 

shape and texture of objects to an image, to track a set of pre-defined face landmarks. In spite 

of being not influenced by lighting conditions, simple to track as well as working well for 

several expressions, they are insufficient for expressions that do not result in the pre-defined 

facial landmark displacement. The second type of feature namely learned-based features 

extracted from neural networks and deep learning networks. Other networks can also be used 

like convolutional neural networks, recurrent neural networks, and geometric deep learning 

networks. However, due to the lack of a large database for training networks, the learned 

features might not sufficiently capture discriminative information for FER. Another type of 

feature for FER fuses different features to get prediction namely hybrid-based features. Due 

to combining other features’ advantages, this type of feature could dramatically improve the 

recognition rate. 

Many traditional machine learning algorithms have been used for recognizing or 

classifying facial expressions such as support vector machine [231], [232], adaptive boosting 

[233], random forest [234], [235]. In general, traditional machine learning algorithms require 

hand-crafted feature processing for FER. Numerous classes of deep learning algorithms were 

also applied for FER such as CNN class with LeNet [236], AlexNet [237], ResNet-50 [238], 

[239], GoogLeNet [240], [241], VGGNet [242], [243], recurrent neural network (RNN) 

[244]–[246], Dynamic Bayesian Network (DBN) [247], GAN [248]–[251], multitask learning 

systems [252], [253], geometric deep learning [127]. Deep learning algorithms for FER might 

avoid hand-crafted feature extraction, but they demand a large scale of databases for training. 

Besides, the tuning process to find the optimal hyperparameter for the training is also high 

computational cost and time-consuming. 

2.2.4. 3D facial expression recognition based on 2D facial images 

Most existing facial expression recognition in the past thirty years has primarily been 

based on 2D image processing. This can be divided into methods using conventional machine 

learning or deep learning [7] (Figure 17). Various conventional machine learning 

approaches extract facial appearance features, facial geometric features, or/and a combination 

of both (Figure 18). For example, Happy et al. [254] (2012) extracted appearance features in 

the global face region using a local binary pattern (LBP) histogram, then applied PCA for 

classifying facial expressions. Due to the lack of local variations in the face, the accuracy 

tends to deteriorate. Ghimire et al. [255] (2017) divided the face into different sub-local 
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regions and extracted appearance features for these sub-local regions, then applied a support 

vector machine to recognize facial expressions. In other research, Ghimire and Lee [256] 

(2013) recognized expression from sequences of images by extracting two different 

geometric features related to the angles and distances created from 52 pre-designed facial 

landmarks. Euclidean distances and angles were first computed from each pair of facial 

landmarks of a frame and then subtracted with corresponding values in the initial frame of the 

sequence. Multi-class AdaBoost or support vector machine, finally, were applied to classify 

facial expressions. Regarding hybrid features, Du et al. [196] (2014) extracted both 

appearance features by Gabor filters and geometric features as the distribution of each pair of 

fiducials. They then alternatively used the Nearest-mean classifier and Kernel subclass 

discriminant analysis to classify 6 basic expressions, one neutral expression, and 22 

compound expressions. Similarly, Benitez-Quiroz et al. [206] (2016) combined Euclidean 

distances and angles within normalized facial landmarks, and the facial landmarks after the 

Gabor filter to recognize a total of 23 expressions using kernel subclass discriminant analysis. 

In general, FER using conventional machine learning algorithms demand low 

computational power and memory. Thus, it can be used for real-time embedded systems 

[257]. However, these methods require hand-crafted feature extraction, which cannot be 

jointed for optimizing and improving performance [258], [259]. 

 

Figure 17. Facial expression recognition conducted on 2D image dataset 
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Figure 18. Produce for conduction facial expression recognition using conventional machine 

learning algorithms. 

Deep learning, on the other hand, has a breakthrough and is currently successfully 

applied in computer vision, especially for facial expression recognition based on 2D image 

processing (Figure 19). For example, Breuer and Kimmel [260] (2017) trained a CNN model 

to extract learned features and infer facial expressions with 8 expressions and 50 AUs. Jung 

et al. [261] (2015) extracted both temporal appearance features and temporal geometry 

features by training two different CNN models. They then combined two models for 

recognizing 6 expressions and a neutral expression. In another research, Zhao et al. [262] 

(2016) proposed an end-to-end trainable network namely deep region and multi-label 

learning (DRML). The model can induce important facial areas and extract the face’s 

structural information.  

 

Figure 19. Produce for conduction facial expression recognition using deep learning 

algorithms [7]. 

Several studies made use of different deep learning models by combining convolution 

neural network (CNN) and long-short term memory (LSTM) for classification (Figure 20). 

An and Liu [263] (2020) combined CNN and LSTM models to extract the feature 

information from the 2D image dynamic expression face sequences. Firstly, context 

information was extracted from the input image by performing the parameter adaptive 
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initialization CNN. Secondly, the main loop RNN and LSTM information memory generate 

the feature vector from the context information. Finally, facial expression was recognized 

using the support vector machine (SVM) method. Kumar et al. [264] (2021) proposed a 

method for facial expression recognition using multi-view representation, which is based on a 

multi-level uncorrelated discriminative shared Gaussian process model. Li et al. [265] (2020) 

proposed a new approach for preprocessing data such as removing useless regions to crop the 

face and rotating the face image to expand the database. A simple CNN consists of two 

convolution layers with 32 and 64 kernels, two sub-sampling layers to reduce the image size, 

and one output layer to recognize facial expressions. Ebrahimi Kahou et al. [266] (2015) 

propagated information about the face in a sequence of facial images with a hybrid RNN-

CNN architecture. The model can perform well for recognizing 6 basic expressions and a 

neutral expression. Kim et al. [267] (2019) also combined CNN and LSTM models. The 

CNN model learns spatial properties of representative expression-states, while the LSTM 

model learns temporal properties of the spatial feature representation. Similarly, Chu et al. 

[268] (2017) also combined CNN and LSTM models for extracting spatial representations 

and temporal dependencies for detecting multi-level facial AUs for the input video 

sequences. Hasani and Mahoor [269] (2017), on the other hand, enhanced the 3D Inception-

ResNet by adding a LSTM unit for the extraction of spatial and temporal relations between 

sequence frames in the input video. 

 

Figure 20. A general framework of a hybrid CNN-LSTM network for facial expression 

recognition. This hybrid model usually uses CNN for extracting spatial features and 

combining with LSTM (RNN) for handling temporal features involving sequential images [7]. 
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Generally speaking, deep learning algorithms, unlike conventional machine learning 

algorithms, estimate features and classify facial expressions using deep neural networks. The 

methods use deep convolution neural networks to extract optimal features straight from input 

data. It, however, demands a large amount of data and high computational devices to satisfy 

deep neural networks. 

Various research studies have advanced the accuracy of recognition tasks. However, the 

recognition performance based on 2D images remains challenging when processing 

expressions with large variations in different poses and lighting conditions. This task is 

particularly challenging when performing feature engineering, which is time-consuming and 

subjective. In fact, 3D information such as the 3D point cloud with an end-to-end deep 

learning algorithm should be used to deal with the recognition degradation. 

2.2.5. 3D facial expression recognition based on 3D face scans 

2.2.5.1. Conventional machine learning for 3D facial expression recognition 

Feature-based and model-based algorithm 

FER on 3D facial databases can be divided into two different types namely feature-based 

methods and model-based methods [270]. The feature-based method extracts feature vectors 

from surface geometric information of the face. These include spatial relations of interesting 

points, curvature, gradient, and local shape straight from input 3D face data. These feature 

vectors then are fed into conventional machine learning algorithms for FER. We can mention 

support vector machine [271]–[273], hidden Markov model [274]–[276], neural network 

[273], [277], [278], or random forest [279]. Mohamed Daoudi et al. [280] (2013) reported a 

fully automatic solution for facial expression recognition from sequences of 3D face scans 

(BU-4DFE database) that is identity-independent. Firstly, the 3D mesh, frame by frame, was 

aligned and cropped. Secondly, relevant features from 3D deformations were optimized by 

Linear Discriminant Analysis (LDA). Hidden Markov Models (HMMs), then, were used for 

classifying facial expressions based on temporal variations of optimized features. 

The model-based method, on the other hand, computes coefficients of shape deformation 

between the input face and the generic face presented by neutral expression. These 

coefficients are then used as the feature vector. For example, Zhao et al. [281] (2010) tracked 

the displacements of a set of manually labeling landmarks by fitting statistical facial feature 

models (SFAM) on the face. These displacements were fed to a Bayesian belief network 

(BBN) to recognize 6 basic expressions applied to the BU-3DFE database. Hui Chen et al. 

[282] (2015) reconstructed a 3D face model from a 2D image. A random forest algorithm was 

then applied for fast facial model-based expression recognition in real-time. The 3D face 

reconstruction process can handle variations in head poses such as large rotation and fast 

movements, as well as partial facial occlusions in a sequence of 2D images. Fabiano and 

Canavan [283] (2018), besides, made use of a statistical shape model to combine it with a 

local shape index-based feature. It was then applied to 3D facial expression recognition for 
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both spontaneous and non-spontaneous data (BP4D database). Ocegueda et al. [284] (2011) 

fitted the 3D facial meshes into an Annotated Face Model (AFM) and estimated Expressive 

Maps using geometric features such as normal, local curvature, and vertex. These features 

were then used for classifying expressions. 

In general, feature-based methods are mainly based on highly accurate facial landmarks, 

which then analyzed the configuration and topology of the surrounding regions. Localization 

of facial landmarks is still an open problem. Model-based methods are, on the other hand, 

often associated with fitting a generic facial model, which can suffer from big facial 

deformations (e.g. smiling, widely open mouth). 

Some approaches have successfully explored 3D faces for expression recognition tasks by 

projecting 3D faces onto the 2D image plane. Precisely, several techniques project 3D data 

into the 2D image plane and handle expression recognition based on features extracted from 

the 2D image plane [285]–[288]. In particular, Savran and Sankur [285] (2017) developed a 

non-rigid registration method based on projecting 3D faces to the 2D image plane. The 

method was able to extract two features for expression detectability. 1) The permanent face 

structures are lower within-class variance. And 2) expression face structures are higher 

between-class variance. Another research by Savran et al. [287] (2012) expressed the action 

unit intensity estimation based on a nonlinear scale of 5 grades using both 2D and 3D 

information. Firstly, facial features are extracted by applying Gabor wavelets on 2D 

luminance images. 3D surface geometry images (local shape feature) such as mean curvature, 

Gaussian curvature, shape index, and curvedness are mapped onto the 2D surface. These 

local shape features are estimated from the maximal and minimal principal curvatures. 

Secondly, a support vector machine regression was implemented on the coefficients of Gabor 

wavelets to find the score of action unit intensity. 

Some other approaches find a new presentation of the 3D face in terms of curvature 

descriptor [289], Scale-invariant Feature Transform (SIFT) feature [290], and spatial 

distances and displacements between facial landmarks [291], [292]. In particular, Alyuz et al. 

[289] (2008) focused on using curvature descriptors, which measure the bending degree of a 

surface as the feature vector for the classification task. Berretti et al. [290] (2011) computed 

SIFT descriptors for a set of facial key-points for the BU-3DFED dataset and used these 

descriptors as feature vectors for recognition tasks using a support vector machine model. 

Berretti et al. [291] (2013) also proposed a method for automatically recognizing facial 

expressions for dynamic 3D face scan sequences. They detected a set of 3D facial landmarks. 

A new presentation of the face was constructed comprising of mutual spatial distances 

between these facial landmarks, and 3D shape context as the facial landmark descriptors of 

the neighbor points. Zarbakhsh and Demirel [292] (2020) proposed a time series analysis 

method to process the dynamic 3D facial expression. Firstly, the topological features such as 

distance, displacements, and angles are extracted from 3D facial landmarks. Secondly, the 

neighborhood component feature selection was applied to reduce the high dimensional 

feature space. Thirdly, the temporal representation of geometric deformation values was used 

to construct a multimodal time series model. At last, recognition was performed by adaptive 
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cost dynamic time warping classification. Lemaire et al. [293] (2013) described 3D facial 

surfaces as a set of 2D maps that might make use of existing 2D image processing 

techniques. 3D face models were first preprocessed by aligning into a frontal pose and 

cropping the face into the center region. Differential Mean Curvature Maps (DMCMs) were 

then used to extract Representation Maps including curvature at different scales, which can 

generate different 2D representation images. After that, these DMCMs were processed using 

the Histogram of Oriented Gradients (HOG) to extract global descriptors. And finally, a 

multi-class support vector machine was applied for classifying facial expressions. 

Multi-models using 2D and 3D facial data 

Different features such as facial shapes, curvature, facial landmarks, and texture 

information could be extracted independently from both 2D images and 3D face scans and 

emerge to obtain state-of-the-art performance for recognizing facial expressions [294]. In 

particular, Hayat and Bennamoun [295] (2013) separately learned features from 2D images 

and 3D face scans and use SVM to classify facial expressions. Jan and Meng [296] (2015) 

emerged geometric features from 3D databases and texture features from 2D images for FER. 

2.2.5.2. Deep learning for 3D facial expression recognition 

Deep learning has recently been applied for recognizing 3D facial expressions. For 

example, Oyedotun et al. [297, p.] (2017) learned discriminative features using a deep CNN 

model. They fused 2D images and depth map latent representations. The method was able to 

differentiate 6 expressions for the BU-3DFE database. Yang and Yin [298] (2017) also tested 

3D facial expression recognition using CNN and facial landmarks for two databases BU-

3DFE and BU-4DFE. Li et al. [299] (2015) extracted the first deep representation such as the 

geometry map, the normalized curvature map, and normal maps from 3D faces. They also 

extracted the texture map from 2D photometric using a pre-trained deep CNN. These 

representations were then used to recognize expression by SVM. Chen et al. [300] (2018) 

proposed a Fast and Light Manifold CNN model, which can enhance geometric 

representation. 

The 3D point cloud is the representation of the surface of a 3D object in space. A simple 

format of the point cloud is a set of data points in terms of XYZ coordinates [301]. Thus, 

point cloud resolution relates to the density of the number of points within the 3D object 

surface. Geometric data such as 3D facial point clouds are not a regular format. In general, 

previous studies often project this data into 2D images or find a new presentation of the 3D 

points, and then recognize the facial based on these new presentations.  
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To summarize, most of these researches focus on face registration and then extracting the 

feature for facial expression recognition. Or they represent the 3D face in terms of a new 

presentation such as curvature descriptors, SIFT feature, spatial distances, or 

displacements. This, however, transforms the data and often reduces the depth information 

on the face. To the best of our knowledge, there is no research study using directly the 3D 

point cloud for facial expression recognition. Therefore, we propose to use a new class of 

deep learning called geometric deep learning model, called PointNet++ [302] based on 

PointNet [303] to directly process 3D geometry such as 3D facial point cloud for facial 

expression recognition. More details on this part will be presented in Chapter 4. 
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2.3. Facial symmetry analysis 

Facial symmetry indicates the balance and equality of facial structure in terms of shape, 

size, location, and arrangement of left and right components on the sagittal plane [304]. On 

the opposite, the asymmetric face shows the bilateral difference between the two sides. Facial 

symmetry is a crucial factor in recognizing the impression of beauty and attraction [305]. 

Indeed, people with attractive faces are more likely to get more chances in social activities 

such as dating [306], [307], getting hired at prestigious occupations [306], or even getting 

benefits from social advantages in daily life [308]. Moreover, facial palsy patients and 

patients with facial transplantation have facial asymmetry, which leads to unnatural facial 

expressions [31], [107]. In fact, facial expressions are important due to contributing 55% to 

the emotional interpretation of the conversations [309]. Thus, being unconfident when 

performing facial expressions could lead to a loss of confidence in face-to-face conversation 

and reduce the patient’s confidence resulting in self-isolation and psychological disorders 

[18], [107]. Consequently, facial symmetry analysis is important to support the correct 

assessment and diagnosis of facial palsy and facial transplantation patients. This could help 

the doctor to design efficient individual rehabilitation programs [21], [33]. 

Grading and analyzing the symmetry of the face could be categorized into traditional and 

computer-aided methods. Traditional methods were subjectively conducted such as House-

Brackmann system [35] (1985), Burres-Fisch system [310] (1990), and Sunnybrook system 

[34] (2010). This was mainly based on measuring Euclidian distances between pre-defined 

facial landmarks at resting or facial expression positions. Computer-aided systems can 

provide quantitative and objective measurements, it has mainly based on 2D image 

processing. For example, the Neely-Cheung rapid grading system analyzed the face by 

entering the data measured by hand into the system [311], [312] (1999). Pourmomeny et al. 

[313] (2011) proposed a system to grade the face to measure the face during facial 

movements using Photoshop software. SmartEye Pro-MME (2011), which tracks lip 

movements, requires manually picking facial landmarks on the image [314]. Another system 

could measure the symmetry of the face at the resting position using Kinect v2 sensor [315]. 

In general, previous studies have two limitations. The first limitation is that it required hand-

crafted feature engineering techniques (e.g. facial landmark detection). The second limitation 

is that it was reduced performance when processing images with large variations in different 

expressions, pose, and lighting conditions. Thus, to deal with these challenges, 3D 

information such as 3D point cloud data using end-to-end solutions to find a novel shape 

descriptor of the data should be used for facial symmetry analysis. 

The breakthrough of novel sensing devices leads to the availability of non-Euclidean data 

such as 3d point clouds, graphs, and meshes [316]. And 3D point cloud databases are the 

regular choice for capturing the shape of subjects as they are flexible and efficient [317]. 

The shape descriptors are a new presentation of the object and should capture the 

distinctive properties of the object’s geometric structure [318]. Recently years, many studies 

have been proposed to have effective feature extraction of 3D point cloud descriptors for 

different computer vision tasks for classification and segmentation. Several examples of 
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descriptors are shape distribution [319], 3D Zernike descriptor [320], Fourier descriptor 

[321], eigenvalue descriptor [322], spin images [323], mesh HOG [324], and shape context 

[325]. In general, in terms of the way to extract the feature, 3D shape descriptors can be 

divided into two different categories: hand-crafted based descriptors and deep learning-based 

descriptors [326]. However, having discriminative and robust novel shape descriptors 

remains a challenge and is worth being investigated due to its nature of unstructured and 

unorder points. 

 

 

  
To sum up, facial symmetry is an important indicator for analyzing facial palsy. Analyzing 

facial symmetry can support the correct assessment of involved patients. Previous studies 

have mainly been based on either subjective methods conducted by doctors or automatic 

systems. These methods require hand-crafted feature engineering (e.g. facial landmark 

detection), which is time-consuming and challenging due to image variations. We proposed 

to use a novel point descriptor from 3D point cloud data for analyzing the face in terms of 

facial symmetry. A novel type of learned descriptor is estimated from the state-of-the-are 

geometric deep learning model called PointNet++ [302]. The descriptors were then applied 

principal component analysis to reduce the dimension [326]. The final descriptors were 

then used to analyze the facial symmetry and in the meantime the difference between the 

face of Caucasians and Asians. Another descriptor was also investigated called the hand-

crafted method based on the PointPCA model [385]. More details will be presented in 

Chapter 5. 
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2.4. Facial motion learning by coupling between reinforcement 

learning and finite element model of the face 

2.4.1. Introduction 

Facial palsy patients or patients with facial transplantation have abnormal facial 

movement patterns due to altered facial muscle functions and nerve damage. This leads to 

abnormal motion control for different movements such as eating, speaking, or facial 

expressions [11]–[13], [309]. Moreover, involved patients also suffer asymmetric face 

effects. This effect indicates the imbalance and inequality of facial structure in terms of 

shape, size, location, and arrangement of left and right components on the sagittal plane 

[304]. In fact, the recovery to a symmetric face with balanced functionalities requires a 

complex rehabilitation process. This process requires patients must practice rehabilitation 

exercises. Long-term plastic changes in the brain can be induced by repetitive sensory and 

motor exercises during rehabilitation. In fact, these repetitive rehabilitation exercises could 

assist the brain, facial muscles, and facial nerve systems coordinate to reroute the electrical 

signals from the brain to muscles that were interrupted for involved patients [109], [327]. In 

addition, knowing which muscle is responsible for what movements could help clinicians 

identify straightforward muscles that should be targeted for surgery [328]. Thus, 

understanding of facial motion mechanism remains a scientific and clinical challenge to help 

the involved patients to recover symmetrical movements and normal facial expressions. It is 

important to note that current facial rehabilitation has mainly been based on a mirror 

approach to monitor the visual qualitative feedback from the rehabilitation exercise. More 

precisely, patients watch their distorted features in the mirror as a reference to teach 

themselves the right expressions during rehabilitation exercises. This strategy is ineffective 

and subjective without any feedback. Moreover, the current rehabilitation process is limited 

by a lack of patient-specific knowledge about muscles driving facial motions. Therefore, 

understanding facial motion mechanisms, muscle activation, and coordination are clearly 

fundamental. To provide quantitative and objective information on the facial motion during 

the rehabilitation exercise, computer-based systems that automatically recognize action units 

(AUs) defined by the Facial Action Coding System (FACS) have been developed [40]. Such 

complex systems can provide an objective guideline for monitoring the facial rehabilitation 

process, which is long-term, inconvenient, and sometimes ineffective [33], [329], [330]. 

2.4.2. Biomechanical model for learning motion patterns 

In addition, for investigating muscles driving facial motion problems, biomechanical 

models are recommended. Because they can be customized to reflect the true anatomy and 

pathological anatomical deformations as well as imitate physical processes [331]. In 

particular, these biomechanical models also provide an effective and powerful tool for 

assessing the structure and functionalities of the human anatomy. This is of help in 

developing a scientific foundation for treatment planning. Modeling is especially important 

when mechanical parameters are difficult or impossible to quantify with the available 
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technologies. In fact, physics-based facial models using finite element methods have been 

intensively developed to explore the role of facial muscle excitation, contraction, and 

coordination during facial motion (Figure 21) [15], [16], [122], [328], [332]–[337]. 

 

Figure 21. A physical-based model of the face with the skull in soft tissue (a), a physical-

based model of the face with reconstructed muscles (b), and a physical-based model of the 

face using finite element modeling (c) (Fan 2016) [338] 

In the physical-based facial model system, muscle excitation is an unknown variable. 

Muscle excitation represents the neural control process. Muscle helps to contract the face 

tissues and move the skull to perform facial expressions and movements. Physical-based 

model simulations provide a detailed view of the muscle contraction mechanism and its effect 

on facial motion. However, the physics-based approach is descriptive with a priori knew 

input information such as muscle properties. Moreover, which muscles and what value of 

muscle excitations for performing the desired movement for facial rehabilitation is still 

an open and longstanding research question. It is almost practically hard or impossible to 

directly measure muscle activations from living subjects due to safety and accessibility 

limitations [332]. In fact, muscle force can be manually measured in extreme conditions. For 

example, it can be measured in the operation room by placing a force transducer on a tendon 

that collects information and was removed before finishing the surgery (e.g. finger flexor 

tendon forces measurement [339]). This method, however, mostly be used in research 

laboratory environments. Otherwise, measuring muscle force could rely on the use of skeletal 

movements as well as ground reaction forces. This method, nonetheless, could not provide 

affection for any single muscle. Diverse numerical techniques have been proposed for 

estimating muscle excitation such as inverse dynamics, forward-dynamics tracking 

simulation, and optimal control strategies [328]. Precisely, a technique namely inverse 

dynamic relied on computational modeling of the dynamics of connected multi-bodies. This 

approach is based on solving a static optimization problem to discover the most likely 

collection of muscle excitations that will result in desired movements of the biomechanical 

model for each timestep [340]. The forward-dynamics assisted tracking, on the other hand, 

feds an initial set of muscle excitations into forward dynamics equations of the biomechanical 

model. It then iteratively updates the muscle excitations based on cost function comparing the 

computed result and experimental kinematics [328]. However, the use of these approaches 

depends strongly on the a priori definition of input data, model properties, and the 

targeted motion. Another significant limitation of any inverse dynamic solution is that it 

(a) (b) (c)
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depends on the availability of movement patterns as the input. This information is not 

always simple to collect from living subjects, especially in the case of patients with facial 

palsy or facial transplantation. Thus, this approach has a limited predictive capacity to 

explore a larger parameter space to find emerging properties during dynamic movements of 

the face. 

2.4.3. Reinforcement learning for inverse dynamics motion learning 

In spite of the increasing availability of massive databases and computational models, 

artificial intelligence has rapidly grown [341]. One of the promising solutions in the control 

field is reinforcement learning with tremendous theoretical and practical achievements in 

robotics control [342], gamming [343], autonomous driving [344], computer vision [345], 

and healthcare [341], [346], [347]. In particular, the question of the use of this learning 

strategy in the healthcare domain to tackle real-world applications has recently been raised 

[341], [346], [347]. Reinforcement learning distinguishes itself from other types of machine 

learning in several perspectives. The agent collects data through interactions with the 

environment and uses that data to train the agent itself. This dependence leads to variation 

outcomes from one run to another. Recently, reinforcement learning strategy has been 

coupled with rigid multi-bodies dynamics to explore the motion of the lower limbs during 

walking and age-related falls in our team [348]. In another research, Izawa et al. [349] (2004) 

proposed to use an actor-critic reinforcement learning algorithm to learn to control a 

biological arm model. Broad [350] (2011) learned for achieving desired arm movements 

using reinforcement learning. Abdi et al. [351] (2020) estimated muscle excitation for 

biomechanical simulation based on a deep reinforcement learning algorithm. Thus, this 

learning strategy opens new avenues to explore human system motion and novel emerging 

properties without any a priori motion data as well as much knowledge of the biomechanical 

systems. 

 

 

 

 

 

 

 

 

 

To sum up, the facial motion learning capacity will be explored by the coupling between 

reinforcement learning and finite element modeling. The main objective is to provide, for 

the first time, the modeling workflow for this complex coupling and then to evaluate 

different learning strategies to establish motion patterns of the face during facial expression 

motions. Our novel solution will explore the patient-specific facial motions without a priori 

data from the patient and then provides a set of facial muscle activation and coordination 

patterns for a specific rehabilitation-oriented movement (e.g. symmetry or smile). More 

details will be presented in Chapter 6. 
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2.5. Conclusion 

This chapter summarized the literature review about 3D face reconstructions from 2D 

images, facial expression recognition, facial symmetry analysis, and facial motion learning 

based on biomechanical models. Throughout this review, several challenges for clinical 

applications have been pointed out. The first challenge is the lack of building 3D information 

from images or depending strongly on the selected depth cameras. The second challenge is 

the lack of analyzing the face in terms of expression recognition and symmetry analysis. The 

last challenge is the limitation of the predictive capacity of the facial motion patterns with 

emerging biomechanical properties. 
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Chapter 3: 

3D Face Reconstruction from a Single Image using 

Different Deep Learning Approaches for Facial 

Palsy Patients (2D_3D) 

Analyzing the face of facial palsy or facial transplantation patients helps doctors and 

patients to assess and improve the rehabilitation process. Directly capturing a 3D face using a 

medical imaging device such as MRI is high accuracy but that is expensive and time-

consuming. The use of depth cameras like Kinect can lead to a reasonable accuracy of the 

3D face model while keeping the cheap cost. But it has to be replaced in the future 

application due to stopped production. 3D face reconstruction from a 2D image seems like 

a solution. A huge effort has been invested in estimating the subject-specific 3D surface of 

the face from 2D images under uncontrolled and uncalibrated conditions. Existing approaches 

could output good accuracy levels for 3D face reconstruction and are able to reconstruct 3D 

subject-specific face. However, the 3D face shape reconstruction of facial palsy patients is 

still a challenge and this has not been investigated. In this chapter, we applied several well-

established methods to reconstruct 3D faces of 4 subjects including 2 healthy subjects and 2 

facial palsy patients in neutral and mimic postures from one single 2D image from Kinect v2. 

The methodology can also be applied to 2D images captured from any kind of device. This 

part corresponds with task number 1 (Figure 22). 
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Figure 22. Thesis framework: the part of 3D face reconstruction aims to generate 3D 

geometrical model of the face 
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3.1. Materials and Methods 

In this part, we proposed to used three methods for reconstructing the subject-specific face 

model from a single 2D image. The first method was based on fitting a 3DMM to the input 

2D image. The second and third methods were based on regressing parameters of 3DMMs 

using a pre-trained ResNet-50 model. 

3.1.1. Materials 

In order to reconstruct the 3D face from a 2D image, we used a dataset of 2 healthy 

subjects (one male and one female) and 2 facial palsy patients (two females) collected from 

CHU Amiens (France). Each healthy subject or patient signed an informed consent 

agreement before the data acquisition process. The protocol was approved by the local ethics 

committee (no2011-A00532-39). The subject performed several trials with neutral position 

and facial mimic positions such as smile, [e], and [u] pronunciation. Our developed Kinect-

based computer vision system [109] was used to capture the high density (HD) point clouds 

of the face as well as the RGB image from Kinect sensors. The images were captured where 

each subject was positioned in front of the camera. The RGB image was used for 3D shape 

reconstruction with the deep learning models. The HD point cloud was used to reconstruct 

the 3D shape for validation purposes. Moreover, 3D face scans using MRI were also 

available for validation purposes. Two other datasets were collected in order to test more 

patients with facial palsy. The first dataset of 8 patients was collected in an unconstrained 

condition [352]. The second dataset of 12 patients are obtained from the Service Chirurgie 

Maxillo-Faciale CHU Amiens (Prof. Stéphanie DAKPE, Dr. Emilien COLIN) from a pilot 

study « Etude pilote d'évaluation quantitative de l'attention portée aux visages présentant une 

paralysie faciale par oculométrie (eye-tracking) » with clinical trial registered 

(ClinicalTrials.gov Identifier: NCT04886245 - Code promoteur CHU Amiens-Picardie: 

PI2019_843_0089 - Numéro ID-RCB: 2019-A02958-49). 

3.1.2. Methodology 

3.1.2.1. Method 1: Fitting a 3D Morphable model 

The information processing pipeline of the 3D morphable modeling approach [129] to 

reconstruct the 3D face shape from a single image is illustrated in Figure 23. Firstly, a set of 

2D facial landmarks are detected from the input image by existing face detectors [353], [354]. 

Secondly, the scaled orthographic projection projects another set of landmarks from the 3D 

model to get 2D points in the image plane corresponding with those points obtained from the 

2D image. This step results in an equation that parameterizes the pose and shape parameter. 

In the next step, a cost function is built to minimize the error between the 2D facial 

landmarks from the 3D model and 2D facial landmarks from the 2D facial image. 
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Figure 23. Pipeline to estimate the shape parameters of the 3DMM  

 

3.1.2.1.1. 3D Basel Morphable Model 

In the present study, the Basel 3D Morphable model (3DMM) was used [133]. This 

model was built from a set of 3D faces from a scan of 100 females and 100 males by 

presenting the face model in terms of trained vector spaces as shape vector spaces. Each face 

is parameterized in the form of angular meshes with 53490 vertices. The 𝒔 =

(𝑥1, 𝑦1, 𝑧1, … , 𝑥𝑚, 𝑦𝑚, 𝑧𝑚)
𝑇 is the shape vector for 𝑚 = 53490 vertices. Each vector is in 

53490 × 3 = 106470 dimension. 

In the next step, all shape vectors of all 200 subjects were concatenated to obtain the 

matrix of shape 𝑺 (106470 × 200 dimensional matrix). The Principal Component Analysis 

(PCA) was utilized to decompose the shape matrix resulting in a set of linear combinations of 

shape bases and texture bases. The PCA is usually a technique for reducing the dimension of 

the high dimensional data and still remains the largest information. The constitutive equation 

of this approach is given in the following equation: 

𝑺 = 𝑺0 + 𝑺𝑖𝛼𝑖 

where 𝑺 (106470 × 200 dimension matrix) is the shape matrix of 200 subjects, 𝑺0 

(106470 × 200 dimensional matrix) is the mean shape matrix with a mean shape vector at 

each column. 𝑺𝑖(106470 × 106470 dimensional matrix) is the principal component of the 

eigenvector of the covariance matrix from the shape matrix and 𝛼𝑖 (106470 × 200 

dimensional matrix) is the eigenvalue, which stands for the coefficients of the shape. The 

number of the 𝑺𝑖 column and the 𝛼𝑖 row can be reduced by choosing the large value of 

eigenvalue and dropping out the less value of eigenvalue. 

In the PCA decomposition, the mean shape and the shape bases are shared for every 

specific individual. This means that the mean shape 𝒔0 and the shape bases (𝑺𝑖) are the same 

for every subject in the training set, those can be assumed as the population and can be used 

Landmark
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for other subjects different from the subject in the training set. Therefore, from a given facial 

image, the 3D face can be reconstructed by finding the coefficients of the specific shape. 

3.1.2.1.2. Model fitting 

Facial landmark detection 

Based on the input image, facial landmarks were detected using the pre-trained facial 

landmark detector (dlib library) for the iBUG300-W database [353] from “300 Faces In-the-

Wild Challenge” for automatic facial landmark detection. The method detects 68 facial 

landmarks using the Active Orientation Models, which is a variant of Active Appearance 

Models [355].  

Pose from Scaled Orthographic Projection 

The rotation matrix and translation vector of the face were used to transform a 3D face 

from the space coordinate system into the camera system. The scaled orthographic projection 

assumes that the depths from every point in the face to the camera are not various from one 

another, therefore, the mean depth of the face can be the same for every point on the face. 

The projection of the 3D face to the image plane and then can be estimated using rotation 

𝑹 ∈ ℝ3×3, translation 𝒕 ∈ ℝ , and the scale factor  ∈ ℝ. This is expressed in the following 

equation: 

𝑺𝑶𝑷[𝒇,  𝑹, 𝒕,  ] =  [
1 0 0
0 1 0

]𝑹𝒇 +  𝒕 

where, the 𝑺𝑶𝑷[𝒇,  𝑹, 𝒕,  ] is the 2D points of the 3D face in the image plane by scaled 

orthographic projection; 𝒇 represents the 3D facial points. 

Additionally, the 𝒇 in the projection equation can be expressed using the shape equation 

as follows: 

𝒇 = 𝒇0 + 𝒇𝑖𝛼𝑖 

where 𝒇 is several points in the 3D face, 𝒇0 is the corresponding points of the mean shape 

face, 𝒇𝑖 is the corresponding shape bases and 𝛼𝑖 is the shape coefficients that can be used to 

reconstruct the 3D face. 

Fitting correspondences 

Optimizing the difference between 2D facial landmarks detected from the input image 

and corresponding 2D facial landmarks projected from the 3D model could result in the pose 

parameter including rotation, translation, and scale factor along with the shape parameter 

(shape coefficients) as follows: 

𝑬[𝜶,  𝑹, 𝒕,  ] =
1

𝑳
 ∑‖𝑥𝑖 − 𝑺𝑶𝑷[𝒗,  𝑹, 𝒕,  ]‖

𝐿

𝑖=1
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This problem can be solved by the iterative algorithm POSIT (POS with Iteration) [356]. 

The solution is able to estimate the rotation 𝑹, translation 𝒕, and scale factor   of the input 

face and the shape parameter 𝛼𝑖 for reconstructing the 3D face of the specific image. 

3.1.2.2. Method 2: DECA 

The second method reconstructs the 3D face using an approach of Feng et al. [357] (2021), in 

which the coefficients of the FLAME model [358] were learned from the pre-trained model 

ResNet50 [175]. 

3.1.2.2.1. The principle 

The geometry shape method used an established 3D statistical head model namely 

FLAME [358], which can generate the face with different shapes, expressions, and poses. 

The model is a linear combination of identity 𝜷 ∈ ℝ|𝛽|, expression 𝝍 ∈ ℝ|𝜓| with linear 

blend skin, and pose 𝜽 ∈ ℝ3𝑘+3 (𝑘 = 4 includes the neck, jaw, and two eyeballs). The 

FLAME model is defined as follows: 

𝑀(𝜷,𝝍, 𝜽 ) = 𝑊(𝑇𝑃(𝜷,𝝍, 𝜽 ), 𝐉(𝜷), 𝜽,𝓦) 

𝑇𝑃(𝜷,𝝍, 𝜽 ) = 𝐓 + 𝐵S(𝜷, 𝑺) + 𝐵𝑃(𝜽,𝓟) + 𝐵𝐸(𝝍, 𝓔) 

where 𝑊(𝐓, 𝐉, 𝜃,𝓦) is the blend skinning function rotating a set of vertices in 𝐓 ∈ ℝ3𝑛 

around joints 𝐉 ∈ ℝ3𝑘, which smoothed by the blend weights 𝓦 ∈ ℝ𝑘×𝑛. 

Appearance model was converted from the Basel Face Model and generated a UV 

albedo map  (𝜶) ∈ ℝ𝑑×𝑑×3, where albedo parameter 𝜶 ∈ ℝ|𝜶|. 

Camera model aims to project 3D vertices onto the image plane 𝑣 =  Π(𝑀𝑡) + 𝑡, where 

𝑀𝑡 ∈ ℝ
3 is a vertex in 𝑀, Π ∈ ℝ ×3 is the orthographic projection matrix from 3D to 2D, and 

 ∈ ℝ, and 𝑡 ∈ ℝ  represent isotropic scale and 2D translation respectively. 

Illumination model finds the shaded face image based on Spherical Harmonics [359]. 

And texture rendering is based on the geometry parameters 𝑀(𝜷,𝝍, 𝜽 ), albedo and camera 

information. 

3.1.2.2.2. Model learning 

Reconstructing the face of the patients based on two steps: coarse reconstruction and 

detail reconstruction. 

A coarse reconstruction was performed by training an encoder 𝐸𝑐 consisting of 

ResNet50, which minimizes the variation between the input image I and the synthesis image 

Ir, which is synthesized and generated by decoding the latent code of the encoded input 

image. The latent code contains a total of 236 parameters of the face model such as geometric 

information (100 shape parameters of 𝜷, 50 expression parameters of 𝝍, and pose parameters 

𝜽), 50 parameters of appearance information 𝜶, camera and lighting conditions. 
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The loss function for the 𝐸𝑐 network computes the differences between input image I and 

the synthesis image Ir and consists of 1) landmark loss (𝐿𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘) of 68 2D key points on 

the face, 2) eye closure loss (𝐿𝑒𝑦𝑒 ) penalizes the relative variation between landmarks on the 

upper and lower eyelid, 3) photometric loss (𝐿𝑝ℎ𝑜𝑡𝑜𝑚𝑒𝑡𝑟𝑖𝑐) compares between input image I 

and the synthesis image Ir, 4) identity loss (𝐿𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦) computes the cosine similarity which 

presents the fundamental properties of the patient’s identity, 5) shape consistency loss 

(𝐿𝑠ℎ𝑎𝑝𝑒) computes the differences between the shape parameters (𝜷) from different images of 

the same patient, and 6) regularization (𝐿𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛) for shape, expression, and albedo as 

follows: 

𝐿𝑐𝑜𝑎𝑟𝑠𝑒 = 𝐿𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 + 𝐿𝑒𝑦𝑒 + 𝐿𝑝ℎ𝑜𝑡𝑜𝑚𝑒𝑡𝑟𝑖𝑐 + 𝐿𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 + 𝐿𝑠ℎ𝑎𝑝𝑒 + 𝐿𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

Then the detail reconstruction assists to augment the coarse reconstruction with the 

different details such as wrinkles, and facial expressions using a detailed UV displacement 

map. The detail reconstruction trains an encoder 𝐸𝑑, which is the same architecture 𝐸𝑐 to 

output 128 latent code 𝜹 relates to the patient-specific details. The loss function for 𝐸𝑑 

network contains 1) photometric detail loss (𝐿𝑝ℎ𝑜𝑡𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑑𝑒𝑡𝑎𝑖𝑙) based on detail displacement 

map, 2) implicit diversified Markov random field loss (𝐿𝑚𝑟𝑓) [360] relates to geometric 

details, 3) soft symmetry loss (𝐿𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦) to cope with self-occlusions of face parts, and 4) 

detail regularization (𝐿𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑡𝑎𝑖𝑙) to reduce noise as follows: 

𝐿𝑑𝑒𝑡𝑎𝑖𝑙 = 𝐿𝑝ℎ𝑜𝑡𝑜𝑚𝑒𝑡𝑟𝑖𝑐 𝑑𝑒𝑡𝑎𝑖𝑙 + 𝐿𝑚𝑟𝑓 + 𝐿𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 + 𝐿𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑡𝑎𝑖𝑙 

3.1.2.3. Method 3: Deep 3D Face Reconstruction 

The third method relates to the deep 3D Face Reconstruction approach of Deng et al. 

[361] (2020), in which the coefficients of the 3D morphable model of the face were learned 

from the pre-trained model ResNet50 [175]. 

3.1.2.3.1. 3D Morphable Model 

The shape 𝑺 and the texture 𝑻 of the 3DMM were presented as follows: 

𝑺 = 𝑺(𝜶, 𝜷) =  𝑺̅ + 𝑩𝑖𝑑𝜶 +𝑩𝑒𝑥𝑝𝜷 

𝑻 = 𝑻(𝜹) =  𝑻̅ + 𝑩𝑡𝜹 

where 𝑺̅ and 𝑻̅ are the mean shape and texture of the face model; 𝑩𝑖𝑑, 𝑩𝑒𝑥𝑝, and 𝑩𝑡 are the 

principal component vectors based on PCA presenting for identity, expression, and texture; 

and respective coefficients vectors 𝜶,𝜷, and 𝜹. 

The scene illumination was modeled using Spherical Harmonics coefficients 𝛾𝑏 ∈ ℝ
9. 

The radiosity of a vertex  𝑖 was computed as 𝐶(𝒏𝑖, 𝒕𝑖) = 𝒕𝑖 ∙ ∑ 𝛾𝑏Φ𝑏(𝒏𝑖)
𝑩2
𝑏=1 , where 𝒏𝑖 and 𝒕𝑖 

are the surface normal and skin texture of the vertex  𝑖, Φ𝑏 is Spherical Harmonics basis 

functions. 
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The pose 𝒑 of the face is represented by rotation R and translation t. All the unknown 

parameters (e.g. 𝑥 = (𝜶, 𝜷, 𝜹, 𝛾, 𝒑) ∈ ℝ 39) are the output of the modified RestNet-50 with 

the last layer including 239 neurons. 

3.1.2.3.2. Model learning 

The coefficients are the output of the ResNet-50 model as illustrated in Figure 24, which 

is modified last fully collected layer and was trained by estimating a hybrid-level loss of 

image-level loss and perception-level loss instead of using ground truth labels. 

 

Figure 24. The network architecture for learning the parameters of the face model 

Image-level losses integrate photometric loss for each pixel and landmark loss for sparse 

2D landmarks detected from the input image. The photometric loss between the raw (𝐼) and 

the reconstructed (𝐼′) images was defined as follows: 

𝐿𝑝ℎ𝑜𝑡𝑜(𝑥) =
∑ Α𝑖𝑖∈ℳ ∙ ‖𝐼𝑖 − 𝐼𝑖

′(𝑥)‖ 
∑ Α𝑖𝑖∈ℳ

 

where with each pixel index 𝑖, ℳ denotes re-projected face region, Α is skin color, and ‖∙‖  

is the 𝑙  norm. 

Landmark loss is computed on 68 landmarks {𝒒𝑛} detected from input image [362] and 

landmarks projected of the reconstructed shape onto the image {𝒒𝑛
′ } as follows: 

𝐿𝑙𝑎𝑛(𝑥) =
1

𝑁
∑𝜔𝑛‖𝒒𝑛 − 𝒒𝑛

′ )‖ 
𝑁

𝑛=1

 

where 𝜔𝑛 is the landmark weight and set to 20 for the mouth, and nose points, while to 0 for 

others. 

  

  

Coefficients:

𝜶 - identity

𝜷 - expression

𝜹 - texture

𝒑 - pose

 - lighting

Confidence:

 – identity confidence

C-Net
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Perception-level loss tackles the local minimum issue for CNN-based reconstruction by 

extracting deep features from the images of the pre-trained FaceNet model for deep face 

recognition [49] and uses it to estimate perception loss. 

𝐿𝑝𝑒𝑟(𝑥) = 1 −
〈𝑓(𝐼), 𝑓(𝐼′(𝑥))〉

‖𝑓(𝐼)‖ ∙ ‖𝑓(𝐼′(𝑥)‖
 

where 𝑓(∙) represents the deep feature, 〈∙, ∙〉 is the vector inner product. 

Two regularization losses involving coefficients and textures are added to avoid shape 

and texture degeneration. The coefficients loss invokes the distribution close to the mean 

face: 

𝐿𝑐𝑜𝑒𝑓(𝑥) = 𝜔𝛼‖𝛼)‖
 + 𝜔𝛽‖𝛽)‖

 + 𝜔𝛾‖𝛿)‖
   

The weights are set 𝜔𝛼 = 1.0, 𝜔𝛽 = 0.8, and 𝜔𝛾 = 0.0017. The texture loss is computed 

by flattening constrain 

𝐿𝑡𝑒𝑥(𝑥) =∑ 𝑣𝑎𝑟(T𝑐,ℛ(𝑥))
𝑐∈{𝑟,𝑔,𝑏}

 

where ℛ is a pre-defined region of the skin at the cheek, nose, and forehead. 

3.1.3. Validation versus Kinect-driven and MRI-based reconstructions 

The reconstructed outcomes from the above three methods were compared to the 3D 

shape reconstructed from the Kinect-driven and MRI-based shapes. The 3D Kinect-driven 

shape was reconstructed by using a computer vision system developed by our team [111]. 

Specifically, the MRI (magnetic resonance imaging) images were segmented using the semi-

automatic method with the 3D Slicer software as shown in Figure 25. 3D shapes were saved 

in the STL format for further comparison. Hausdorff distance [363] was used to estimate the 

error of the reconstructed face compared with ground truth data from MRI and Kinect 

devices. 
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Figure 25. Reconstructed 3D face shape from the MRI images and segmentation. The 3D face 

shape was finally registered to the coordinate system of the image-based reconstructed face 

model before calculating the Hausdorff distances. 

  

MRI Image Slices
Head Segments in 

Different Views

MRI Collecting Slice Segmenting
Model Voxelizing & 

Trianglizing
MRI Collecting MRI Collecting MRI Collecting

MRI-Reconstructed 

Surface Model with 

External and Internal 

Outliers

External Outlier 

Removing

Internal Outlier Removing

Post-processed Model

ROI-Cut Model Vs. 

Image-Reconstructed 

Model

Distance Color Map on 

Image-Reconstructed 

Model



71 

 

3.2. Computational results 

The input images of the frontal face of the 2 facial palsy patients and 2 healthy subjects 

are used to reconstruct the corresponding patient-specific face. The reconstructed 3D face 

shapes were shown in Figure 26 with three applied methods. Comparing between three 

methods, the second method can reconstruct wrinkles with a full head instead of a cropped 

face compared with methods one and three. The second and third methods were able to 

reconstruct the shape detail parameters such as shape, pose, and expression, while the first 

method only reconstruct the subject in the neutral position. 

  Method 1 Method 2 Method 3 

Normal 

1 

  
 

 

Normal 

1 

  
 

 

Patient 

1 

   
 

Patient 

2 

  
 

 

Figure 26. 3D face reconstruction from an input image 

The performance then was quantified by comparing it with the 3D face obtained from the 

3D camera Kinect and the MRI image. The 3D face from the MRI-based method can be 

treated as the ground-truth data of the person, while the 3D face from the Kinect-based 

method reconstructs the face with an error of about 1mm. Figure 27 demonstrates the 

smallest error of the 3D face reconstructed from the input image and the 3D face from the 

MRI-based method for the first method (fitting a 3DMM). Only three subjects (two normal 
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subjects and one patient) were estimated due to the MRI data of the second patient is not 

available. The average error of the three subjects is from 2.020 mm to 6.310 mm. The 

smallest error is observed in the central area of the face, while the performance suffers 

heavily at the jaw. This is because the input image is in the frontal of the face, while the jaw 

part is occluded from the frontal face image. 

 

Figure 27. Comparison of 3D face reconstruction (grey) and 3D face reconstruction from 

MRI (yellow) using the first method (fitting a 3DMM) 

The smallest errors of the 3D face reconstructed from the input image and the 3D face 

from the MRI-based method were illustrated in Figure 28 and Figure 29 for the second and 

third methods respectively. The average error of the three subjects is from 1. 7 mm to 2.5 

mm. These errors for the third method range from 1.1 mm to 1.6 mm. 
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Figure 28. Comparison of 3D face reconstruction (grey) and 3D face reconstruction from 

MRI (yellow) using the second method (DECA) 

 

Figure 29. Comparison of 3D face reconstruction (grey) and 3D face reconstruction from 

MRI (yellow) using the third method (deep 3D face reconstruction) 
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The best prediction of the third method compared with the MRI ground truth data is 1.1 

mm with a maximum error is 3.7 mm, while the worse prediction is 2.8 mm with a maximum 

error of 9.1mm as shown in Figure 30. 

 

Figure 30. The error of the best and the worst prediction cases of the third method compared 

with MRI ground truth data 
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The reconstruction of a healthy subject in different mimic positions was shown in Figure 

31. In the neutral position, the medium reconstruction error is 1.4 mm, while this error is 1.3 

mm and 1.7 mm in smile, and [e] and [u] pronunciations respectively. 

 

Figure 31. The error of the reconstructed face in mimic position of a healthy subject. 
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The reconstruction of a facial palsy patient in different mimic positions was shown in Figure 

32. The medium reconstruction error is 1.1 mm, 1.4 mm, 1.3 mm, and 0.9 mm in neutral, 

smile, and [e] and [u] pronunciations respectively. 

 

Figure 32. The error of the reconstructed face in mimic position of a facial palsy subject. 

All comparison mean error ranges are reported in Table 3  for all subjects and patients in the 

neutral position. The mean error of all subjects from the third method is smaller than that in 

the second and the first methods. 

Table 3. The error of the reconstruction compared with MRI and Kinect reconstructions 

Method Subject Error (mm) Method Subject Error (mm) 

Fitting – 

Kinect 

comparison 

1 2.3  2.9 
Fitting – 

MRI 

comparison 

1 2.0  2.5 

2 6.3  7.6 2 6.3  7.3 

3 2.4  2.9 3 3.1  3.8 

Mean 3.7  4.5 Mean 3.8  4.5 

Deca – 

Kinect 

comparison 

1 2.6  1.9 

Deca – MRI 

comparison 

1 2.9  2.1 

2 1.5  1.5 2 2.6  2.1 

3 1.5  1.4 3 2.2  2.0 

4 2.2  1.7 4 1.7  1.6 

Mean 1.8  1.6 Mean 2.3  1.9 

Deep3Dface 

– Kinect 

comparison 

1 1.7  1.3 

Deep3Dface 

– MRI 

comparison 

1 1.6  1.1 

2 1.8  1.3 2 2.3  1.6 

3 1.3  1.0 3 1.8  1.4 

4 1.4  1.0 4 1.8  1.5 

Mean 1.5  1.1 Mean 1.9  1.4 

  

0

2

4

6

8

10

Neutral

H
a
u
s
d
o
rf

f 
d
is

ta
n
c
e
 e

rr
o
r 

(m
m

)

Smile [e] [u]

1.1 1.4 1.3
0.9

The reconstructed face 

in mimic positions of the facial palsy subject



77 

 

Several examples of 3D faces reconstructed were illustrated in Figure 32 using method 3 

(deep 3D face reconstruction) for facial palsy patients from 2D images collected in open 

access [352]. 

 

Figure 33. The 3D face reconstruction of facial palsy patients using method 3 (deep 3D face 

reconstruction) using collected images in open access. 
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The reconstructed faces of 12 patients in neutral and smiling poses from 2D images obtained 

at CHU Amiens were illustrated in Figure 34.  
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Figure 34. The 3D face reconstruction of the last 6 facial palsy patients using method 3 (deep 

3D face reconstruction) using images from CHU Amiens. 

For all patients with the face in neutral position (Figure 33 and Figure 34), the output 

reconstructed 3D face has a quite close appearance to the individual in the input 2D image. 

The asymmetric feature of the mouth of all patients can be observed in the reconstructed 3D 

faces. In the eye region, this asymmetric feature seems less noticeable. In the patients of the 

second dataset, the asymmetry is not much observed for both positions including neutral and 

smiling. This is probably due to the degree of severity of the facial palsy, which seems to be 

less important than the first dataset. This demonstrates the limitation of using the database 

with normal faces instead of facial palsy.  
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3.3. Discussion 

Fast reconstruction of the 3D face shape plays an important role in the suitable use of 

computer-aided decision support systems for facial disorders. This allows to track the normal 

and abnormal facial deformations in static and dynamic postures leading to improve 

diagnosis and rehabilitation of the involved patients [33], [364]. The facial analysis for 

diagnosis and treatment has mainly been based on 2D images [365]–[367], which remains a 

challenge due to variation poses, expressions, and illumination. However, the 3D information 

collected from scanners and other stereo devices is time-consuming and expensive [112], 

[358], [368]. Recently, effective data science and deep learning methods have been 

developed for reconstructing 3D face information from a single image or from multiple 

images [128]. This opens new avenues for 3D face shape reconstruction for facial palsy 

patients. In the present study, we applied three state-of-the-art methods (a morphable model 

and two pre-trained deep learning models) to reconstruct the 3D face shape in the neutral and 

facial mimics postures from a single image. Obtained results showed a very good 

reconstruction error level by using a well pre-trained deep learning model applied for healthy 

subjects as well as facial palsy patients. The reconstruction is very fast and this solution is 

very suitable to be included in a computer-aided decision support tool. 

Regarding the comparison with ground truth data from Kinect depth sensor and MRI data, 

the best mean errors range from 1.5 to 1.9 mm for static and facial mimic postures. These 

findings are in agreement with the accuracy level reported in the literature. Accuracy 

comparison for healthy subjects revealed that in the neutral position, the error range is less 

than 2mm when comparing between Basel Face Model (BFM), FaceWarehouse model, and 

FLAME model [358]. Moreover, the error range from 5 to 10mm for positions with large 

movement amplitude (mouth opening, facial expressions) [358]. In particular, all three 

methods estimate the 3D face model parameters without any paired ground truth data 

requirement. For the near frontal view image, all the methods can reconstruct the 3D face of 

the patient well in the central face area, however, the first method turns out badly to keep low 

error at the jaw where is occluded, while two other methods can handle the occlude part 

relatively stable. This is because the both second and third methods were trained with the loss 

function associated with the pose change. Interestingly, the first method reconstructs the 

second healthy subject, who is Asian, with a large error (~6.3 mm), while these errors are 

relatively smaller (2 – 3 mm) for other subjects, who are French. The reason for this is that 

the first method based on a 3DMM model was built from most of the subjects being 

Caucasian. While the second and third methods, which were based on the 3DMM model was 

trained from more diversity in ethnicity, there is not high different error between each subject 

when reconstructing the 3D face of all subjects (1.7 – 2.9 mm and 1.6-2.3 mm for the second 

and third methods respectively). This might prove that with more diversity in ethnicity when 

building the 3DMM model, the result of the reconstruction can be better. Method 3 was also 

applied to reconstruct 3D faces of facial palsy patients from unconstrained conditions (images 

were captured by any devices), since it has the lowest reconstruction error. The method is 

good at capturing asymmetric features in the mouth area, but less so in the eyes. This is due 
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to the method’s usage of the FLAME model, which includes various expressions but does not 

include any patients with facial palsy. 

In the present study, the first method fits a 3DMM to a single image based on a scale 

orthographic projection [129]. The method first detects facial landmarks detected in the input 

image, then projects the set of corresponding 3D points from the 3D model to get 2D points, 

and finally estimates the shape and pose parameters of the face model by minimizing the 

error between the 2D facial landmarks from the 3D model and 2D facial landmarks from the 

2D facial image. The second used method reconstructs the 3D face based on an established 

FLAME head model [357]. The method is based on a resNet-50 deep learning model to learn 

the shape parameters such as shape, expression, pose, detail, and appearance parameters such 

as albedo and lighting. The model is trained by minimizing the loss function estimated from 

the input image and the synthesized image generated by decoding the latent code of the 

encoded input image. The third applied method reconstructs the 3D face of the patient with 

weakly-supervised learning to regress the shape and texture coefficients from a given input 

image [361]. This method was also based on a hybrid-level loss function to train the resNet-

50 deep learning model. Regarding the 3D shape reconstruction, our findings confirmed the 

high accuracy level of the 3D pre-trained deep learning models for facial palsy patients. In 

particular, the third method was able to reconstruct the geometric details such as shape, pose, 

and expression while the second method reconstructs the face with the wrinkle detail. The 

findings revealed also that the morphable model provided a lower accuracy level. The second 

and third methods result in better accuracy due to integrating the loss of both geometric 

information (e.g. the landmark loss) and appearance information (e.g. the photometric loss), 

while the first method only counts the landmark loss and ignores the appearance information. 

Another reason for being lower accuracy is that the first method estimates the shape 

parameters from the Basel 3D Morphable model [133], which was only modeled by the face 

database of most Caucasian subjects at neutral expression, while the second and third 

methods were based on the 3D face models of more diversities in ethnicity and variations in 

facial expressions such as the FLAME model [358] and FaceWarehouse [138] respectively. 

Especially, the FLAME model was trained from sequences of 3D face scans that can 

generalize well to the novel facial data of the different subjects, which is more reliable and 

flexible to capture patient-specific facial shapes. 

One important limitation of the present study deals with a small number of subjects and 

patients used for prediction. Another limitation deals with the lack of facial palsy patients in 

the learning database. This results in reducing several facial palsy patient’s features (e.g. 

asymmetric face, dropping mouth corner, cheek) while reconstructing their 3D face. Thus, a 

larger and more diverse 3D facial database including facial palsy subjects should be acquired 

to confirm our findings and toward a potential clinical application. Moreover, another 

limitation of the study relates to the usage of the 3D statistical facial model. The first method 

used a 3DMM was based on the PCA basis vectors so that the reconstruction of more detailed 

information such as expressions and wrinkles can become a hard task. While the second and 

third methods improve that by building a more diverse model with subtler information such 

as expressions and wrinkles but still use a linear model could generate more error due to 

facial shape variations, which cannot be modeled perfectly using a combination of linear 
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components as noted in [128], [369], [370]. Improving the existing 3D face model can be a 

potential suggestion for future works. Another limitation relates to the effect of the variation 

of the 2D input image such as the pose and lighting condition have not been investigated. The 

variation along with the quantity of facial palsy patients are needed for improving the result 

of the reconstruction should be performed in the future work. 
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3.4. Conclusions 

The 3D reconstruction of an accurate face model is essential to provide reliable feedback 

for clinical decision support. Medical imaging and specific depth sensors are accurate but not 

suitable for an easy-to-use and portable tool. The recent development in deep learning (DL) 

models opens new challenges for 3D shape reconstruction from a single image. However, the 

3D face shape reconstruction of facial palsy patients is still a challenge and this has not been 

investigated. 

In this present chapter, I proposed a methodology to perform 3D face reconstruction from 

a single 2D image captured from Kinect v2. The methodology could also be used for 2D 

image from any devices for reconstructing 3D face of patients with facial palsy. The 

methodology used several methods to reconstruct the 3D face shape models of the facial 

palsy patients in natural and mimic postures from one single image. Three different methods 

(3D Basel Morphable model and two 3D Deep Pre-trained models) were applied to the 

dataset of two healthy subjects and two facial palsy patients. Reconstructed outcomes showed 

a good accuracy level compared to the 3D shapes reconstructed using Kinect-driven 

reconstructed shapes (1.5  1.1 𝑚𝑚) and MRI-based shapes (1.9  1.4 𝑚𝑚). 

The outcome of this chapter is a paper in preparation: “Fast 3D face reconstruction from a 

single image using different deep learning approaches for facial palsy patients” to be 

submitted to Machine Vision and Applications (Q2, IF@2020=2.59). 

This present chapter opens new avenues for the fast reconstruction of the 3D face shapes 

of the facial palsy patients from a single image. As perspectives, reconstructed faces could be 

used for further analyzing the face in terms of expression and symmetry. Furthermore, the 

best DL method will be implemented as software as “2D/3D reconstruction” into our 

computer-aided decision support system for facial disorders. 

  

mailto:IF@2020=2.59
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Chapter 4: 

Enhanced Facial Expression Recognition using 3D 

Point Sets and Geometric Deep Learning 

Facial expression recognition plays an essential role in human conversation and human-

computer interaction. Previous research studies have recognized facial expressions mainly 

based on 2D image processing and conventional machine learning approaches. This requires 

sensitive feature engineering such as key point extraction. Other studies expressed 3D face in 

terms of a new presentation such as curvature descriptors, SIFT feature, spatial distances, or 

displacements. This, however, transforms the data and often reduces the depth information on 

the face. The purpose of the present study was to recognize facial expressions by applying a 

new class of deep learning called geometric deep learning directly on 3D point cloud data. 

Two databases (Bosphorus and SIAT-3DFE) were used. The Bosphorus database 

includes sixty-five subjects with seven basic expressions (i.e. anger, disgust, fear, happy, sad, 

surprise, and neutral). The SIAT-3DFE database has 150 subjects and 4 basic facial 

expressions (neutral, happiness, sadness, and surprise). Firstly, pre-processing procedures 

such as face center cropping, data augmentation, and point cloud denoising were applied to 

3D face scans. Secondly, a geometric deep learning model called PointNet++ was applied. A 

hyperparameter tuning process was performed to find the optimal model parameters. Finally, 

the developed model was evaluated using the recognition rate and confusion matrix. 

This part corresponds to task number 2 in the workflow (Figure 35). 
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Figure 35. The thesis framework: the part corresponds with facial expression recognition  
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4.1.  Materials and methods 

4.1.1. Learning Databases  

The Bosphorus database [113] was used for facial expression recognition. This database 

was acquired by using Inspeck Mega Capturor II 3D device. The database consists of 105 

subjects (61 males and 44 females) in various poses, expressions, and occlusion conditions. 

Most of the subjects are Caucasian and their ages range from 25 to 35 years old. Each subject 

was scanned from 31 to 54 times with different expressions and action units (AUs). In total, 

the database has 4666 face scans. For each face scan, 24 facial landmarks have been 

manually labeled as shown in Figure 36. Seven basic emotional expressions such as 

happiness, surprise, fear, sadness, anger, disgust, and neutral will be processed for facial 

recognition. 

 

Figure 36. 3D face with facial landmarks: 3D facial point cloud with 24 facial landmarks 

(left) and associated mesh of 3D face scan (right). 

The SIAT-3DFE database [201] was also applied for facial expression recognition. This 

high-resolution database was acquired by two structured light scanner systems called 

CASZM-MVS600. The data consists of 8000 3D facial scan models from 500 Asian 

volunteers aged from 18 to 50. Each participant was scanned 16 times with 4 basic facial 

expressions such as neutral, happiness, sadness, and surprise. 

4.1.2. Data pre-processing procedures 

From the acquired Bosphorus database, 65 subjects were selected for recognizing seven 

basic expressions such as anger, disgust, fear, happy, sad, surprise, and neutral. Note that 

other subjects were excluded due to a lack of some facial expressions. Totally, 455 original 

face scans were used for recognizing facial expressions. The raw face scans were 

preprocessed using statistical techniques [371] to remove outliers and reduce noise. The face 

scans were then cropped in the center region using facial landmarks such as outer eyebrow, 

nose tip, and lower lip outer middle. The data augmentation strategy was done by randomly 

sampling points of 3D face point cloud. After data augmentation, the data size increases to 
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14560 facial point clouds. The point cloud data was also translated with the center of the face 

at the origin of coordinate and normalized to the range from -1 to 1. 

Similarly, 150 subjects from the SIAT-3DFE database including 75 males and 75 females 

were selected with four basic expressions such as neutral, happiness, sadness, and surprise. 

Other subjects were excluded due to missing data and privacy disagreements. The used pre-

processing produces were the same as those used for the Bosphorus database. Thus, after data 

augmentation, the data size reaches 9600 facial point clouds from 600 original facial scans. 

4.1.3. Geometric deep learning model 

The recognition of facial expressions was performed by implementing a hierarchical 

neural network called PointNet++. PointNet++ builds a hierarchical grouping of points and 

abstract larger local regions along the hierarchy. The main architecture of PointNet++ 

comprises of three key layers: 1) Sampling layer selects a set of points from input points, 

which defines the centroids of local regions; 2) Grouping layer constructs local regions sets 

by finding neighboring points around centroids; and 3) PointNet layer to encode local regions 

into feature vectors. These feature vectors are then used to perform the classification or 

segmentation task. 

PointNet used symmetry functions takes n vectors as input to aggregate the information 

and output a new vector that is invariant to the input order (Figure 37). From an unordered 

point set {𝑥1, 𝑥 , … , 𝑥𝑛} with 𝑥𝑖 ∈ ℝ
𝑑, a set function 𝑓 that transforms a set into a feature 

vector. 

𝑓(𝑥1, 𝑥 , … , 𝑥𝑛) = 𝛾 (  ax
𝑖=1,…,𝑛

{ℎ(𝑥𝑖)}) 

where 𝛾 and ℎ are multi-layer perceptron networks (MLP). PointNet learns features 

independently by applying MLP layer for each point and extracts global features with a max-

pooling layer. 

 

Figure 37. PointNet feature extraction: N is the input number of 3D points, C is the number 

of learning features, and MLPs is the Multi-Layer Perceptron. 
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Figure 38. The hierarchical local feature learning architecture for the classification task was 

illustrated in 2D space as an example. 𝑁,𝑁1, 𝑁  are number of points in 𝑑 dimensional 

coordinates and 𝐶, 𝐶1, 𝐶  dimensional point feature for each processing step. 𝐾 is the number 

of points within a radius from centroid points. 𝑘 is the number of expressions that need to be 

recognized. 

Due to the independent learning feature for each point, PointNet cannot capture the local 

structural information between points in local regions. PointNet++ copes with this issue by 

adding a sampling layer and grouping layer to generate local regions from the neighborhood 

of each point. The local feature is then learned from local regions by PointNet layer. 

The network is built as following architecture: 

𝑆 (512, 0.2, [64, 64, 128]) → 𝑆 (128, 0.4, [128, 128, 256]) → 𝑆 ([256, 512, 1024]) → 

𝐹𝐶(512, 0.5) → 𝐹𝐶(256, 0.5) → 𝐹𝐶(𝑘) 

where the network comprises two set abstraction levels 𝑆 (𝐾, 𝑟, [𝑙1, … , 𝑙𝑑]) with 𝐾 local 

regions of search radius 𝑟. Each set abstraction level uses PointNet with width 𝑙𝑖(𝑖 = 1,… , 𝑑) 

of d fully connected layers. A global set abstraction level, named 𝑆 ([𝑙1, … , 𝑙𝑑]) coverts set 

to a single vector. Two fully connected layers 𝐹𝐶(𝑙, 𝑑𝑝) is with width 𝑙 and dropout 

regularization ratio 𝑑𝑝 are also used. A fully connected layer 𝐹𝐶(𝑘) is applied for classifying 

𝑘 classes of facial expression. 
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PointNet++ model was trained and tested on a free for public use internal research tool 

called Collaboratory. It is a jupyter notebook environment with a 12GB NVIDIA Tesla K80 

GPU, CUDA version 10.1, the Tensorflow version 1.15.2, and Python version 3.6. 

4.1.4. Accuracy evaluation 

Regarding the evaluation of the proposed model, five-fold cross-validation was applied. 

We divided the learning dataset into 70% for training, 10% for validating, and 20% for 

testing. A hyperparameter tuning process was performed to select the optimal values of the 

PointNet++ model parameters. Precisely, our hyperparameter tuning process works by 

manually adjusting each parameter, while remaining all other parameters unchanged. 

Multiple trials were performed in a single training task for facial expression recognition. Each 

trial was completed with values within a set of chosen hyperparameters. The recognition rate 

was then estimated and compared to find the effective hyperparameter values. Related ranges 

of values of these model parameters were selected as follows: batch size (6, 16, and 32), 

number of epochs (41, 81, and 101), learning rate (0.0001, 0.001, and 0.01), decay step 

(100000, 200000, and 300000), decay rate (0.35, 0.7, and 1.4), optimization method (‘Adam’ 

and ‘Momentum’), and point cloud density (128, 256, 512, 1024, 2048, and 4096).  

The training process was monitored using the Tensorboard module. The confusion matrix 

was also evaluated. The accuracy equals the total correct predictions divided by total 

predictions. The accuracy of the prediction was the mean accuracy of five prediction times. 

The mathematical equation of this metric is expressed as follows: 

 𝑐𝑐 =  
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 

𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 
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4.2. Computational results 

4.2.1. Hyperparameter tuning process 

The accuracy rate of facial expression recognition of hyperparameter tuning on the 

Bosphorus database is shown in Table 4. Figure 39 shows the effect of point cloud resolution 

on the recognition rate. It is important to note that the higher point density results in higher 

recognition accuracy. The model used a smaller batch size (8), larger learning rate (0.01) at a 

decay rate of 0.07, and decay step 200000, trained with 81 epochs, and used Adam 

optimization showed a better accuracy level. The accuracy is higher for smaller batch sizes. 

This behavior is reasonable because a larger batch size degrades the quality of the model due 

to convergence to sharp the minimizers of the training function [372]. In addition, the 

computational time of the method applied to the Bosphorus database is around 2 hours and 31 

minutes for training after 101 epochs and 18 seconds for testing of 1-fold of the data. 

Regarding the SIAT-3DFE database, the computational time is 1 hour and 21 minutes for 

training after 101 epochs and 4 seconds for training and testing 1-fold respectively. 

 

Figure 39. Facial expression recognition accuracy according to the point cloud resolution. 
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Table 4. The recognition accuracy of hyperparameter tuning process 

Hyperparameters Accuracy 

Batch size 

8 69.01% 

16 68.22% 

32 66.02% 

Number of epochs 

41 67.47% 

81 69.01% 

101 68.51% 

Learning rate 

0.0001 62.33 

0.001 68.22% 

0.01 68.68% 

Decay rate 

0.035 66.05% 

0.07 68.22% 

0.14 62.30% 

Decay step 

100000 66.15% 

200000 68.22% 

300000 67.18% 

Optimizer 
Adam 68.22% 

Momentum 66.51% 

 

4.2.2. Model evaluation 

The loss and accuracy metrics computed during training and validation processes with the 

Bosphorus and SIAT-3DFE databases were shown in Figure 40 and Figure 41 respectively. 

The loss rapidly drops below 0.25 and 0.15 for the training process with Bosphorus and 

SIAT-3DFE databases respectively. Then it keeps slightly decreasing when the training 

process continues. The accuracy of each case keeps increasing. The convergence of accuracy 

and loss metrics can be observed after 60 epochs for training with the Bosphorus database 

and after 80 epochs for training with the SIAT-3DFE database. For both databases, the 

accuracy of the validation process is lower than that of the training process, while the loss 

metric in validation is higher than that in training. The discriminant value between testing 

data and training data is higher in the SIAT-3DFE database than that in the Bosphorus 

database. 



92 

 

 

Figure 40. Accuracy and loss during training the Bophorus database with 4096 points 

 

Figure 41. Accuracy and loss during training the SIAT-3DFE database 4096 points 

The accuracy is 69.01% for 7 expressions and reaches 85.85% when recognizing 5 

expressions like anger, disgust, happiness, surprise, and neutral. The confusion matrix of 

recognizing facial expressions for all 7 expressions was shown in Figure 42. Fear and sadness 

are the two most difficult expressions to recognize with only 57.3% and 48.6% of accuracy. 

From the figure, 16.1% of anger expression was recognized as sad, 19.1% of fear expression 

was recognized as surprise, 21.4% of sad expression was recognized as anger, and 19.7% of 

surprise expression was recognized as fear expression. 
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Figure 42. Confusion matrix of facial expression recognition with the Bosphorus database 

for 7 expressions. 

The average rate of expression recognition increases significantly to 85.85% when 

recognizing only 5 expressions as illustrated in Figure 43. Two expressions, fear and sad 

were removed. 

 

Figure 43. Confusion matrix of facial expression recognition with the Bosphorus database 

for 5 expressions (anger, disgust, happiness, surprise, and neutral). 
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Figure 44. Confusion matrix of facial expression recognition with the SIAT-3DFE database 

for 4 expressions (neutral, happiness, sadness, and surprise). 

The average rate of expression recognition of the SIAT-3DFE database was shown in 

Figure 44. This metric reaches a value of 78.70% when recognizing 4 expressions such as 

neutral, happiness, sadness, and surprise. From the figure, 20.6% of neutral expression was 

recognized as sad, 23.5% of sad expression was recognized as neutral, and 10.4% of 

happiness was recognized as surprise. 

The comparison between our findings with the other state-of-the-art studies on the same 

Bosphorus database is shown in Table 5. Our method shows a better result than the previous 

study using Zernike moment feature [373]. However, the present study with 7 expressions 

showed a lower recognition rate than other studies using enhanced learning features such as 

3D curvature descriptors [271], curvature-based descriptors [374], or covariance matrices of 

descriptors [375]. 
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Table 5. Comparison with other studies on the Bosphorus database 

Studies Classifiers Recognition 

rate  

Salient features and number of 

recognized expressions 

Vretos et al. [373] SVM 60.5% Zernike moment feature, 6 

expressions 

Azazi et al. [271] SVM 79% 3D curvature descriptors, 7 

expressions 

Wang et al. [374] SVM 76.56% Curvature-based descriptors, 6 

expressions 

Hariri et al. [375] SVM 86.17% Covariance matrices of 

descriptors, 7 expressions 

This present chapter PointNet++ 69.01% 3D point cloud, 7 expressions 

 

4.3. Discussion  

Facial expression recognition is a complex engineering task for computer vision systems. 

Which expressions are easy to be recognized and which are still challenging remain open 

questions in the computer vision community. Previous studies tried to respond to these 

questions by using different approaches and applications such as assisting mental or physical 

disease diagnosis and assessment [376], and improving the smart healthcare system [377]. 

Conventional machine learning and deep learning models have been commonly applied [7]. 

However, a fully automatic recognition system with a good accuracy level is still challenging. 

The present study proposed automatically facial expression recognition based on a geometric 

deep learning model, called PointNet++. Geometric deep learning refers to a term of deep 

learning that generalizes neural network models to interpret non-Euclidean data such as 

graphs and manifolds, rather than traditional deep learning dealing with Euclidean data such 

as images, text, or audio [378]. Geometric deep learning allows exploring more complex 

types of data as non-Euclidean data including investigating the edge of the pixels, graphs, and 

3D objects, which offers the system to learn remarkable insight information about the 

relationship among and between pixels [379]. For recognizing facial expressions, geometric 

deep learning allows learning features directly from the 3D face scan. Our study is based on 

the processing of the 3D face scan to overcome the challenging problem of extreme pose 

variations and 2D image illumination variations. The result on the Bosphorus database shows 

that happiness, surprise, and neutral are the most recognizable expressions. Fear and sadness 

are the most two challenging expressions to recognize. This is compatible with subjective 

recognition when people often confuse between fear and surprise, and objective recognition 

when classifiers are often confused between sadness and anger [380], [381]. Moreover, fear 

and surprise share several same action units with Inner Brow Raiser, Outer Brow Raiser, 

Upper Lid Raiser, and Jaw Drop actions [382]. Precisely, fear expression is defined by the 

following AUs (Inner Brow Raiser, Outer Brow Raiser, Brow Lower, Upper Lid Raiser, Lid 

Tightener, Lip Stretcher, Jaw Drop), and surprise expression deals with Inner Brow Raiser, 

Outer Brow Raiser, Upper Lid Raiser, and Jaw Drop). Another reason for failing prediction is 

the shape variation. There are 12/65 subjects that produce less than 55% recognition rate. 

5/12 of those subjects having the bear, which significantly affects the shape of the face results 

in producing a poor recognition rate. Regarding the use of the SIAT-3DFE database, the 
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recognition rate for 4 expressions does not outperform that of the use of the Bosphorus 

database for 7 expressions and 5 expressions. It is important to note that the Bosphorus 

database contains 27 professional actors/actresses resulting in a better distinction between 

expressions. Thus, the quality of the experimental data leads to a higher recognition rate. 

Furthermore, it is important to note that our study is the first to provide an accuracy level for 

facial expression recognition with the SIAT-3DFE database. Thus, our findings could be used 

in a future benchmark study with this database.  

In addition, the recent development of novel sensing devices (i.e. Kinect, 3D scanner, 

Lidar) results in the availability of non-Euclidean data such as graphs, meshes, and 3D point 

clouds. This triggers the development of geometric deep learning leading to considerable 

achievements in robotics, autonomous driving, and augmented reality, and potentially playing 

a vital role in supporting clinicians on diagnosis and prediction. For example, three-

dimensional convolutional neural networks (3D CNNs) were developed [383] for 3D medical 

imaging recognition, classification, detection, and segmentation. However, deep learning on 

3D point clouds comes with several challenges because point cloud is irregular sparse and 

dense regions, unstructured and unordered [301]. The state-of-the-art PointNet++ overcomes 

these challenges by applying deep learning directly to the 3D point cloud [303]. In this 

present study, the PointNet++ was selected for our facial expression recognition and obtained 

results confirmed the robustness and the accuracy of this approach for processing directly 

complex 3D geometries. Precisely, PointNet++ model worked directly on 3D raw face point 

clouds to recognize seven basic facial expressions. The recognition rate was 69.01% when 

recognizing 7 expressions, which is better than even subjective evaluation with 64.87% 

[381]. The result also outperformed the previous research that was processed on the same 

database with 60.5% [373]. However, the present study showed a lower accuracy than several 

previous methodologies applied to the Bosphorus database and based on 3D curvature 

descriptor [271], primary facial landmarks by projecting 3D data into the 2D plane [374], and 

feature points extraction for finding covariance matrices of descriptors [34] with 79%, 

76.56%, and 86.17% respectively.  The superior level of accuracy of these studies can be 

explained by the fact that enhanced learning features were processed, extracted, and used for 

facial expression recognition. For example, Azazi et al. [271] (2015) applied the conformal 

mapping technique to map 3D texture face images into the 2D plane and selected the optimal 

facial features based on detecting seven facial landmarks at eye corners, mouth corners, and 

nose tip. Thus, the proposed method is still required to extract feature facial landmarks. Wang 

et al. [374] (2013) encoded curvature information by applying local curvature patterns and 

descriptors such as principal curvature, mean curvature, and shape index. Even achieved a 

better recognition rate than ours, this method requires handcraft feature extraction for 

estimating the curvature-based descriptors. Furthermore, Hariri et al. [375] (2017) used 

covariance matrices of descriptors to reach a very good accuracy level for facial expression 

recognition. However, this approach is still based on feature extraction instead of directly 

handling 3D point cloud data. Thus, our present study shows a comparable level of accuracy 

with these state-of-the-art methods without feature engineering processes.  Especially, the 

accuracy level reaches a value of 85.85% when recognizing 5 expressions like anger, disgust, 

happiness, surprise, and neutral. This opens new avenues for recognizing the facial 
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expressions directly with 3D point clouds from novel sensing devices (e.g. Kinect V2, Azure 

Kinect).   

Despite PointNet++ can work directly on the 3D point cloud, 3D raw point clouds still 

require several preprocessing tasks such as removing the noise and cropping the face in the 

center region and data normalized. Cropping point cloud into the center region of the face 

reinforces the discriminative capability of expression feature for the deep learning model. In 

addition, the augmentation technique is also applied to enhance the size of our database. 

Moreover, a hyperparameter tuning process is monitored for selecting the best parameter for 

learning the model of facial expression recognition. All these techniques belong to the best 

practices for developing and evaluating a robust deep learning model. 

One of the possible ways to improve the generalization performance of the deep learning 

model is to use transfer learning [384]. However, in the present study, we performed cross-

database learning and testing and obtained results that showed a lower recognition rate. More 

precisely, we trained the model on the Bosphorus database and tested it on the SIAT-3DFE 

database, and inverted this process. The recognition rate of cross-database testing from 

trained the Bosphorus database is only 24.74%. This rate reaches a value of 27.32% for 

training on the SIAT-3DFE database. It is interesting to note this behavior. In fact, the used 

PointNet++ model is database-dependent for the facial expression recognition problem. In 

particular, the quality of the experimental data will lead to a higher accuracy level. 

The main limitation of the present study relates to the size of the used the Bosphorus 

database with high-quality data. Only 65 subjects with a total of 455 face scans were used for 

facial expression recognition, which can narrow the generalization of the method. Therefore, 

to be potentially applied for clinical applications, a larger 3D facial database including 

the facial palsy patient’s database is required for confirming and improving the 

obtained result. In particular, a robust data acquisition protocol should be established to 

provide high-quality data for learning and testing. Furthermore, scanning 3D faces is a 

complex, time-consuming process. As a result, fully automatic methodologies from 2D image 

to 3D point cloud should be investigated to be able to apply to a rehabilitation program for 

facial palsy patients.  

4.4. Conclusions 

Facial expression recognition plays an essential role in human conversation and human-

computer interaction as well as to assist doctors in diagnosing facial palsy patients. Previous 

research studies have recognized facial expressions mainly based on 2D image processing 

requiring sensitive feature engineering and conventional machine learning approaches. The 

purpose of the present chapter was to recognize facial expressions by applying a new class of 

deep learning called geometric deep learning directly on 3D point cloud data. 

Two databases (Bosphorus and SIAT-3DFE) were used. The Bosphorus database 

includes sixty-five subjects with seven basic expressions (i.e. anger, disgust, fearness, 

happiness, sadness, surprise, and neutral). The SIAT-3DFE database has 150 subjects and 4 

basic facial expressions (neutral, happiness, sadness, and surprise). Firstly, pre-processing 
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procedures such as face center cropping, data augmentation, point cloud denoising were 

applied to 3D face scans. Secondly, a geometric deep learning model called PointNet++ was 

applied. A hyperparameter tuning process was performed to find the optimal model 

parameters. Finally, the developed model was evaluated using the recognition rate and 

confusion matrix. Obtained results showed a better accuracy level according to the state-of-

the-art methods using conventional machine learning. 

The outcome of this chapter has been published: “Enhanced Facial Expression 

Recognition using 3D Point Sets and Geometric Deep Learning” in Medical & Biological 

Engineering & Computing (Q2, IF@2020 = 3.05) [127] (https://doi.org/10.1007/s11517-021-

02383-1).  

In perspective, using the database of facial palsy patients, we can quantify different 

expressions for facial mimics such as for example smile or pronunciation of “o”, “pou” … 

[338] to diagnose the degree of the severity of facial palsy in collaboration with clinicians. 

The developed model will be integrated into REHAB_DEEPFACE as a part of the diagnosis 

of the severity of facial palsy. 
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Chapter 5: 

Facial Symmetry Analysis based on Novel Shape 

Descriptors between Two Different Populations 

Facial symmetry indicates the balance and equality of facial structure in terms of shape, 

size, location, and arrangement of left and right components on the sagittal plane. In fact, 

facial symmetry analysis is important to support the correct assessment and diagnosis of 

facial palsy and facial transplantation patients. This could help the doctor to design efficient 

individual rehabilitation programs. Previous studies have mainly been based on either 

subjective methods conducted by doctors or automatic systems but require facial landmark 

detection. Thus, the present chapter extracts a novel point descriptor from 3D point cloud 

data that supports analyzing the face in terms of facial symmetry. Two databases were used 

corresponding with two different populations (Caucasian and Asian). 

This part corresponds with task number 3 (Figure 45). 
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5.1. Materials and methods 

5.1.1. Learning Databases  

Two different 3D facial databases were used for facial symmetry analysis. The first 

database namely the Bosphorus database [113] acquired the face of 105 subjects (61 males 

and 44 females) using Inspeck Mega Capturor II 3D devices. In fact, most of the subjects are 

Caucasian at the ages range from 25 to 35 years old. Each subject was captured a total of 31 

to 54 times in different poses and expressions. 

SIAT-3DFE database was also used to extract shape descriptors [201]. Two structured 

light scanners (called CASZM-MVS600) were used to capture the face with high resolution. 

500 Asians aged from 18 to 50 with a total 8000 of facial scans were captured. Each subject 

conducted 16 trials with four basic expressions including happiness, neutral, sadness, and 

surprise. 

 

Figure 46. 3D face scans from the Bosphorus database (left) and the SIAT-3DFE database 

(right). 

5.1.2. Data pre-processing procedures 

65 subjects including 455 original face scans with seven basic expressions have been 

chosen for processing from the acquired Bosphorus database. 70 subjects (35 males and 35 

females) from the SIAT-3DFE were randomly chosen. The outliner point was initially 

removed and the noise was reduced using statistical techniques [371]. We cropped the face 

into the center region for analyzing the face only instead of other regions such as the ear and 

hair. 

The face then was split into 6 parts such as right and left eyes, right and left nose and 

cheek, right and left mouth, and jaw as in Figure 47. This was done by vertical and horizontal 

lines go through 3 red points (as shown in Figure 47), which were manually picking. Each 

part was then normalized by translating with the center of the part at the origin of the 

coordinate and the coordinate value ranged from -1 to 1. 



102 

 

 

Figure 47. The face was divided into 6 separated parts including left and right eyes, left and 

right noses, left and right mouth 

5.1.3. Descriptors-based geometric deep learning 

The 3D facial descriptor analysis was extracted by a well-known geometric deep learning 

with a hierarchical neural network model called PointNet++. The descriptors are the learned 

features extracted from the PointNet++ layer. PointNet++ learned the features using three 

main layers: 1) Sampling layer picks a set of points from the input set, which then defines the 

centroids of this set of points and treats them as local regions; 2) Grouping layer creates local 

regions by searching neighboring points around defined centroids; and 3) PointNet layer 

defines feature vectors by encoding these local regions. These feature vectors are then treated 

as novel descriptors from the original input point cloud data to perform symmetry analysis. 

 

Figure 48. Feature extraction from PointNet, where N represents the pre-defined number of 

input points, C represents the pre-defined number of learning features, and MLPs represents 

for the Multi-Layer Perceptron. 

PointNet adopts symmetry functions as the multi-layer perceptron to take n vectors as 

input to synthesize the information and generate a new presentation vector that is invariant to 

the input vector order. Specifically, from an unordered input point set {𝑥1, 𝑥 , … , 𝑥𝑛} (where 

𝑥𝑖 ∈ ℝ
𝑑), PointNet uses a set function 𝑓 to convert an input point set into a new feature 

vector. 
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where 𝛾 and ℎ present multi-layer perceptron networks (MLP). PointNet independently 

applies the MLP layer for each input point for learning features and then extracts global 

features using a max-pooling layer. 

 

Figure 49. A general hierarchical local feature learning was demonstrated in 2D space. 

𝑁,𝑁1, 𝑁  represent the number of points in 𝑑 dimensional space and 𝐶, 𝐶1, 𝐶  dimensional 

feature for each step of applying 3 layers including sampling, grouping, and PointNet. 𝐾 

represents the number of points within a group with centroid points and a pre-set radius. 

PointNet learns features for each point in local regions in an independent way, thus in 

these local regions, the network cannot generalize the local structural information between 

neighborhood points. PointNet++ resolves this issue by adding two layers namely the 

sampling and grouping layer to create local regions using the neighborhood of each centroid 

point. Then the local feature is learned by applying the PointNet layer for these local regions 

instead of from each individual point. 

The model was trained to extract local features on Collaboratory, which is a free research 

tool. The virtual machine environment with a configuration of a 12GB NVIDIA Tesla K80 

GPU, installed CUDA version 10.1, the chosen TensorFlow version 1.15.2, and Python 

version 3.7. 

After feature extraction using a sublayer of PointNet++, each face scan was presented by 

a 1024-dimensional learned feature vector. These feature vectors are then concatenated to 

build a matrix with each column is one feature vector presents for each part of the face. Then 

a principal component analysis was applied for reducing the dimensional space from 1024 to 

3 components and still keeping the large variance as shown in Figure 50. 

sampling & 

grouping

sampling & 

grouping

PointNet PointNet

set abstraction set abstraction

Hierarchical auto-encoder

(1, 𝐶4)

Shape descriptor
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Figure 50. The variance explained by principal component analysis 

5.1.4. Descriptor-based PointPCA 

The PointPCA method [385] was used to extract the descriptors. After the PCA, a set of 

low-level geometrical descriptors for each portion of the face were defined and estimated for 

each point in the input set. Firstly, a set of points as support or local region (with the centroid 

𝒑̅𝑖) around a point (𝒑𝑖) was determined by 𝑟-research for each point in coordinate 

(𝒖𝑥, 𝒖𝑦, 𝒖𝑧). Secondly, the covariance matrix is computed and applied PCA for this set. 

Finally, computed eigenvalues (𝜆1 > 𝜆 > 𝜆3) and eigenvectors (𝒆1, 𝒆 , 𝒆3) were used as the 

descriptors to encode the local 3D shape properties. Other descriptors based on PointPCA are 

defined in Table 6. The first 3 descriptors are used for further analysis to test the feasibility of 

the research, while the remaining descriptors will be used the future work. 

Table 6. definition of the 3D shape descriptors 

Descriptor Definition 

Eigenvalues 𝑑𝑣 = 𝜆𝑣, 𝑣 ∈ {1, 2, 3} 

Sum of eigenvectors 𝑑4 =∑ 𝜆𝑣
𝑣

 

Linearity 𝑑5 = (𝜆1 − 𝜆 )/𝜆1 
Planarity 𝑑6 = (𝜆 − 𝜆3)/𝜆1 
Sphericity 𝑑7 = 𝜆3/𝜆1 

Anisotropy 𝑑8 = (𝜆1 − 𝜆3)/𝜆1 

Omni-variance 𝑑9 = √𝜆1 ∙ 𝜆 ∙ 𝜆3
3

 

Eigen-entropy 𝑑10 = −∑ 𝜆𝑣 ∙ l (𝜆𝑣)
𝑣

 

Surface variation 𝑑11 = 𝜆3/∑ 𝜆𝑣
𝑣

 

Roughness 𝑑1 = |(𝒑𝑖 − 𝒑̅𝑖) ∙ 𝒆3| 
Parallelity x 𝑑13 = 1 − |𝒖𝑥 ∙ 𝒆3| 

Parallelity y 𝑑14 = 1 − |𝒖𝑦 ∙ 𝒆3| 

Parallelity z 𝑑15 = 1 − |𝒖𝑧 ∙ 𝒆3| 

First 2 PCs including 

98.2% variance
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5.2. Facial symmetry analysis results 

The objective is to quantify whether the technique is able to analyze the symmetry or 

asymmetry of the face based on descriptors extracted by two techniques: PointNet++ and 

PointPCA. Figure 51 displays descriptors extracted by the PointNet++ layer for the eye on 

the left (red points) and right (cyan points) in the same population including Caucasian (a) 

and Asian (b). The discrimination between the left and right eyes is more observable for eye 

descriptors of Caucasians, while these descriptors of Asians are overlaid between two sides. 

(a) 

(b) 

Figure 51. Discriminative learned descriptors extracted by PointNet++ for symmetry 

analysis at the eye region for two populations including Caucasian (a) and Asian (b) 
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Descriptors extracted by PointNet++ layer for the nose region on the left (red points) and 

right (cyan points) were illustrated in Figure 52 in the same population including Caucasian 

(a) and Asian (b). A similar pattern was observed in Figure 51. In this region, the 

discrimination between the left and right noses is more observable in Caucasians compared to 

Asians, based on the learned descriptors extracted by the PointNet++ layer. 

  (a)

(b) 

Figure 52. Discriminative learned descriptors extracted by PointNet++ for symmetry 

analysis at the nose region for two populations including Caucasian (a) and Asian (b) 
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Figure 53 shows a similar pattern as in Figure 52 and Figure 51 for the mouth region. The 

discrimination between the left mouth and right mouth is more observable in Caucasians 

compared to Asians, based on the learned descriptors extracted by the PointNet++ layer 

  (a)

(b) 

Figure 53. Discriminative learned descriptors extracted by PointNet++ for symmetry 

analysis at the mouth region for two populations including Caucasian (a) and Asian (b) 
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Similarly, descriptors extracted by PointPCA were shown in Figure 54, Figure 55, and 

Figure 56 for all three regions of eye, nose, and mouth on the left (red points) and right (cyan 

points) in the same population including Caucasians (a) and Asians (b). The observed result 

shows that the discrimination between the left eye and right eye is more observable in 

Caucasians (Bosphorus database) compared to in Asians (SIAT database), based on the 

learned descriptors extracted by PointPCA. 

 (a)

(b) 

Figure 54. Discriminative hand-crafted descriptors-based PointPCA for symmetry analysis at 

the eye region for two populations including Caucasian (a) and Asian (b) 
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 (a)

(b) 

Figure 55. Discriminative hand-crafted descriptors-based PointPCA for symmetry analysis at 

the nose region for two populations including Caucasian (a) and Asian (b) 
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 (a)

(b) 

Figure 56. Discriminative hand-crafted descriptors-based PointPCA for symmetry analysis at 

the mouth region for two populations including Caucasian (a) and Asian (b) 
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The discriminative property was shown in Figure 57 based on learned descriptors 

between two populations including Caucasians (red points) and Asians (green points). These 

descriptors were extracted by PointNet++ and PointPCA in three different regions such as 

eyes, nose, and mouth. The figure shows that the discrimination of two populations is more 

observable in descriptors extracted by PointNet++ (left column) that represent all three 

regions eye, nose, and mouth compared to that of PointPCA (right column). 

 

 

Figure 57. Discriminative learned descriptors for the eye, nose, and mouth regions between 

two populations including Caucasian (the Bosphorus database) and Asian (the SIAT 

database) 

The separation between the left and right sides of the face in the same population 

(Caucasians or Asians) was illustrated in Table 7 and Table 8. This is based on descriptors 
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extracted by both PointNet++ and PointPCA for three different regions such as eye, nose, and 

mouth. In the eye region, descriptors extracted by PointNet++ for Caucasians show a 

statistically significant difference between the left and right sides in the first principal axis, 

while these descriptors of Asians indicate a statistically significant difference in the first and 

the third principal axes. In the nose region, descriptors of Asians show a statistically 

significant difference in all three principal axes, while only the first principal axis of that in 

Caucasians shows a statistically significant difference. In contrast, the mouth region of 

Caucasians shows significant differences in all three principal axes, while that of Asians there 

is no statistically significant difference in all principal axes. 

Table 7. The symmetry of the face property between left and right using 

descriptor-based PointNet++ 

Comparison 
Descriptor 

value in PC1 

Descriptor 

value in PC2 

Descriptor 

value in PC3 

Caucasian 

Left eye 0.47 0.46 0.005 0.18 -0.02 0.05 

Right eye -0.24 0.52 0.004 0.16 -0.02 0.07 

p value < 0.05 > 0.05 > 0.05 

Left nose 1.7 0.45 -0.12 0.13 0.03 0.13 

Right nose -0.86 1.77 0.08 0.22 -0.05 0.21 

p value < 0.05 > 0.05 > 0.05 

Left mouth 1.55 0.96 0.51 0.48 -0.06 0.17 

Right mouth 0.38 1.92 -0.28 1.82 -0.16 0.91 

p value < 0.05 < 0.05 < 0.05 

Asian 

Left eye -0.022 0.7 -0.015 0.17 0.043 0.09 

Right eye -0.35 0.95 -0.0001 0.2 0.022 0.09 

p value < 0.05 > 0.05 < 0.05 

Left nose -1.09 4.78 -0.007 0.5 -0.02 0.29 

Right nose -0.27 3.01 0.07 0.22 0.05  0.17 

p value < 0.05 < 0.05 < 0.05 

Left mouth -0.65 4.58 -0.4 2.11 0.22 0.41 

Right mouth -0.62 4.39 -0.28 1.79 0.19 0.42 

p value > 0.05 > 0.05 > 0.05 
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Descriptors extracted by PointPCA show that there were only statistically significant 

differences between the left and right sides in the first principal axis of all regions for 

Caucasians and the eye and the nose regions for Asians. 

Table 8. The symmetry of the face property between left and right using 

descriptor-based PointPCA 

Comparison 
Descriptor 

value in PC1 

Descriptor 

value in PC2 

Descriptor 

value in PC3 

Caucasian 

Left eye 0.09 0.176 -0.002 0.08 0.002 0.08 

Right eye 0.38 0.11 0.003 0.08 0.0006 0.08 

p value < 0.05 > 0.05 > 0.05 

Left nose 0.08 0.15 0.005 0.05 -0.001 0.05 

Right nose 0.2 0.15 -0.0008 0.1 0.002 0.05 

p value < 0.05 > 0.05 > 0.05 

Left mouth 0.05 0.278 0.005 0.083 -0.004 0.08 

Right mouth 0.7 0.17 -0.002 0.08 0.001 0.08 

p value < 0.05 > 0.05 > 0.05 

Asian 

Left eye -0.44 0.35 0.002 0.07 -0.008 0.08 

Right eye -0.33 0.39 -0.004 0.07 0.004 0.08 

p value < 0.05 > 0.05 > 0.05 

Left nose -0.277 0.19 -0.004 0.14 0.002 0.13 

Right nose -0.17 0.17 -0.002 0.13 -0.004 0.13 

p value < 0.05 > 0.05 > 0.05 

Left mouth -0.62 0.34 -0.002 0.08 0.006 0.08 

Right mouth -0.62 0.289 -0.002 0.08 -0.0004 0.1 

p value > 0.05 > 0.05 > 0.05 
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Discriminative properties between two populations (Caucasians and Asians) were 

illustrated in Table 9 and Table 10 based on descriptors extracted by both PointNet++ and 

PointPCA for all three regions eye, nose, and mouth. The tables show that there are 

statistically significant differences between the descriptors of the face of Caucasians and 

Asians (p-value < 0.05) in all 3 principal axes for the descriptors extracted by PointNet++ 

layers, while there is, only in the first principal axis, descriptors extracted by PointPCA have 

p-value < 0.05. 

Table 9. Discriminative property of the descriptors-based PointNet++ 

between two populations 

Comparison 
Descriptor value 

in PC1 

Descriptor 

value in PC2 

Descriptor 

value in PC3 

Eye 

region 

Caucasian 0.42 1.94 0.25 0.53 -0.03 0.27 

Asian -0.68 0.3 -0.41 0.6 0.06 0.12 

p value < 0.05 < 0.05 < 0.05 

Nose 

region 

Caucasian 0.39 1.47 0.72 1.36 -0.03 0.28 

Asian -0.63 2.53 -1.18 0.91 0.05 0.18 

p value < 0.05 < 0.05 < 0.05 

Mouth 

region 

Caucasian 1.25 0.8 0.47 1.84 0.02 0.23 

Asian -2.04 3.9 -0.76 0.62 -0.04 0.36 

p value < 0.05 < 0.05 < 0.05 
 

Table 10. Discriminative property of the descriptors-based PointPCA 

between two populations 

Comparison 
Descriptor value 

in PC1 

Descriptor 

value in PC2 

Descriptor 

value in PC3 

Eye 

region 

Caucasian -0.07 0.11 0.0007 0.09 0.0007 0.09 

Asian 0.1135 0.25 -0.0012 0.1 -0.0011 0.1 

p value < 0.05 > 0.05 > 0.05 

Nose 

region 

Caucasian  0.05 0.1 0.001 0.09 -0.002 0.1 

Asian -0.08 0.14 -0.001 0.12 0.004 0.11 

p value < 0.05 > 0.05 > 0.05 

Mouth 

region 

Caucasian -0.018 0.16 -0.001 0.04 0.005 0.05 

Asian 0.03 0.29 0.002 0.1 -0.007 0.09 

p value < 0.05 > 0.05 > 0.05 

 

5.3. Discussion and conclusion 

Facial symmetry is important in recognizing the impression of beauty and attraction. Facial 

palsy patients and patients with facial transplantation are more likely to have an asymmetric 

face. Thus, analyzing facial symmetry is important to support the correct assessment and 

diagnosis of facial palsy and facial transplantation patients. This is of helps the doctor to 

design efficient individual rehabilitation programs. Traditional methods were either 

subjectively conducted based on several facial grading systems or based on 2D image 
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processing, which requires hand-crafted feature engineering. Thus, the present chapter 

proposed to use an end-to-end deep learning solution for presenting the face or part of the 

face into a novel learned descriptor, which then can be used as an indicator for analyzing 

facial symmetry. 

The present chapter proposed to use a new class of deep learning networks called geometric 

deep learning with PointNet++ model and another hand-crafted feature engineering method 

called PointPCA. Geometric deep learning allows exploring more complex types of data as 

non-Euclidean data, which can be applied to learn directly from 3D point cloud data. This 

offers to analyze the 3D face scan to overcome the challenging problem of extreme pose 

variations and 2D image variations (brightness, pose) for 2D image processing. Two 

databases have been used including the Bosphorus database (Caucasian subjects) and SIAT 

(Asian subjects). The purpose is to test whether the technique is able to analyze the face in 

terms of facial symmetry or asymmetry. And in the meantime, the method also investigated 

the discrimination between the face of Caucasians and Asians. The obtained results show that 

there is a statistically significant difference in the descriptors representing facial symmetry of 

Caucasians’ mouth and Asian’s nose. Furthermore, there were also statistically significant 

difference between descriptors representing the face of Caucasians and Asians. The result 

also shows that descriptors extracted by PointNet++ show a more discriminative property 

than that of PointPCA. 

Despite the fact that PointNet++ can operate directly on 3D point clouds, 3D raw point 

clouds still require preprocessing operations such as noise removal, face cropping in the 

central region, and data normalization. Moreover, even though analyzing the face based on 

learned descriptors one can provide an indicator for symmetry or asymmetry. But it 

cannot measure the level of the symmetry of the face. In order to do that, the developed 

model will be applied to a database including facial palsy patients to provide an indicator for 

grading the asymmetry of the face of facial palsy patients. This has to collaborate with 

clinicians. 

The outcome of this chapter is a paper in preparation: “Facial Symmetry Analysis based on 

Novel Shape Descriptors between Two Different Populations” to be submitted to Medical & 

Biological Engineering & Computing (Q2, IF@2020 = 2.602).   
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Chapter 6: 

Reinforcement Learning coupled with Finite 

Element Modeling for Facial Motion Learning 

Facial palsy patients or patients with facial transplantation have abnormal facial motion 

due to altered facial muscle functions and nerve damage. Moreover, involved patients also 

suffer asymmetric face effect, which indicates the imbalance and inequality of facial structure 

in terms of shape, size, location, and arrangement of left and right components on the sagittal 

plane. In fact, the recovery of a symmetric face with balanced functionalities requires a 

complex rehabilitation process in which patients must practice patient-specific facial 

movements. It is important to note that current facial rehabilitation has mainly been based on 

a mirror approach to monitor the visual qualitative feedback from the rehabilitation exercise.  

This strategy is ineffective and subjective without any feedback. Computer-aided systems and 

physics-based models have been developed to provide objective and quantitative information. 

However, the predictive capacity of these solutions is still limited to explore the facial motion 

patterns with emerging properties. The present study aims to couple reinforcement learning 

and finite element modeling for facial motion learning and prediction. The main objective is 

to provide, for the first time, the modeling workflow for this complex coupling and then to 

evaluate different learning strategies to establish motion patterns of the face during facial 

expression motions. Our novel solution will explore the patient-specific facial motions 

without a priori data from the patient and then provides a set of facial muscle activation and 

coordination patterns for a specific rehabilitation-oriented movement (e.g. symmetry or 

smile). 

A novel modeling workflow for learning facial motion was developed. The method aims 

to use a subject-specific model of the face. However, developing a subject-specific model 

was a complex task. Moreover, an exchange information protocol between two different 

platforms (reinforcement learning and simulation environment) was also complex. Thus, in 

the first step, an existing physically-based model of the face within the Artisynth modeling 

platform was used to test the feasibility of the method. This model has been published and 

well developed for facial mimic simulation. Information exchange protocol was proposed to 

exchange capacity between reinforcement learning and rigid multi-bodies dynamics 

simulation. Two reinforcement learning algorithms (deep deterministic policy gradient 

(DDPG) and Twin-delayed DDPG (TD3)) were used and implemented to drive the 

simulations of symmetry-oriented and smile movements. Numerical outcomes were 

compared to experimental observations (Bosphorus database) for evaluation and validation 

purposes. 

The part corresponds with task number 4 in the workflow (Figure 58). 
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Figure 58. Reinforcement learning coupled with finite element model of the face for facial 

motion learning.  
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6.1. Materials and methods 

6.1.1. Novel coupling workflow between reinforcement learning and finite 

element modelling  

Our novel simulation workflow requires two main components (Figure 59): 1) a 

reinforcement learning agent (a human face) having a policy that decides what action (muscle 

excitations) to take when it observes a state (facial motion) and 2) a finite element modeling 

and simulation environment. The coupling between the finite element simulation 

environment and the reinforcement learning process is managed by an information exchange 

protocol. More precisely, in the beginning, the reinforcement learning agent observes the 

state of the face using the positions of selected key points (Figure 60). Secondly, the policy 

predicts values of muscle excitations, which are then applied to the biomechanical model of 

the face for a physical simulation. Then, the simulation environment returns the positions of 

selected key points after simulation. And finally, these positions are used to compute the 

reward value by pre-designed multi-objective functions (related to symmetry or smile 

exercises), which is then used to update training parameters for the training process. 

 

Figure 59. Overview of the novel coupling workflow between reinforcement learning and 

finite element modeling 
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Figure 60. Detailed flowchart of the interaction between reinforcement learning and finite 

element modeling processes. 

6.1.2. Face finite element model 

A physically-based model of the face within the Artisynth modeling platform was used 

(Figure 61a). This model has been developed from previous research [122], [386]–[388]. The 

face finite element model includes three components such as 1) a soft-tissue component with 

the hypodermis, dermis, and epidermis layers, 2) a cranium and maxilla component, and 3) a 

jaw-hyoid component [389]. Using a 2.6GHz Core 2 Duo CPU, each simulation for the 

original face model took around 35 minutes [390]. When reinforcement learning often 

requires thousands or even millions of episodes for training, this amount of computational 

time for each simulation is excessive. To reduce computational cost and accelerate the 

training process, the facial model is simplified by keeping only the soft-tissue component 

with ten orofacial muscles (Levator Anguli Oris (LAO), Levator Labii Superioris Alaeque 

Nasi (LLSAN), Buccinator (BUC), Zygomaticus (ZYG), Depressor Anguli Oris (DAO), 

Risorius (RIS), Depressor Labii Inferioris (DLI), Mentalis (MENT), Orbicularis Oris 

Peripheralis (OOP), Orbicularis Oris Marginalis (OOM)) (Figure 61c). The soft tissue finite 

element mesh consists of 6342 brick elements (with 6024 hexahedrons and 318 wedges) and 

8720 nodes. The activation for the face model results from the orofacial muscle strain and 

force. Ten orofacial muscles are modeled and attached to the lower face that applies muscle 

forces in terms of muscle excitations onto the finite element model. Muscle fibers are 

modeled by a set of uniaxial cable elements. For example, the zygomatic ligaments are 

represented by fixing all degrees of freedom of soft tissue nodes that are in the region where 

these ligaments attach to the maxilla. The soft tissue constitutive equation for the hypodermis 

layer is based on a Mooney-Rivlin constitutive equation, and Fung constitutive equation for 

the epidermis and dermis layer as in the Flynn et al. paper [122] (2015). The mechanical 
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characteristics (such as force-displacement response, pre-stress behaviors, non-linear, 

anisotropic, and viscoelastic constitutive laws) for the skin layer were estimated based on a 

combination of in vivo experiments and numerical methods. Muscles are modeled as 

continuous sets of cable elements, which activate in tension as point-to-point Hill-type 

models and are aligned along element edges. The mechanical property evolution of muscle 

contraction comprises muscle contractile fibres (active part), muscle body (passive part), and 

the stress stiffening effect [386]. The movements of the mandible generated by muscles of 

mastication are not handled yet in the model. Thus, the superficial muscles, which are 

muscles around the lip region, involved in facial mimics are focused. Two finite element 

models of the face correspond with the modeling of the symmetric face (Figure 61a) and the 

asymmetric face (Figure 61b). 

 

Figure 61. The face finite element model (a) is referred to as the symmetric face, (b) referred 

to as the asymmetric face (unbalanced deformation between left and right sides), and related 

facial muscle network (c). 

6.1.3. Reinforcement Learning for Facial Motion Control 

6.1.3.1. Reinforcement learning model and algorithms  

Reinforcement learning (RL) aims to find a policy, 𝜋(𝑎| ), which maps the state space to 

the action space and instructs the agent on how to make decisions that maximize the long-

term cumulative reward inspired by a reward function 𝑟( , 𝑎), where 𝑎 is the action needs to 

take in the state  . Bellman equations are solved to find the optimal policy. In this present 

study, two RL algorithms were used. The first algorithm is the Deep Deterministic Policy 

Gradient (DDPG) in which the Bellman equation was solved by combining a deep neural 

network for learning Q function and a deterministic policy gradient algorithm for learning a 

policy. This is off-policy reinforcement learning used for continuous state and action spaces, 

which is suitable for our problem. The second used algorithm is the Twin Delayed DDPG 

(TD3). DDPG is often brittle with the tuning process for hyperparameters. It usually fails 

when exploiting the error in the Q-function, the learned Q function starts to overestimate Q-

values resulting in policy breaking. Twin delayed DDPG copes with this issue and improves 

performance by applying three tricks: 1) Clipped Double-Q Learning: learning two Q-

functions (twin) and using smaller Q-values for the Bellman error loss functions, 2) Delayed 

(a) (b) (c)
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Policy Updates: sparse updating the policy compared to the Q-function, 3) Target Policy 

Smoothing: adding noise to target actions to reduce exploiting Q-function errors. 

The network architecture of DDPG contains the actor network and the critic network. 

Each network has two hidden layers with 64 nodes (Figure 62). The actor network inputs the 

state vector while outputs the action vector. The input of the critic network contains both the 

action vector output from the actor network and the state vector, while the output is the 

predicted Q-value. TD3 has the same architecture as in DDPG except it has two critic 

networks (Figure 63). 

 

Figure 62. The network architecture of DDPG: one actor network and one critic network. 

 

Figure 63. The network architecture of TD3: one actor network and two critic networks. 

6.1.3.2. Reward Function, Action Space, and State Space 

The aim of our study is to find the appropriate muscle excitations for performing a facial 

motion, which is generated by defining the appropriate biomechanics-inspired reward 

function. In our model, action is a vector of 10 pairs of left and right muscles in terms of 

muscle forces normalized between 0 and 1. To avoid the exhausting search, only significant 

muscles (left and right Levator Anguli Oris (LAO), left and right Levator Labii Superioris 

Alaeque Nasi (LLSAN), left and right Zygomatics (ZYG), left and right Risorious (RIS), 

Orbicularis Oris Marginalis (OOM), Orbicularis Oris Peripheralis (OOP)) were included in 

into training process (Figure 64a). In our model, the agent’s state was defined through a set of 

landmark points focusing on the mouth region of the face. In fact, 8 key points on the lips are 

chosen as representations of the state of the face (Figure 64b). 
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(a) 

(b) 

Figure 64. Selected muscles excitations for training (a) and landmark points for the RL 

agent’s state (b). 

Regarding the reward function, the agent receives a reward value from the environment at 

each time step. Note that the training efficiency of the reinforcement learning algorithm 

depends strongly on defining the reward function. In our study, the reward function is 
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designed by a motion-oriented (e.g. symmetry-targeted motion, smile expression, sound 

pronunciations) strategy. More precisely, different reward functions were formulated using 

the Euclidean distance and angle created from the defined 8 landmark points. 

Mathematically, reward functions are defined as follows: 

𝑅𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = −1000 ∗ (𝑟1

𝑑 + 𝑟 
𝑑 + 𝑟3

𝑑)                                 (1) 

𝑅𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦
𝑎𝑛𝑔𝑙𝑒

= −(𝑟1
𝑎 + 𝑟 

𝑎 + 𝑟3
𝑎)                                              (2) 

𝑅𝑠𝑚𝑖𝑙𝑒 = ∆𝑑                                                                              (3) 

where 𝑟𝑖
𝑑, 𝑟𝑖

𝑎 are the symmetry value-based distance and angle between the left side 

compared to the right side for each pair point (point 1-5, 2-4, 8-6). ∆𝑑 is the total moving up 

of point #1 and point #5 defined in Figure 64b. 

6.1.4. Information exchange protocol and implementation  

Our study is based on two modeling platforms (i.e. Artisynth and PyTorch) coming from 

different fields. The exchange information between these platforms needs a novel 

communication protocol. Artisynth-RL has been proposed to open the exchange capacity 

with rigid multi-bodies dynamics simulation [391]. In the present study, Artisynth-RL was 

extended to exchange information between the PyTorch platform which is a Python-based 

training platform for RL models, and Artisynth for running face finite element simulation. 

Note that Artisynth-RL is a cross-platform-based JavaScript. To achieve this objective, 

different technologies (RESTful API as a plugin, Spark framework from java, and Request 

package from python) were used as shown in Figure 65. Regarding the communication 

protocol, the muscle excitations from the reinforcement learning module are posted into the 

Artisynth module, then a new state is obtained from the Artisynth module to the 

reinforcement learning module after each simulation step. 

 

Figure 65. RESTful API as a plugin for bridging reinforcement learning and Artisynth 

As hardware configuration, a virtual machine configuration with ubuntu 20.04, 8 CPU, 16 Gb 

RAM, Python 3.6, and the open-source stable-baselines3 was used for the training process. 

6.1.5. Evaluation and validation   

An open-access 3D face database, named Bosphorus, was used for evaluation and 

validation purposes. This database includes 105 subjects (44 females and 61 males) with 

different expressions, poses, and occlusion conditions. 65 subjects have 7 expressions such as 

happiness (smile), surprise, fear, sadness, anger, disgust, and neutral. Happiness (smile) and 

Agent (Gym OpenAI) Environment (Face-Artisynth)
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neutral expressions, which are available in 130 face scans of all the subjects, were used for 

further validation. Firstly, three key points at positions #1, #5, and #7 (as in Figure 64b) were 

manually picked for each face scan. Secondly, all the face scans were transferred such that 

the point at position #7 is at the origin (coordinate [0, 0, 0]) and face scans of the same person 

are at the same orientation. Finally, the total displacement of moving up action of the two key 

points at positions #1 and #5 (as in Figure 64b) was computed by subtracting the 

corresponding points of the smile face scan and the neutral face scan of the same person. In 

fact, the values of the used reward functions were computed for each posture (neutral and 

smile expression). Obtained values were represented in mean and standard deviation and then 

compared to the final outcomes from the RL process. 

 

Figure 66. Illustration from Bosphorus database with two expressions: neutral (left) and 

smile (right). 

A hyperparameter tuning process was implemented to select the best neural network 

architecture and parameters. In particular, the hyperparameter tuning process is not 

automatically tuned, but manually selects each parameter, while other parameters remain 

unchanged. Each trial was performed for a training task with the hyperparameter within a 

predefined set to ensure that the agent successfully explores and learns to make decisions in 

its environment. The predefined set of hyperparameters includes several most critical 

parameters, which govern the performance of reinforcement learning such as the neural 

network size (nodes in hidden layers ([64, 64] or [400, 300] for the actor and the critic 

networks)), learning rate (0.001, 0.01, note that the learning rate is shared for all networks), 

batch size (16, 32), 𝜏 parameter, which used to soft update both critic and actor target 

networks (0.001, 0.005). 
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6.2. Computational results 

6.2.1. RL accuracy and performance 

The reward and the loss evolutions during the training process of the agent to conduct one 

symmetry action were shown in Figure 67. In general, after more than 100 episodes of 

random interaction in the environment, the agent starts to learn from previous trials and can 

find the optimal policy after more than 300 episodes of training. In particular, the learning 

start parameter was set to 100 in the training phase, allowing the reinforcement learning agent 

to collect a set of transitions (𝒟 = ( , 𝑎, 𝑟,  ′, 𝑑)) by performing a random action from the 

action space to the environment before learning from previous trials. These random actions 

result in an unstable trend in the reward values in the first 100 episodes. Having just 200 

episodes of learning, the agent still learns and explores the environment to discover the 

optimal policy. During learning, the not optimal policy may predict the random actions for 

exploring more the environment that might dramatically drop reward values. From 200 to 300 

episodes of learning, the agent gradually finds the optimal policy after more than 300 

episodes of training. The reduction in actor loss and critic loss values demonstrates the 

efficacy of the learning strategy in both DDPG and TD3 methods. 
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 (a)

(b) 

Figure 67. The reward value and the loss values of the actor network and the critic network 

during training reinforcement learning agent with two different methods: DDPG (a), TD3 (b) 

for symmetry-oriented functional rehabilitation using 4 muscles as ZYG, RIS, OOM, OOP. 
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The reward and the loss evolutions during the training process of the agent to perform the 

smile action were shown in Figure 68. Similar patterns are observed according to Figure 67. 

More precisely, the agent spends 100 episodes collecting a set of transitions by taking 

random actions to the environment resulting in instability of reward values. It then starts to 

learn from previous trials and can find the optimal policy after more than 200 episodes of 

training. The training is successfully demonstrated by the reduction of the loss value of both 

actor and critic networks. 

 

 

Figure 68. The reward value and the loss values of the actor network and the critic network 

during training reinforcement learning agent with two different methods: DDPG (left), TD3 

(right) for smile-oriented functional rehabilitation using 3 facial muscles as LAO, LLSAN, 

ZYG. 
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The effect of the network architecture and τ parameter was reported in Figure 69. The 

network architecture has a more important effect than that of the τ parameter. 

 

  

 

Figure 69. Reward value during training reinforcement learning agent with different 

hyperparameters and the network architecture. 
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The reward values were predicted by the hyperparameter tuning process for the DDPG 

method when training smile expression as shown in Table 11. The process can help to 

identify a better network architecture with an associated optimal set of hyperparameters. 

Based on the reward value, reinforcement learning with the architecture of two hidden layers 

[400, 300] for the actor and the critic networks, batch size 16, learning rate for all networks 

0.001, τ parameter 0.005, and without action noise yields the best reward value. The 

computational time for training 500 episodes for each smile training and symmetry training is 

around 6 hours. However, the most computational time is in the simulation environment, 

where each simulation lasts for 30 seconds (5 hours for 500 episodes related to simulate and 

restart of Artisynth only). 

Table 11. The reward values obtained during the hyperparameter 

tuning process 

Hyperparameters Reward 

Batch size 
16 5.21 

32 5.16 

Learning rate 
0.01 4.59 

0.001 5.35 

Network architecture 
[64, 64] 4.81 

[400, 300] 5.45 

τ parameter 
0.001 5.22 

0.005 5.26 

Action noise 
With 4.69 

Without 5.35 
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6.2.2. Facial motion learning  

The obtained outcome and corresponding muscle excitation value of the symmetry-

oriented functional rehabilitation are shown in Figure 70. and Table 12. According to the 

prediction, the muscle on the right side of the mouth such as right OOM, right RIS, and right 

ZYG are activated, while only the left OOP muscle is activated to improve the symmetry of 

the face from the initial state with the reward value R = -2.06 to the new state with the reward 

value R = -0.23, which counts 88.8% improvement. 

 

Figure 70. Face animation for symmetry-oriented motion. The face at the initial state (on the 

left R = -2.06) and after receiving muscle excitation (on the right R = -0.23) output from 

reinforcement learning for symmetry-oriented functional rehabilitation. 

 

Figure 71. Face animation for smile-oriented motion. The face at the initial state (on the left 

R = -1.6) and after receiving muscle excitation (on the right R = 5.35) output from 

reinforcement learning for smile-oriented motion. 

Regarding the smile-oriented motion simulation of the finite element model of the face, 

both left and right muscles of LAO and ZYG are activated, while LLSAN is not activated as 

in Figure 71 and Table 13. The measured reward value increases from -1.6 at the initial state 

to 5.3 at the terminal state. The obtained muscle activation levels for smiling movement are 

within the range of values reported by Flynn et al. [122]. However, it is important to note that 

there is a difference in smiling patterns between our simulation (i.e. unconstrained smile) and 

their simulations (i.e. miles with an open mouth or closed mouth). 

The muscle action line length change and contraction amplitude 𝜉𝐶𝐸 =
𝐿−𝐿0

𝐿0
=
∆𝐿

𝐿0
 are 

shown in Table 12. The contraction amplitudes of OOM and OOP are estimated as the area 

that these muscles cover 𝜉𝐶𝐸 =
𝑆−𝑆0

𝑆0
=
∆𝑆

𝑆0
. Related to the smile, the right ZYG contracts -

16.26%, while this number on the left is -15.12%. The right and left LAO contract around -

30%. Note that all muscle contraction levels during smiling are in good agreement with those 

estimated using Kinect-driven rigid multi-bodies modeling (Nguyen et al. [109] (2021)). 
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Table 12. Muscle contraction levels during different facial expressions and comparison to 

the literature data.  

Muscle / 𝜉𝐶𝐸 

symmetry Smile 
Nguyen et al. [109] 

(smile) 

𝐿0 (𝑚𝑚) /  
𝑆0 (𝑚𝑚 ) 

Δ𝐿

𝐿0
 (%) 

/  
Δ𝑆

𝑆0
 (%) 

𝐿0 (𝑚𝑚) /  
𝑆0 (𝑚𝑚 ) 

Δ𝐿

𝐿0
 (%) /  

Δ𝑆

𝑆0
 (%) 

 
Δ𝐿

𝐿0
 (%) 

Right ZYG 52 𝑚𝑚 -2.19 54.5 𝑚𝑚 -16.31 From -9.13 to -19.72 

Left ZYG 52.2 𝑚𝑚 1.12 54.6 𝑚𝑚 -15.09 From -13.59 to -21.32 

Right LLSAN 27.2 𝑚𝑚 -1.62 27.9 𝑚𝑚 -10.26 From -1.99 to -8.12 

Left LLSAN 27.2 𝑚𝑚 -0.38 27.9 𝑚𝑚 -10.2 From -0.69 to -6.13 

Right LAO 27.3 𝑚𝑚 -1.18 30 𝑚𝑚 -28.13 From -18.66 to -29.46 

Left LAO 24.3 𝑚𝑚 1.56 30 𝑚𝑚 -28.17 From -21.19 to -28.03 

Right RIS 52.2 𝑚𝑚 -6.21 52.9 𝑚𝑚 -8.12 From 3.55 to 7.30 

Left RIS 52 𝑚𝑚 2.44 52.9 𝑚𝑚 -8.135 From -3.09 to 6.96 

OOM 590 𝑚𝑚  -12.97 665 𝑚𝑚  -2.01 - 

OOP 1099 𝑚𝑚  -7.98 1138 𝑚𝑚  17.40 - 

 

 

Table 13. Muscle activation levels reported from our simulation and its comparison to the 

literature data 

Muscle symmetry smile Flynn et al. [122] 

(closed mouth smile) 

Flynn et al. [122] 

(open mouth smile) 

Right ZYG 0.2 0.4 0.2 0.5 

Left ZYG 0 0.4 0.2 0.5 

Right LLSAN 0 0 0.1 0.5 

Left LLSAN 0 0 0.1 0.5 

Right LAO 0 0.4 0.1 0.5 

Left LAO 0 0.4 0.1 0.5 

Right RIS 0.4 0 0.2 0.6 

Left RIS 0 0 0.2 0.6 

Right OOM 0 0 0 0 

Left OOM 0 0 0 0 

Right OOP 0.1 0 0 0 

Left OOP 0.4 0 0 0 
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6.2.3. Evaluation and validation  

For symmetry-oriented motion, the muscle excitations predicted by the trained agent help 

to increase the value of reward from R = -2.06 to R = -0.23, which counts for ~88.8%. While 

this number for smile-oriented motion, the reward value increases from R = -1.6 at the initial 

state to R = 5.3 at the terminal state, which is 0.35 cm moving up on average for each corner 

of the mouth. This is within the range of movements compared to the value calculated from 

the Bosphorus database, this value is 0.4  0.32 𝑐𝑚 when a person makes maximum effort to 

smile as in Figure 72. 

 

Figure 72. Displacement of the corner point of the mouth (moving up direction) of our 

method and from the Bosphorus database of the smile position compared to the neutral 

position. 

  

4  3.23.4  0.2
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6.3. Discussion 

Understanding the muscle coordination mechanism of facial expressions plays a crucial 

role in the facial rehabilitation interventions for facial palsy or facial transplantation patients. 

Numerical models (i.e. finite element models) have been intensively developed [15] to 

provide a better understanding of this complex process. However, these developed models are 

descriptive and their predictive capacity is still limited. Besides, computer-based monitoring 

systems, that automatically recognize action units (AUs) to provide quantitative and objective 

information on the facial motion during the rehabilitation exercise have been developed [40], 

[365], [392]. Despite many efforts, understanding facial motion mechanism still remains a 

scientific and clinical challenge to help the involved patients to recover functional facial 

movements. In particular, the role of muscle excitation and its value for performing a desired 

facial movement for facial rehabilitation is still an open and longstanding research question. 

To achieve this complex and challenging objective, the present study aimed to couple 

reinforcement learning to a muscle-driven biomechanical model of the face to explore the 

facial motion learning capacity such as symmetry and facial smiling actions. For the first 

time, facial expressions (e.g. smile) are simulated without a priori input data (e.g. motion 

capture data). In fact, our novel coupling scheme allows to explore emerging properties of the 

facial muscle contraction mechanism and guides iteratively the face to express smiling action 

or becomes a symmetric face. Thus, obtained outcomes showed the potential application of 

this novel approach with facial palsy patients for a better understanding of facial muscle 

coordination and muscle activation patterns to target a specific motion.    

More precisely, regarding the symmetry motion of the face, the muscle contraction 

involves right OOM, right RIS, and right ZYG, while only the left OOP muscle is activated. 

This is reasonable due to the physical-based model of the face used for symmetry training is 

drooping of the mouth on the right side. From the biomechanics point of view, this is a 

symptom of the facial palsy patient on the affected side of the face. In the smile-oriented 

motion of the face, levator anguli oris and zygomaticus are the main muscles responsible for 

smile action resulting in two corner points in the mouth moving up 0.35 cm, which is within 

the range of motion compared to the Bosphorus database (0.4  0.32 cm). There is also a 

good agreement in muscle involvement for smile training as LAO and ZYG compared with 

the simulation of Flynn et al. [122] (2015). Note that Flynn et al. manually adjusted muscle 

excitation value to find the appropriate value for expression movements of the finite element 

model of the face. In fact, our present study revealed the usefulness of mechanical modeling 

coupled with reinforcement learning to guide the design of patient-specific precision 

rehabilitation for the face with muscle activation and coordination mechanisms. 

Recently, deep reinforcement learning becomes an interesting solution for complex 

control problems [348]. The coupling between a reinforcement learning strategy and a deep 

neural network allows the agent to build knowledge by gathering information while 

interacting with the environment. In fact, no prior data is required for training. This particular 

character enhances the predictive capacity of the involved model. One of the challenges when 

developing an efficient RL model relates to the use of cumulative rewards to quantify how 
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the agents ought to take actions in an environment. In our present study, specific rewards 

were defined to guide the motion patterns toward the specific targets (symmetry and smiling 

motions). Moreover, two state-of-the-art RL methods (DDPG method and the successor 

TD3), which are off-policy algorithms and applicable for complex environments with 

continuous action spaces, were used to drive the face toward the targeted motions from the 

activation of the facial muscles. Note that the use of these methods leads to the win of the 

Learn to Move competition [393]. 

One of the most important limitations of the present work deals with the sensitive nature 

of the hyperparameters of the physics-based face model. Further investigations should be 

done to take the uncertainties of these parameters into account to provide more reliable 

prediction outcomes. In fact, each parameter should be represented in a more generic format 

like interval or probability-based structures (e.g. probability density function (PDF); 

cumulative distribution function (CDF)), and then associated outcomes (i.e. muscle 

activation) should be estimated within a plausible range of values. However, taking the 

parameter uncertainty into account increases drastically the computational cost during the 

reinforcement learning process. Thus, more efficient uncertainty propagation algorithms 

should be investigated to cope with this constraint. Moreover, the present face model includes 

only 10 muscles. In particular, all parameters were set up for a generic model. Thus, a more 

detailed face model and patient-specific properties of the facial tissues and structures should 

be taken into consideration from medical imaging toward a patient-specific rehabilitation 

application. In particular, the increase in the number of muscles of interest will allow the 

modeling system to explore full muscle action patterns of the face. Thus, the present system 

could benefit from the FACS pattern for a given expression to converge quickly to the 

optimal solution and then other applications like speech synthesis or language learning could 

be investigated. Regarding the limitation of the used RL approach, the use of only a deep 

neural network seems to be underestimated for the complex face motion coordination. As 

perspective, a multi-network approach should be investigated for a better coordination of the 

facial muscle activations and contractions. Finally, the coupling between RL and FE 

modeling frameworks requires the development of a specific communication protocol. In 

further work, the developed information exchange protocol will be improved to provide a 

generic communication channel between the RL framework and any other powerful and 

dedicated FE modeling frameworks like Abaqus or Ansys to overcome the limitation of the 

current physics-based face model. 
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6.4. Conclusions 

Facial palsy patients or patients with facial transplantation have abnormal facial motion 

due to altered facial muscle functions and nerve damage. Computer-aided systems and 

physics-based models have been developed to provide objective and quantitative information. 

However, the predictive capacity of these solutions is still limited to explore the facial motion 

patterns with emerging properties. The present chapter explored the muscle excitation 

patterns by coupling reinforcement learning with a finite element model of the face. We 

developed, for the first time, a novel coupling scheme to integrate the finite element 

simulation into reinforcement learning for facial motion learning. In particular, two state-

of-the-art reinforcement learning algorithms (deep deterministic policy gradient (DDPG) and 

Twin-delayed DDPG (TD3)) were successfully applied and implemented to drive the 

simulations of symmetry-oriented and smile movements. Obtained results were in very good 

agreement with the experimental observation. In fact, a better understanding of the facial 

muscle activation and coordination mechanism is of great clinical interest to guide the 

optimal rehabilitation strategy. The present work opens new avenues to achieve this 

challenging objective. 

A paper for this chapter “Reinforcement learning coupled with finite element modeling 

for facial motion learning” is currently under the first revision in the Computer Method and 

Program in Biomedicine journal (Q1, IF@2022 = 5.428). 

As perspectives, this method will be applied for subject-specific patient models derived 

from numerical models derived from medical images performed in our team [15], [16], [338]. 

The present chapter will finally be applied to build a decision support system for facial palsy 

and facial transplantation patients to guide and optimize the functional rehabilitation 

program.   
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Chapter 7 

General Discussion 

This chapter will provide a general discussion, main contributions as well as current 

limitations of the thesis. 
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7.1. Thesis overview 

Facial expression contributes a big part to human communication, which is essential to 

human development and personal life [1], [7]. Furthermore, facial expression also has an 

important role in a person's identity as well as health [9]. In fact, facial palsy patients or 

patients with facial transplantation have abnormal facial motion patterns due to altered facial 

muscle functions and nerve damage. This leads to abnormal motion control for different 

movements such as eating, speaking, or facial expressions as well as the asymmetric face 

[10]–[13]. As a result, these involved patients have had their personal, professional, and 

social lives negatively impacted [10]–[13]. Thus, the restoration of normal and symmetrical 

facial expressions would considerably improve the quality of life and social interactions for 

involved patients. An appropriate facial rehabilitation program is a critical clinical stage that 

influences the efficacy of surgical and pharmacological treatments [20], [25], [27], [394]–

[396]. Especially, involved patients should have their facial paralysis levels assessed before 

being referred to appropriate rehabilitation programs. It is important to note that traditional 

facial rehabilitation has mainly based on a mirror approach to monitor the visual qualitative 

feedback from the rehabilitation exercise. More precisely, patients watch their distorted 

features in the mirror as a reference to teach themselves the right expressions during 

rehabilitation exercises. This strategy is ineffective and subjective without any additional 

feedback. Computer-aided systems based on physics-based models have also been developed 

to provide objective and quantitative information. However, there are still developments that 

could be done to overcome the limitations of existing clinical support systems: 

1) The lack of building 3D information from images or depending strongly on the 

selected cameras. 

2) The lack of analyzing the face in terms of expression recognition and symmetry 

analysis. 

3) The lack of making use of artificial intelligence (reinforcement learning, for example) 

for facial rehabilitation guidelines using biomechanical knowledge. This is the limitation of 

the predictive capacity of the facial motion patterns with emerging properties. 

Consequently, the objective of this Ph.D. is to develop innovative engineering solutions 

toward a next-generation computer-aided decision support system for facial analysis and 

rehabilitation. 
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7.2. Main contributions  

The thesis provided four main contributions: 

The first contribution concerns the fast reconstruction of the 3D face shape from a single 

2D image. This supports to provide reliable feedback for clinical decision support, which is 

portable, easy to use, cheap, and independent of the choice of devices. 

The second and third contributions concern the improvement of facial expression 

recognition and facial symmetry based on 3D point sets. These works could potentially help 

clinicians determine the severity of facial paralysis as well as the level of recovery of the 

rehabilitation process. 

The final contribution is the proposition of a novel modeling workflow for learning facial 

motion by coupling reinforcement learning and finite element modeling for facial motion 

learning and prediction. This part is of help for guiding patients on how to conduct 

rehabilitation exercises by providing visualization of correct rehabilitation exercises. 

7.2.1. 3D face reconstruction from a single image for facial palsy patients 

The 3D reconstruction of an accurate face model is essential to provide reliable feedback 

for clinical decision support for facial disorders. Thus, this allows analyzing the face with 

external (i.e. face deformation) and internal (i.e. facial muscle mechanics) feedback for the 

diagnosis and rehabilitation process of facial palsy and facial transplantation patients [33]. 

The facial analysis for diagnosis and treatment has mainly been based on 2D images [365]–

[367]. It remains a challenge due to the variations in pose, expressions, and lighting 

conditions. 3D facial data can be acquired from medical imaging [121], [122], 3D scanners 

[112], [113], stereo-vision systems [123], or RGB-D devices as Kinect. The use of medical 

imaging leads to a very accurate 3D model but this is not appropriate for an easy-to-use, 

cheap and portable system. The use of depth cameras like Kinect can lead to a reasonable 

accuracy level while keeping the cheap cost, easy-to-use and portable requirements but the 

developed system depends strongly on the selected sensors. In fact, this could alter the future 

applicability due to stopped production like in the case of the Kinect V2 camera. Thus, it is 

necessary to have a more flexible and open method to build 3D information rather than using 

specific scanning devices. The recent development of deep learning (DL) models opens new 

challenges for 3D shape reconstruction from a single image. In fact, three distinguish 

approaches have been applied for reconstructing 3D shapes from 2D information. The first 

approach uses the statistical model fitting with a prior 3D facial model to fit the input images 

[129]–[131]. The second approach is based on the photometric stereo. The method is suitable 

for multiple images. The method combines a 3D template face model with photometric stereo 

methods to compute the surface normal of the face [143], [144]. The third approach uses deep 

learning to learn the shape and appearance of the face by training 2D-3D mapping functions 

[151], [152]. These approaches lead to very good accuracy levels for 3D face reconstruction 

of the subject-specific face. However, the 3D face shape reconstruction of facial palsy 

patients is still a challenge and this has not been investigated. 
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The objective of Chapter 3 was to apply these state-of-the-art methods to reconstruct the 

3D face shape models of the facial palsy patients in natural and mimic postures from one 

single image. Three different methods (3D Basel Morphable model and two 3D Deep Pre-

trained models) were applied to the dataset of two healthy subjects and two facial palsy 

patients. The methodology was also applied to reconstruct the 3D face of patients from 2D 

images collected from the internet. The first used method fits a 3DMM to a single image 

based on a scale orthographic projection [129].  The second used method reconstructs the 3D 

face based on an established FLAME head model [357]. The third applied method 

reconstructs the 3D face of the patient with weakly-supervised learning to regress the shape 

and texture coefficients from a given input image [361]. Reconstructed outcomes were 

compared to the 3D shapes reconstructed using Kinect-driven and MRI-based information. 

As result, the best mean error of the reconstructed face according to the Kinect-driven 

reconstructed shape is 1.5  1.1 𝑚𝑚. The best error range is 1.9  1.4 𝑚𝑚 when compared 

to the MRI-based shapes. Obtained results showed a very good reconstruction accuracy level 

compared to the Kinect-driven and MRI-based outcomes. This present study opens new 

avenues for the fast reconstruction of the 3D face shapes of the facial palsy patients from a 

single 2D image. 

7.2.2. A novel solution for facial expression recognition 

Facial expression recognition plays an essential role in human conversation and human-

computer interaction. Recognizing human expression assists humans in face-to-face 

communication for interpreting the other’s intentions. Mehrabian (1975) illustrated that the 

nonverbal components (such as facial expression) part of a speaker can account for 55% of 

the interpretation in the conversations, while the verbal part (i.e. part that relates to words) 

and the vocal part (i.e. part that relates to the sound) contribute only to 7% and 38%, 

respectively [8]. There is also a wide range of applications of facial expression recognition in 

the human-computer interaction [115], especially for the virtual reality and augmented reality 

systems [124], [180], and healthcare systems (e.g. facial nerve grading [181]). Most existing 

facial expression recognition in the past several decades has been based on 2D processing 

approaches [263]–[265]. The recognition performance based on 2D images remains 

challenging when processing expressions with large variations in different poses and lighting 

conditions. This task is particularly challenging when performing feature engineering, which 

is time-consuming and subjective. In fact, 3D information such as the 3D point cloud data 

with an end-to-end deep learning algorithm should be used to deal with the recognition 

degradation. Some approaches have successfully explored 3D face for expression recognition 

tasks. Precisely, several studies project 3D data into the 2D image plane and handle 

expression recognition based on features extracted from the 2D image plane [285]–[288]. 

Some other approaches find a new presentation of the 3D face in terms of curvature 

descriptor [289], scale-invariant feature transform (SIFT) feature [290], and spatial distances 

and displacements between facial landmarks [291], [292]. This, however, transforms the data 

and often reduces the depth information on the face. To the best of our knowledge, there is no 

research study using directly the 3D point cloud for facial expression recognition. 
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In Chapter 4, facial expression was recognized by applying a new class of deep learning 

called geometric deep learning directly on 3D point cloud data. In particular, two databases 

(Bosphorus and SIAT-3DFE) were used. The Bosphorus database includes sixty-five subjects 

with seven basic expressions (i.e. anger, disgust, fearness, happiness, sadness, surprise, and 

neutral). The SIAT-3DFE database has 150 subjects and 4 basic facial expressions (neutral, 

happiness, sadness, and surprise). Firstly, pre-processing procedures such as face center 

cropping, data augmentation, and point cloud denoising were applied to 3D face scans. 

Secondly, a geometric deep learning model called PointNet++ was applied. A 

hyperparameter tuning process was performed to find the optimal model parameters. Finally, 

the developed model was evaluated using the recognition rate and confusion matrix. The 

facial expression recognition accuracy on the Bosphorus database was 69.01% for 7 

expressions and could reach 85.85% when recognizing five specific expressions (anger, 

disgust, happiness, surprise, and neutral). The recognition rate was 78.70% with the SIAT-

3DFE database. 

7.2.3. A novel solution for facial symmetry analysis 

Analyzing facial symmetry is important to determine the severity of facial paralysis of 

involved patients. In fact, facial symmetry indicates the balance and equality of facial 

structure in terms of shape, size, location, and arrangement of left and right components on 

the sagittal plane [304]. Asymmetry face, on the other hand, depicts the bilateral difference 

between two sides. Facial symmetry is an important aspect of determining attractiveness and 

beauty [305]. Furthermore, patients with facial palsy and those who have had facial 

transplants have facial asymmetry, which results in unnatural facial expressions [31], [107]. 

As a consequence, facial symmetry analysis is vital to support the correct assessment and 

diagnosis of patients with facial palsy and facial transplantation. It can be of helps doctors in 

designing an effective individual rehabilitation program [21], [33]. 

 Chapter 5 provided an indicator based on novel descriptors for analyzing the symmetry 

of the face and the difference between two ethnicities such as Caucasians and Asians. Two 

different facial point cloud databases (Bosphorus and SIAT-3DFE) corresponding to two 

different ethnicities were used. The Bosphorus database consists of sixty-five subjects with 

seven different expressions (i.e. anger, disgust, fearness, happiness, sadness, surprise, and 

neutral). The SIAT-3DFE database contains 150 subjects with four facial expressions 

(neutral, happiness, sadness, and surprise). Firstly, pre-processing procedures such as 

splitting the face into six parts (left and right eye, left and right nose, left and right mouth), 

and space normalization were applied on 3D face scans. Secondly, a geometric deep learning 

model called PointNet++ was applied to extract the features from the 3D point cloud data. 

Finally, these features extracted from the PointNet++ model were transformed using principal 

component analysis (PCA). The method aims to reduce the dimension and still keep the 

significant information. The descriptors were then tested whether they can be used for 

analyzing the symmetry and asymmetry of the face and in the meantime compared the 

difference between Caucasians and Asians. These descriptors could potentially be used for 

analyzing the symmetry of the face of facial palsy patients. 



141 

 

 

 

7.2.4. A novel solution for facial motion learning based on learning muscle-

driven motion 

The recovery of a symmetric face with balanced functionalities requires a complex 

rehabilitation process in which patients must practice patient-specific facial movements. 

Thus, understanding of facial motion mechanism helps the involved patients to recover 

symmetrical movements and normal facial expressions. It is important to note that current 

facial rehabilitation has mainly been based on a mirror approach to monitor the visual 

qualitative feedback from the rehabilitation exercise. More precisely, patients watch their 

distorted features in the mirror as a reference to teach themselves the right expressions during 

rehabilitation exercises. This strategy is ineffective and subjective without any feedback. 

Moreover, the current rehabilitation process is limited by a lack of patient-specific knowledge 

about muscles driving facial motions. Therefore, understanding facial motion mechanisms, 

muscle activation, and coordination are clearly fundamental. In addition, for investigating 

muscles driving facial motion problems, biomechanical models are recommended because 

they can be customized to reflect the true anatomy and pathological anatomical deformations 

as well as imitate physical processes [331]. In fact, physics-based facial models using finite 

element methods have been intensively developed to explore the role of facial muscle 

excitation, contraction, and coordination during facial motion [15], [16], [122], [328], [332]–

[337]. Recently, the reinforcement learning strategy has been coupled with rigid multi-bodies 

dynamics to explore the motion of the lower limbs during walking and age-related falls in our 

team [348]. Thus, this learning strategy opens new avenues to explore human system motion 

and novel emerging properties without any a priori motion data. 

Chapter 6 aims to explore the facial motion learning capacity by the coupling between 

reinforcement learning and finite element modeling. The main objective is to provide, for the 

first time, the modeling workflow for this complex coupling and then to evaluate different 

learning strategies to establish motion patterns of the face during facial expression motions. A 

physically-based model of the face within the Artisynth modeling platform was used. 

Information exchange protocol was proposed to exchange capacity between reinforcement 

learning and rigid multi-bodies dynamics simulation. Two reinforcement learning algorithms 

(deep deterministic policy gradient (DDPG) and Twin-delayed DDPG (TD3)) were used and 

implemented to drive the simulations of symmetry-oriented and smile movements. Numerical 

outcomes were compared to experimental observations (Bosphorus database) for evaluation 

and validation purposes. As result, after more than 100 episodes of exploring the 

environment, the agent starts to learn from previous trials and can find the optimal policy 

after more than 300 episodes of training. Regarding the symmetry-oriented motion, the 

muscle excitations predicted by the trained agent help to increase the value of reward from R 

= -2.06 to R = -0.23, which counts for ~89% improvement of the symmetry value of the face. 

For smile-oriented motion, two points at the edge of the mouth move up 0.35 cm, which is 

within the range of movements estimated from the Bosphorus database (0.4  0.32 cm). Our 
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novel solution will explore the patient-specific facial motions without a priori data from the 

patient and then provides a set of facial muscle activation and coordination patterns for a 

specific rehabilitation-oriented movement (e.g. symmetry or smile).  
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7.3. Current limitations 

In this project, several limitations related to each part were discussed. 

Regarding the 3D face reconstruction, one important limitation of the present study 

deals with a small number of subjects and patients used for prediction. Another limitation 

deals with the lack of facial palsy patients in the learning database and this has to be 

built with the clinicians. This results in reducing several facial palsy patient’s features (e.g. 

asymmetric face, dropping mouth corner and cheek) while reconstructing their 3D face. Thus, 

a larger and more diverse 3D facial database including facial palsy subjects should be 

acquired to confirm our findings and toward a potential clinical application. Another 

limitation of the study relates to the usage of the 3D statistical facial model. The first method 

used a 3DMM was based on the PCA basis vectors so that the reconstruction of more detailed 

information such as expressions and wrinkles can become a hard task. The second and third 

methods improve that by building a more diverse model with subtler information such as 

expressions and wrinkles. But these methods still use a linear model that could generate more 

errors due to facial shape variations, which cannot be modeled perfectly using a combination 

of linear components as noted in [128], [369], [370]. Improving the existing 3D face model 

can be a potential suggestion for future works. 

In facial expression recognition and facial symmetry analysis parts, despite 

PointNet++ can work directly on 3D point clouds, 3D raw point clouds still require several 

preprocessing tasks such as removing the noise and cropping the face in the center region and 

data normalized. Cropping point cloud into the center region of the face reinforces the 

discriminative capability of expression feature for the deep learning model. In addition, the 

augmentation technique is also applied to enhance the size of our database. The main 

limitation of this part relates to the size of the Bosphorus and SIAT databases with high-

quality data. Only 65 subjects with a total of 455 face scans (Bosphorus database) and 70 

subjects with 280 face scans (SIAT database) were used for facial expression recognition, 

which can narrow the generalization of the method. Therefore, to be potentially applied for 

clinical applications, a larger 3D facial database including the facial palsy patient’s database 

is required for confirming and improving the obtained result. Moreover, the level of 

expression and symmetry have not been estimated. It could help clinicians to determine the 

severity of facial paralysis as well as the level of recovery of the rehabilitation process. 

In the facial motion learning part, one of the most important limitations of the present 

thesis deals with the sensitive nature of the hyperparameters (such as the number of muscles, 

the boundary of muscle excitation, and skin parameters) of the physics-based face model. 

Further investigations should be done to take the uncertainties of these parameters into 

account to provide more reliable prediction outcomes. Furthermore, subject-specific patient 

models should be implemented derived from numerical models derived from medical images 

performed by our team [15], [16], [338]. In fact, patient-specific properties of the facial 

tissues and structures were considered and are of importance for patient-specific 

rehabilitation applications. The present face model includes only 10 muscles. In particular, all 

parameters were set up for a finite element model of a generic face model. The increase in the 



144 

 

number of muscles of interest will allow the modeling system to explore full muscle action 

patterns of the face. 
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Chapter 8 

Conclusions and Perspectives 

 

This chapter presents conclusions as well as perspectives that need to be done for developing 

a next generation computer-aided decision support system for facial palsy and facial 

transplantation for optimizing the rehabilitation process. 
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8.1. Conclusions 

In this thesis, several innovative engineering solutions were investigated toward a next-

generation computer-aided decision support system for facial mimic analysis and 

rehabilitation. Firstly, the purpose of the thesis is to provide reliable feedback for clinical 

decision support by reconstructing the 3D face of the patient from 2D images. Secondly, the 

thesis could help clinicians to determine the severity of facial paralysis as well as the level of 

recovery of the rehabilitation process with facial expression recognition and facial symmetry 

analysis. Finally, the thesis could potentially guide patients on how to conduct rehabilitation 

exercises using the facial motion learning part. 

Four main contributions have been proposed for addressing these researches. In 

particular, the 3D face of the patient can be reconstructed from a single 2D image using three 

different methods (morphable model and two deep learning models). Then, the 3D face can 

be analyzed in terms of facial expression recognition and facial symmetry analysis based on 

3D point cloud data that can support facial paralysis diagnosis. Finally, we explored the 

muscle excitation patterns by coupling reinforcement learning with a finite element model of 

the face that can guide the patient to practice and find the optimal rehabilitation strategy. 

     There were several limitations about this thesis. A small number of data as well as lacking 

facial palsy patient data in the learning database lead to narrow the generalization of the 

method. The research used an available physical model of the face, which is sensitive to 

hyperparameters. A facial database including facial palsy and facial transplantation patients 

could be collected in the future for improving the obtained results. A more detailed face 

model and associated patient-specific properties of facial tissues and structures should be 

taken into consideration from medical imaging toward a patient-specific rehabilitation 

application. In addition, more rehabilitation exercises will be investigated for enhancing the 

facial rehabilitation process. Finally, the present framework will be applied to facial palsy 

and facial transplantation patients to guide and optimize the functional rehabilitation 

program. 

 

8.2. Perspectives 

Future works will be conducted to improve the results as well as overcome the existing 

limitations. 

Regarding the 3D face reconstruction from 2D images for facial palsy patients, a 3DMM 

model built from a database with diverse ethnicities, wide ranges of ages, numerous numbers 

of subjects, and including facial palsy patients should be developed. This model could better 

capture the facial palsy patient features such as the asymmetric property, dropping mouth 

corner and cheek. Regarding 3D facial expression recognition and facial symmetry analysis, 

a similar 3D face dataset to build 3DMM should be developed with more subjects, diverse 

ethnicities, wide ranges of ages, and including facial palsy patients. Combining 3D point 
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cloud data and the texture of 2D images is also a suggestion for improving the accuracy of 

the prediction. Regarding the facial motion learning by coupling reinforcement learning and 

finite element model of the face, the next step would be to use realistic physical-based models 

of patient-specific faces for reinforcement learning algorithms. In that case, personalized 

treatment and rehabilitation planning could be provided. 

The work can also be extended to be able to apply to clinical decision support systems 

for facial diagnosis and facial rehabilitation. For better diagnosis, the level of facial 

expression and facial symmetry should be estimated. This could be of helps clinicians to 

determine the severity of facial paralysis as well as the level of recovery of the rehabilitation 

process. This could be done automatically by labeling facial expressions and facial symmetry 

at different levels and then applying machine learning and deep learning for multiclass 

classification problems. For better guiding patients during facial rehabilitation exercises, 

more rehabilitation movement exercises such as facial expression and sound pronunciation 

should be learned in muscle-driven facial motion learning problems. This could be done by 

designing more reward function-oriented rehabilitation exercises for conducting 

reinforcement learning algorithms. Different reinforcement learning algorithms and transfer 

learning algorithms could be applied for improving the predicting capacity of muscle-driven 

facial movement. 

Moreover, a novel framework will be proposed namely REHAB_DEEPFACE (Figure 

73), which describes the enhanced facial behavior recognition and rehabilitation using 

biomechanical features and deep learning approaches. The system is designed to deliver a 

set of external (i.e. face deformation, symmetry, expression) and internal (i.e. facial muscle 

mechanics) feedback for both doctors and patients. Firstly, a single 2D image of the patient 

will be captured by any device (e.g. camera, phone, …). Secondly, a 3D geometrical model 

of the face will be reconstructed. This face model then will be analyzed in terms of 

expression and symmetry. The analysis of facial symmetry would allow quantifying the level 

of facial symmetry or asymmetry. Facial expression recognition can quantify the different 

expressions for facial mimics such as for example smile or pronunciation of sounds “o”, 

“pou” … Thank to the quantitative and objective indicators, the severity of facial palsy 

patient can be diagnosed with the help of clinicians, and rehabilitation exercises will be 

planned. These exercises will be used to design reward-oriented rehabilitation functions. 

Reward functions and the 3D patient-specific model will be applied for facial motion 

learning. Facial motion learning-oriented rehabilitation exercises will provide the best 

facial mimic to be achieved. 

This visualization of the facial mimic model will be aligned with the texture of the face to 

be more realistic. During practice, the patient will mimic and try to reach what he/she 

sees in the realistic visualization. The process will be repeated again and again. We 

assumed that these repetitive rehabilitation exercises can make a change in the patient’s brain. 

In fact, these steps of ‘human learning’ will assist the brain, facial muscles, and facial nerve 

systems to reroute the electrical signals from the brain to muscles that were interrupted. 

Moreover, the similarity index will also be measured between the face of the patient and the 
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realistic finite smile face to estimate the recovery level of the facial palsy patient. This might 

improve the rehabilitation process. 

 

 

Figure 73. Framework of the decision support system for facial rehabilitation, 

REHAB_DEEPFACE (dash box: need to be done) 

Some technological components of REHAB_DEEPFACE are analyzed for a potential 

transfer of technology [397]. In fact, the final product should be a software for a clinical 

decision support system for facial mimic rehabilitation to be used by patients and clinicians. 
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In that context, the system will improve the rehabilitation process and the quality of the life 

of the patients.  
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