
HAL Id: tel-03813744
https://theses.hal.science/tel-03813744

Submitted on 13 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Global glacier mass change by spatiotemporal analysis of
digital elevation models

Romain Hugonnet

To cite this version:
Romain Hugonnet. Global glacier mass change by spatiotemporal analysis of digital elevation models.
Earth Sciences. Université Paul Sabatier - Toulouse III; École polytechnique fédérale (Zurich, Suisse),
2022. English. �NNT : 2022TOU30094�. �tel-03813744�

https://theses.hal.science/tel-03813744
https://hal.archives-ouvertes.fr


THÈSETHÈSE

En vue de lŠobtention du

DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE

Délivrée par : lŠUniversité Toulouse 3 Paul Sabatier (UT3 Paul Sabatier)
Codirection internationale ETH Zürich

Présentée et soutenue le 19 mai 2022 par :

Romain Hugonnet

Changement de masse des glaciers à l’échelle
mondiale par analyse spatiotemporelle de modèles

numériques de terrain

Global glacier mass change by spatiotemporal
analysis of digital elevation models

JURY

Irena Hajnsek Professeure, DLR & ETH Zürich Rapportrice
Jonathan Bamber Professeur, Université de Bristol Rapporteur
Juan I. López-Moreno Directeur de recherche, IPE-CSIC Examinateur
Anny Cazenave Chercheuse émérite, CNES Présidente du jury
Jean-Marc Delvit Ingénieur CNES Invité
Etienne Berthier Directeur de recherche, CNRS Directeur de thèse
Daniel Farinotti Professeur, ETH Zürich Co-directeur de thèse

École doctorale et spécialité :
SDU2E : Océan, Atmosphère, Climat

Unité de recherche :
LEGOS (UMR 5566)

Directeurs de thèse :
Etienne Berthier et Daniel Farinotti

Rapporteurs :
Irena Hajnsek et Jonathan Bamber





Résumé —

Les glaciers de la planète rétrécissent rapidement, avec des impacts qui sŠétendent
de la hausse du niveau de la mer et la modiĄcation des risques cryosphériques
jusquŠau changement de disponibilité en eau douce. Malgré des avancées sig-
niĄcatives durant lŠère satellitaire, lŠobservation des changements de masse des
glaciers est encore entravée par une couverture partielle des estimations de télédé-
tection, et par une faible contrainte sur les erreurs des évaluations associées. Dans
cette thèse, nous présentons une estimation mondiale et résolue des change-
ments de masse des glaciers basée sur lŠanalyse spatio-temporelle de modèles
numériques de terrain. Nous développons dŠabord des méthodes de statistiques
spatio-temporelles pour évaluer lŠexactitude et la précision des modèles numériques
de terrain, et pour estimer des séries temporelles de lŠaltitude de surface des
glaciers. En particulier, nous introduisons un cadre spatial non stationnaire pour
estimer et propager des corrélations spatiales multi-échelles dans les incertitudes
dŠestimations géospatiales. Nous générons ensuite des modèles numériques de ter-
rain massivement à partir de deux décennies dŠarchives dŠimages optiques stéréo
couvrant les glaciers du monde entier. À partir de ceux-ci, nous estimons des
séries temporelles dŠaltitude de surface pour tous les glaciers de la Terre à une
résolution de 100 m sur la période 2000Ű2019. En intégrant ces séries temporelles
en changements de volume et de masse, nous révélons une accélération signiĄca-
tive de la perte de masse des glaciers à lŠéchelle mondiale, ainsi que des réponses
régionalement distinctes qui reĆètent des changements décennaux de conditions
climatiques. En utilisant une grande quantité de données indépendantes et de
haute précision, nous démontrons la validité de notre analyse pour produire des
incertitudes Ąables et cohérentes à différentes échelles de la structure spatio-
temporelle de nos estimations. Nous espérons que nos méthodes favorisent des
analyses spatio-temporelles robustes, en particulier pour identiĄer les sources de
biais et dŠincertitudes dans les études géospatiales. En outre, nous nous atten-
dons à ce que nos estimations permettent de mieux comprendre les facteurs qui
régissent le changement des glaciers et dŠétendre nos capacités de prévision de ces
changements à toutes échelles. Ces prédictions sont nécessaires à la conception
de politiques adaptatives sur lŠatténuation des impacts de la cryosphère dans le
contexte du changement climatique.

Mots clés : glacier, cryosphère, bilan de masse, statistiques spatiotemporelles, modèle
numérique de terrain, mondial, télédétection, analyse dŠincertitude, big data.





Abstract —

The worldŠs glaciers are shrinking rapidly, with impacts ranging from global
sea-level rise and changes in freshwater availability to the alteration of cryospheric
hazards. Despite signiĄcant advances during the satellite era, the monitoring of
the mass changes of glaciers is still hampered by a fragmented coverage of remote
sensing estimations and a poor constraint of the errors in related assessments. In
this thesis, we present a globally complete and resolved estimate of glacier mass
changes by spatiotemporal analysis of digital elevation models. We Ąrst develop
methods based on spatiotemporal statistics to assess the accuracy and precision
of digital elevation models, and to estimate time series of glacier surface eleva-
tion. In particular, we introduce a non-stationary spatial framework to estimate
and propagate multi-scale spatial correlations in uncertainties of geospatial esti-
mates. We then massively generate digital elevation models from two decades of
stereo optical archives covering glaciers worldwide. From those, we estimate time
series of surface elevation for all of EarthŠs glaciers at a resolution of 100 m dur-
ing 2000Ű2019. Integrating these time series into volume and mass changes, we
identify a signiĄcant acceleration of global glacier mass loss, as well as regionally-
contrasted responses that mirror decadal changes in climatic conditions. Using
a large amount of independent, high-precision data, we demonstrate the validity
of our analysis to yield reliable and consistent uncertainties at different scales of
the spatiotemporal structure of our estimates. We expect our methods to foster
robust spatiotemporal analyses, in particular to identify sources of biases and un-
certainties in geospatial assessments. Furthermore, we anticipate our estimates
to advance the understanding of the drivers that govern glacier change, and to
extend our capabilities of predicting these changes at all scales. Such predictions
are critically needed to design adaptive policies on the mitigation of cryospheric
impacts in the context of climate change.

Keywords: glacier, cryosphere, mass balance, spatiotemporal statistics, digital elevation
model, global, remote sensing, uncertainty analysis, big data.
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Introduction générale

Que sont les glaciers et pourquoi les étudier ?

Les glaciers sont les masses de glace terrestres ayant un écoulement, et distinctes des calottes
glaciaires du Groenland et de lŠAntarctique. Ils sont un élément essentiel de la cryosphère
qui, avec lŠhydrosphère, lŠatmosphère, la biosphère et la lithosphère, constituent les cinq
principales composantes du système climatique. En raison de leur sensibilité aux changements
climatiques, les glaciers constituent à la fois un moyen dŠétudier le climat passé et présent
à partir dŠobservations, et également une variable qui nécessite dŠêtre prédite pour atténuer
lŠimpact de leurs changements futurs au sein du système climatique.

Les glaciers sont en effet associés à un large éventail dŠimpacts imbriqués avec les autres
composantes du système climatique. Dans le cadre du cycle global de lŠeau, les glaciers four-
nissent des ressources saisonnières en eau douce aux systèmes en aval qui, lorsquŠelles sont
déséquilibrées, sont soit ajoutés à lŠhydrosphère, soit retenus par celle-ci, ce qui entraîne des
changements de niveaux des lacs et des mers. Le ruissellement de lŠeau de fonte régule égale-
ment la composition relative de lŠeau douce et salée dont dépendent les populations humaines
et les écosystèmes, et affecte ainsi la diversité dans la biosphère. La réĆectance du rayon-
nement solaire sur les surfaces glaciaires affecte lŠéquilibre énergétique avec la surface terrestre
et lŠatmosphère. De plus, lŠinteraction entre les glaciers et la lithosphère est caractérisée par
un large éventail de risques naturels tels que les vidanges de lacs glaciaires ou les glissements
de terrain.

Pour évaluer et prévoir lŠéventail de ces impacts, les glaciers doivent être surveillés. Les
mesures de terrain fournissent une base dŠobservation sŠétendant sur plus dŠun siècle dans
certaines régions, mais qui demeure éparse. Le début de lŠère satellitaire dans les années
1990 a donné naissance à des moyens révolutionnaires dŠobservation de la Terre à lŠéchelle
planétaire. À la Ąn des années 2010, la plupart des caractéristiques des glaciers, telles que leur
emplacement et leur superĄcie, lŠépaisseur de glace ou la couverture de débris, étaient estimés
mondialement à lŠéchelle de glaciers individuels, soit directement par des observations, soit
par leur intégration dans des modèles. Cependant, les évaluations de changements de volume
et de masse des glaciers sont encore entravées par une couverture incomplète des observations
et par de grandes incertitudes. Pour y remédier, une voie prometteuse est celle des mesures
dŠaltitude de la surface de la Terre qui ne cessent de croître en disponibilité et en résolution,
notamment à travers des modèles numériques de terrain.
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2 Introduction générale

Que sont les modèles numériques de terrain et pourquoi les
utiliser ?

Les modèles numériques de terrain sont des représentations numériques de lŠaltitude de sur-
face, en soit des cartes digitales de topographie. Leur propriété unique de décrire lŠaltitude de
manière contiguë, qui sŠexempte généralement de données manquantes et est cohérente dans
lŠespace, les a rapidement rendus omniprésents que ce soit dans les domaines scientiĄques ou
commerciaux. Ainsi, les modèles numériques de terrain sont de plus en plus utilisés dans un
nombre croissant de domaines des sciences du système terrestre, notamment en géomorpholo-
gie, hydrologie, volcanologie, foresterie et glaciologie.

En glaciologie, la description contiguë de lŠaltitude de surface dŠun glacier, mesurée à une
certaine date, est essentielle pour lŠestimation de lŠépaisseur de glace ou pour la conception de
modèles dŠécoulement et de bilan de masse permettant de prévoir lŠévolution des glaciers. AĄn
dŠestimer les changements de volume et de masse des glaciers, il est nécessaire de disposer de
plusieurs modèles numériques de terrain générés à partir dŠacquisitions de différentes dates.
Les changements dŠaltitude des glaciers sont mesurés entre les deux dates, et peuvent être
intégrés en un changement de volume, ensuite converti en changement de masse équivalent
en eau selon des hypothèses de densité.

LŠutilisation de modèles numériques de terrain sŠaccompagne toutefois dŠun grand nombre
de déĄs. Ceux-ci sont générés à partir dŠune gamme variée de capteurs aériens ou spatiaux,
qui possèdent un niveau différent de couverture, dŠexactitude et de précision. Bien quŠil
existe des archives disponibles en libre accès pour générer des modèles numériques de terrain
à lŠéchelle planétaire, leur utilisation est largement entravée par des bruits instrumentaux ou
par des biais spéciĄques à lŠobservation de la neige et de la glace. LŠinĆuence de ces erreurs et
leur structure spatio-temporelle complexe nécessitent davantage de clariĄcations pour pouvoir
fournir des estimations Ąables.

Objectif

Dans cette thèse, notre objectif est de fournir une évaluation globale et cohérente du change-
ment de masse des glaciers récent en se basant sur des modèles numériques de terrain
disponible librement et à grande échelle, ainsi que sur des statistiques spatio-temporelles ro-
bustes. Pour cela, notre plan se divise en deux étapes : (i) caractériser la structure dŠerreur des
modèles numériques de terrain, proposer des méthodes robustes de propagation dŠincertitude
et évaluer lŠimpact sur les hypothèses dŠétudes précédentes ; et (ii) cartographier à répétition
lŠaltitude de surface de tous les glaciers de la Terre en générant et en corrigeant les biais
de modèles numériques de terrain à partir dŠarchives inexploitées dŠimages stéréo, pour es-
timer lŠaltitude de surface, le volume et les changements de masse depuis lŠéchelle du pixel
jusquŠà lŠéchelle du glacier, de la région et du monde entier, et dŠanalyser mondialement ces
estimations avec des données de réanalyse météorologique.
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Cette thèse est organisée en trois chapitres. Le Chapitre 1 présente une introduction
sur les déĄs associés aux glaciers et à leur surveillance, aux modèles numériques de terrain
et à leur utilisation, ainsi quŠun aperçu sur les statistiques spatio-temporelles et obstacles à
leur accessibilité. Le Chapitre 2 est basé sur un article accepté sur lŠanalyse dŠincertitude
des modèles numériques de terrain, et présente des articles en co-auteur sur la propagation
dŠincertitude dŠautres problèmes géospatiaux, y compris les épaisseurs et les vitesses de glace,
et les méthodes dŠinterpolation pour le changement dŠaltitude des glaciers. Le Chapitre 3
est basé sur deux articles publiés sur des estimations régionales et globales des changements
de masse des glaciers. Il comprend des articles en co-auteur sur les estimations régionales des
changements de masse des glaciers, la modélisation globale des glaciers, les changements de
lŠeau terrestre et les risques naturels. Dans Conclusions et perspectives, nous concluons en
résumant les principaux résultats de ce travail et les éventuelles directions de future recherche.





General introduction

What are glaciers and why study them?

Glaciers are the Ćowing land ice masses distinct from the ice sheets of Greenland and Antarc-
tica. They are a core constituent of the cryosphere which, with the hydrosphere, atmosphere,
biosphere and land surface, make up the Ąve major components of the climate system. Due to
their sensitivity to changes in climatic conditions, glaciers constitute both a means to study
past and present climate from observational knowledge, and a variable requiring prediction
to mitigate the impact of their future changes within the climate system.

Glaciers are indeed associated with a wide range of impacts intertwined with other com-
ponents of the climate system. As part of the global water cycle, glaciers provide seasonal
freshwater resources to downstream systems which, when imbalanced, are either added to or
impounded from the hydrosphere causing changes in lake and sea levels. Meltwater runoff
also regulates the relative composition of fresh- and saltwater on which human populations
and ecosystems are reliant, and thereby affects diversity in the biosphere. The reĆectance
of solar radiation from glacierized surfaces affects the energy balance with the land surface
and atmosphere. Additionally, the interaction between glaciers and land surface systems is
characterized by a wide range of natural hazards such as outburst Ćoods or slope failures.

To assess and predict the range of these impacts, glaciers have to be monitored. Records
of Ąeld measurements provide an observational baseline that is century-long in some regions,
but spatially sparse. The beginning of the satellite era in the 1990s gave rise to revolutionary
means of Earth observation at the planetary scale. By the end of the 2010s, most glacier
characteristics such as their location and area, ice thickness or debris-cover were estimated
at the global scale for individual glaciers, either directly by observations or through their
integration into models. Yet, assessments of the changes in volume and mass of glaciers are
still impeded by an incomplete observational coverage and large uncertainties. To address
this, a promising avenue is that of increasingly available and resolved measurements of EarthŠs
surface elevation and, most speciĄcally, digital elevation models.

What are digital elevation models and why use them?

Digital elevation models are numerical representations of surface elevation, essentially digital
maps of topography. Their unique property of providing contiguous elevation, largely gap-free
and consistent in space, has rapidly brought about their ubiquity in both scientiĄc and com-
mercial Ąelds. As such, digital elevation models are increasingly used in an expanding range
of Earth system sciences Ąelds, including notably geomorphology, hydrology, volcanology,
forestry, and glaciology.

5
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In glaciology, the contiguous description of the surface elevation of a glacier measured at
a single epoch is critical to the estimation of ice thickness, or to the design of Ćow and mass
balance models to predict glacier evolution. In order to estimate glacier volume and mass
changes, multiple digital elevation models generated from acquisitions of different epochs are
necessary. Changes in glacier elevation are measured between epochs, which can be integrated
into volume changes, and later converted into water-equivalent mass changes using density
assumptions.

Using digital elevation models comes with a wide range of challenges, however. They
are generated from a diverse range of air- or space-borne sensors that possess a different
level of coverage, accuracy, and precision. While several openly available archives exist to
generate digital elevation models at the planetary scale, their use is largely hampered by
either patterns of instrument noise, or biases speciĄc to the observation of snow and ice. The
inĆuence of these errors and their complex spatiotemporal structure require clariĄcation to
provide reliable estimations.

Objective

In this thesis, our objective is to provide a global and consistent assessment of recent glacier
mass change based on large-scale and openly available digital elevation models and robust
spatiotemporal statistics. To this end, our plan is twofold: (i) to characterize the patterns of
errors in digital elevation models, to propose robust methods of uncertainty propagation, and
to assess its impact on previous assumptions; and (ii) to repeatedly map the surface elevation
of EarthŠs glaciers by generating and bias-correcting digital elevation models from untapped
archives of stereo-imagery, to estimate surface elevation, volume and mass changes from pixel-
scale to glacier-, regional- and global-scale, and to analyze these estimations globally with
meteorological reanalysis data.

This thesis is organized in three chapters. Chapter 1 presents an introduction on the
challenges associated with glaciers and their monitoring, digital elevation models and their
usage, as well as background on spatiotemporal statistics and the barriers to its accessibility.
Chapter 2 is based on an accepted article on the uncertainty analysis of digital elevation
models, and features co-authored articles on the uncertainty propagation of other geospatial
problems including ice thicknesses and velocities, and interpolation methods for glacier ele-
vation change. Chapter 3 is based on two published articles on regional and global glacier
mass change estimates, and features co-authored articles on regional glacier mass change
estimations, global glacier modeling, terrestrial water changes, and natural hazards. In Con-
clusions and outlook, we conclude by summarizing the main results of this work and
possible future research directions.



Chapter 1

Monitoring Earth’s glaciers: an
observational challenge rooted in

space and time
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1.1 Glaciers in a changing climate

1.1.1 The ice giants that are disappearing

Glaciers are perennial masses of ice, and possibly firn and snow, originating on the land surface

by the recrystallization of snow or other forms of solid precipitation, and showing evidence of

past or present flow (Cogley et al., 2011). Together with the Greenland and Antarctic land
ice masses, deĄned separately as ice sheets owing to their continental size (>50,000 km2),
they constitute nearly all of the mass of ice bodies on land. Glaciers are formed and evolve
under a large set of physical processes which, for mass considerations, can be grouped into
accumulation, i.e. gain of water mass such as snowfall, and ablation, i.e. loss of water mass
such as surface melt (Fig. 1.1). The balance between accumulation, ablation, and Ćow of ice
regulates the extent and topographical distribution of glaciers on land, making them a visual
indicator of climatic conditions and, nowadays, an icon of climate change.

Figure 1.1: Processes of glacier mass balance. From Cogley et al. (2011).

EarthŠs climate Ćuctuated across geological times, and with it the extent and volume
of glaciers and ice sheets. Quaternary ice ages with a characteristic periodicity of ~100,000
years caused large ice volume Ćuctuations which amounted to ~100 m of changes in global sea-
level (Lambeck et al., 2002; Meyssignac and Cazenave, 2012). Shorter, millenia-scale climatic
Ćuctuations were responsible for changes of smaller magnitude, such as the controversially-
named Little Ice Age observed in historical times (Grove, 2019). Since the mid-1950s, glaciers
have been retreating globally (Parkes and Marzeion, 2018; Zemp et al., 2019). This mass loss
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is largely attributable to climate change (Marzeion et al., 2014) and, without anthropogenic
inĆuence, many glacierized regions could even be growing nowadays (Painter et al., 2013; Roe
et al., 2021). The continuing changes in our planetŠs climate (IPCC, 2021) thus call for an
understanding of the range of underlying impacts that can arise from changing glaciers.

1.1.2 The impacts of glacier changes

Glaciers are interlinked to many other constituents of the Earth system, in particular within
the global water cycle (Fig. 1.2). Glaciers globally hold a mass of ice that, if completely
melted, could rise sea levels by about a third of a meter (Farinotti et al., 2019a). While this
potential sea-level rise is lower than the ~7 m and ~58 m of the Greenland and Antarctic ice
sheets, respectively (Vaughan et al., 2013; Morlighem et al., 2017, 2019), glaciers currently
lose mass at faster rates than either of the ice sheets (Bamber et al., 2018; Zemp et al., 2019).
They are expected to remain the primary sea-level rise contributor after thermal expansion
until the end of the century (Edwards et al., 2021), yet could be overcome by unstable dynamic
processes of the ice sheets (Fürst et al., 2016; Garbe et al., 2020) that entail high mass loss
uncertainties (WCRP, 2018; Bamber et al., 2019).

Figure 1.2: Climate change effects on the ocean and cryosphere. From IPCC (2019).

Glaciers are also one of the most climate-sensitive components of the natural water towers
of the world (Immerzeel et al., 2020) i.e. the mountainous areas that store water in solid form
during the winter and release it as meltwater during the summer. The retreat of glaciers,
combined with the decline in seasonal snow, modiĄes the timing and amount of meltwater
release (Kaser et al., 2010), altering downstream runoff that is increasingly relied on by
hundreds of millions of people worldwide (Pritchard, 2019; Viviroli et al., 2020). Higher
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melting rates temporarily increase runoff, but this short-lived effect will eventually decline
with glacier shrinkage. Current predictions anticipate that this peak water turning point will
be reached this century for all low-latitude, populated glacierized regions, if it has not already
passed (Huss and Hock, 2018). These hydrological changes do not only affect the amount of
released water, but also its organic composition and carbon cycle (Fell et al., 2021) which, in
turn, alters riverine and near-shore ecosystems (Vörösmarty et al., 2010; Milner et al., 2017)
with many threats to biodiversity (Jacobsen et al., 2012; Cauvy-Fraunié and Dangles, 2019).

Figure 1.3: Anticipated changes in high mountain hazards under climate change. From
IPCC (2019), upper panel only.

Glaciers are additionally associated with a wide range of natural hazards (Fig. 1.3).
The sudden release of water stored in ice- or moraine-dammed lakes through outburst Ćoods
(Veh et al., 2020; Stuart-Smith et al., 2021) and the collapses or avalanches of rock and ice
(Kääb et al., 2018; Shugar et al., 2021) have devastated infrastructures and claimed many
victims in populated mountain regions, with thousands of documented events. While it is
yet unclear if climate change is exacerbating the frequency and magnitude of glacier lake
outburst Ćoods (Veh et al., 2022), the increased mass movements in mountainous areas,
such as slope instabilities, have been largely attributed to glacier retreat and a warming
environment (Stoffel and Huggel, 2012). Some opportunities also arise from glacier changes,
for example the facilitated damming of future ice-free basins for water storage and hydropower
production (Farinotti et al., 2019b). Ultimately, to address the identiĄcation and mitigation
of this wide range of impacts, it is crucial to improve our understanding of glacier processes
and therefore to monitor glaciers worldwide.
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1.1.3 Observing glaciers in the satellite area

Historically, glaciers were monitored by in-situ measurements, which started as soon as the
early 19th century in some regions (Huss et al., 2021). In-situ measurements consist mostly
of front positions, snow depths of winter accumulation and ablation at ice stakes locations
(WGMS, 2019). The substantial resources required to perform glacier surveys resulted in
large differences in observational coverage between regions. Globally, less than a hundred
glaciers are surveyed continuously (WGMS, 2019). Consequently, in-situ measurements are
delicate to utilize to estimate glacier changes at large scales (Gardner et al., 2013), despite
being crucial to study climatic signals over long time scales and to provide a historic baseline
of glacier variability (Zemp et al., 2013; Vincent et al., 2017).

With the advent of numerical satellites in the 1980s came a revolution in the means of
monitoring the Earth system, with a potential for consistent observations at the continental
and planetary scales. Unfortunately, many of those satellite archives remained closed or used
only commercially until the 2010s, which limited their scientiĄc use (Kääb, 2008). In 2008,
the opening of the Landsat archive created unprecedented potential for studying the Earth
surface and, a few years later, largely enabled the Ąrst mapping of all glaciers around the
globe (Pfeffer et al., 2014; RGI Consortium, 2017) (Fig. 1.4). More than 200,000 glaciers
were inventoried, covering ~715,000 km2 of land surface in the early 2000s, which is about
30% larger than the area of France (RGI Consortium, 2017).

Figure 1.4: A globally complete inventory of the worldŠs glaciers. From Pfeffer et al. (2014).

Satellite sensors are diverse and can be used to observe many variables of interest. For
glaciers, surface albedo (Naegeli et al., 2017; Shaw et al., 2021) and ice velocity (Altena et al.,
2019; Dehecq et al., 2019) can notably be derived from optical sensors. Glacier elevation
and its changes through time can be estimated from radar, stereo optical sensors, or altime-
try (Berthier et al., 2010; Kääb et al., 2012; Rankl and Braun, 2016; Leinss and Bernhard,
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2021), and the topographical information extracted can be utilized to estimate ice thicknesses
(Farinotti et al., 2009). During the 2010s, the increased availability of satellite data coupled
to scalable processing methods enabled the estimation of most of these variables at the global
scale, including for instance ice velocity (Gardner et al., 2018a, 2019), ice thickness (Huss
and Farinotti, 2012; Farinotti et al., 2019a), or debris cover (Scherler et al., 2018; Herreid
and Pellicciotti, 2020). However, glacier volume and mass changes are variables that remain
only partially measured, owing to difficulties in resolving the changes in EarthŠs mass or
topography over the fragmented expanse of glacierized surfaces.

1.1.4 Constraining recent glacier mass change

Large-scale glacier mass changes have been quantiĄed using two types of instruments: gravi-
metric sensors that directly detect changes in EarthŠs mass distribution (Jacob et al., 2012;
Gardner et al., 2013); and sensors capable of measuring surface elevation, with repeat acqui-
sitions to derive volume changes (Schiefer et al., 2007; Bauder et al., 2007), which are later
converted to mass changes based on density assumptions (Huss, 2013). Each sensor possesses
different spatiotemporal coverage, resolution and precision (Table 1.1).

Table 1.1: Coverage, resolution and precision of sensors used for glacier mass balance
estimation. Only large-scale sensors are listed. Targeted temporal resolution refers to sensors with
only targeted times and locations of acquisitions. Resolution and precision are simpliĄed averages
from the literature in gravimetry (Wouters et al., 2019), stereo-photogrammetry (Kääb, 2008; Korona
et al., 2009; Berthier et al., 2014; Girod et al., 2017; Perko et al., 2019; Dehecq et al., 2020), radar
interferometry (Carabajal and Harding, 2005; Rizzoli et al., 2017; Zink et al., 2021), laser altimetry
(Fricker, 2005; Brunt et al., 2019) and radar altimetry (Wang et al., 2015; Morris et al., 2022).
In practice, these metrics are inĆuenced by many factors. Coverage of ICESat-1 and ICESat-2
corresponds to the average density of points and photons, respectively, in mid-latitudes (40Ű60°).

Sensor SpeciĄc Spatial Temporal Spatial Temporal Average
type sensor coverage coverage resolution resolution precision1

Gravimetry GRACE (F-O) Global 2002Ű ~300 km ~Monthly ±1 Gt yr−1

Optical
stereo-
photogrammetry

ASTER Global 2000Ű ~30 m ~Biannual ±10 m

SPOT5-HRS Global 2002Ű2015 30 m Targeted ±5 m

SPOT6-7 Global 2013Ű ~2 m Targeted ±1 m

Pléiades Global 2011Ű ~2 m Targeted ±1 m

WorldView Global 2012Ű ~2 m Targeted ±2 m

Corona, KH-9 Global 1960Ű1975 ~5Ű30 m Targeted ±5 m

Radar
interferometry

SRTM Low-latitudes 2000 ~30 m - ±10 m

TanDEM-X Global 2012Ű ~12 m ~Annual ±4 m

Laser
altimetry

ICESat ~5 pt km-2 2003Ű2009 60 m footprint ~Biannual ±0.2 m

ICESat-2 ~5,000 pt km-2 2018Ű 17 m footprint ~Monthly ±0.1 m

Radar altimetry CryoSat-2 Global 2010Ű ~200 m swath ~Annual ±0.5 m
1Average precision corresponds to a symmetrical 95% conĄdence interval for a study area at the reported
spatial resolution (i.e. 1 pixel or 1 point).
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Gravimetric sensors directly measure changes in mass, but their low spatial resolution
of ~300 km until fully decorrelated, implies that the signals of different sources are easily
entangled. While the uncertainty in signals other than ice mass loss is sufficiently small to
provide valuable estimates for the Greenland and Antarctic ice sheets (van den Broeke et al.,
2009; Velicogna et al., 2020), it renders estimations unfeasible for individual glaciers. At
the scale of glacier regions, only isolated, mainly ice-covered polar areas of the Arctic are
measured conĄdently, while others suffer from large sources of uncertainties associated with
the deconvolution of mass changes from hydrology and neighbouring ice sheets (Wouters et al.,
2019; Ciracì et al., 2020), in addition to the inherent uncertainties from geocenter motion and
glacial isostatic adjusment (Blazquez et al., 2018).

As an alternative to gravimetric measurements, a wide variety of sensors measuring surface
elevation have been used (Table 1.1). Laser altimetry precisely measures surface elevation,
but with a sampling which is sparse over glaciers, especially at lower latitudes (Kääb et al.,
2012; Gardner et al., 2013). Radar interferometry and altimetry provide global-scale, repeat
surface elevation measurements that are unaffected by cloud cover (Braun et al., 2019; Jakob
et al., 2021), but are hampered by biases from the penetration of radar signals into Ąrn and
ice (Berthier et al., 2006; Fischer et al., 2020). These biases of typically 5Ű15 m, depending on
the radar frequency, vary seasonally with the surface conditions and snow density proĄle of
the glaciers, and remain therefore hard to correct. While penetration biases of radar altimetry
are generally low, they suffer from a poor coverage in steep and rugged mountainous terrain
(Wang et al., 2015). Optical photogrammetry has a temporal coverage highly dependent on
cloud cover, and suffers from data gaps in the bright accumulation areas of glaciers that lack
the texture necessary in stereo-correlation (McNabb et al., 2019).

In this thesis, we focus on digital elevation models (DEMs), that correspond to the surface
elevations generally derived from optical or radar imaging (Table 1.1), and aim to harness their
dense spatial sampling and large-scale availability to estimate global glacier mass changes.

Figure 1.5: Hillshade generated from a DEM. Targeted lidar acquisition at 1 m posting on
Sentinel Glacier and surroundings, British Columbia, Canada (Menounos et al., 2019).
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1.2 Digital elevation models at the core of Earth Observation

1.2.1 The rise of digital elevation models

Digital elevation models are gridded, numerical representations of surface elevation. Histor-
ically, DEMs were derived by interpolation of point measurements or historical maps (Taud
et al., 1999; Weng, 2002). Nowadays DEMs are most often generated from radar interfer-
ometry (Rosen et al., 2000; Bürgmann et al., 2000), optical stereo-photogrammetry (Walker,
1995; Mikhail et al., 2001) or laser scanning (Baltsavias, 1999; Dubayah and Drake, 2000) of
a planetary surface. Several radar and optical sensors board satellites, but laser scanning (i.e.
lidar) is mostly utilized in local aerial surveys of very high resolution (e.g., Menounos et al.,
2019; Vionnet et al., 2021; Vidaller et al., 2021, Fig. 1.5)).

Since the Ąrst mapping of near-global land topography by the Shuttle Radar Topography
Mission (SRTM) in February 2000 (Farr et al., 2007), the resolution and coverage of global
DEMs has been rapidly increasing (Bhushan et al., 2021) and assessments have largely grown
from opportunistic case studies to routine monitoring, particularly for radar interferometry
(Biggs and Wright, 2020; Rosen, 2021). Additionally, the declassiĄcation of historical archives
of aerial imagery and spy satellites is unlocking a goldmine of data to study the planetŠs
topography of the last century (Galiatsatos et al., 2007; Dehecq et al., 2020; Geyman et al.,
2022). The number of studies relying on DEMs has been increasing exponentially (Hebeler
and Purves, 2009), a trend that matches recent satellite launches (e.g., Fig. 1.6 for synthetic
aperture radar (SAR)) that are increasingly aimed at commercial applications.

Figure 1.6: A satellite surge. From Rosen (2021), lower panel only.
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1.2.2 A multitude of instruments for diverse applications

DEMs have become ubiquitous across a wide and expanding range of Ąelds, notably in Earth
system science such as geomorphology, hydrology, glaciology, forestry, seismology and vol-
canology. The ability of DEMs to represent surface elevation contiguously in space and at
large scales, thereby capturing a complete picture of the topography (Fig. 1.7), is essential
to many applications such as onshore inundation forecasting (Oksanen and Sarjakoski, 2005;
Kulp and Strauss, 2019), hydrological modelling (Oksanen and Sarjakoski, 2005; Hawker et al.,
2018) or avalanche risk prediction (Bühler et al., 2013).

Figure 1.7: Large-scale digital elevation models. From Zink et al. (2021). TanDEM-X DEM
covering 73°Ű74° North, 86°Ű88° East in Russia. The completely frozen river Pjasina meanders into
the Kara Sea. Height varies between 0 m and 280 m.
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The focus of certain applications is not only surface elevation, however, but also its changes
through time. For this, multiple DEMs acquired at different epochs are required. Unfortu-
nately, DEMs other than the SRTM (Farr et al., 2007) remained largely inaccessible until
the mid-2010s. Only the Advanced Spaceborne Thermal Emission and ReĆection Radiome-
ter (ASTER) provided repeat, large-scale imagery to produce DEMs until the late 2000s.
This imagery remained only accessible commercially (Kääb, 2008), or as a temporal mosaic
(Tachikawa et al., 2011). In 2016, the ASTER archive was opened, and followed by other
DEM products such as TanDEM-X DEM (Krieger et al., 2007), or WorldView in polar regions
through the ArcticDEM (Porter et al., 2018) and Reference Elevation Model of Antarctica
(REMA) (Howat et al., 2019) efforts. These openings provided, for the Ąrst time, the materi-
als to study changes in elevation at large scales. Yet, for such assessments, DEMs of sufficient
quality are required to detect elevation changes within the error of measurements.

1.2.3 The patterns of errors in digital elevation models

Figure 1.8: Errors from
along-track undulations. From
Deschamps-Berger et al. (2020),
Pléiades DEM noise compared to
lidar.

DEMs sometimes suffer from poor accuracy directly re-
lated to their georeferencing, in particular when derived
from spaceborne instruments. Limited constraints over
sensor positioning, orientation and processing artefacts
can lead to erroneous horizontal referencing (Girod et al.,
2017; Guan et al., 2020), vertical shifts (Mukherjee et al.,
2013; Kulp and Strauss, 2019) and tilts (Gruber et al.,
2012; Dehecq et al., 2016). The misalignment created
by these shifts propagates into large elevation biases
that hindered early elevation change analyses (Suraza-
kov and Aizen, 2006; Racoviteanu et al., 2007). Nowa-
days, those are addressed by coregistration methods that
3-dimensionally correct DEMs for shifts and rotations, us-
ing terrain assumed stable such as bare-rock (Nuth and
Kääb, 2011; Noh and Howat, 2014).

Despite having addressed these widespread DEM bi-
ases, other complex patterns of errors remain. DEMs of
different native resolutions resampled on the same grid
consistently exhibit biases in terrains of high curvature
such as peaks and cavities (Gardelle et al., 2012). Ac-
quisitions from many sensors are plagued by along-track
undulations of magnitude of 2Ű10 m and wavelengths of
1Ű10 km, including the widely used DEMs from ASTER
(Girod et al., 2017) and SRTM (Farr et al., 2007), but also
modern sensors such as SPOT-6 or Pléiades (Fig. 1.8).
These patterns of errors are inherent to the DEMs and
thus impact negatively all applications. And, in the case
of glaciers, they cumulate with other speciĄc challenges.
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1.2.4 The specificity of glacier elevation changes

The surface elevation of glaciers is subject to changes of different magnitudes that occur over
a wide range of time scales. In winter times, a thick (>1 m) snow layer can be deposited in
a matter of days and start to densify into Ąrn. In summer, ablation processes continuously
remove mass from the glacier surface over the course of several months, with higher melt on
warm days. These mechanisms of thickening and thinning vary strongly along the altitudinal
distribution of a glacier (Huss and Hock, 2015). To adjust their geometry to climatic condi-
tions, glaciers have longer response time of several years to decades (Jóhannesson et al., 1989;
Cuffey and Paterson, 2010; Miles et al., 2021). Furthermore, glaciers are constantly Ćowing at
velocities that vary by several orders of magnitude between glaciers or regions, and between
years. All of these processes translate into surface elevation changes.

Figure 1.9: Fitting a time series to glacier elevation. From Shekhar et al. (2021), example of
a localized penalized spline Ąt wit different smoothing parameters λ. GCV stands for the generalized
cross-validation criterion used to select the best Ąt, here λ = 0.01 that has the lowest GCV value.

For many large-scale monitoring sensors, there is little control over when imagery will be
acquired, and the state of the glacier surface and its recent changes are generally unknown.
Consequently, it is delicate to deconvolve seasonal signals (Belart et al., 2017; Pelto et al.,
2019) or Ąll spatial gaps in elevation data (McNabb et al., 2019; Seehaus et al., 2020) to esti-
mate yearly volume changes, as well as perform density conversion to estimate mass changes
(Huss, 2013). Furthermore, these variations in surface state can negatively affect the sensor
measurements, including the previously mentioned biases from radar penetration (Dehecq
et al., 2016; Li et al., 2021). Most critically, many assessments wish to report estimates for a
Ąxed, consistent period of study (e.g. January 2000 to January 2010), despite large seasonal
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and yearly spread of underlying DEM acquisitions (Braun et al., 2019; Dussaillant et al.,
2019). To remedy this, time series estimation of surface elevation have emerged, from robust
linear Ąts (Nuimura et al., 2012; Willis et al., 2012) to more complex quadratic or spline
functions (Wang et al., 2015; Shekhar et al., 2021)) (Fig. 1.9). However, temporal biases due
to overĄtting, sparse data, or uneven temporal sampling have to be carefully considered with
such parametric methods.

In this thesis, we aim to address the two challenges of (i) the spatial estimation of robust
uncertainties for the patterns of errors in DEMs and (ii) the temporal estimation of glacier
surface elevation. To this end, we turn towards spatiotemporal statistical methods.

1.3 Spatiotemporal statistics for geospatial assessments

1.3.1 An inherent multi-dimensionality in geospatial analysis

Figure 1.10: Precision versus accuracy. The bullseye represents the true value. From https:

//www.antarcticglaciers.org/, Bethan Davies.

Whether observation- or model-based, geospatial assessments are anchored in space and
time. Geospatial assessments consider a certain spatiotemporal domain, i.e. study area and
time period, and yield estimations at a certain spatiotemporal resolution, i.e. spatial sampling
distance and time step. The underlying scales can vary across several orders of magnitude, e.g.
from seasonal point measurements on a glacier (Huss et al., 2021) to a worldwide assessment
(Zemp et al., 2019). Traditional estimation statistics provide the means to study a variable
of interest based on a population of other observed or modelled input variables, which can be
as simple as computing the average and spread of a sample population. For geospatial data,
however, these methods rapidly become limited to describe the complex, multi-dimensional
structure of a geospatial estimation with respect to space and time.

https://www.antarcticglaciers.org/
https://www.antarcticglaciers.org/
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Estimations rely on input variables that possess a certain level of spatiotemporal accuracy
and precision that propagates to the estimation of the variable of interest. Accuracy relates
to biases, i.e. systematic errors, while precision relates to uncertainty, i.e. random errors
(ISO, 1994, Fig. 1.10). Within a multi-dimensional framework, single metrics to estimate
biases (such as the average difference), or to describe the uncertainty (such as the standard
error of the mean) do not always reliably consider the entire structure of error, as highlighted
by Canters et al. (2002) for geographical information system applications: in most cases

meta-information on the accuracy of spatial data is lacking or is limited to simple, overall

measures that do not describe spatial variation in error. To address this, the inter-dependency
that input variables may have in the dimensions of space and time has to be considered. In
glaciology, the problem of extrapolating few in-situ measurements to the regional scale (Kaser
et al., 2006; Zemp et al., 2019) is an observation-based example of such an issue, and estimating
the biases of ice thickness due to inconsistent dates of glacier outlines and DEMs (Farinotti
et al., 2019a) is a model-based example of another one. The dependency of DEM errors in
space (Fig. 1.8) and the temporal estimation of glacier elevation changes (Fig 1.9) are two
problems that are intertwined with space and time, and therefore require to be addressed
with adapted statistical approaches to provide robust estimations.

1.3.2 Spatiotemporal statistics for robust assessments

Figure 1.11: Kriging for glacier summer
thinning. Interpolation of point measurements
of summer ablation of Storglaciären, 1994 from
Hock and Jensen (1999).

Spatiotemporal statistics (Cressie and Wikle,
2015) provide a body of theory and methods
to address spatiotemporal problems. The un-
derlying concepts are largely extended from
spatial statistics, also known as geostatis-
tics (Cressie, 1993; Goovaerts, 1997) which
Ąrst emerged from the concepts of regional-
ized variables and kriging in mining appli-
cations (Matheron, 1965; Journel and Hui-
jbregts, 1978). With the advent of the nu-
merical era, the rise of machine learning meth-
ods has extended the core concepts of spatial
statistics to any type of dimensions through
Gaussian Processes (Williams and Rasmussen,
2006). While spatiotemporal statistics focus
on the estimation and modelling of covariances
typical to space and time with predeĄned mod-
els (Cressie and Wikle, 2015), Gaussian Pro-
cesses combine those concepts with learning
algorithms to optimize the form of the covari-
ance, its parametrization, and to better scale
with big data (Gardner et al., 2018b; Pleiss
et al., 2018).
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Spatiotemporal statistics methods have been mostly used for spatial and temporal inter-
polation using kriging (Burgess and Webster, 1980; Webster and Oliver, 2007), and also to
address uncertainty analyses of geospatial data (Heuvelink et al., 1989; Heuvelink, 1998; Wang
et al., 2005). While many applications have picked up interpolation methods (Fig. 1.11), both
for DEMs (Reuter et al., 2007; Heritage et al., 2009) and glacier variables (Hock and Jensen,
1999; Schiefer et al., 2008; Fischer, 2009), uncertainty analyses that rely on spatial statistics
are more scarce (Kyriakidis et al., 1999; Oksanen, 2006; Rolstad et al., 2009). Most criti-
cally, several glaciological and DEM-based studies erroneously applied existing formulations
of uncertainty analyses (Schiefer et al., 2007; Gardelle et al., 2013; Fischer et al., 2015) which
were reproduced and disseminated through hundreds of studies in the literature. Statisti-
cal validation exercises can help identify such issues, but are inconsistently performed. All
these limitations seem to have stemmed from two barriers of spatial statistics: the theoretical
complexity and the lack of accessible tools.

1.3.3 The theoretical complexity barrier of uncertainty analysis

Figure 1.12: How is uncertainty accounted for by DEM users. From Wechsler (2003). Bar
plot of uncertainty methods used by different DEM users, from a survey of 216 users.

Despite the formulation and demonstration of geospatial uncertainty methods as soon
as the early 1990s, including several examples speciĄc to DEMs (Kyriakidis et al., 1999;
Heuvelink, 1998), these dedicated analyses were disseminated to relatively few applications.
A survey conducted by Wechsler (2003) concluded that although many DEM users deem un-

certainty in the DEMs they use to be somewhat important, they indicated an unwillingness

to devote much time to evaluate the impact that this uncertainty might have on their appli-

cations, using simpliĄed approaches instead (Fig. 1.12). This output resonated with that of



1.3. Spatiotemporal statistics for geospatial assessments 21

Heuvelink (2006) on the broader application of uncertainty analysis in all geographical infor-
mation systems considered as yet unrealized, despite high efforts and hopes expressed more
than a decade earlier (Goodchild and Gopal, 1989). And this, notwithstanding the increas-
ingly high relevance to many applications thanks to a body of theory and methods encompassed

by geostatistics that is large and continues to grow, and that allows handling of more complex
problems including anisotropy, non-stationarity and non-normality (Heuvelink, 2006).

One of the major issues identiĄed by Heuvelink (2006) on the failure to reach spatial data
users was that the statistical background necessary to apply spatial statistics tools was too
high. Most studies and tools more or less expect the user to be an expert in (geo)statistics,

or at least to have an expert in his or her immediate surrounding (Heuvelink, 2006). While
this is, to some extent, unavoidable, some steps were identiĄed to facilitate such analyses,
notably including a dramatic simplification of the error propagation analysis that may still

be preferred over a complete ignorance of how errors propagate in GIS analyses (Heuvelink,
2006). Those steps would require an evolution of existing tools for spatial statistics and
uncertainty analysis to reach a broader community.

1.3.4 The lack of accessible tools that pair with remote sensing

Another issue raised by Wechsler (2007) concerned the consistency and availability of spatial
statistical tools. Only a few open-source and documented tools in spatial statistics have been
readily available since the advent of numerical spatial analysis (e.g. Pebesma and Wesseling,
1998). Most importantly, the gap between programming languages where these statistical
tools were typically developed (e.g. R) and those where geographic information systems data
were increasingly analyzed (e.g. IDL, Python, QGIS) is likely to have been the main obstacle
to the dissemination and reproduction of spatial statistics methods in the community. The
discrepancies among DEM studies of the past decades testify to this, with many modern
assessments with objective to quantify DEM accuracy and precision that fully omit spatial
correlations (e.g. Uuemaa et al., 2020; Eberhard et al., 2021; Magruder et al., 2021).

The recent emergence of geostatistics packages (Mälicke and Schneider, 2019; Müller et al.,
2021) and Gaussian Processes packages (Pedregosa et al., 2011; Gardner et al., 2018b) in high-
level programming languages that pair efficiently with remote sensing such as Python (Fig.
1.13) holds a strong potential to favor accessible, reproducible and consistent spatiotemporal
analyses. Those tools are mostly directed at problems of spatial interpolation, however, rather
than towards uncertainty propagation. Yet, they provide a technical basis to quantify the
spatiotemporal structure of variance that is necessary to further develop tools for uncertainty
analysis and propagation.

In this thesis, we aim to build upon these tools to provide open, documented, and tested
methods for DEMs, including the analysis of patterns of DEM errors and the temporal esti-
mation of glacier elevation, to yield a robust assessment of recent global glacier mass changes.
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Figure 1.13: Directional variogram estimation for 3D data in Python. From Müller et al.
(2021). Estimation of directional variograms for given main axes. The code snippet shows the setup
for estimating and Ątting the variogram to an anisotropic Ąeld. The Ągures show the main axes of the
rotated model and the Ątting results. Plotting commands have been omitted.
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2.1 Early advances on the uncertainty analysis of elevation
changes

In this section, we summarize work on the uncertainty analysis of elevation changes estimated
from DEMs performed in an early stage of the thesis. We address the issue of correlated
noise in DEMs and compare inconsistent analytical formulations that were used in glaciology
during the last two decades. Owing to its exclusive relevance to glaciology, some of this work
was not included in the accepted article Uncertainty analysis of digital elevation models by

spatial inference from stable terrain later presented in this chapter. Additionally, this work
was paused during ~2 years to focus on the global glacier estimation presented in the next
chapter, in the hope of meeting the IPCC Sixth Assessment Report deadline of January 2021.
During this break, our work was partly integrated in the study of Dehecq et al. (2020) focusing
on spy optimal imagery from Hexagon (KH-9), featured below.

2.1.1 Satellite instrument noise and digitization artefacts

Instrument noises such as along-track undulations, also sometimes referred to as jitter for
undulations of short wavelength (<1 km), are omnipresent in many DEMs including ASTER
and SRTM. They also plague modern, high-resolution sensors such as SPOT-6 or Pléiades
(Fig. 2.1). Besides, other correlated noise can stem from digitization and processing artefacts,
common in historical or modern DEMs (examples from the accepted article of this chapter
on Figs. 2.7 and A1). To mitigate these correlated errors, bias corrections methods have
emerged such as least-square polynomial Ąts (Brun et al., 2017) and sum of sinusoids (Girod
et al., 2017), both based on independent elevation data assumed unbiased. Most notably, a
recent effort of NASA reprocessed the SRTM with an in-depth "ripple" correction relying on
ICESat data to produce the NASADEM (NASA JPL, 2020).

All these methods rely on a large amount of independent data acquired on stable ground,
however, which is scarce in many regions of the world including, for example, ice sheet mar-
gins or expansive woodlands. Thankfully, correlated errors are generally consistent among
acquisitions of the same instrument. This consistency can be used to infer the potential noise
in DEMs in regions where bias-correction methods perform poorly, by estimating it in areas
with a large amount of stable ground. Thus, even though some of these patterns can be
corrected for some DEMs, we need to understand how these correlated errors can still affect
largely uncorrected ones.

To this end, our objective is to estimate an uncertainty for a spatial average of elevation
changes dh inside an area A of N pixels:

dh =
1

N

N
∑

i=1

dhi. (2.1)
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The classical formulation of the standard error of the mean implies that the uncertainty
of the spatial average of elevation changes σ

dh
depends on the dispersion of elevation σdh

generally estimated by the standard deviation, and an effective number of samples Neff

which represents the number of independent samples within the N pixels:

σ2

dh
=

σ2

dh

Neff

. (2.2)

In practice, applying Eq. 2.2 using N as the effective number of samples Neff yields small
uncertainties, orders of magnitude below what would be expected from a visual inspection
of the noises (Fig. 2.1). We must therefore turn towards methods that account for spatial
correlations.

Figure 2.1: Jitter and classical standard error. Elevation differences from two Pléiades DEMs
acquired 10 days apart in Peru, adapted from Fig. 2.7. The dispersion σdh is of 0.4 m. The standard
error σ

dh
is computed by Eq. 2.2 using the number N of 10 m x 10 m pixels for Neff for three subset of

different sizes. It is clear that the resulting standard error is way too small compared to the expected
errors from the undulation in the elevation difference map.
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2.1.2 Unraveling inconsistent approaches disseminated in glaciology

During early work in the studies of Menounos et al. (2019) and Dussaillant et al. (2019) on
regional glacier mass changes later detailed in Chapter 3, we were confronted to different
published approaches for uncertainty analysis. In the glaciological literature, a large number
of studies have reproduced analyses from a few selected studies in order to estimate their
uncertainty on elevation changes derived from DEMs. Tracing back the trail, we identiĄed a
Ąrst group that relies on a formula introduced by Schiefer et al. (2007) and Gardelle et al.
(2013) based on the study by Bretherton et al. (1999):

Neff =
r · N

2d
, (2.3)

where r is the spatial resolution i.e. pixel size, and d is the correlation length.

A second group of studies reproduces a formula introduced by Rolstad et al. (2009) and,
in several occurences, modiĄed by Fischer et al. (2015) as:







Neff =
5A
πd2 if d2 > A

π
,

Neff = 1 otherwise.
(2.4)

Figure 2.2: Differences between spatial correlation propagation formulas used in glaciol-
ogy. A standard deviation of 1 and correlation length of 1 km are used for demonstration purposes.
Note the logarithmic scale of both axes. The modiĄcation by Fischer et al. (2015) of the approach by
Rolstad et al. (2009) is used, creating a break around 1 km2.
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By comparing the output of these two formulas, we found differences spanning orders of
magnitude in the number of effective samples (Fig. 2.2). Once propagated through Eq. 2.2,
the uncertainty of the spatial average σ

dh
also varies by several orders of magnitude, which

is manifestly problematic.

Several aspects are inconsistent with these two approaches. Firstly, spatial correlations
stem from correlated noises which occur randomly in space, but have a Ąxed correlation
range. Hence, these correlated noises do not vary with the resolution. Thus, while the
area A = r2N undoubtedly plays a role in the uncertainty of the spatial average over an
area A, the spatial resolution r should not have any impact at all for a Ąxed area A. The
approach of Bretherton et al. (1999), which considers only a one-dimensional space, shows
such a dependency on the spatial resolution r, and therefore appears to have been misadapted.
Secondly, correlated noises are modelled by functions that are continuous in space (Rolstad
et al., 2009). Consequently, there is no statistical justiĄcation for the discontinuity introduced
by Fischer et al. (2015). To elucidate those aspects, we explore simulation methods of spatial
statistics.

Figure 2.3: Unconditional simulation exam-
ple. Example of single realization of unconditional
Gaussian simulation for the Mer de Glace glacier,
from an exponential model with sill (correlated vari-
ance) of 1 m and range (correlation length) of 5 km
chosen for demonstration purposes.

We used the spatial statistics package
gstat (Pebesma and Wesseling, 1998; Gräler
et al., 2016) in R to analyze empirical var-
iograms and explore simulation methods.
First, we used unconditional Gaussian sim-
ulation (Goovaerts, 1997) to test the ro-
bustness of the different analytical formu-
lation detailed above. In these simulations,
we provided the same model of spatial cor-
relation assumed in the analytical formula-
tions, and simulated correlated noise ran-
domly for 1,000 realizations (Fig. 2.3). We
computed the spatial average for each real-
ization, and estimated the uncertainty as
the standard deviation of these averages.
We found that only the original formulation
of Rolstad et al. (2009) was the only one
completely consistent with model parame-
ters matching that of the simulation, while
other formulations were erroneous. While
the formulation of Rolstad et al. (2009)
closely matched the simulation results for
any variogram parameters, it always pro-
duced smaller values than expected intu-
itively for correlated errors over large areas
using the empirical variogram estimated from DEMs (Fig. 1.1). To improve our estimation,
we therefore delve into more details in the estimated empirical variograms.



28 Chapter 2. Analysis of accuracy and precision of digital elevation models

2.1.3 The improvement brought by multi-range variogram models

Published article as co-author featured in this section: Dehecq, A. et al. (2020),
Automated Processing of Declassified KH-9 Hexagon Satellite Images for Global Elevation

Change Analysis Since the 1970s, Frontiers in Earth Science.1

We analyzed empirical variograms and identiĄed additional, longer correlation ranges
(2Ű20 km), orders of magnitude higher than typically used (50Ű500 m) for ASTER, SPOT-
6 and Pléiades DEMs. The sills, i.e. correlated variances, of these long correlation ranges
we identiĄed (>2 km) were relatively small (typically 5-20% of the variance), which likely
explains why those went largely unnoticed in previous studies. We later found similar results
in Dehecq et al. (2020) using KH-9 DEMs, with correlation ranges spanning from 500 m to
70 km (Fig. 2.4A,B), and higher values of long-range sills (30Ű50% of variance) which matched
the patterns of correlated noises (Fig. 2.4D).

To account for these additional correlation ranges in a formulation or simulation, they
need to be modelled. Commonly, variograms are modelled by a single model of a certain
form (e.g., spherical, gaussian) which, unfortunately, is the sole option of many geostatistical
packages. To remedy this, we performed our own modelling of a sum of variogram models,
each with a different correlation range and partial sill, i.e. correlated variance pertaining
to this correlation range, using least-squares optimization. We compared our results to an
empirical "patches" method (Berthier et al., 2016; Miles et al., 2018), for which we estimate
the spatial average in 1,000 independent patches of stable terrain (as in Fig. 2.1, annotated
"Exp. error" on Fig. 2.4C). This method essentially substitutes space for random realizations
compared to Gaussian simulation methods (Fig. 2.3). We found that using a sum of variogram
models yielded robust results, especially for large averaging areas, for both DEMs with along-
track undulations, and for digitization artefacts in KH-9 (Fig. 2.4C).

During the study of Dehecq et al. (2020), the recent emergence of a Python package for
spatial statistics (Mälicke and Schneider, 2019) enabled us to migrate several statistical tools
from R to Python, more efficiently pairing with existing remote sensing tools. In the following,
we describe how we continued with this endeavor with the aim of providing open, tested and
documented tools for DEMs including uncertainty analysis based on spatial statistics.

1Contribution: in the study of Dehecq et al. (2020), I contributed literature and methodological discussions
on spatial statistics and uncertainty propagation, including standard error formulation, multi-range variogram
and validation methods, and I shared code.

http://dx.doi.org/10.3389/feart.2020.566802
http://dx.doi.org/10.3389/feart.2020.566802
http://dx.doi.org/10.3389/feart.2020.566802
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Figure 2.4: Spatial correlation of DEM errors in KH-9 DEMs. From Dehecq et al. (2020).
Observed (gray dots) and modeled (lines) variograms for elevation differences between 48 KH-9 DEMs
and ArcticDEM mosaic over Alaska for (A) short lag distances (<6 km) and (B) all lag distances.
The best Ąt variogram model (orange dashed lines) is the sum of three nested spherical models (green,
blue and yellow lines). (C) Empirical standard error of the mean as a function of the averaging
area for all 48 DEM differences (gray lines) and the median values (black line) compared to several
analytical estimates (R09 refers to Rolstad et al. (2009) model for corresponding range r) and our
best-Ąt triple-nested variogram model (orange dashed line), and the classical standard error using all
pixel samples for Neff (see Eq. 2.2). (D) Sample elevation difference map for a KH-9 pair on an
ice-free area, with typical artifact length scales noted.
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2.2 Development of open tools for geospatial and elevation
data analysis

2.2.1 geoutils: an open and accessible Python package for geospatial data

DEMs are georeferenced rasters, generally provided in the GeoTIFF or Hierarchical Data
Format metadata standards. In geospatial data analysis, georeferenced rasters are analyzed
with other georeferenced data, including point or vector data. Such analysis is complex and
requires speciĄc software support. The leading and widely used open software library for
translating and manipulating geoferenced data, initially released in 2000, is the Geospatial
Data Abstraction Library (GDAL) (GDAL/OGR contributors, 2022) of the Open Source
Geospatial Foundation (OSGeo). Since its release, GDAL has provided free and increas-
ingly performant geospatial tools, now widely used and fostering accessible, reproducible and
consistent analyses.

GDAL provides routines that have a low level of operation, however, especially in its
integration in high-level programming languages such as R or Python. Performing a relatively
simple operation such as reprojecting a raster onto another one to compare the two underlying
data grids, or rasterizing a georeferenced vector on the extent of a raster to mask a speciĄc
area, is not always straightforward. It generally requires a solid knowledge of georeferenced
metadata in GDAL syntax, and possibly a long series of commands. And this despite the
success and practicality of its command line interface, which is unfortunately not well suited to
automate complex analyses. To address this, many researchers have built their own libraries
on top of GDAL, to facilitate their georeferenced operations and improve efficiency. For
example, in glaciology alone, about half a dozen of such packages2 were developed including
notably pygeotools (https://github.com/dshean/pygeotools; Shean and Lilien (2019)), a
deprecated geoutils (https://github.com/GeoUtils/geoutils) homonymous with the new
package later detailed in this section, pybob (https://github.com/iamdonovan/pybob) and
salem (https://github.com/fmaussion/salem; Maussion et al. (2021)).

These efforts provide valuable open tools for the community, yet they also raise the issues of
having limited intercompatibility and a lack of tested and consistent workĆows. Additionally,
several packages are mixing tools that are aimed at different applications. Most of these
tools have also become incompatible with recent packages that provide easier data handling
and big data scaling of arrays such as xarray (Rocklin, 2015; Hoyer and Hamman, 2017), or
enable a facilitated raster and vector manipulations such as rasterio and geopandas (Gillies
and Others, 2013; Jordahl et al., 2020). The now widely used package rasterio, build on
top of GDAL, somewhat simpliĄes raster manipulations but still has a relatively low level of
operation, owing to its function-based structure. It therefore brings about the same problem
as GDAL to an extent and, additionally, has an inter-operability with geopandas that is not
straightforward to perform coupled rasterŰvector manipulation .

2In the early stages of this thesis, I also developed my own routines from GDAL at https://github.com/

rhugonnet/rh_pygeotools, later put aside to focus on collaborative efforts.

https://github.com/dshean/pygeotools
https://github.com/GeoUtils/geoutils
https://github.com/iamdonovan/pybob
https://github.com/fmaussion/salem
https://github.com/rhugonnet/rh_pygeotools
https://github.com/rhugonnet/rh_pygeotools
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Figure 2.5: Simple class-based operations in geoutils. Code example to reproject a raster to a
new projection based on (left) rasterio and (right) geoutils. Note that the geoutils shows class-based
operations, where a Raster class object is created, manipulated into a new object, then saved. This
approach differs both technically and conceptually from the function-based structure of rasterio.

To remedy this, we developed a new package geoutils (https://github.com/GlacioHack/

GeoUtils) in the frame of the collaborative effort GlacioHack initiated by Amaury Dehecq
(VAW, Zürich and IGE, Grenoble). This package provides object-based manipulation of
rasters and vectors, constructed as classes built on top of rasterio and geopandas. These
allow single-line operations to perform the most common manipulation of raster and vec-
tor data (Fig. 2.5), and integrates an arithmetic interface for raster objects (e.g. addition,
multiplication). Another part of the package, that might in time become its own project,
focuses on extraction of metadata (e.g. date, instrument, spatial extent) from the Ąlename or
ancillary Ąles used by various remote sensing data products. Most importantly, all function-
alities geoutils are tested, and tests are assembled in a continuous integration workĆow that
ensures their perennity. Our package in still in its infancy, and might evolve depending on
the direction of similar efforts such as rioxarray (Snow et al., 2022), but provides at present a
solid core to perform simpliĄed geospatial analysis. In a concomitant effort to geoutils, and by
utilizing its simpliĄed geospatial routines, we developed a package for DEM analysis: xdem.

2.2.2 xdem: an open and modular Python package for DEM analysis

Few high-level programming packages provide tools for the analysis of DEMs, with only
a few packages available for terrain analysis (e.g., slope, curvature, and basin delineation)
(Barnes, 2016) or DEM alignement (Shean et al., 2021). In xdem (xdem contributors, 2021),
which stands for "cross-DEM" analysis, we aim to provide open, modular and tested tools for
analyzing either a single DEM, or several DEMs among themselves. While xdem is still in
development, it already provides the core tools for DEM analysis (Fig. 2.6).

https://github.com/GlacioHack/GeoUtils
https://github.com/GlacioHack/GeoUtils


32 Chapter 2. Analysis of accuracy and precision of digital elevation models

Figure 2.6: Gallery of documentation examples in xdem. Thumbnails pointing to detailed
code examples of DEM alignment, interpolation, terrain attributes and spatial statistics, from https:

//xdem.readthedocs.io/en/latest/auto_examples/index.html.

Through xdem, we Ąrst provide the means to perform vertical system transformation based
on translation grids from PROJ, a library of cartographic projections (PROJ contributors,
2022) that is now also a project of OSGeo, as for GDAL. The nature of DEMs entails ad-
ditional metadata than that of a typical raster, with vertical systems of reference described
by ellipsoids or geoids, including a multitude of geoids models used in different regions of the
world. Our routines attempt to identify the vertical system from the DEM product name, in
order to ensure that different DEMs are analyzed on the same reference.

https://xdem.readthedocs.io/en/latest/auto_examples/index.html
https://xdem.readthedocs.io/en/latest/auto_examples/index.html
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We additionally implement algorithms to estimate DEM terrain attributes. Those meth-
ods are widely used but limited to speciĄc softwares such as GDAL or the System for Au-
tomated GeoscientiĄc Analyses (SAGA) package. Based on published works, we enable the
computation of the attributes of terrain slope and aspect (Horn, 1981), proĄle and planform
curvatures (Zevenbergen and Thorne, 1987; Wilson et al., 2007), ruggedness (Riley et al.,
1999), roughness (Dartnell and Gardner, 2004) and topographic position indexes (Weiss,
2001). To our knowledge, those algorithms were not implemented directly in Python before,
or only by binding Python to C++ implementations Barnes (2016), despite being at the basis
of DEM analysis.

We also provide DEM alignment methods described in the literature, including horizontal
alignment using the relation between aspect and slope (Nuth and Kääb, 2011) or iterative
closest point cloud registration (Besl and McKay, 1992; Bradski, 2000). We also include bias
correction methods based on robust polynomial and sinusoid Ątting, including directional bi-
ases (e.g. Girod et al. (2017)) or terrain biases (e.g. Gardelle et al. (2012)). For modularity,
we implement a "pipeline" object, inspired by the machine learning package scikit-learn (Pe-
dregosa et al., 2011), that allows combining any number of steps of alignment, bias correction,
or Ąltering in any order, and with any parameter.

Finally, we implement spatial statistics methods for the uncertainty analysis of DEMs and
their derivatives, which are based on the article presented below.

2.3 Accepted article: Uncertainty analysis of digital eleva-

tion models by spatial inference from stable terrain

Accepted article as main author featured in this section: Hugonnet, R. et al. (ac-
cepted 27.06.22), Uncertainty analysis of digital elevation models by spatial inference from

stable terrain, IEEE Journal of Selected Topics in Applied Earth Observations and Remote
Sensing.3

In the following article, we expand on our work by proposing a non-stationary spatial
statistical framework, which clariĄes the concepts of accuracy and precision for DEMs, and
accounts for error variability in addition to the spatial correlation of errors during uncertainty
analysis. We also generalize the uncertainty analysis of DEM differences to the case of any
DEM, we present and validate robust estimation methods, and we verify that stable terrain
can be used as a proxy to infer elevation errors on other types of terrain by utilizing nearly
simultaneous DEM acquisitions. Ultimately, we analyze the impact of our validated methods
on the analysis of pixel-scale DEM derivatives such as terrain slope and aspect, and the
analysis of spatially integrated DEM derivatives such as glacier volume changes.

3Contribution: the article of Hugonnet et al. (accepted) is my own work that stemmed from early analyses
started alongside Fanny Brun. I largely conceptualized the Ąnal study. I solely performed the literature review
from which analytical formulations are developed, wrote all associated code, performed the analysis of all
data and wrote the initial version of the manuscript. More details on co-author contributions in the "Authors
contributions".
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Uncertainty analysis of digital elevation models by

spatial inference from stable terrain
Romain Hugonnet, Fanny Brun, Etienne Berthier, Amaury Dehecq, Erik Schytt Mannerfelt, Nicolas Eckert

and Daniel Farinotti

AbstractÐThe monitoring of Earth’s and planetary surface
elevations at larger and finer scales is rapidly progressing through
the increasing availability and resolution of digital elevation
models (DEMs). Surface elevation observations are being used
across an expanding range of fields to study topographical
attributes and their changes over time, notably in glaciology,
hydrology, volcanology, seismology, forestry and geomorphology.
However, DEMs frequently contain large-scale instrument noise
and varying vertical precision that lead to complex patterns
of errors. Here, we present a validated statistical workflow to
estimate, model, and propagate uncertainties in DEMs. We review
the state-of-the-art of DEM accuracy and precision analyses, and
define a conceptual framework to consistently address those. We
show how to characterize DEM precision by quantifying the
heteroscedasticity of elevation measurements, i.e. varying vertical
precision with terrain- or sensor-dependent variables, and the
spatial correlation of errors that can occur across multiple
spatial scales. With the increasing availability of high-precision
observations, our workflow based on independent elevation data
acquired on stable terrain can be applied almost anywhere on
Earth. We illustrate how to propagate uncertainties for both
pixel-scale and spatial elevation derivatives, using terrain slope
and glacier volume changes as examples. We find that uncer-
tainties in DEMs are largely underestimated in the literature,
and advocate that new metrics of DEM precision are essential
to ensure the reliability of future Earth and planetary surface
elevation assessments.

Index TermsÐGeostatistics, error propagation, remote sensing,
variogram, spatial correlation, surface height.

I. INTRODUCTION

D IGITAL elevation models (DEMs) are gridded, numer-

ical representations of surface elevation. DEMs have

a long history of interpolation from point measurements

and digitized historical maps [1], [2]. Nowadays, DEMs are

mostly generated from radar interferometry [3], [4], optical

stereophotogrammetry [5], [6] or laser scanning [7], [8] of a

planetary surface. When produced from these remote sensing

techniques, DEM grid cells essentially represent surface eleva-

tions timestamped to the date of instrument acquisition. With

the ever-improving coverage and precision of satellite and

airborne sensors [9], land surface assessments based on DEMs
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are advancing towards estimates that are both more spatially

and more temporally resolved [10], [11]. Additionally, the

recent unlocking of historical optical archives has created

unprecedented potential for studying half a century of Earth’s

surface elevation [12]±[14].

Studies that harness elevation observations can generally

be divided into two groups. The first group relies on single-

acquisition and often gap-filled DEMs to extract essential

topographic characteristics, e.g., in river discharge and flood

modelling [15]±[17], geomorphological terrain analysis [18]±

[21], tectonic monitoring [22]±[25], avalanche risk prediction

[26], land classification [27], [28], onshore inundation and sea-

level rise forecasting [29]±[31] and planetary surface char-

acterization [32], [33]. The second group requires multiple

acquisitions to study surface elevation changes over time, e.g.,

for landslide and rock avalanche detection [34]±[36], seasonal

snow depth assessment [37]±[39], lava flow volume quantifica-

tion [40], [41], canopy height evolution [42]±[44] and glacier,

ice sheet and ice shelf mass balance estimation [45]±[47].

In both groups, and for all applications, the interpretation of

results and its robustness are inextricably intertwined with the

accuracy and precision of the underlying DEMs.

Accuracy and precision are related to systematic and ran-

dom errors. In the case of DEMs, they have been the focus

of specific research [48]±[51], software development [52] and

questioning [53]±[56] since the beginning of the numerical

era. Yet, these efforts are dwarfed by the tremendous increase

of studies that rely on DEMs [57] and the processing of ever

larger data volumes [58]±[60]. Most critically, the analysis of

many modern studies is still confined to simplified metrics for

accuracy and precision (e.g., [61]±[63]) that mix systematic

and random errors and fail to describe the strong spatial

variations and correlations in errors observed in DEMs (e.g.,

[64]±[66]).

Here, we present a statistical workflow to robustly estimate

and propagate uncertainties in DEMs; most specifically, we:

• perform a literature review of analyses dealing with DEM

accuracy and precision;

• propose a framework based on spatial statistics to con-

sistently address DEM accuracy and precision;

• present robust inferential methods to estimate elevation

heteroscedasticity and spatial correlation of errors;

• analyze the impact on the uncertainty of elevation deriva-

tives, using terrain slope and glacier volume changes as

examples;

• provide access to our methods through the open, tested

and documented Python package xDEM.
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II. LITERATURE REVIEW

A. Mitigating poor DEM accuracy before studying precision

The term accuracy has been used to describe either system-

atic errors or, in some instances, both systematic and random

errors, leading to some confusion. In the present article, we

define accuracy as the description of systematic errors only,

also known as ºtruenessº [67], which is related to elevation

biases. Poor accuracy is common in DEMs and has been a

major source of error in elevation assessments, particularly

during the advent of space-borne DEMs. Limitations in instru-

ment positioning, orientation, or post-processing often lead to

erroneous horizontal referencing [66], [68], vertical shifts [69],

[70] or tilts [71], [72] that propagate into elevation biases (Fig.

1a). By utilizing terrain with elevation assumed stable over

time, methods performing 3-dimensional alignment of DEMs

have flourished, relying on either generic registration methods

[73]±[75], least squares approaches [71], [76] or specifically-

developed DEM registration based on terrain constraints [77],

[78]. These methods proved robust for aligning a DEM either

to an external reference DEM, or to accurate geolocated

point elevation data such as space-borne laser altimetry [79],

[80]. The above registration methods are only successful at

correcting elevation biases common to the entire DEM grid,

however. Other biases remain present once 3-dimensional

alignment is attained and can arise from resolution [81], [82],

specific image deformations and instrument biases [13], [66] or

physical properties of the observed terrain such as radar pene-

tration into snow and ice [83], [84] or into forest canopy [43].

Most of these biases are instrument- or application-dependent

and, therefore, require specific considerations. Notwithstand-

ing those, poor DEM accuracy has been largely addressed

by the robustness of registration methods that have become

increasingly widespread, thereby shifting the focus towards

the next limiting factor: better quantifying DEM precision.

B. The inherent variability of vertical precision

Precision describes random errors [67] and is related to

elevation variance. One aspect of DEM precision consists of

the pixel-scale dispersion of elevations that we refer to as

ºvertical precisionº. DEMs are generated from acquisitions

that possess intrinsic, random measurement errors. At the

pixel scale, instrument resolution, spectral range, and encoding

depth of optical sensors directly affect the quality of stereo-

correlation [5], [6], [85], radar slant angle and height of

ambiguity play an important role in interferometric coherence

[86], [87] while laser wavelength, sunlight background radia-

tion, target reflectivity, and backscattering properties modulate

laser signal-to-noise ratio [88], [89]. Many instrument- or

processing-related metrics constitute quality indicators of the

estimated elevations. These indicators have been almost exclu-

sively used for the filtering of observations of lesser quality,

however, and only occasionally as a tool towards improved

modelling of sensor-specific variability in vertical precision

(e.g, [90]). Besides, the geometry of instrument acquisition

can exacerbate random errors depending on the relief of the

observed landforms (Fig. 1a). Vertical precision has indeed

been long shown to decrease with terrain slope [48], [91]±[94].

Several assessments account for this variability by partitioning

the elevation variance into categories of flat and steep terrain

(e.g., [59]). Most studies use a single metric to describe verti-

cal precision, however, often reporting a standard deviation

(e.g., ± 2 meters). Such simple metrics are insufficient in

describing the heteroscedasticity of elevation measurements,

i.e. the variability in vertical precision. Although some studies

quantified and modelled this heteroscedasticity [64], [95], [96],

this modelling was generally performed without validation

of the underlying methodology and, most critically, without

considering the effect of spatial correlations.

Fig. 1. Patterns of random and systematic errors in DEMs. a, Elevation
differences of horizontal shifts (left) and after alignment (right) with terrain
hillshade (top), extracted from the data in Table I. The horizontal shift between
PlÂeiades and SPOT-6 DEMs is of 2 m east and 4 m north, creating large biases
despite being relatively small (half a pixel). b-c, Noise owed to (b) along-
track undulations in a PlÂeiades±PlÂeiades DEM difference and to (c) digitization
artefacts in a KH-9±ArcticDEM DEM difference [13], after alignment.

C. The correlated noises that plague DEMs

Another aspect of DEM precision concerns the inter-pixel

spatial dependency of random errors, here referred to as

ºspatial correlationsº. Spatial correlations describe structures

of noise that show a location-dependent pattern, which can

often be traced back to limitations during acquisition or post-

processing. Along-track undulations have been observed in

many DEMs generated from air- and space-borne sensors (Fig.

1b), including the Advanced Spaceborne Thermal Emission

and Reflection Radiometer (ASTER) [47], [66], the Satellite

Pour l’Observation de la Terre (SPOT) [97], [98], PlÂeiades

[39], [99] and the Shuttle Radar Topography Mission (SRTM)

[58], [100], [101] (Fig. S1). Processing noise is common

in DEMs requiring image digitization including aerial pho-

tographs [102], [103] or historical satellite imagery such as

Corona and Hexagon KeyHole-9 (KH-9) [13], [104] (Fig. 1c).

To mitigate these correlated noises, DEM correction methods

have emerged [82], [105] but are still burgeoning for specific
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types of errors [66], [106], [107], and their performance is

highly dependent on the type of terrain. Furthermore, nearly

all DEMs contain structural short-range correlation of errors.

The degree to which a DEM grid spacing represents its

native resolution [108], [109] and how that resolution has

possibly been degraded through interpolation [110] determine

the severity of these short-range correlations. When upsampled

to a larger grid spacing, vertical precision improves directly as

a function of the underlying spatial correlations [111]. Spatial

correlations are generally quantified using an empirical vari-

ogram [112], [113] estimated either on the basis of differences

with independent elevation observations [2], [114] or those

with simulated elevation surfaces [115], [116]. Many studies

have used variograms, but have almost exclusively used short

range models (i.e. 5 to 20 times the pixel size). Few studies

modelled longer-range correlations, that is, correlations that

persist over distances several orders of magnitude larger than

the pixel size [13], [47], [65]. The widespread occurrence of

long-range noise in DEMs thus constitutes a critical limitation

in the analysis of DEM precision, and one that directly affects

uncertainty propagation.

D. Uncertainty propagation to elevation derivatives

To propagate elevation variance into uncertainties of eleva-

tion derivatives (i.e. variables that are derived from elevations),

a large set of methods has been applied that generally relies on

spatial statistics. Spatial statistics, also known as geostatistics

[112], [113], [117], provide a large body of theories and

methods that, among others, can address spatial uncertainty

analyses [118]±[120] by characterizing spatial correlations that

depend only on the distance between observations. These

uncertainty propagation methods can be subdivided into two

groups: (i) Monte Carlo techniques that simulate multiple

random realizations of correlated error fields [121]±[123],

notably including Sequential Gaussian simulation [117] and

Fourier randomization [124]; and (ii) gradient techniques that

analytically approximate the variance of a derivative through

simplified equations, that can be either based on Taylor series

expansion [121] for any derivative of elevation, or approxima-

tions of variogram integration [65] for spatial derivatives. The

first group has been widely used for topographic variables,

notably in hydrology [16], [57], [125], [126] and occasionally

for spatial derivatives in glaciology [127]. The second group

is used less frequently, both for Taylor series expansions

developed in few applications [128]±[131], and for variogram

integration implemented mainly in glaciology and geomor-

phology [65], [132]. Although both groups are expected to

perform similarly, Monte Carlo techniques are computationally

expensive, especially at fine resolution. Analytical approxi-

mations, instead, require a theoretical description of variance

propagation that can reach a high degree of complexity

for some derivatives [133]. To our knowledge, few studies

[132] constrained these propagation methods with estimates

of heteroscedasticity and spatial correlation of errors into a

single framework for DEMs, and none tested the underlying

assumptions of spatial statistics. In the following, we propose

such a framework, and later describe methods to robustly

estimate its key components.

III. PROBLEM FORMULATION

A. Elevation bias and variance at each location

We consider the elevation observation ĥ(x, y, t) located at

(x, y) in space and t in time, and pertaining to the DEM D.

Annotating the true unknown elevation at the same location

h(x, y, t), we can state that the elevation observation has a bias

δh(x, y, t) if, over a large number of repeated measurements

i ∈ I of elevation ĥ(x, y, t)i at (x, y, t), we have:

ĥ(x, y, t)i|I − h(x, y, t) = δh(x, y, t). (1)

The repeat elevation measurements around the bias

δh(x, y, t) are subject to random measurement errors

ϵh(x, y, t) with variance σ2

h(x, y, t), whose distribution is not

necessarily normal and might depend on time and location:

ĥ(x, y, t) = h(x, y, t) + δh(x, y, t) + ϵh(x, y, t). (2)

In practice, acquiring a large number of repeat measure-

ments at both the same location and time is not feasible, and

we therefore turn towards inferential methods to estimate these

biases and variance.

B. Inference from stable terrain

DEMs benefit from a great asset, largely uncommon to

other remote sensing data, which is that large proportions

of planetary surface elevations remain virtually unchanged

through time. In fact, elevation changes caused by erosion,

short vegetation growth, or continental drift are typically small

compared to the precision of the measurement. Terrains such

as bare rock or grasslands ± later referred to as ºstable terrainº

± thus provide the means of analyzing multiple elevation

measurements acquired at different points in time as if they

were acquired from simultaneous measurements ĥ(x, y, t)i:

dh(x, y, t)

dt
≈ 0 for (x, y) ∈ stable terrain. (3)

While this temporal consistency unlocks the potential to

analyze elevation acquisitions independently of time t, it is

impeded by the number of required DEMs. For each loca-

tion (x, y), the number of samples to perform the statistical

analysis would always be at best equal to the total number of

independent acquisitions, requiring a large number of DEMs.

Therefore, we investigate the spatial properties of elevation

biases and variance.

C. Spatial homogeneity after affine alignment

Elevation biases and variance are inherent to instrumental

limitations, to the physical properties of the observed terrain,

as well as its topography (see previous Sections II-A and

II-B). Among many types of location-specific biases, a general

exception is that of grid misalignment to the true elevations

h(x, y, t) that follows specific geometric distributions linked

to the gridded nature of DEMs (Fig. 1a). In our framework,

we therefore split elevation biases into two categories: affine

biases δhA that are common to the entire DEM (e.g., trans-

lation, rotation, scaling), and non-affine ºspecificº biases δhS
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Fig. 2. A framework for uncertainty analysis of DEMs. Non-stationary spatial framework to analyze the accuracy and precision of DEMs based on
elevation differences on stable terrain (Sections III-A±III-D), with accuracy divided into affine and specific biases (Section III-C), and precision divided into
heteroscedasticity and spatial correlation of errors (Section III-F).

that occur at the grid cell level and vary with instrumental and

topographical effects (Fig. 2):

δh(x, y, t) = δhA(x, y, t) + δhS(x, y, t). (4)

Once an alignment is attained by the affine transformation

A giving A(x, y, t) = δhA(x, y, t), we assume that, for a

single DEM D, specific elevation biases δhS and elevation

variance σ2

h have a spatial distribution that is homogeneous

with the properties of the instrument and the observed terrain

P . We use this spatial homogeneity to substitute space for

time. For example, we consider that elevations h(x1, y1, t) and

h(x2, y2, t) of D acquired on the same surface type (e.g., bare

rock), and under the same topographical attributes (e.g., flat)

will have similar specific biases and variance:

δhs(x1, y1) ≈ δhs(x2, y2)

σh(x1, y1) ≈ σh(x2, y2)

}

forP(x1, y1) = P(x2, y2). (5)

Combining the assumptions of Eqs. 3 and 5, and provided

that we describe all the properties P of spatial homogeneity,

a large sample size can be used to infer δh and σh at each

location (x, y) from a single difference between a DEM and an

independent source of elevation data. The properties of spatial

homogeneity P could differ between biases and variance. In

the following, we assume that specific elevation biases, if they

exist, are independently corrected and focus on characterizing

the elevation variance σ2

h.

D. Elevation difference with an independent source

After performing affine alignment of elevations ĥ1(x, y, t1)
from a first source D1 and elevation ĥ2(x, y, t2) of a second

source D2, we subtract them to derive elevation differences

dh1−2(x, y). Assuming independence between the error of

each elevation source, the variance of the difference is:

σ2

dh1−2
(x, y) = σ2

h1
(x, y) + σ2

h2
(x, y). (6)

By selecting a second source to observe ĥ2 that is of higher

precision than the first source that observes ĥ1, the analysis of

the differences ĥ2− ĥ1 will largely capture the variance of the

first source. For example, if the second source is three times

more precise than the first, Eq. 6 implies that about 95% of

the variance of the elevation difference will originate from the

first source, yielding:

σh1
(x, y) ≈ σdh1−2

(x, y). (7)

Alternatively, if h1 and h2 originate from independent

acquisitions of the same instrument and processing, we have:

σh1
(x, y) =

σdh1−2
(x, y)√
2

. (8)

Thus, we use elevation differences to infer on σh, which

can be converted from either Eqs. 7 or 8.
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E. Discriminating elevation bias from variance in spatial

statistics

To further analyze elevation variance, we need to discrimi-

nate bias from variance. When analyzing elevation differences,

what appears as a bias at the local scale could also be a

form of long-range correlation at larger scales (Fig. 1b-c).

This distinction is directly related to the assumption of second-

order stationarity of spatial statistics. For elevation differences,

second-order stationarity implies that the following assump-

tions should be fulfilled (see Supplementary Section II-A):

1) a first assumption of stationary mean, i.e. that the

average of elevation differences dh(x, y) is constant over

large areas;

2) a second assumption of stationary variance, i.e. that the

variance of elevation differences σdh(x, y) is constant

over large areas; and

3) a third assumption of spatially consistent covariance, i.e.

that the correlation between random errors of elevation

differences only depends on the distance between obser-

vations.

Large areas here refer to areas slightly smaller than the size

of the study domain, typically within an order of magnitude.

As such, a correlated error with a correlation range that is

orders of magnitude larger than the size of the study domain

might be considered a vertical bias common to the entire DEM

grid (Fig. 2). And, inversely, such a bias placed in the context

of a larger study domain might be considered as a correlated

error, if the elevation differences fulfill the above assumptions.

Thanks to the affine alignment of our elevation differences,

we verify the first assumption of stationary mean. However,

the heteroscedasticity of elevations (see Section II-B) invali-

dates the second and third assumptions, and therefore a non-

stationary framework needs to be defined.

F. A non-stationary spatial framework for DEM analysis

To perform spatial statistics with a non-stationary variance,

transformation of the data towards a stationary variance is

necessary. The transformation depends on the nature of the

spatial variability and correlations. In DEMs, we identify two

types of correlation: short-range ones related to resolution,

and long-range ones related to correlated noise or digitization

artefacts. While the latter appear unrelated to the heteroscedas-

ticity of elevation, the former are similarly linked to local

instrument- and terrain-dependent variables (see Sections II-B

and II-C). We thus subdivide elevation variance into elevation

heteroscedasticity and spatial correlation of errors (Fig. 2)

assuming that longer-range correlations are independent of

elevation heteroscedasticity, which yields:

σ2

dh(x, y) = σ2

dhsr
(x, y) + σ2

dhlr
, (9)

where σ2

hsr
(x, y) is the variable short-range variance at

(x, y), σ2

hlr
is the constant long-range variance.

Using the variable spread σdh(x, y), the elevation differ-

ences can be standardized into a standard score zdh with unit

variance, which fulfills the second assumption of second-order

stationarity:

zdh(x, y) =
dh(x, y)

σdh(x, y)
. (10)

Additionally, the spatial covariance Czdh of zdh, related to

the variogram γzdh = 1 − Czdh , is also free of the influence

of heteroscedasticity and now fulfills the third assumption of

second-order stationarity:

γ2

zdh
(d) =

(

σdhsr
|D

σdh

)2

γsr(d) +

(

σdhlr

σdh

)2

γlr(d), (11)

where d is the spatial lag, i.e. the distance between two given

observations, σdhsr
|D is the average of σdhsr

in the DEM

D, and γsr and γlr are the short- and long-range variogram

functions.

With all the assumptions in our framework fulfilled, we can

now reliably use spatial statistics for uncertainty propagation.

To this end, we require an estimate of the elevation dispersion

σdh(x, y) and of the variogram of the standard score γzdh(d),
which describe the heteroscedasticity and the spatial correla-

tion of errors, respectively. We also need to ensure that our

assumption of spatial homogeneity remains valid when using

stable terrain as an error proxy to infer heteroscedasticity and

spatial correlations on moving terrain. In the following, we

address these aspects by utilizing near-simultaneous data and

implementing robust methods.

IV. DATA

A. Mont-Blanc case study: simultaneous DEMs

To demonstrate the methods associated with our proposed

framework, we present a case study of two DEMs generated

one day apart in the Mont-Blanc massif, French Alps (Fig. 3b,

Table I). These DEMs were produced with a spatial posting of

5 m from SPOT-6 and PlÂeiades stereo images using the Ames

Stereo Pipeline [134]. We utilize the temporal closeness of

the two acquisitions to assess if stable terrain can be used as

a proxy for moving terrain, considering a negligible elevation

change on moving terrain.

We present an additional case study in the Northern Patag-

onian Icefield to illustrate the influence of the quality of

stereo-correlation, a sensor-dependent variable, on elevation

heteroscedasticity (Supplementary Section I-A with additional

refs. [66], [135], [136]). This case study is based on simultane-

ously acquired ASTER [47] and SPOT-5 images. Furthermore,

the DEMs used to illustrate noise patterns (Figs. 1 and S1) are

described in the Supplementary Section I-B with additional

refs. [137]±[139].

TABLE I
NEARLY-SIMULTANEOUS PL ÂEIADES AND SPOT-6 DEMS USED FOR

THE MONT-BLANC CASE STUDY.

Instrument Acquisition time Resolution of stereo-pair

PlÂeiades 24/10/2017, 12:00 CET 1.5 m

SPOT-6 25/10/2017, 12:30 CET 0.7 m
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B. Inventory and land cover products

We define moving terrain as glacierized, forested and sea-

sonally snow-covered terrain, and exclude water bodies from

our analysis. The remaining terrain is assumed to be stable.

We mask glaciers using the Randolph Glacier Inventory 6.0

(RGI 6.0) outlines [140], which are delineated from images

with a typical resolution of 15±30 m. We mask forests and

water bodies using the ESA Climate Change Initiative Land

Cover version 2.0.7 [141] which has a resolution of 300 m.

Forested terrain corresponds to either broadleaved, needle-

leaved, evergreen, or deciduous tree cover classes.

We identify specific elevation biases over forested terrain

between the SPOT-6 and PlÂeiades DEMs ± likely owing

to different native resolution, orientation and spectral bands

(Fig. S3a) ± and thus exclude this terrain from our analysis.

Our end-of-summer acquisitions contain little snow outside of

glacierized surfaces. Therefore, we did not mask off-ice snow

cover. Ultimately, in our analysis, moving terrain corresponds

to glacierized terrain.

Fig. 3. Mont-Blanc case study. Hillshade of PlÂeaides DEM and land cover
for the Mont-Blanc case study. Example glaciers serve to illustrate Section
VI-C.

V. METHODS

A. Robust statistics and alignment

We use the median instead of the mean as a robust estimator

of central tendency, and the normalized median absolute

deviation (NMAD) instead of the standard deviation as a

measure of statistical dispersion. Both choices are to mitigate

the effects of frequent outliers in DEMs [142]. Combining

these estimators with the dense sampling of stable terrain

also ensures robustness to elevation changes of potentially

unmasked moving terrain. This includes rare events such as

landslides or ground subsidence, or events that can occur over

a small portion of the analyzed terrain such as volcanic uplift

or sediment transport. We coregister DEMs on stable terrain

for horizontal and vertical shifts following the aspect-slope

relation described in [77] and we correct for possible tilts

through least squares optimization of a plane [71].

B. Heteroscedasticity

We estimate elevation heteroscedasticity by sampling an

empirical dispersion of elevation differences σ̂dh using the

NMAD of binned categories along the terrain slope α [143]

and the terrain maximum absolute curvature c (Figs. 4a-c and

S4). Maximum absolute curvature is defined as the maximum

of the absolute profile curvature and the absolute planform

curvature at each location [144]. All terrain attributes are

estimated from the PlÂeiades DEM that contains the least data

gaps. When available, the binning can also include an instru-

ment quality factor q, such as the quality of stereo-correlation

(Supplementary Section I-A, Figs. S5±S7) or interferometric

coherence.

We numerically model the empirical dispersion σ̂dh as a

function σdh of the terrain- and sensor-dependent variables

(α, c, q) by multidimensional linear interpolation of the binned

data (Fig. S8). The modelling of this variability can also

be performed by fitting parametric models, for example an

exponential model with the slope or a linear model with the

maximum curvature (Fig. S9). These are more robust in the

case of small sample sizes of elevation differences.

We standardize the elevation differences dh following Eq.

10, using the modelled dispersion σdh(α, c, q):

zdh =
dh

σdh(α, c, q)
. (12)

After standardization, we verify that the standard score

of the elevation differences matches a normal distribution

by quantile-quantile plotting, and by comparison to a nor-

mal distribution fit [142], [145] (Fig. S10). The substan-

tial improvement validates our choice of terrain slope and

maximum curvature as key variables to describe elevation

heteroscedasticity, as those largely explain the departure of

random elevation errors from normality.

C. Spatial correlations

We estimate spatial correlations by sampling an empirical

variogram γ̂ on the standard score zdh using Dowd’s estimator

[146], [147] (Fig. 5a):

2γ̂zdh(d) = 2.198 ·median(zdh(x, y)− zdh(x
′, y′))2, (13)

where zdh is the standard score of elevation differences, and

locations (x, y) and (x′, y′) are separated by a spatial lag d.

Dowd’s estimator is based on median absolute deviations,

and consequently more robust than the Matheron [148] or

Cressie-Hawkins [149] estimators classically used (see Sup-

plementary Section II-B based on additional ref. [150]). We
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Fig. 4. Heteroscedasticity inference from stable terrain as function of slope and curvature for the Mont-Blanc case study. a-b, Violin plots of elevation
differences on stable and moving terrain by bins of (a) slope and (b) maximum curvature. Dispersion inferred from stable terrain is showed by a thick line
with color matching other panels. Note the logarithmic scales of histograms. c, Heatmap of stable terrain dispersion for slope and maximum curvature. Bins
with a relative dispersion difference between stable and moving terrain greater than 30% (dark gray and black dots) contain less than 1% of samples. d,
Inferred spatial distribution of vertical precision for all terrain, with inset that matches Fig. 1a.

verify the increased robustness of Dowd’s estimator for the

Mont-Blanc case study (Figs. S11 and S12).

To improve the variogram estimation, we introduce a pair-

wise subsampling method based on iterative subsetting of pair-

wise combinations between a disk and multiple rings centered

on a random point (see Supplementary Section II-C). As var-

iograms were historically sampled from point measurements

[112], traditional sampling methods are less computationally

efficient on large grids. Most critically, they are inefficient

at sampling pairwise distances evenly across spatial scales,

which is substantially improved by our method to estimate

more reliably both short-range and long-range correlations

(Fig. S13). Finally, we derive empirical variograms for 100

independent realizations with the same binning. We estimate

our final empirical variogram by the mean of all realizations at

each spatial lag with, as an empirical uncertainty, the standard

error of the mean.

To derive a spatially continuous representation of the var-

iogram, we calibrate an analytical model γzdh with the em-

pirical variogram γ̂zdh . We fit a sum of k variogram models

V (sk, rk, d), optimizing their partial sills sk (i.e. correlated

variance) and ranges rk (i.e. correlation length) simultaneously

by weighted least squares, using as weights the squared inverse

of the empirical uncertainties previously detailed (Fig. 5a):

γzdh(d) =
∑

k

Vk(sk, rk, d). (14)

For the Mont-Blanc study, we find no significant im-

provement in least-squares residuals when fitting more than

three models, which are capable of capturing one short-

range and two long-range correlations (Fig. S14, Table S2).

The two long-range correlations match the along- and cross-

track lengths of low-amplitude undulations in the elevation

differences (Fig. 5b). We thus use three models to avoid the

possible overfitting of a larger number of summed models.

Generally, k should be chosen to reflect the number of distinct

ranges in the patterns of DEM noise. For instance, ASTER

undulations are characterized by two wavelengths of 1±2 km

and 5±10 km in the along-track direction, and a cross-track

distance of 60 km (Fig. S1a), which better fits three distinct

long-range models [47] for a total of four ranges.

We also identify a low sensitivity to different variogram

model types (Fig. S15, Tables S3 and S4), which shows that

adequately modelling the multi-range nature of the spatial

correlations is more important than refining that of their

spatial form (Fig. 5b). For the Mont-Blanc case study, we

reached the smallest least-squares residuals using a gaussian

model G(s, r, x − x′) at short ranges, and spherical models

S(s, r, x−x′) at long ranges [151] and used those henceforth:

G(s, r, d) = s
(

1− e−(
2d
r )

2
)

, and (15)

S(s, r, d) =

{

s
(

3

2

d
r
− 1

2

(

d
r

)3
)

if 0 < d < r,

s if d ≥ r.
(16)

D. Uncertainty propagation

1) Simulation methods for elevation derivatives: For

derivatives of elevation with a complex spatial gradient, such

as terrain slope and aspect later analyzed, we use simulation

methods. We find similar results using Fourier randomization

[124], [152] and unconditional Gaussian simulation [117],

[153], and thus only use the former in the following. For 1,000

realizations, we simulate a random correlated error field of the

standard score zdh based on the modelled spatial correlation

γzdh in Eq. 14. We then de-standardize zdh using Eq. 12, and

add the resulting elevation error field to the studied DEM. For

each of these DEM realizations with an added error field, we

then compute the terrain attribute of interest (e.g., terrain slope

or aspect), for which we can study the distribution of errors.
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Fig. 5. Spatial correlation inference from stable terrain for the Mont-Blanc case study. a, Spatial variogram of standardized elevation differences on
stable and moving terrain. The empirical variogram is based on Dowd’s estimator [146] and modelled by either a short-range spherical model or the sum of
short- and long-range spherical models. b, Excerpt of the standardized elevation difference map, which highlights the correlated signals at both short-range
(30 meters) and long-range (3.9 km in the along-track direction, 11.2 km in the cross-track direction). c, Standardized elevation uncertainty with increasing
circular averaging area validated by empirical Monte Carlo sampling. Note the logit scale of the Y-axis.

2) Theoretical approximation methods for spatial deriva-

tives: For spatial derivatives such as the average dh of eleva-

tion changes dh in an area A, we derive an exact analytical

solution of the uncertainty in the spatial average σ
dh

:

σ2

dh
=

1

N2

N
∑

i=1

N
∑

j=1

ρijσdhi
σdhj

, (17)

where N denotes the number of samples i falling in the

area A, σdhi
is the vertical precision of pixel i, and ρij =

(1− γzdh(d)) is the spatial correlation between pixel i and

pixel j based on their distance d.

In practice, Eq. 17 raises the issue of scaling exponentially

with the number of samples, possibly resulting in trillions of

calculations. To remedy this, we propose an approximation for

spatially contiguous areas, inspired by the approach of [65]

that computes a single aerial integral by approximating the

area A by a disk of the same area. Here, for each pixel k of a

random subset of K pixels within the N pixels, we compute

the single aerial integral of the variogram numerically. We then

approximate the variogram integral by the average of these

subset aerial integrations (see Supplementary Section II-E):

σ2

dh
≈ σ2

dh|A
1

N

1

K

K
∑

k=1

N
∑

i=1

(1− γzdh(xk − xi)) , (18)

where σ2

dh|A is the average variance of the elevation differ-

ences of pixels i in the area A:

σ2

dh|A =
1

N

∑

i

σ2

dhi
. (19)

We show that our method improves the accuracy of the

theoretical approximation of [65] by accounting for more com-

plex area shapes than disks while maintaining computational

efficiency (Fig. S16). Additionally, these formulations can be

linked to a number of effective samples, which describes

the number of samples among the N pixels in area A that

are statistically independent based on the spatial correlations

modelled by γzdh (see Supplementary Section II-D).

Once uncertainties have been integrated from a spatial

support (e.g., pixels) to a larger spatially contiguous ensemble

(e.g., glaciers), they can be propagated again to a larger

ensemble (e.g., all glaciers in a region) following Krige’s

relation of transitivity [112], [154]. For this, Eq. 17 can be

applied for each pair of spatially contiguous ensembles i and

j of area Ai with the same variogram γzdh composed of the

k summed models Vk(sk, rk, d):

σ
dh

=
1

(
∑

i Ai)2

∑

k

∑

i

∑

j

(

σ
dhk,i

σ
dhk,j

−Vk(σdhk,i
σ
dhk,j

, rk, di−j)
)

AiAj ,

(20)

where di−j is the distance between the centroids of ensem-

ble i and j, and σ
dhk,i

is the spatially integrated uncertainty
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of ensemble i associated to the variogram model Vk, partial

sill sk and range rk with pixel pairs n and m (see Eq. 17):

σ
dhk,i

=
1

N2

N
∑

n=1

N
∑

m=1

(sk−

Vk(sk, rk, xn − xm))σdhn
σdhm

.

(21)

Furthermore, we use a Monte Carlo spatial sampling method

to validate our uncertainties of spatially averaged elevations,

thus indirectly verifying the robustness of our modelled spatial

correlations (Fig. 5c). We randomly sample up to 10,000

circular patches of area A without replacement. We compute

the mean dh inside circular patches, keeping only those with

more than 80% valid elevation differences dh to mitigate

the effects of missing data. We use the NMAD of 10,000

realizations to empirically estimate the uncertainty of the

spatially averaged dh of area A, and repeat this procedure

for varying area sizes A (Fig. 5c). This method substitutes

repeated correlated simulation of Fourier randomization or

Gaussian simulation by a repeated spatial sampling, relying

on the assumption of spatial homogeneity of variance on

stable terrain (Section III-C). As it requires a large number of

independent patches to produce a robust estimate, the area size

A for which it can estimate an uncertainty is limited to sizes

much smaller than that of the spatial domain. It is also highly

dependent on the availability of stable terrain. Therefore, we

use it only for validation purposes.

VI. RESULTS AND DISCUSSION

In Section VI-A below, we discuss the use of stable terrain

as an error proxy based on the methods applied to the Mont-

Blanc case study. In Sections VI-B and VI-C, we then analyze

the impacts of heteroscedasticity and spatial correlations when

propagating elevation variance into uncertainties of pixel-scale

elevation derivatives such as terrain slope, or spatial derivatives

such as glacier volume changes. In those two sections, we

provide examples based on the Mont-Blanc case study and

determine the impact of our methods for a set of assumptions

on the variance properties during uncertainty propagation:

• either homoscedastic elevation (constant variance, short-

ened ºhomosc.º) or heteroscedastic elevation (variable

variance, ºheterosc.º); and

• either no spatial correlation (shortened ºno corr.º), or only

short-range correlations (ºshort-rangeº), or both short-

and long-range correlations (ºlong-rangeº).

In this exercise, the most realistic case refers to the one

that accounts for potential elevation heteroscedasticity and

potential short- and long-range correlations. Uncertainties are

reported as a symmetric confidence interval of 1σ (68%

confidence level) or 2σ (95%), specified in each case.

A. Validation of stable terrain as an error proxy

We test the validity of using stable terrain as a proxy of

elevation errors for moving terrain on the nearly simultaneous

DEMs of the Mont-Blanc case study. We find that elevations

on moving terrain exhibit the same heteroscedasticity with

slope and curvature than those on stable terrain, with less than

1% of binned samples that differ by more than 30% (Fig. 4a-

c). We additionally verify that this elevation heteroscedasticity

is continuous between neighbouring bins when using robust

estimators, thereby consolidating our assumption of spatial ho-

mogeneity (Section III-C, Eq. 5). By extending this assumption

to the case of moving terrain, we infer a complete map of

vertical precision (Fig. 4d).

We find similar spatial correlations of errors between stable

and moving terrain (Fig. 5a). Values of partial sills and ranges

of the variogram models that describe these correlations are

within the same orders of magnitude (Table II), despite greater

differences at long ranges due to the limited pairwise samples

available on moving terrain. Using our Monte Carlo sampling

method, we validate the increased robustness of using multi-

ple correlation ranges to estimate uncertainties across spatial

scales (Fig. 5c). Our results indicate that using a short-range

model alone underestimates elevation uncertainties by several

orders of magnitude for areas larger than 0.1 km².

TABLE II
ESTIMATED VARIOGRAM MODEL PARAMETERS FOR THE SPATIAL

CORRELATIONS OF ELEVATION ERRORS IN THE MONT-BLANC CASE

STUDY. STABLE AND MOVING TERRAIN IS DISTINGUISHED (COLUMNS).
GAUSSIAN COMPONENTS ARE LISTED FOR THE SHORT-RANGE MODEL

AND SPHERICAL COMPONENTS FOR THE LONG-RANGE ONES, AS IN FIG.
5. PARTIAL SILLS ARE EXPRESSED AS A PERCENTAGE OF THE TOTAL

VARIANCE.

Model parameters Stable Moving

Sill of short-range model 93% 95%

Range of short-range model 30 m 38 m

Sill of 1st long-range model 2% 4%

Range of 1st long-range model 3,900 m 2,400 m

Sill of 2nd long-range model 5% 1%

Range of 2nd long-range model 11,200 m 10,800 m

For elevation heteroscedasticity, our results highlight the

importance of elevation standardization to ensure an ade-

quate scaling when inferring on another type of terrain (e.g.,

from steep, stable terrain to flat, moving terrain). Yet, our

analysis only exemplifies snow- and ice-covered terrain with

high-resolution stereophotogrammetric DEMs. The physical

properties of the observed terrain in relation to the utilized

sensor might in some cases invalidate our assumption of spatial

homogeneity. For instance, we found that our standardization

did not mitigate the larger errors of elevation over forested

areas (Fig. S3a). In such a case, an upfront investigation of

specific elevation biases is required. After these biases are

corrected, a refined modelling of elevation heteroscedasticity

based on sensor-dependent variables can help to reach a

good description of the properties of spatial homogeneity. We

indeed found a strong relationship with the quality of stereo-

correlation for the case study of the Northern Patagonian

Icefield (Figs. S6 and S7). The rougher resolution (15 m) and

spectral range (8 bits) of the ASTER stereo images, compared

to those of SPOT-6 and PlÂeiades (metric resolution and 12-

bits), leads to a significant variability in elevation errors with

terrain texture.
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For spatial correlations, we highlight the value of standard-

ization to reduce variability for empirical variogram estimation

(Figs. S3b-d and S12). It is especially useful to deconvolve

the long-range correlations with small magnitude to the short-

range ones. Heteroscedasticity may indeed explain the short-

range variogram anisotropy found by previous studies [155].

We nevertheless identify a slight difference in the well-

constrained short correlation range between stable and moving

terrain (30 m vs 38 m, respectively; Table II). This difference

might be due to the rougher interpolation of stereophotogram-

metric block-matching algorithms over bright, lower-texture

glacierized terrain. In some cases, sensor properties or pro-

cessing schemes influence not only the magnitude of spatial

variability but also the scale of correlations. Developing a

statistical framework that continuously includes these effects

might be overly complex for most analyses that, instead, could

adjust estimates of short-range correlation depending on the

type of observed terrain.

We conclude that stable terrain is a valid proxy for error

analysis, provided that elevation heteroscedasticity is taken

into account. However, the quality of statistical inference from

this error proxy depends directly on the number of stable

terrain samples available. For some DEMs, these samples

might be scarce in the proximity of continuous expanses of

moving terrain (e.g., at the margins of ice sheets or large

forests) and thus insufficient to perform robust inference. To

address this, the stable terrain of independent DEMs, possibly

located elsewhere, could be utilized if they are generated

from the same instrument and processing chain. Many DEMs

indeed have consistent error properties between segments

acquired under similar conditions around the world (e.g., [47],

[59], [156]). For instruments with correlated noise of varying

amplitude, such as PlÂeiades or ASTER, long-range correlations

can be more robustly inferred from a multiple-acquisition

average of variograms.

B. Impact on pixel-scale derivatives of elevation: example

with terrain slope and aspect

We illustrate the propagation of elevation uncertainty to the

slope and aspect in a 4 km² area around the Mont-Blanc sum-

mit (Fig. 6a). We select this area due to its wide range of slopes

and aspects, and its small extent facilitating computationally

expensive simulations. To avoid the circularity of the aspect

variable when assessing uncertainty, we divide it into northness

(i.e. cosine of the aspect) and eastness (i.e. sine of the aspect)

which denote, respectively, the north-south and east-west tilt

of the slope.

We propagate uncertainties in the PlÂeiades DEM by sim-

ulating random elevation error fields (see Section V-D) for

every set of assumptions (Fig. S17). For this example, we

assume that SPOT-6 and PlÂeiades have random errors of

similar amplitude, and estimate the random errors of the

PlÂeiades DEM following Eq. 8. We generally note a strong

deviation from normality and asymmetry in the simulated

uncertainty distribution of terrain attributes (Fig. S18). While

this asymmetry requires specific considerations for in-depth

terrain analysis, we here provide a simplified picture by

Fig. 6. Uncertainty propagation to terrain slope and aspect at the Mont-
Blanc summit. a, Hillshade and terrain attributes based on the PlÂeiades DEM.
b, Slope and aspect uncertainty estimated by the half-difference between the
16th and 84th percentiles of 1,000 simulated terrain attributes at each pixel.
c, Distributions of slope and aspect uncertainties by category of terrain slope
for each set of assumptions, with boxes denoting the interquartile range and
whiskers extending to the entire distribution.

estimating a symmetric 1-σ uncertainty derived from the half-

difference between the 16th and 84th percentile of the simulated

slope, northness or eastness of each pixel.

Our analysis reveals that elevation heteroscedasticity plays

a major role in the spatial distribution of uncertainties in

slope and aspect. In particular, it exacerbates errors in steep

and rough terrain. Spatial correlations moderately affect un-

certainties by slightly reducing their amplitude (Fig. 6b-c).

We interpret the latter to be due to an increase in the spatial

coherence of terrain derivatives when the elevation errors are

spatially correlated. Since topographical attributes are derived

over a 3x3 pixel window, the closer the short-range spatial

correlations are to a 3-pixel length, the larger the impact on

the amplitude change (Fig. S19).

By aggregating uncertainties into slope categories, we show

that uncertainties in flat terrain are overestimated when as-

suming homoscedasticity and no spatial correlation, while

those in steep terrain are underestimated by up to a factor
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of 10 (Fig. 6c). Slope uncertainties decrease near slopes of

90 degrees, likely because elevation errors tilt the terrain

in different orientations while generally maintaining a steep

slope, which translates into aspect uncertainties. We reach

similar conclusions when aggregating uncertainties by max-

imum absolute curvature categories, our second variable that

describes elevation heteroscedasticity (Fig. S20).

C. Impact on spatial derivatives of elevation: example with

glacier volume changes

Fig. 7. Uncertainty propagation to glacier mean elevation changes at
the Mont-Blanc massif. a-b, Distributions of uncertainty of glacier mean
elevation change by category of area and average terrain slope for each
set of assumption, with boxes denoting the interquartile range and whiskers
extending to the entire distribution. c, Empirical evaluation of uncertainty
ranges for mean glacier elevation changes in the Mont-Blanc case study.
Correct uncertainty estimates should cross the vertical zero line in 95% of
the cases.

We consider 84 glaciers in the Mont-Blanc massif that

have at least 85% of their area covered by valid elevation

differences. We analyze the mean elevation changes within

the outline of each glacier, which can be converted to volume

changes after multiplication by the glacier area, and propagate

uncertainties for each set of assumptions.

We find that spatial correlations strongly hamper the de-

crease in uncertainty with increasing glacier area (Fig. 7a).

Long-range correlations are the main contributor to uncertainty

for large areas, mirroring the validation of Fig. 5c. While

our case study has long-range correlations of only 7% of the

variance, uncertainties of mean elevation changes for glaciers

larger than 10 km² are underestimated by a factor of about 25

when based solely on short-range correlation. This is striking,

and even more so when realizing that the underestimation

is nearly by a factor of 150 when totally omitting spatial

correlations. This dramatic increase is explained by the fact

that long-range correlations essentially correspond to local

biases.

Heteroscedasticity has a moderate influence on the uncer-

tainty of each glacier, impacting its amplitude by a factor of

1 to 3. The uncertainty of glaciers located in flat areas is

overestimated when using a homoscedastic assumption due

to the larger average variance over rougher, stable terrain.

On the contrary, the uncertainty of the steepest glaciers is

underestimated (Fig. 7b). Using the empirical comparison

provided by the nearly simultaneous volume changes (Fig.

7c), we show that the uncertainties for the mean elevation

change are most realistic when accounting for long-range

spatial correlation. In such a case, 89% of the ranges intersect

zero (the true volume change) at the 2σ level (i.e. 95%

confidence), in contrast to only 30% for short ranges and 7%

for no correlation. Yet, our uncertainties are slightly too low.

We identify the cause of this underestimation as the omis-

sion of a longer-range correlation close to the size of the

DEM and thereby difficult to constrain. This longer-range

correlation arises from the fact that along-track undulations

are fully correlated in the cross-track direction with 20 km

swath. Directional variography could help characterize such

correlations, but would lead to a more difficult uncertainty

propagation, with exacerbated complexity when combining

several DEMs. Instead, we maintain an omnidirectional var-

iogram to describe correlations, but assess a conservative

estimate based on artificial undulations (Fig. S21). This results

in the replacement of the 11.2 km correlation with a 20 km

one (DEM swath width) and a partial sill twice larger. We

then find that 93% of the uncertainties for glacier larger than

0.2 km² intersect zero at the 95% confidence level, confirming

the increased robustness with these considerations. Only 87%

do so for smaller glaciers, however. This discrepancy might be

explained by unaccounted heteroscedasticity from landform-

projected shadows that particularly affects small glaciers in

steep and north-facing slopes.

TABLE III
SPATIAL UNCERTAINTY PROPAGATION AMONG GLACIERS IN THE

MONT-BLANC MASSIF. MEAN ELEVATION CHANGE UNCERTAINTIES σ
dh

ARE PROPAGATED USING EQ. 20.

Uncertainty of Griaz Bossons All
spatial average and Bourgeat and Taconnaz glaciers

σ
dh

no corr. (m) 0.027 0.006 0.002

σ
dh

short-range corr. (m) 0.027 0.006 0.002

σ
dh

long-range corr. (m) 0.061 0.049 0.024

Glacier area (km²) 0.9 16.3 131.1

When uncertainties of volume change of several glaciers are

propagated into that of the massif, correlations also come into

play. We illustrate the propagation at different spatial scales
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by considering several glacier groups: one group with the two

small neighbouring glaciers of Griaz and Bourgeat, another

group with the two large neighbouring glaciers of Bossons

and Taconnaz, and a third group including all 84 glaciers

(Fig. 3). We find identical uncertainties when considering

no correlation, or only short-range correlations (Table III).

This reflects the fact that all glaciers are separated by at

least 30 m, i.e. a distance larger than that of our short-range

correlation (Table II). Long-range spatial correlations have a

large impact on the total uncertainty, however, with a tenfold

underestimation of the uncertainty for all glaciers in the

massif when omitting them. Increased uncertainties from long-

range correlations mostly affect large neighbouring glaciers,

as shown for Bossons and Taconnaz, but also affect smaller,

disconnected glaciers such as Griaz and Bourgeat. The latter

is true as long as the glaciers are within the correlation range

of 11.2 km.

VII. CONCLUSIONS

In this study, we reviewed the literature on the accuracy and

precision of DEMs. On the basis of the raised considerations

regarding variable vertical precision and correlated noises, we

proposed a non-stationary spatial framework for DEM uncer-

tainty analysis. This framework allows to perform inference on

a single difference between a DEM and independent elevation

data on stable terrain, and to distinguish elevation biases from

elevation variance. We developed robust methods to estimate

and model both elevation heteroscedasticity and spatial corre-

lation of elevation errors. We then validated that stable terrain

is a reliable error proxy for other terrain types using pairs of

DEMs derived from nearly simultaneous acquisitions for the

Mont-Blanc massif and the Northern Patagonian Icefield.

We illustrated the impact of our methods when propagating

uncertainties to pixel-scale and spatial derivatives of elevation.

For the pixel-scale terrain slope, uncertainties are underesti-

mated by up to a factor 10 in rough and steep topography

when omitting elevation heteroscedasticity. For glacier volume

changes, the uncertainty of the volume change of a glacier

of 10 km² is underestimated by a factor of 25 when omitting

correlations with ranges of 3.9 and 11.2 km, despite their

small cumulative magnitude of only 7% of the variance. This

underestimation of long-range spatial correlation affects many

studies relying on instruments plagued by noise, such as the

widely used DEMs from SRTM and ASTER.

We provide an implementation of our methods in the

Python package xDEM [157], which includes, in particular,

DEM alignment, correction, and uncertainty analysis. Spatial

statistics have long been used for uncertainty analysis, yet

often suffered from a lack of accessibility [126]. The wider

application of such analysis was still deemed as ºunrealizedº

a decade ago [133], possibly also due to the scarcity of

open-source and documented tools for spatial statistics. By

providing our methodological tools within the frame of a

package embedded in high-level programming languages that

efficiently pairs with remote sensing analysis, we hope to

foster a consistent, reproducible and accessible uncertainty

analysis of DEMs.

We highlight the genericity of our spatial framework for

uncertainty analysis and of our estimation methods for dense

and outlier-prone grid data. Our framework holds the potential

to be extended to other geospatial data. Gridded surface

displacement, for instance, profit from the same error proxy of

stable terrain and are increasingly used in a variety of appli-

cations. To describe the precision of such spatially structured

data, we advocate for the use of additional metrics. These

metrics should describe potential heteroscedasticity and spatial

correlation of errors, reported, for example, in a tabular man-

ner Ð parameters of variogram models; discrete categories

of heteroscedasticity. Ultimately, the adoption of such new

metrics is critical to progress towards a realistic description

of error structure in geospatial data, and a robust propagation

of uncertainties in Earth system science assessments.
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2.4 Extension to other types of uncertainty analyses

The spatial statistics methods implemented in our article Hugonnet et al. (accepted) rely on
some assumptions speciĄc to DEMs, but the underlying methods are generic and applicable
to more diverse problems. In this section, we utilize the skills and tools developed for spatial
statistics and extend their application to other challenges.

2.4.1 Uncertainties in the interpolation of glacier elevation changes

In-review article as co-author featured in this section: Mannerfelt, E.S. et al. (2022),
Halving of Swiss glacier volume since 1931 observed from terrestrial image photogrammetry,
The Cryosphere Discussions.4

In the recent study of Mannerfelt et al. (2022), we use historical archives of terrestrial
imagery to generate DEMs all around Switzerland during 1916Ű1947. We then estimate
elevation changes between a median year of 1931 and 2016 for most Swiss glaciers. An
inherent problem with the use of terrestrial imagery is the limited amount of observed terrain
in a pair of stereo images, and the low incidence angle to observe the glacier surfaces. As
a result, the region-wide spatial coverage of elevation changes is of only 45%, despite a 86%
theoretical coverage of the imagery, and thus arises the need for robust interpolation.

The most popular methods of interpolation, i.e. gap-Ąlling of glacier elevation change esti-
mates, rely on the elevation dependency of glacier elevation changes (Schwitter and Raymond,
1993). These hypsometric methods Ąll data gaps based on the mean elevation change within
an elevation band for the glacier or the region, and have been shown as the most robust by
recent comparative studies (McNabb et al., 2019; Seehaus et al., 2020). Some discrepancies
arise when gap-Ąlling at the regional-scale, however, which is necessary for large amount of
gaps such as in Mannerfelt et al. (2022). To address this, we proposed a regional normalized
hypsometric interpolation. This method estimates the mean distribution of normalized eleva-
tion change for all glaciers in the region from their normalized hypsometry. Then, hypsometric
gap-Ąlling is estimated by per-glacier de-normalization, i.e. scaling of the regional normal-
ized hypsometric signal to the elevation change observations of each glacier. We qualitatively
found that this method provided the most satisfying results (Fig. 2.14).

While many interpolation methods have emerged for gap-Ąlling glacier elevation change,
few uncertainty approaches have been proposed to account for its impact on Ąnal estimates.
Some studies have relied on an empirical comparison to stable terrain (Berthier et al., 2016)
reproduced without validation in other studies (e.g. Braun et al., 2019; Abdel Jaber et al.,
2019) despite different parameters such as the size of study area, or amount of data gaps.
Other studies have scaled interpolation errors on the variance on stable terrain, which over-
estimates errors (Malz et al., 2018). A recent study proposed an error formulation (Seehaus
et al., 2020) that was not demonstrated or validated in a statistical exercise.

4Contribution: in the study of Mannerfelt et al. (2022), I contributed methods for both uncertainty analyses
and glacier elevation change interpolation, in particular on a new approach to propagate interpolation errors.

http://dx.doi.org/10.5194/tc-2022-14
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Figure 2.14: Regional normalized hypsometric interpolation. From Mannerfelt et al. (2022).
Maps of elevation change rates between the historical and modern DEMs over the period 1931-Ű2016
(A) before and (B) after regional normalized hypsometric interpolation. The site contains Grosser
Aletschgletscher (GA), Unteraargletscher (UG) and other neighbouring glaciers. Glacier outlines from
ca. 1931 in black.

Figure 2.15: Spatial correlations of errors in interpolation and in measured elevation
changes. From Mannerfelt et al. (2022). (D,E) Empirical and modelled variograms of interpolated
(D) and stable-terrain (E) elevation difference errors, showing the variance of all pairs of pixels at a
given spatial lag. The interpolated errors are estimated from artiĄcial gaps in the 2000-2019 elevation
changes of Hugonnet et al. (2021). The individual markers show the empirically derived variance, their
error bars show their 95% conĄdence intervals, and the dashed line shows the variogram model (sum
of two spherical models). The histograms show the pairwise sample counts.
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In the study of Mannerfelt et al. (2022), we introduce an approach based on spatial
statistics relying on an empirical comparison to independent estimates. We copy the extent
of data gaps of the 1931Ű2016 elevation changes estimates (Fig. 2.14) and artiĄcially introduce
them in the nearly-complete 2000Ű2019 elevation change rates of Hugonnet et al. (2021). We
then perform the interpolation using the 46% remaining spatial coverage of the 2000Ű2019
data. Finally, we subtract the artiĄcially interpolated 2000Ű2019 elevation change rates with
their original 2000Ű2019 estimates to study the interpolation errors, similarly as elevation
differences are used to study elevation error (Hugonnet et al., accepted). We Ąnd no regional
bias (~0.01 m yr−1), and estimate the spatial correlations from these errors using the methods
previously developed for DEMs. We Ąnd that interpolation errors remain correlated until
~2 km with a magnitude of error of ±0.5 m yr−1, while 1931Ű2016 elevation change errors
are only correlated until ~100 m with a magnitude of ±1.5 m yr−1 (Fig. 2.15). Our results
highlight that interpolation errors are correlated within each glacier, but largely independent
in between glaciers. This conĄrms the performance of our regional interpolation method
which, by scaling the hypsometric interpolation with the estimates of each glacier, does not
create large-scale errors as did the global hypsometric method (McNabb et al., 2019). Once
propagated, our interpolation errors constitute the primary source (~90% and ~50% at glacier-
and regional-scale respectively) of uncertainty in the 1931Ű2016 elevation change estimates
(Mannerfelt et al., 2022).

Figure 2.16: ArtiĄcial spatially correlated gaps.
Correlated artiĄcal gaps (red) with correlation range of
~500 m, evenly distributed in the Mer de Glace Glacier
elevation range and covering 20% of the area.

In the early stages of this thesis, we
started an analysis on the artiĄcial gen-
eration of random data gaps with respect
to a certain spatial correlation (Fig. 2.16).
This artiĄcial generation enables to con-
trol the extent and spatial distribution of
these artiĄcial gaps, and therefore test a
wider range of parameters. Using this ap-
proach to create gaps on complete glacier
elevation change maps for a large num-
ber of simulations (typically ~1,000) al-
lows to estimate the bias that each inter-
polation method might have, and assess
the robustness of different uncertainty ap-
proaches. Coupling this simulation ap-
proach with our recent modular integra-
tion of interpolation methods in xdem

(xdem contributors, 2021) and our pro-
posed uncertainty analyses based on spa-
tial statistics (Hugonnet et al., accepted),
these recent developments should help to
further clarify the impact that interpola-
tion methods have on glacier estimates
and better constrain their uncertainties
for all types of gaps.
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2.4.2 Spatial propagation of correlated uncertainties in ice velocity and ice
thickness

In-review article as co-author featured in this section: Kochtitzky, W. et al. (in
review), Frontal ablation: the unquantified mass loss of marine-terminating glaciers, 2000-

2020, Nature Communications.5

With the increasing availability of global-scale and spatially resolved ice velocity (Gardner
et al., 2019; Millan et al., 2022), ice thickness (Farinotti et al., 2019a), elevation change esti-
mates (Hugonnet et al., 2021), and the recent delineation of decadal glacier terminus positions
(Kochtitzky and Copland, 2022), frontal ablation can now be estimated for all glaciers. In the
study of Kochtitzky et al. (in review), we extended the spatial statistics framework presented
for DEMs (Hugonnet et al., accepted) to the estimation of frontal ablation of all Northern
Hemisphere marine-terminating glaciers. The objective was to estimate the inĆuence of the
spatial correlation of ice velocity and ice thickness estimates on the estimated frontal ablation
during the two decades of 2000Ű2009 and 2010Ű2019.

Figure 2.17: Spatial correlation of ice velocity errors. From Kochtitzky et al. (in review). Em-
pirical and modelled variogram of velocity estimates, expressed as a percentage of the global velocity
variance. The empirical variogram is estimated from the differences between ITS-LIVE and MEa-
SUREs or RETREAT velocities compared at the same locations and for the same yearly periods. The
sample count describes the number of pairwise Ćux gate comparisons used to estimate the variogram
at each spatial lag (i.e. distance between observations). The modelled variogram is a sum of three
spherical models optimized by least-squares.

5Contribution: in the study of Kochtitzky et al. (in review), I contributed methods for the uncertainty
analysis of ice thickness and ice velocity, including the debiasing of ice thickness modelled estimates, the
estimation of spatial correlations of errors in ice velocity and ice thickness and their propagation to frontal
ablation estimates from the scale of pixel to glacier, and glacier to regions and all Northern Hemisphere.
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We quantiĄed the spatial correlation of velocity and ice thickness uncertainties by esti-
mating global-scale empirical variograms using the difference between independent sources
of estimates at the same Ćux gates of resolution 25 m. We performed the spatial correlation
analysis at distances covering several orders of magnitude (from 25 m to 1,000 km), thereby
accounting for potential biases at glacier and regional scales through long-range correlations.

We Ąrst compared ITS-LIVE (Gardner et al., 2019) velocities with MEaSUREs (Joughin
et al., 2010) and RETREAT (Friedl et al., 2021) velocity observations on peripheral glaciers
of Greenland and found fully correlated (100%) variance at short distances (<50 m), and
correlated variances at 40-100% within 700 m (Fig. 2.17). We attribute these short-range
correlations to effects stemming from the resolution of optical imagery and image matching.
Velocity estimates remain correlated at 15-40% within 25 km and 0-15% within 1,000 km,
highlighting moderate glacier and regional scale errors likely due to seasonal differences be-
tween acquisitions when estimating yearly velocity. Beyond 1,000 km, the velocity estimates
are fully decorrelated.

Figure 2.18: Debiasing of modelled ice thick-
ness estimates. From Kochtitzky et al. (in review).
Bias between modelled and measured ice thicknesses
after adjustment of surface elevations. The bias is
empirically estimated by binning the difference of
measurement and model estimates within 20 inter-
vals (every 40 m) of modelled ice thickness. The sam-
ple count of each bin represents the number of Ćux
gate points where measured and modelled ice thick-
ness were compared. The bias dependency to mod-
elled ice thickness is constrained by a linear function
optimized by least-squares. The bias is later removed
by subtracting the value of this function at each lo-
cation.

We then compared all available ice
thickness measurements of GlaThiDa 3.0
(Welty et al., 2020) to recent model es-
timates of ice thickness (Farinotti et al.,
2019b; Millan et al., 2022). We chose
the later estimates (Millan et al., 2022)
due to their smaller dispersion in polar re-
gions. We however found strong biases
of these model estimates with GlaThiDa,
which were too thick even once ice thick-
ness was adjusted for elevation changes
(Hugonnet et al., 2021) to the same date as
the measurements (Fig. 2.18). We identi-
Ąed a linear relation between the model sys-
tematic errors and the modelled ice thick-
ness, and debiased the modelled estimates
using this relation. We then estimated that
the ice thickness variance was correlated
at 80-100% within 2 km, corresponding to
the effects of short-scale modelling errors
(Fig. 2.19). Ice thickness variance remains
correlated between 50-80% within 150 km,
and between 0-50% within 1,000 km, imply-
ing large-scale biases in modelled ice thick-
nesses that are likely owed to the regional-
scale temporal inconsistency of glacier out-
lines, velocity and topography used in ice
thickness modelling. After 1,000 km, ice
thickness estimates are fully decorrelated.
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Figure 2.19: Spatial correlation of ice thickness errors. From Kochtitzky et al. (in review).
Same as Fig. 2.17 for ice thickness. The empirical variogram is estimated from the differences between
measured and debiased modelled ice thicknesses compared at the same locations, and adjusted to the
same year with elevation changes.

Finally, we combined the spatial correlations of velocity and ice thickness to propagate
the uncertainty on frontal ablation at all scales (glacier, region, Northern Hemisphere). This
propagation was computed through a speciĄc theoretical approximation for the variables
used in computing frontal ablation. For glaciers distinct from the ice sheets, at the scale
of the Northern Hemisphere, we estimated a frontal ablation rate of 49 ± 8 Gt yr−1 (95%
conĄdence level) for 2000Ű2009 and 53 ± 5 Gt yr−1 for 2010Ű2019. The larger error of the
earlier period arises from a lower quality of ice velocity estimates. Taking the later period
as an example, using an assumption of uncorrelated uncertainties yields an uncertainty of ±

0.2 Gt yr−1, against ± 90 Gt yr−1 with an assumption of fully correlated uncertainties. Our
middle ground of ~± 5 Gt yr−1 corresponds much better to the expected magnitude of global
uncertainty from the qualitative assessments of velocity and ice thickness errors.

Our estimates of spatial correlations in ice velocity and ice thickness errors are not only
valuable for uncertainty propagation applied to frontal ablation. More generally, they also
serve to characterize the structure of error in the measured or modelled estimates. They hold
the potential to quantify the spatiotemporal differences in accuracy and precision between
different instruments (for measured estimates) or different model approaches (for modelled
estimates). Inter-comparison exercises are currently lacking of such metrics, for example that
of working groups that aim at reconciling glacier models (Hock et al., 2019a; Marzeion et al.,
2020; Farinotti et al., 2021) and ice sheet observations (IMBIE team, 2018; IMBIE Team,
2020).
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3.1 The opening of the ASTER archive

3.1.1 An optical goldmine plagued by instrument noise

The instrument ASTER, boarding the satellite Terra, started acquiring imagery in March
2000 for all of EarthŠs land surfaces at latitudes lower than 83 degrees (Abrams, 2000). It
still functions nowadays, despite an original life expectancy of 6 years. ASTER has been
acquiring stereoscopic images at a resolution of 15 m in the visible and near-infrared that
allows to generate DEMs by stereo-photogrammetry (Mikhail et al., 2001). For a long period
of time, ASTER constituted the only near-global DEM available to all users at no charge
(Tachikawa et al., 2011; Abrams et al., 2020). Of particular relevance to glaciology, planned
acquisitions were made to prioritize the monitoring of about 15,000 valley glaciers through the
Global Land Ice Monitoring from Space (GLIMS) project (Raup et al., 2007) and optimize
gain settings for bright areas (Raup et al., 2000). Those efforts largely enabled the Ąrst
complete glacier inventory (Pfeffer et al., 2014; RGI Consortium, 2017).

Figure 3.1: Patterns of errors in ASTER
DEMs. From Girod et al. (2017). Difference be-
tween an uncorrected ASTER DEM and a artiĄcal
Ćat sea ice surface of 0 m. Along-track direction is
northeastŰsouthwest, perpendicular to cross-track.

Several issues impeded the use of
ASTER imagery, however. Errors associ-
ated with attitude Ćuctuations (Teshima
and Iwasaki, 2008) and radiometric correc-
tions (Abrams et al., 2002; Tsuchida et al.,
2020) hamper ASTER acquisitions. In
April 2008, the short-wave infrared sensors
stopped functioning, which impacted many
applications and notably the distinction be-
tween snow, ice and cloud cover. Addi-
tionally, the generated DEMs were plagued
by errors in image geometry that appeared
to stem from sensor motion (Girod et al.,
2017). Those errors include not only along-
track undulations, which are common to
several sensors as illustrated in Chapter 2,
but also substantial cross-track errors (Fig.
3.1). Those are at the origin of granular
noise in the DEMs due to degraded cross-
track parallax during photogrammetry cal-
culations.

3.1.2 The benefits of open, modern stereo-photogrammetry

The consequence of these errors on the usability of the ASTER DEMs was questioned by
early studies in glaciology (Kääb, 2008), volcanology (Stevens et al., 2004) or geomorphol-
ogy (Nefeslioglu et al., 2012). At that time, most studies relied on the AST14DMO DEM
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product, generated by the Sensor Information Laboratory Corporation ASTER DEM/Ortho
(SILCAST), and distributed directly by NASA (NASA/JAXA, 2007). While this DEM prod-
uct provided sufficient quality for some applications or to create a gap-free mosaic DEM in
the ASTER global digital elevation model (GDEM) effort (Tachikawa et al., 2011), it proved
delicate to use reliably for elevation change applications. In glaciology, several studies pro-
vided estimation of elevation changes despite the noises in the AST14DMO product, which
was facilitated in regions of strong glacier thinning such as Patagonia or Alaska (Willis et al.,
2012; Melkonian et al., 2014), but with poor constraints on the inĆuence the noises might
have on the errors of the estimates.

Figure 3.2: Comparison of SRTM, AST14DMO and
ASTER ASP DEMs. From Dussaillant et al. (2018). a-b,
Comparison along a transverse proĄle of San Quintin Glacier,
Northern Patagonian IceĄeld shown in (a). This proĄle illus-
trates the occurrence of numerous artifacts over the glacier surface
in the AST14DMO DEM. Conversely, the ASTER-ASP DEM is
smoother and follows nicely the undulations of the SRTM DEM
with an offset due to glacier thinning between 2000 and 2012.

In the mid-2010s, the rise
of open tools for modern
stereophotogrammetry, such as
NASAŠs Ames Stereo Pipeline
(ASP; Shean et al., 2016; Beyer
et al., 2018) or MicMac (Rup-
nik et al., 2017), enabled user-
speciĄc generation of DEMs
from unprocessed ASTER opti-
cal data (NASA/JAXA, 2001).
In addition to the radiometric
corrections enabled by on-Ćight
calibration data (Girod et al.,
2017; Tsuchida et al., 2020),
the use of rational polyno-
mial coefficients (RPCs) mod-
els (Tao and Hu, 2001), as
well as cross-track corrections
(Girod et al., 2017) derived
from imagery metadata, sub-
stantially improved the qual-
ity of ASTER DEMs. This
improvement relative to the
AST14DMO product is exacer-
bated in low-texture areas com-
prising glacier surfaces, where
the AST14DMO DEMs shows
noise of several dozen meters
(Fig. 3.2). These advances
brought by modern photogram-
metry thus largely beneĄted
glaciological applications.
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3.1.3 In the steps of earlier work on glacier volume changes

Figure 3.3: Linear elevation Ąts for ASTER
DEMs. From Berthier et al. (2016). Fits of ASTER
elevations for a pixel on (A) the ablation and (C) ac-
cumulation area of the Mer de Glace Glacier, France.
The gray dots denote outliers, lying outside the 99%
conĄdence interval (gray lines), excluded from sub-
sequent analysis.

Despite the improvement in the quality of
ASTER DEMs, the spread of their error in
measurement (typically evaluated at ±5Ű
10 m for a 30 m x 30 m pixel) largely im-
peded their use to detect elevation changes.
To mitigate this, several studies harnessed
the high temporal density provided by
ASTER or other sources of DEMs to es-
timate per-pixel linear elevation trends
through time (Willis et al., 2012; Nuimura
et al., 2012), typically using ordinary or
weighted least-squared for a period close to
the Ąrst and last DEMs available. Another
advantage of using this method to study
elevation changes over the typical sequen-
tial DEM analysis (Surazakov and Aizen,
2006; Kääb, 2008; Berthier et al., 2010) is
that it reduces spatial gaps that can arise
from cloud cover, shade or incomplete over-
lap between the sensor swath and the study
site.

By combining trend Ątting methods
with the improved quality of the DEMs
generated by modern photogrammetry
(Beyer et al., 2018) and DEM coregistration
techniques (Nuth and Kääb, 2011), a recent
study showed that ASTER DEMs provided
elevation change estimates consistent with
independent validation data for periods of
about a decade (Berthier et al., 2016). A
Ąltering of large outliers that hamper least-
square Ątting is often required (Fig. 3.3),
and the quality of Ąt largely depends on the
amount of DEMs and their season of acqui-
sition. The above approach was extended
at the scale of a large glacierized regions
(Brun et al., 2017), which also showed con-
sistent estimates to independent data and previous estimates (Kääb et al., 2012). In this
chapter, we build on the work of these previous studies and aim to identify and address
several limitations to increase the robustness of glacier elevation change estimates.
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3.2 Published article: Heterogeneous changes in western North

American glaciers linked to decadal variability in zonal

wind strength

Published article as second author featured in this section: Menounos, B. et al.
(2019), Heterogeneous changes in western North American glaciers linked to decadal variability

in zonal wind strength, Geophysical Research Letters.1

In the study of Menounos et al. (2019), we present a regional estimate of glacier mass
change in western North America for the period 2000Ű2018. This region encompasses glaciers
along the PaciĄc Coast from the Sierra Nevada in the South up to Nahanni in the North,
and excluding Alaska. Our study provides resolved elevation changes for nearly all glaciers
in the region. In recent assessments, contemporary glacier mass change of western North
America was generally estimated by extrapolation of a few in-situ measurements. Notably,
an earlier global assessment estimated a strongly negative mass change which does not overlap
within uncertainties with our new estimate (Gardner et al., 2013), highlighting the value of
large-scale, resolved observations. For British Columbia, our analysis provides a temporal
extension to the analysis of Schiefer et al. (2007) that estimated glacier mass changes for the
period of 1985Ű1999.

Our study expands on the study of Brun et al. (2017) by cumulating DEMs from a mul-
titude of sensors including notably WorldView segments generated in high latitudes through
the ArcticDEM effort (Howat et al., 2019), but also in British Columbia using the Surface
Extraction from TIN based Search-space Minimization (SETSM) algorithm (Noh and Howat,
2017) and using ASP in the continental United States (Shean et al., 2016). Substantial im-
provements were made to massively process and analyze ASTER DEMs into elevation trends
by utilizing GDALŠs Python bindings and developing parallel processing routines. We ad-
ditionally generated and analyzed a large validation dataset of very high-resolution DEMs
including lidar acquired in British Columbia by Brian Menounos and colleagues (UNBC), as
well as Pléiades and SPOT6-7 DEMs (Berthier et al., 2014). We performed a reĄned valida-
tion analysis by matching the trend analysis to the period of acquisition for each site of the
high-resolution dataset. The increased temporal density of our DEMs led to a partitioning
of the temporal trend analysis into two subperiods 2000Ű2008 and 2009Ű2018 of 9 years, that
each yielded statistically signiĄcant mass change trends. We thereby uncovered substantial
shifts in trends between those two subperiods, and we performed an analysis to study its
relation to decadal climatic changes.

1Contribution: in the study of Menounos et al. (2019), I developed the code to perform the processing of
all satellite and aerial data including ASTER, WorldView, SPOT and lidar DEMs, and the statistical analysis
to yield glacier estimates. Some DEMs were pre-processed by co-authors. I analyzed the results and improved
the uncertainty analysis alongside Brian Menounos, who wrote the initial draft and performed the climate
data analysis. More details on co-author contributions in the "Acknowledgments".

http://dx.doi.org/10.1029/2018gl080942
http://dx.doi.org/10.1029/2018gl080942
http://dx.doi.org/10.1029/2018gl080942
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Abstract Western North American (WNA) glaciers outside of Alaska cover 14,384 km2 of mountainous

terrain. No comprehensive analysis of recent mass change exists for this region. We generated over 15,000

multisensor digital elevation models from spaceborne optical imagery to provide an assessment of mass

change for WNA over the period 2000–2018. These glaciers lost 117 ± 42 gigatons (Gt) of mass, which

accounts for up to 0.32 ± 0.11mmof sea level rise over the full period of study. We observe a fourfold increase

in mass loss rates between 2000–2009 [�2.9 ± 3.1 Gt yr�1] and 2009–2018 [�12.3 ± 4.6 Gt yr�1], and we

attribute this change to a shift in regional meteorological conditions driven by the location and strength of

upper level zonal wind. Our results document decadal-scale climate variability over WNA that will likely

modulate glacier mass change in the future.

Plain Language Summary Glaciers in western North America provide important thermal and flow

buffering to streams when seasonal snowpack is depleted. We used spaceborne optical satellite imagery to

produce thousands of digital elevation models to assess recent mass loss for glaciers in western North

America outside of Alaska. Our analysis shows that glacier loss over the period 2009–2018 increased fourfold

relative to the period 2000–2009. This mass change over the last 18 years is partly explained by changes

in atmospheric circulation. Our results can be used for future modeling studies to understand the fate of

glaciers under future climate change scenarios.

1. Introduction

Anthropogenic warming is expected to drive continued mass loss from alpine glaciers throughout the

remainder of this century (Marzeion et al., 2017). Relative to other alpine environments, glaciers in western

North America (WNA) are expected to play a minor role in future sea level rise (Levermann et al., 2013;

Marzeion et al., 2018; Radić et al., 2014) given their small, cumulative volume (Huss & Farinotti, 2012).

These ice masses, however, represent important freshwater reservoirs that provide late-summer meltwater

runoff when seasonal snowpacks have been depleted (Frans et al., 2018; Moore et al., 2009) or during years

characterized by drought (Jost et al., 2012). Water managers require up-to-date assessments of how these ice

masses have and will likely change in the coming decades.

A global assessment of glacier mass change by Gardner et al. (2013) included an estimate of WNA glacier

mass loss of 14 ± 3 Gt yr�1 for the period 2003–2009 based on the extrapolation of sparse in situ surface mass

balance (SMB) measurements (Cogley, 2009). Other approaches to estimate glacier mass change, such as

satellite laser altimetry and satellite gravimetry employed by Gardner et al. (2013) for other glacierized

regions, have so far proven unsuccessful for WNA due to sparse repeat-track spacing at lower latitudes

and challenges associated with deconvolving competing mass change signals (groundwater, seasonal snow,

reservoir volumes and glacio-isostatic adjustment). Such methods perform particularly poorly for

lower-latitude mountain ranges with disperse glacier coverage, such as those that characterize WNA

(Gardner et al., 2013; Jacob et al., 2012).

Repeat mapping of surface elevation through stereophotogrammetry provides an additional approach to

measure glacier thickness change on a regional scale that can circumvent spatial and temporal biases

imposed by using SMB observations to estimate regional mass change. Geodetic surveys exist for many
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glacierized regions of WNA (e.g., Basagic & Fountain, 2011; Schiefer et al., 2007), but no study samples all of

these regions in a systematic fashion. Novel methods to infer elevation change from medium resolution

satellite imagery (Brun et al., 2017) coupled with automated processing of both medium and very high

resolution optical satellite imagery (Noh & Howat, 2017; Shean et al., 2016) provide new opportunities to

improve global estimates of glacier mass change.

The primary motivation of our paper is to provide the first, regionally complete estimate of glacier mass

change for WNA for the period 2000–2018. We then use these data to (i) quantify the contribution of WNA

glaciers to sea level rise over the last 18 years, (ii) determine the reliability and representativeness of existing

WNA in situ SMB records, and (iii) assess the climatic drivers that affect mass change at the subregional scale.

2. Materials and Methods

Here we use the term WNA to define glaciers of Region 2 from the Randolph Glacier Inventory (RGI-6.0),

which is the most comprehensive digital ice coverage map for WNA (RGI Consortium, 2017). Glaciers cover

14,384 km2 of mountainous terrain in WNA with 88% of glacier coverage in British Columbia and Alberta,

7% in the conterminous United States (CONUS), and 5% in the Yukon and Northwest Territories (Figure 1 and

Table 1). To provide regional comparisons of mass change, we subdivided glacierized terrain into 15 regions

(Figure 1 and Table 1). In British Columbia, we use the same regions as those described in previous work

(Clarke et al., 2015; Schiefer et al., 2007).

The primary data set we use to assess glacier mass change over the last 18 years consists of digital elevation

models (DEMs) obtained from the Advanced Spaceborne Thermal Emission and Reflection Radiometer

(ASTER) visible and near infrared instrument. The multispectral sensor collects both nadir and aft visible ima-

gery with a native ground sample distance of 15 m and a swath width of ~60 km (Abrams, 2000; Raup et al.,

2000). Our workflow for ASTER DEM generation (see supporting information S1) processes all ASTER scenes

for 1 × 1° tiles that contain a minimum glacier area of 5 km2. In British Columbia and Alberta, glacier extents

in RGI-6.0 originate from Landsat imagery acquired between 2004 and 2006 (Bolch et al., 2010), whereas ice

extents from Yukon, Northwest Territories, and CONUS originate from multiple sources with varied

Figure 1. Gridded (1 × 1°) glacier elevation change (m yr�1) for western North America. Circle diameters are scaled to area
represented by grid point. Grid points with less than 30% of sampled ice are shown as dark gray. (a) early period
(2000–2009), (b) late (2009–2018), (c) full (2000–2018). Numbers refer to subregions (Table 1) and letters “K” (region 03) and
“R” (region 12) respectively denote approximate location of Klinaklini Glacier and Mount Rainier (Figure 2).
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acquisition dates (Fountain et al., 2017; Kienholz et al., 2015; Pfeffer et al., 2014). For the CONUS regions, all

glacier outlines of the RGI-6.0 covering less than 0.1 km2 were removed, which excludes less than 0.5% of

all WNA ice cover from our analysis.

For DEM generation we used two open-source software packages for the mass production of DEMs from

satellite stereoscopic imagery: the National Aeronautics and Space Administration Ames Stereo Pipeline

(ASP) (Beyer et al., 2018; Shean et al., 2016) and the Ohio State University’s Surface Extraction from

TIN (triangulated irregular network)-based Search-space Minimization (SETSM; Noh & Howat, 2015, 2017).

We used ASP to generate 15,500 DEMs with 30-m posting from ASTER stereoscopic imagery acquired

between 2000 and 2018. We supplemented the ASTER DEMs with 693 higher-resolution (2 to 8 m) DEMs

generated from submeter resolution DigitalGlobe WorldView-1, WorldView-2, WorldView-3, and GeoEye-1,

and three DEMs generated from Pléiades satellite imagery (e.g., Berthier et al., 2014). WorldView/GeoEye data

for CONUS were processed using ASP, while those over Canada were processed using SETSM. These

non-ASTER DEMs, though temporally limited, increased repeat coverage for accumulation areas where

ASTER DEMs often contain data gaps due to lack of surface texture at lower spatial and radiometric resolution.

Their inclusion also increased sample count for trend fitting compared to the ASTER record.

Unlike many conventional geodetic mass balance studies that difference elevation data over glaciers

between two epochs (e.g., Gardner et al., 2013; Schiefer et al., 2007), we evaluate per pixel linear trends for

overlapping DEMs over the last 18 years (e.g., Willis et al., 2012). Our method builds upon the techniques

described for glacier mass change in the French Alps (Berthier et al., 2016) and high-mountain Asia (Brun

et al., 2017). We calculate the temporal trend in elevation (dh/dt) over stable and ice-covered terrain, the

latter defined as those regions that lie within polygons of the RGI-6.0 glacier inventory. Time-variable glacier

outlines are not available, so we use constant glacier area outlines for the full 18-year period (supporting

information S1).

Individual DEMs were resampled to 30 m and coregistered over all stable, subaerial terrain excluding ice

cover, and lakes (supporting information S1) using the Nuth and Kääb (2011) approach and the Global

DEM (GDEMv2; Tachikawa et al., 2011) as a reference. Once DEMs are coregistered, we perform linear

weighted least squares regression for a given map coordinate{x, y} with elevation z{t1, t2, …, tn}, where the sub-

script x,y refers to the local Universal Transverse Mercator projection easting and northing of a given DEM of

time t. This method provides an estimate of elevation change (dh/dt) at coordinate{x, y} with associated error

taken to be the confidence interval of the regression about the linear fit (supporting information S1). To

Table 1

Elevation Change and Mass Budget of Western North American Glaciers (2000–2018)

Region
Areaa

(km2)

Mass balanceb (kg m�2 yr�1) Mass budget (Gt yr�1)

earlyc late full full

Central Coast (1)d 1,580 �42 ± 221 �1,067 ± 418 �424 ± 163 �0.669 ± 0.258
Southern Coast (2) 7,180 �215 ± 190 �1,027 ± 258 �517 ± 140 �3.709 ± 1.006
Vancouver Island (3) 12 �205 ± 171 �681 ± 206 �309 ± 120 �0.004 ± 0.001
Northern Interior (4) 253 75 ± 298 �1,143 ± 510 �608 ± 222 �0.154 ± 0.056
Southern Interior (5) 1,946 �175 ± 232 �647 ± 352 �353 ± 185 �0.686 ± 0.360
Nahanni (6) 649 �220 ± 250 �419 ± 444 �407 ± 192 �0.264 ± 0.124
Northern Rockies (7) 415 �148 ± 271 �724 ± 506 �362 ± 233 �0.150 ± 0.097
Central Rockies (8) 422 �483 ± 284 �671 ± 370 �474 ± 202 �0.200 ± 0.086
Southern Rockies (9) 1,350 �200 ± 240 �614 ± 376 �394 ± 205 �0.533 ± 0.277
Olympics (10) 30 �1,113 ± 259 �696 ± 235 �474 ± 144 �0.014 ± 0.004
North Cascades (11) 250 �567 ± 184 46 ± 106 �245 ± 87 �0.061 ± 0.022
South Cascades (12) 153 �632 ± 147 346 ± 112 �46 ± 61 �0.007 ± 0.009
Sierra Nevada (13) 11 �234 ± 231 �448 ± 326 �318 ± 141 �0.004 ± 0.002
Glacier Natl. Park (14) 29 �522 ± 310 235 ± 268 �41 ± 158 �0.001 ± 0.005
Wind River (15) 60 �202 ± 249 �652 ± 571 �503 ± 187 �0.030 ± 0.011
Total (WNA)e 14,341 �203 ± 214 �858 ± 320 �452 ± 162 �6.49 ± 2.32

a
Glacierized area.

b
Mass change (kg m�2 yr�1) converted to mass using a density 850 kg m�3.

c
Full, early, and late,

respectively, refer to periods 2000–2009, 2009–2018, and 2000–2018. dNumbers refer to regions defined on
Figure 1. eArea-weighted averages and uncertainties for mass balance.
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calculate volumetric change (dV/dt) for a given elevation band, we use hypsometric extrapolation where

volume change is the summed product of average dh/dt for a given elevation band and its corresponding

area. We use a density of 850 ± 60 kg m�3 to convert dV/dt to mass change (Huss, 2013). Global sea level

equivalence is calculated using a density for water of 1,000 kg m�3 and an ocean surface area of

3.6 × 1014 m2 (Amante, 2009).

Our uncertainty analysis consists of both random and systematic errors. Random errors are dominated by

DEM quality (precision) and coregistration success; it can be approximated by the standard deviation (σz)

of elevation change from stable surfaces corrected for spatial autocorrelation (Rolstad et al., 2009). Any

seasonal elevation variability (e.g., snow cover and vegetation) is also included in this metric. Full details

describing the propagation of errors, including systematic errors, are provided elsewhere (supporting

information S1).

To calculate changes in rates of mass change at the decadal scale, we split the elevation data set into two

epochs of equal duration [1 June 2000 to 15 September 2009 and 1 June 2009 to 15 September 2018]

hereafter referred to as early [2000–2009] and late [2009–2018]. We did not consider changes in rates on

timescales less than a decade because of relatively high errors in the individual ASTER DEMs and potentially

insufficient temporal sampling.

We also analyzed geopotential height (500 hPa), temperature (700 hPa), precipitation, and wind (zonal,

meridional, and speed) from ERA5 (Hersbach & Dee, 2016) for the two study epochs to evaluate climatological

drivers for observed glacier mass change. The ERA5 is a global reanalysis product that consists of 107 vertical

levels on a 31-km grid, assimilates the greatest number of surface- and satellite-based observations of any

reanalysis product, and currently extends from January 2000 to August 2018. Temperature at 700 hPa is

approximately 3,100 m above sea level, and so approximates air temperatures above the elevation of most

glaciers in WNA. Interannual to interdecadal climate variability is known to affect mass change of WNA

glaciers (Bitz & Battisti, 1999; Hodge et al., 1998; Moore et al., 2009; Watson et al., 2006), so we also evaluated

whether decadal change in glacier mass were explained by any major shifts in ocean-atmospheric

phenomena known to affect climate in WNA (supporting information S1).

3. Results

The DEMs cover over 99.5% of the WNA glacierized terrain, with statistically significant elevation change for

82% of those surveyed areas. Coverage for the early [2000–2009], late [2009–2018], and full periods

[2000–2018] over glacierized terrain respectively averages 45% (10 DEMs per pixel), 45% (8 DEMs per pixel),

and 80% (13 DEMs per pixel). Fortunately, the most heavily glacierized subregions of our study domain

contain a suitable number of DEMs to minimize uncertainties for all three periods during the 1 × 1° tile aggre-

gation. High random and systematic errors exist for some subregions (e.g., Olympic Mountains, Table 1) with

limited available stable terrain for coregistration. We observe the highest uncertainty in the Interior Ranges

and Canadian Rocky Mountains (Table 1) due to reduced temporal coverage (average of nine DEM samples

per pixel). While some subregions, such as the Sierra Nevada, North Cascades, and South Cascades, have

greater sample depth (26 DEMs per pixel on average), they still yield mass change estimates with moderate

uncertainties due in part to the high errors caused by uncertainties in mapped glacier extent. Temporal

subdivision increases the uncertainty in our mass change estimates due to the reduced sample size of each

epoch relative to the full 2000–2018 period of study (supporting information S1).

We also calculated mass change using sequential DEM differencing of independent high-resolution data for

175 glaciers in British Columbia (Figure S1 and Table S1). Comparison of these changes over common periods

of time suggests that our ASTER-based elevation trends (Figure S5) represent unbiased estimates of mass

change for glaciers larger than 0.5 km2 (supporting information S1).

WNA experienced spatially variable glacier elevation change over the period 2000–2018 (Figure 1). When ele-

vation change is aggregated for subregions, small glaciers in the northern interior ranges of British Columbia

thinned most, whereas our trend analysis is unable to detect elevation change that is statistically different

from zero for glaciers within the South Cascades and Glacier National Park over the last 18 years (Figure 1 and

Table 1). Large glaciers sourced from icefields in the southern Coast Mountains experienced high rates of

thinning (> 10 m yr�1) at low elevations (Figure 2). When averaged over all regions, WNA glaciers lost
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�6.5 ± 2.3 Gt yr�1 during the period 2000–2018 (Table 1). Ninety-eight percent of this mass change

originated from Canadian glaciers with ice loss in the southern Coast Mountains accounting for 58% of the

total mass loss.

Our results show a fourfold increase in rates of mass loss between the early (�2.9 ± 3.1 Gt yr�1) and late per-

iods (�12.3 ± 4.6 Gt yr�1), with notable regional differences (Figure 1). A prominent dipole in rates of mass

change exists between the British Columbia central Coast [50–55°N] and the Cascade mountains [42–47°N]

of the United States (Figure 1). During the early epoch, mass change was less negative for glaciers in the

southern latitudes of British Columbia, whereas glaciers in the Cascade Mountains experienced high rates

of mass loss (Table 1). This pattern reversed during the late period when glacier mass loss from the southern

Coast Mountains increased by a factor of 4.8. Glaciers in the south Cascades showed slight mass gain with no

detectable mass change in the north Cascades (Figure 2 and Table 1).

The ERA5 fields reveal changes in wind speed, temperature, and precipitation between the early and late per-

iods (Figure 3). The north-south dipole in mass change along the U.S.-Canada border (Figure 1) coincide with

a shift in the average location of the midlatitude jet, here defined as the maximum velocity for upper-level

(250 hPa) winds. Regional composites of monthly averaged column-integrated moisture flux (kg·m�1·s�1),

temperature (K) at 700 hPa, and precipitation (m yr�1) over the early and late periods likewise reveal latitu-

dinal differences in those meteorological conditions that influence SMB. Regional composites of geopotential

height in the Northern Hemisphere also show a zone of lower than normal pressure across the latitude band

[42–47°N] with an area of higher than normal pressure across most of British Columbia (supporting informa-

tion S1). These differences in geopotential height are maximized for the winter season (October–May), but

they also occur during summer (June–September). During the last decade wet conditions coincided with

areas of lower-than-average geopotential height in the Pacific Northwest whereas the central Coast

Mountains experienced warm, dry conditions (Figure 3).

An examination of the relation between meteorological conditions and glacier mass change at time scales

finer than a decade is not possible given the number of DEMs required for statistically significant elevation

trend analysis. Cumulative departures of monthly precipitation anomalies for the 31-km ERA5 grid cell near

Mount Rainier in the North Cascades (Figure 2), however, reveals that the period 2000–2007 was

Figure 2. (top row) Elevation trend (m yr�1) for Klinaklini Glacier (southern Coast Mountains) for early (top left), late (top middle), and full (top right). (bottom row)
Same as upper row except for Mount Rainier (South Cascades). Gray areas denote no data.
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characterized by drier than average conditions. An increase in precipitation commenced after 2011 for that

location whereas a decrease in precipitation occurred over the central Coast Mountains after 2012.

Previous estimates of geodetic mass change for WNA glaciers at the subregional scale are primarily limited to

British Columbia and Alberta (Schiefer et al., 2007). Our estimates and those from Schiefer et al. (2007) show a

complex pattern of mass change (Figure 4), with most of these subregions showing mass loss for the period

1985–1999. Rates of mass loss slowed from 2000 to 2009 and then increased from 2009 to 2018 (Figure 4).

The southern Coast Mountains alone contain nearly half of the total ice cover of WNA, and the rate of mass

loss over the last 9 years was �7.4 ± 1.9 Gt yr�1, about 20% faster than the period 1985–1999.

4. Discussion and Implications of Our Study

Our study provides a comprehensive assessment of glacier mass change (�6.5 ± 2.3 Gt yr�1) for nearly all

glacierized terrain in WNA over the period 2000–2018. Our estimated rate of WNA mass change for the early

period (�2.9 ± 3.1 Gt yr�1) is considerably less negative than the rate (�14 ± 3 Gt yr�1) previously reported

for the period 2003–2009 (Gardner et al., 2013).

In situ observations of SMB are invaluable given their temporal continuity and value in understanding cli-

matic drivers of mass change (Hodge et al., 1998), but their use may bias regional estimates of mass change

(Gardner et al., 2013). Our analysis (supporting information S1) shows that glaciological measurements of

mass change are in broad agreement with geodetic estimates at the local scale, but they do not effectively

sample large ice masses that dominate the regional signal of mass change from WNA, namely, large icefields

in the southern Coast Mountains. Using available SMB measurements for 14 glaciers in WNA (supporting

Figure 3. Anomalies ([2009–2017 mean] minus [2000–2009 mean]) of monthly fields from ERA5. (a) Zonal wind (250 hPa;
m s�1). (b) Temperature (700 hPa; K). (c) Column integrated vapor transport (kg m�1 s�1). (d) Precipitation (m yr�1).
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information S1), we calculate an average mass change of �874 ± 100 kg m�2 yr�1 over the period

2000–2017. When multiplied by the total glacierized area of WNA, this value yields an annual mass loss of

13.6 ± 4.3 Gt yr�1, close to the value (14 ± 3 Gt yr�1) calculated by Gardner et al. (2013) using a similar

approach. These values are twice as large as those based on our trend analysis. This discrepancy suggests

that glaciers chosen for long-term monitoring programs are losing mass more rapidly than the region as a

whole. Our findings accord with a study by Fountain et al. (2009), who concluded that South Cascade

Glacier, chosen for long-term in situ SMB observations, lost three times more mass than glaciers in the

north Cascade Mountains (subregion 11 of Table 1).

Cumulative mass loss from WNA glaciers over the period 2000–2018 could potentially account for

0.32 ± 11-mm global sea level rise equivalent, about 0.6% of observed SLR over the period 1993–2017

(Nerem et al., 2018). Our estimate is an upper limit as it assumes that meltwater from glacier mass loss was

directly conveyed to the ocean and not stored in intermediate locations (e.g., proglacial lakes formed over

the last 18 years). While surface storage of this water might be small, it could contribute to aquifer recharge

(Liljedahl et al., 2017).

One of the most surprising findings of our study is the dipole pattern of mass change between glaciers in the

British Columbia central Coast [50–55°N] and the Cascade mountains [42–47°N] of the United States

(Figure 1). Positive anomalies in zonal winds (250 hPa) over the Cascade Mountains imply a strengthening

and southward shift in the jet stream between the early and late periods that would increase the frequency

of mid-latitude cyclones with attendant increases in precipitation. A change in meteorological conditions

that favor changes in glacier mass are clearly revealed in the composite anomaly maps, especially for the

central, southern Coast and Cascade glaciers (Figure 3). Glaciers of the southern Coast Mountains descend

to lower elevations than those that flank high Cascade volcanoes. The partitioning of precipitation into either

rain or snow may also explain why some of the Cascade glaciers gained mass during the recent period while

Coast Mountain glaciers continued to experience strong thinning and mass loss. Future work employing

surface mass and energy balance modeling at the glacier scale can be used to test this hypothesis.

The spatial distribution of subregional mass change is partly linked to regional changes in atmospheric circu-

lation that affect accumulation and ablation. Others have noted the importance of zonal wind on controlling

glacier mass balance (Marshall et al., 2011; Shea & Marshall, 2007), and some studies attribute a decline in

zonal wind strength to explain the long-term (1950–2005) decline in winter snow water equivalent (Luce

et al., 2013). In our study, anomalies in zonal wind covary with many of the meteorological fields known to

control glacier mass balance, namely, temperature and precipitation. Orographically enhanced precipitation

in WNA is also favored when strong zonal flow delivers moist air masses that originate over the Pacific Ocean

Figure 4. Estimated mass balance and uncertainties (±1σ) for different subregions of western North American for periods
2000–2009, 2009–2018, 2000–2018, and for the period 1985–1999 (Schiefer et al., 2007).
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(Jarosch et al., 2012; Neiman et al., 2008). Regions of weak zonal wind also coincide with lower-than-average

geopotential height over last 18 years.

It remains uncertain whether mass change observed over the last 18 years is related to natural climate varia-

bility known to affect glacier mass balance in WNA (Bitz & Battisti, 1999; Hodge et al., 1998; Moore & Demuth,

2001), stochastic variability, or whether these recent changes are related to anthropogenic climate change.

We note no obvious relation between major climate indices and decadal changes in zonal wind strength

or pressure at the subregional scale (supporting information S1). Using an ensemble of 25 global climate

models, however, Luce et al. (2013) show that under a high emission scenario (RCP8.5), zonal wind

(700 hPa) strength significantly decreases over the Cascade and Coast Mountains by the end of this century.

Zonal winds weaken most over the central and southern Coast Mountains (50–55°N) but strengthen over

southern latitudes of California (Luce et al., 2013). Based on the results of our study, weaker zonal winds

would tend to favor stronger mass loss for glaciers in the Cascade and Coast Mountains.

Glaciers in both the CONUS and western Canada are expected to undergo continued mass loss throughout

this century, even under moderate emission scenarios (Clarke et al., 2015; Frans et al., 2018; Huss & Hock,

2018). These changes will reduce or eliminate the thermal- and flow-buffering capacity provided by glacier

runoff for many watersheds, with implications for downstream ecosystems and water resources. If the last

18 years provide a suitable analogue for the next 30–50 years, future glacier change will be modulated by

decadal-scale climate variability. Like seasonal snow cover, improvement in understanding and forecasting

climate variability at decadal time scales will be important to help guide estimates of glacier mass change

for water management. Projections of future glacier mass change for both the CONUS (Frans et al., 2018)

and western Canada (Clarke et al., 2015), like other regions, depend on well-distributed observations of gla-

cier area and mass change, and our results can be used to improve modeling efforts that seek to understand

the fate of glaciers under future climate scenarios.
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3.3 Limitations in glacier volume change estimation from satel-
lite imagery

3.3.1 Spatial variability of precision in photogrammetric-based geodetic
elevation changes

Published article as co-author featured in this section: Dussaillant, I. et al. (2019),
Two decades of glacier mass loss along the Andes, Nature Geoscience.2

Despite the recent improvements in regional glacier assessments from satellite imagery
(Brun et al., 2017; Menounos et al., 2019), several limitations remain. In the study of Dus-
saillant et al. (2019), we tackled a Ąrst limitation that concerns the Ąltering of outliers and
the spatial interpolation of data gaps. Outliers are common in digital elevation models (Höhle
and Höhle, 2009). For photogrammetric DEMs, they generally stem from artefacts that can
arise from cloud cover or lack of texture. For interferometric DEMs, outliers can originate
from layover, shadowing, or signal scattering. On stable terrain, the Ąltering of these outliers
is straightforward if an independent, quality-controlled reference DEM is available (e.g., by
removing elevations with a difference to the reference DEM larger than a certain threshold,
possibly based on the dispersion of the elevation differences to the reference). Such Ąltering
methods are unfeasible on moving terrain, however, where the signal of elevation changes
from moving surfaces is entangled with that of artefacts from the instrument or processing
(e.g. Fig. 3.2).

Moreover, data gaps occur in the DEMs when the estimated elevations are discarded
due to their low quality during processing. For photogrammetry, data gaps are especially
common in textureless surfaces or in areas shadowed by steep slopes. Both affect glacier
surfaces and are particularly limiting to resolve bright accumulation areas. With moderate
resolution stereo imagery such as ASTER, there are relatively few data gaps in alpine regions
where surfaces are fragmented by rugged topography and blackened by debris, including High
Mountain Asia (Brun et al., 2017) or western North America (Menounos et al., 2019). But
data gaps are substantial in regions with large iceĄelds such as Patagonia (Dussaillant et al.,
2019), and for ice caps that comprise most of the glacierized surfaces in the polar regions.
The outliers and data gaps in DEMs thus call for outlier Ąltering and interpolation methods
to analyze elevation changes.

In the study of Dussaillant et al. (2019), we identiĄed a bias owed to an outlier Ąlter used
by previous geodetic studies during interpolation (Brun et al., 2017; Braun et al., 2019). This
Ąlter was used in combination with the global hypsometric method (McNabb et al., 2019)
where data gaps are interpolated by the mean elevation change of glaciers in the region for
a given 50Ű100 m elevation band. To remove outliers on moving terrain, the outlier Ąlter

2Contribution: in the study of Dussaillant et al. (2019), I developed new code to automatically retrieve
and sort ASTER L1A data. I also developed computationally-efficient code to process ASP-generated ASTER
DEMs into elevation change trends, and aggregate estimates from pixel-scale to glacier- and regional-scale,
largely inspired by routines originally developed by Fanny Brun. Additionally, I provided input to Ines Dus-
saillant to perform supplemental analyses, notably regarding outlier Ąltering methods.

http://dx.doi.org/10.1038/s41561-019-0432-5
http://dx.doi.org/10.1038/s41561-019-0432-5
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excluded elevation changes values outside 3 times the Normalized Median Absolute Devia-
tion (NMAD) in the elevation band. For regions with a high variability of elevation changes
among glaciers, this method erroneously excluded the most negative and positive elevation
changes, replacing them by the regional average (Fig. 3.8). Because of the non-symmetrical
distribution of elevation changes in the region, this Ąltering ultimately biased the Ąnal esti-
mate. For example, the mass change of the Southern Patagonian IceĄeld from TanDEM-X
data is estimated at -1.01 m yr−1 (Braun et al., 2019) with a 3 NMAD Ąlter, and -1.20 m yr−1

without Ąlter (Dussaillant et al., 2019), which is not captured by the reported uncertainties
of <0.01 m yr−1 (Braun et al., 2019).

Figure 3.8: InĆuence of the NMAD Ąlter in hypsometric glacier elevation change interpo-
lation. From Dussaillant et al. (2019). Example at the Southern Patagonian IceĄeld. TanDEM-X ele-
vation changes of Braun et al. (2019) are used due to their nearly-complete coverage. (A) TanDEM-X
elevation changes for Jorge Mont, HPS12 and Upsala glaciers without Ąlter. (B) TanDEM-X elevation
changes using a 3 NMAD Ąlter for each 100 m elevation band of the SPI. (C) TanDEM-X hypsometric
elevation changes for the entire iceĄeld, without Ąlter (purple) and with a 3 NMAD Ąlter (blue).

Additionally, to reduce the need of a Ąlter during interpolation of glacier elevation change
in Dussaillant et al. (2019), we introduced a temporal Ąltering method that directly applies
to the DEMs. We tested this method on the extreme case of the tongue of glacier HPS12
of the Southern Patagonian IceĄeld (Fig. 3.8) where we identiĄed the most negative known
glacier elevation change trend of -50 m yr−1, translating to 1 km of thinning in 20 years.
Our temporal Ąlter harnesses the temporal density of the ASTER acquisitions. Starting
chronologically with the quality-controlled SRTM elevation of February 2000 as reference, we
exclude the temporally-closest ASTER elevation if that observation is separated by a higher
trend than 50 m yr−1. If the elevation is kept, it becomes the new reference for the next
Ąltering step. The maximum value of thinning was adjusted per region to improve the Ąlter.
This method helped to reduce the effect of outliers. Yet, it remains limited due its simplicity
and the inherent variability in the precision of elevation observations due to terrain- and
sensor-related variables described in Chapter 2. In the next main article of this chapter,
we tackle these issues to include the spatial variability in precision, i.e. heteroscedasticity of
elevation, into a reĄned temporal Ąlter for outliers and an improved hypsometric interpolation.
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3.3.2 Improving the temporal resolution of geodetic elevation change esti-
mations

Published article as co-author featured in this section: Davaze, L. et al. (2020),
Region-wide annual glacier surface mass balance for the European Alps from 2000 to 2016,
Frontiers in Earth Science.3

The precision of geodetic mass change estimates directly depends on the length of the
study period. Indeed, the uncertainties of a DEM are anchored to a certain point in time
and, when propagated into uncertainties of yearly rates of elevation change, decrease linearly
with the period length. As such, shorter periods are usually tainted by larger uncertainties
when using DEMs of similar precision. Additionally, the conversion from volume to mass
changes for a period shorter than 5 years entails large uncertainties due to unknown states
of accumulated Ąrn and its compaction (Huss, 2013). Geodetic volume changes alone are
therefore limited to estimate interannual glacier mass changes.

Figure 3.9: End-of-summer snowline as a
proxy for interannual mass balance variabil-
ity. From Davaze et al. (2020). Mean standardized
interannual variability of in situ and end-of-summer
snowline estimates for 23 glaciers of the European
Alps.

In the work of Davaze et al. (2020), we
aim to capture the interannual variability
of glacier mass changes by remote sensing.
To this end, we utilized an approach based
on observation of end-of-summer snowline
altitude. The end-of-summer snowline alti-
tude is a known proxy of the equilibrium-
line altitude for glacier where superimposed
ice is negligible (Lliboutry, 1965), and its
position has been described as a predic-
tor of annual glacier mass changes (Braith-
waite, 1984). We estimated the annual end-
of-summer snowlines altitude from optical
images including Landsat, Sentinel-2 and
ASTER. Using an approach developed by
Rabatel et al. (2005), we calibrated their
variability to the long-term geodetic mass
change of each glacier, independently esti-
mated from ASTER DEMs with a methodology similar to that of Menounos et al. (2019).
We applied this methodology at the scale of the European Alps, and we found that the stan-
dardized mass changes from our per-glacier estimations were consistent with that of in situ
measurements available for 23 glaciers (Fig. 3.9).

Remotely-sensed snowline methods are especially valuable to shed light on interannual
mass balance variability in regions of scarce in situ measurements, such as in Central Asia
(Barandun et al., 2021). Snowline methods act as a proxy, however, for which it is complex to
assess the sources and mechanisms leading to errors that propagate to the Ąnal estimations.

3Contribution: in the study of Davaze et al. (2020), I retrieved, processed and analyzed all ASTER DEMs
covering the European Alps to provide glacier mass balance estimates for the period 2000Ű2016.

http://dx.doi.org/10.3389/feart.2020.00149 
http://dx.doi.org/10.3389/feart.2020.00149 
http://dx.doi.org/10.3389/feart.2020.00149 
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Moreover, the geodetic estimates used to calibrate the magnitude of the mass change over
longer period contribute largely to the uncertainties. A critical limitation of using geodetic
estimates for calibration is that they generally suffer from inconsistent temporal coverage
owed to uncontrolled acquisition dates. Recent studies have further complexiĄed the deĄnition
of temporal coverage by employing linear temporal Ątting to improve spatial coverage and
mitigate precision issues (Brun et al., 2017; Menounos et al., 2019), as they rely on the
aggregation of pixel-wise elevation change estimates that are based on different year and
season of DEM acquisition for every location. These estimations rarely corrected for possible
seasonal or yearly biases due to this inconsistent temporal coverage and, when they do so,
generally rely on modelling (Belart et al., 2017). In the next main article of this chapter,
we tackle these issues by introducing a temporal Ątting method based on the covariance of
the data through Gaussian Processes. This approach mitigates the effects of varying seasonal
and yearly acquisitions to allow a more robust estimation for any period with associated
propagation of errors.

3.3.3 The spatiotemporal inconsistency of uncertainty analyses

The recent increase in large-scale DEM availability both from ASTER and TanDEM-X im-
agery has led to a multitude of large-scale glacier volume change assessments (Brun et al.,
2017; Braun et al., 2019; Zemp et al., 2019; Shean et al., 2020; Sommer et al., 2020). With
these new estimations available, the issue of inter-comparability quickly arose. Many estima-
tions differ substantially, both in their central estimate and their reported uncertainty range,
and often refer to unclear time periods. This issue was largely echoed by the IPCC Special
Report on the Ocean and Cryosphere in a Changing Climate (Hock et al., 2019b) in their
effort to provide a reconciled glacier mass change estimate.

Table 3.2: Estimates of two assessements of glacier mass change in the Andes. The estimate
of Braun et al. (2019) refers to 2000Ű2011/15 and the estimate of Dussaillant et al. (2019) refers to
2000Ű2015.

Study Andes-wide Southern Patagonian IceĄeld

Dussaillant et al. (2019) -0.69 ± 0.17 m w.e. yr−1 -0.90 ± 0.29 m w.e. yr−1

Braun et al. (2019) -0.58 ± 0.07 m w.e. yr−1 -0.86 ± 0.08 m w.e. yr−1

The most critical aspect of the inter-comparability of estimates is their statistical signiĄ-
cance, i.e. the reported uncertainty. For example, the two recent studies of Dussaillant et al.
(2019) and Braun et al. (2019) provide uncertainty estimates for speciĄc-mass change that
differ by a factor of 2Ű5 (Table 3.2), and even more for mean elevation change rates (factor
of 5Ű50). Surprisingly, however, these studies all rely on the same methods for their uncer-
tainty analysis, could it be for spatial correlations of elevation changes (Rolstad et al., 2009),
gap-Ąlling (Berthier et al., 2016) or volume-to-mass conversion (Huss, 2013). Additionally,
their underlying DEMs all have an average vertical precision of the same order of magnitude
(±3Ű10 m), and a similar spatial resolution (12Ű30 m).
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Where do these large differences come from, then? Mainly, they arise from the spa-
tiotemporal scale at which the uncertainty propagation methods have been applied. For
demonstration purposes, let us consider the example of the uncertainty in volume-to-mass
conversion of ±60 kg m−3 (Huss, 2013) that is multiplied to the mean elevation change during
propagation. Some studies apply this uncertainty at the glacier scale, and then propagate
them independently between glaciers, or sometimes at the subregional scale and propagate
them independently between subregions (e.g. Braun et al., 2019). Others apply them as if
fully correlated for all glaciers in the region (e.g. Dussaillant et al., 2019). Some apply them
for 5-year periods and propagate the contributions of those periods independently in time,
while others apply them for 20-year periods as if fully correlated. Ultimately, these different
assumptions make uncertainty estimates vary by several orders of magnitude for an individual
uncertainty source (for volume-to-mass conversion, by a factor larger than 100 between the
former and latter spatial assumptions applied in the Andes).

The Ąnal uncertainties of different assessments fall within the same range of magnitude
only because of a few sources that were consistently applied at the same scale (e.g. 5%
uncertainty on the glacier area applied at the regional scale for the whole period), and which
have been hiding the large discrepancies between other sources. Another issue that prevented
these discrepancies to come to light is that assumptions of spatiotemporal scale or uncertainty
propagation are generally given little importance during the scientiĄc writing and review of
these studies. Eventually, those aspects are largely omitted in the published methods, which
makes reproducibility difficult to understand the origin of differences.

In the study of Menounos et al. (2019) and Dussaillant et al. (2019), we introduced an
additional, empirical source of uncertainty estimated from a triangulation exercise inspired
by Brun et al. (2017) on the DEM temporal coverage at the tile scale to help reconcile the dis-
crepancies between the glacier scale and the regional scale, and account for varying temporal
coverage (see Fig. B3). This simple empirical method helps yield larger, more realistic uncer-
tainties but fails to estimate the error at all spatial and temporal scales and mixes sources of
uncertainties (measurement precision, interpolation, and seasonal biases). To tackle this, in
the next main article of this chapter, we introduce a spatiotemporal approach expanding on
our work in Chapter 2. This approach estimates and propagates elevation uncertainties based
on spatial correlations with varying time lags to the closest DEM observation, estimated from
the difference between our elevation time series and high-precision ICESat measurements.
Beforehand, however, we need to develop the tools necessary to produce, correct and analyze
a large amount of DEMs globally.
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3.4 Development of open tools for large-scale DEM bias-correction
and spatiotemporal analysis

3.4.1 pymmaster: an open package for generating and correcting ASTER
DEMs

In-prep article as co-author featured in this section: Nuth, C., McNaab, R., Girod,
L., and Hugonnet, R. (in prep.), The ASTER DEM legacy: precise elevation extraction for

change detection.4

In the study of Nuth et al. (in prep.), we build on the work of Girod et al. (2017) on
MicMac for ASTER (MMASTER) to further improve the quality of ASTER DEMs. Dur-
ing his doctoral thesis, Luc Girod (Department of Geosciences, University of Oslo) focused
notably on photogrammetry with historical and modern stereo-imagery, including notably
ASTER DEMs (Girod, 2018). In a recent continuation of this work on ASTER, we made
several advances described below, and directly integrated into the open package pymmaster of
Girod et al. (2017) (available at https://github.com/luc-girod/MMASTER-workflows with
documentation at https://mmaster-workflows.readthedocs.io/) and which is based on
both Python and bash routines from MicMac (Rupnik et al., 2017).

Figure 3.10: Improvement in stereo-correlation from ASTER cross-track correction. From
Nuth et al. (in prep.). Example of an ASTER scene taken in northwestern Alaska. Maps shows values
of stereo-correlation from 0% (black) to 100% (white). Inset shows normalized histogram of correlation
values (0-100%). The cross-track corrections signiĄcantly improve the quality of stereo-correlation, and
thus the resulting DEMs.

4Contribution: in the study of Nuth et al. (in prep.), I analyzed a case study of nearly simultaneous SPOT-
5 and ASTER DEMs at the Northern Patagonian IceĄeld to assess the robustness of cross- and along-track
corrections. I processed about 500,000 ASTER DEMs near glaciers globally by optimizing the routines of
pymmaster for mass processing, and analyzed the metadata of correction parameters worldwide.

https://github.com/luc-girod/MMASTER-workflows
https://mmaster-workflows.readthedocs.io/
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The Ąrst step forward of Nuth et al. (in prep.) consists of correcting the parallax in the
back-looking image due to cross-track ASTER biases (Fig. 3.1). This procedure requires only
the nadir and back-looking image, and is therefore independent of an external reference DEM.
Because this correction is made directly in image geometry, before the DEM is generated, it
directly improves the quality of the generated DEM, mirrored by the improvement in stereo-
correlation (Fig. 3.10).

Figure 3.11: Cross- and along-track corrections of ASTER DEMs. From Nuth et al. (in
prep.). a-d, Corrections steps of MMASTER shown on (a) elevation differences maps, (b) cross-track
distance with polynomial Ąt, (c) along-track distance with sum of sinusoids Ąt and (d) histograms of
elevation differences. X stands for cross-track, XA for cross- and along-track low frequency undulations
and XAJ for cross- and along-track with both low frequency undulations and jitter (i.e. high-frequency
undulations). The map of along-track correction is shown in a small inset on panel (a), between
elevation differences after cross- and along-track corrections.

A second improvement of Nuth et al. (in prep.) relates to the along-track undulations in
ASTER DEMs. Unfortunately, those cannot be corrected solely from the ASTER imagery and
metadata because they have not been linked to any measured sensor motion, and because
they occur in the same direction utilized by the photogrammetric calculations to generate
the DEM (Girod et al., 2017). Previous studies used a polynomial or sum of sinuoids Ąt
in the along-track direction with an independent DEM to correct these undulations (Girod
et al., 2017; Brun et al., 2017; Deschamps-Berger et al., 2020). When using these methods,
however, imperfect Ątting and edge artefacts are created in the DEMs. To mitigate these
effects, we introduce a Ątting method based on a sum of sinusoids that accounts for the
varying along-track angle of the satellite swath within the scene (Fig. 3.11). Additionally, we
stitch the arbitrarily split ASTER granules of 60 km x 60 km into longer, 3-granule strips of
180 km x 180 km to improve the quality of the sinusoid Ąt and reduce edge effects.
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Figure 3.12: ASTER DEMs from MMASTER, AST14DMO and ASP for the Northern
Patagonian IceĄeld case study. From Nuth et al. (in prep.). a-c, Elevation differences between
simultaneous ASTER and SPOT DEMs shown with (a) elevation difference maps, (b) along-track
distance for the MMASTER DEM only and with (c) histograms for AST14DMO, ASP and MMAS-
TER (NMAD value between parentheses). Glacier and stable terrain are shown separately on (b) and
(c).

We test the robustness of the correction to the amount of stable terrain by applying
MMASTER corrections to the case study of nearly simultaneous ASTER and SPOT acquisi-
tions at the Northern Patagonian IceĄeld, for which stable terrain is limited (Fig. 3.12). We
Ąnd a good consistency between the corrections applied to stable and glacier terrain. Addi-
tionally, we compare the MMASTER DEM with the AST14DMO product (NASA/JAXA,
2007) and an ASTER DEM generated by ASP (Beyer et al., 2018), and show the improvement
of the MMASTER processing. We notice, however, that the jitter, i.e. higher frequency un-
dulations, are not well resolved for the Northern Patagonian IceĄeld case study (Fig. 3.12b)
compared to when a large amount of stable terrain is available (Fig. 3.11c). This limitation
echoes our previously raised argument on the need to account for uncorrected correlated noise
in uncertainty analysis, which was largely addressed in Chapter 2. With the omnipresence
of along-track undulations in DEMs including SRTM, SPOT, Pléiades, the robust methods
developed in MMASTER based on optimizing a sum of sinusoids by basin-hopping (Wales
and Doye, 1997) hold the potential to help correct many types of DEMs. For ASTER, the
mass processing and correction of DEMs performed in the next main article of this chapter
brings about the means to analyze the spatial consistency of these error patterns. Amongst
others, we identiĄed a latitudinal dependency in the magnitude of cross-track biases, and
further analysis is still ongoing.
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3.4.2 pyddem: an open package for estimating DEM time series

To work with DEM time series, gridded data with more than 2 dimensions need to be ma-
nipulated. The raster format previously covered by our package geoutils is not well-suited for
these operations. For multi-dimensional arrays, the commonly used format in geosciences is
the Network Common Data Form (netCDF). In recent years, several open tools have been
developed to facilitate the manipulation of the multi-dimensional arrays stored in netCDFs,
which notably include xarray in Python (Hoyer and Hamman, 2017). While the netCDF
format supports georeferencing, the handling of georeferenced calculations for these multi-
dimensional arrays, such as reprojection or interfacing with georeferenced vectors, is only
partially covered by bourgeoning tools (Snow et al., 2022). This problem of georeferencing
is generally circumvented by most applications by using concatenable grids in a single geo-
reference (e.g., latitude and longitude grids in global climate modelling). For observational
assessments that are both large-scale and spatially resolved, grids based on a single georef-
erence raise the issue of area-deforming projections. At high resolution, EarthŠs ellipsoidal
surface projected onto a two-dimensional grid entails aerial deformations that are not negli-
gible. As such, local projections such as Universal Transverse Mercator (UTM) zones have to
be used locally which requires georeferenced software support.

Figure 3.13: Elevation time series with pyddem. Example of Gaussian Process-based elevation
time series for Mýrsdaljökull and Eyjafjallajökull Ice Caps, Iceland based on ASTER and ArcticDEM
DEMs. The slowdown of icelandic glacier and retreat at the margin between the two periods can be
observed.

To address this, along with Robert McNaab (School of Geography and Environmental
Sciences, Ulster University), we developed Python routines to facilitate the interface be-
tween multidimensional georeferenced arrays and georeferenced raster data. We used GDALŠs
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Python bindings (GDAL/OGR contributors, 2022) in combination with netCDFŠs Python
bindings to translate the metadata between georeferenced formats for our speciĄc use cases of
spatiotemporal elevation data. We combined these routines with machine learning packages
such as scikit-learn (Pedregosa et al., 2011) to enable different temporal Ątting methods. We
vectorized our computations by combining numpy and numba (Lam et al., 2015; Harris et al.,
2020) to improve the efficiency of big matrices operations, and integrated chunk processing
and parallelization to scale with big data both in terms of memory usage and processing
speed, by partially relying on routines from dask (Rocklin, 2015). Finally, we developed a
processing chain relying on the dataframe structures of pandas (McKinney, 2010). This chain
performs the spatiotemporal integration of elevation change from the spatial scale of a pixel
and temporal scale of monthly estimates into glacier, regions over speciĄc time periods, while
propagating all uncertainties. All of these routines were organized in our DEM time series
package pyddem (available at https://github.com/iamdonovan/pyddem with documenta-
tion at https://pyddem.readthedocs.io/).

Amongst others, our package pyddem provides the means to perform Gaussian Process
regression (Williams and Rasmussen, 2006) for the temporal prediction of glacier elevation.
This allows to create resolved time series of surface elevation which can be extracted for
any date or converted to elevation changes between any period (Fig. 3.13). The underlying
methods are detailed in the published article below.

https://github.com/iamdonovan/pyddem
https://pyddem.readthedocs.io/


3.5. Published article: Accelerated global glacier mass loss in the early

twenty-first century 83

3.5 Published article: Accelerated global glacier mass loss in

the early twenty-first century

Published article as Ąrst author featured in this section: Hugonnet, R. et al. (2021),
Accelerated global glacier mass loss in the early twenty-first century, Nature.5

In Hugonnet et al. (2021), we expand on previous studies (Brun et al., 2017; Menounos
et al., 2019; Dussaillant et al., 2019; Shean et al., 2020) by utilizing nearly all openly avail-
able optical or laser, planetary-scale elevation datasets. We generate and bias-correct ASTER
DEMs from 30 TB of imagery intersecting glaciers worldwide, corresponding to about 500,000
ASTER stereo pairs of 60 km x 60 km. This required one year on all 576 core processing units
(CPUs) of the high-performing computer (HPC) at University of Northern British Columbia
(UNBC), Canada. It necessitated speciĄc optimization of the MMASTER workĆow regarding
embarassingly parallel tasks, Ąle compression, and node input-output operations. These opti-
mizations eventually yielded a processing about 8 times more efficient per CPU than on local
machines with default parameters. We processed about 70 TB of ArcticDEM and REMA
DEM segments into longer, sequentially co-registered strips. Those required two months of
computation optimized in parallel on 64 CPUs of the HPC of the Laboratoire dŠEtudes en
Géophysique et Océanographie Spatiales (LEGOS), France. Finally, our analysis of DEM
time series required six months of computation on 64 cores for all runs. We additionally
retrieved and analyzed all ICESat and IceBridge laser data intersecting glaciers, as well as
several high-resolution datasets including notably lidar data from UNBC and SwissTopo.

Using all this additional data, we expanded on the limitations raised above using the open
tools pymmaster and pydddem we developed, as well as an early pre-xdem version of the
spatial statistics tools presented in Chapter 2. We addressed the issue of spatial variability
in photogrammetric precision by modelling the elevation error as a function of slope and
quality of stereo-correlation. As MicMac does not perform a forced removal of elevations with
low quality of stereo-correlation as does ASP, we kept those elevations to better resolve the
accumulation areas of glaciers within quantiĄed error ranges. We included this error range
into new spatial and temporal Ąlters based on weighted linear regression. Using Gaussian
Processes, we reĄned this weighted Ąltering and then produced time series of surface elevation.
Those mitigate temporal inconsistencies of other trend methods by capturing nonlinearity and
seasonality in the temporal sampling, and by propagating elevation errors in time. Finally, we
addressed the issue of spatiotemporal inconsistency of uncertainty applications by performing
a spatial correlation analysis on ICESat data. With the spatiotemporal structure of error
characterized, which accounts for both errors due to uncorrected ASTER instrument noise
and those due to temporal interpolation, we propagated uncertainties across spatial scales.
We ultimately present and analyze a globally complete and spatiotemporally resolved estimate
of glacier mass change for the period of 2000Ű2019.

5Contribution: the study of Hugonnet et al. (2021) is my own work. I developed the code and performed
the analysis of all data, with support from Robert McNabb for DEM time series, and at the exception of
the ERA5 data which was analyzed by Brian Menounos. I wrote the initial draft and realized all Ągures.
I provided a repository for full reproduction of the analysis, tables, Ągures and dataset manipulation at
https://github.com/rhugonnet/ww_tvol_study. More details in the "Acknowledgments".

http://dx.doi.org/10.1038/s41586-021-03436-z
http://dx.doi.org/10.1038/s41586-021-03436-z
https://github.com/rhugonnet/ww_tvol_study
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Accelerated global glacier mass loss in the 
early twenty-first century

Romain Hugonnet1,2,3 ✉, Robert McNabb4,5, Etienne Berthier1, Brian Menounos6,7, 

Christopher Nuth5,8, Luc Girod5, Daniel Farinotti2,3, Matthias Huss2,3,9, Ines Dussaillant1,10, 

Fanny Brun11 & Andreas Kääb5

Glaciers distinct from the Greenland and Antarctic ice sheets are shrinking rapidly, 

altering regional hydrology1, raising global sea level2 and elevating natural hazards3. 

Yet, owing to the scarcity of constrained mass loss observations, glacier evolution 

during the satellite era is known only partially, as a geographic and temporal 

patchwork4,5. Here we reveal the accelerated, albeit contrasting, patterns of glacier 

mass loss during the early twenty-first century. Using largely untapped satellite 

archives, we chart surface elevation changes at a high spatiotemporal resolution over 

all of Earth’s glaciers. We extensively validate our estimates against independent, 

high-precision measurements and present a globally complete and consistent 

estimate of glacier mass change. We show that during 2000–2019, glaciers lost a mass 

of 267 ± 16 gigatonnes per year, equivalent to 21 ± 3 per cent of the observed sea-level 

rise6. We identify a mass loss acceleration of 48 ± 16 gigatonnes per year per decade, 

explaining 6 to 19 per cent of the observed acceleration of sea-level rise. Particularly, 

thinning rates of glaciers outside ice sheet peripheries doubled over the past two 

decades. Glaciers currently lose more mass, and at similar or larger acceleration rates, 

than the Greenland or Antarctic ice sheets taken separately7–9. By uncovering the 

patterns of mass change in many regions, we find contrasting glacier fluctuations that 

agree with the decadal variability in precipitation and temperature. These include a 

North Atlantic anomaly of decelerated mass loss, a strongly accelerated loss from 

northwestern American glaciers, and the apparent end of the Karakoram anomaly  

of mass gain10. We anticipate our highly resolved estimates to advance the 

understanding of drivers that govern the distribution of glacier change, and to extend 

our capabilities of predicting these changes at all scales. Predictions robustly 

benchmarked against observations are critically needed to design adaptive policies 

for the local- and regional-scale management of water resources and cryospheric 

risks, as well as for the global-scale mitigation of sea-level rise.

About 200 million people live on land that is predicted to fall below the 
high-tide lines of rising sea levels by the end of the century11, whereas 
more than one billion could face water shortage and food insecurity 
within the next three decades4. Glaciers distinct from the ice sheets 
hold a prominent role in these outcomes as the largest estimated con-
tributor to twenty-first century sea-level rise after thermal expansion2, 
and as one of the most climate-sensitive constituents of the world’s 
natural water towers12,13. Current glacier retreat temporarily mitigates 
water stress on populations reliant on ice reserves by increasing river 
runoff1, but this short-lived effect will eventually decline14. Under-
standing present-day and future glacier mass change is thus crucial 
to avoid water-scarcity-induced sociopolitical instability15, to predict 

the alteration of coastal areas due to sea-level rise4, and to assess the 
impacts on ecosystems16 and cryosphere-related hazards3.

Nevertheless, glacier mass change stands out as one of the 
least-constrained elements of the global water cycle, identified as a 
critical research gap in the Special Report on the Ocean and Cryosphere 
in a Changing Climate (SROCC) of the Intergovernmental Panel on Cli-
mate Change (IPCC)4. Observational limits stem from the fragmented 
expanse of glacierized surfaces around the globe. Largely inaccessible, 
only a few hundred of the more than 200,000 glaciers are monitored 
in situ17. Notwithstanding recent progress in glacier monitoring from 
space18, global-scale remote-sensing-based studies have been so far 
limited by (i) the coarse spatial resolution of satellite gravimetry, which 
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is unable to reliably disentangle glacier mass change signals from those 
of the ice sheets, solid Earth and hydrology in many regions5,19,20; (ii) 
the sparse repeat sampling of satellite altimetry that operated over 
short timespans5,10; and (iii) the uneven coverage of optical and radar 
surface elevation change estimations that account at most for 10% of 
the world’s glaciers21.

Spatiotemporally resolved estimation

In this study, we leverage large-scale and openly available satellite and 
airborne elevation datasets as a means of estimation, reference or 
validation of Earth’s surface elevation over all glaciers and their vicinity 
between 1 January 2000 and 31 December 2019 (Extended Data Fig. 1). 
For observational coverage, we rely mostly on NASA’s 20-year-long 
archive of stereo images from the Advanced Spaceborne Thermal Emis-
sion and Reflection Radiometer (ASTER). We use modern photogram-
metry techniques and specifically developed statistical methods to 
generate and bias-correct nearly half a million Digital Elevation Models 
(DEMs) at 30 m horizontal resolution. In total, our repeat DEMs cover 
more than 20 times Earth’s land area (Extended Data Fig. 2).

Changes in glacier elevation based on DEMs are traditionally quanti-
fied by differencing pairs of acquisitions from two distinct epochs. To 
harness the full potential of the repeat temporal coverage provided 

by the archives, we introduce an approach to producing continuous 
elevation time series interpolated from all available DEMs (see Meth-
ods, Extended Data Fig. 3). This technique allows us to mitigate the 
strong effects of seasonality while preserving longer, nonlinear glacier 
elevation changes through time. In total, we independently compute 
surface elevation time series for about half a billion pixels at a horizontal 
resolution of 100 m, covering 97.4% of inventoried glacier areas22, with 
an average of 39 independent observations per pixel between 2000 
and 2019 (Extended Data Table 2). Using glacier-wide hypsometric 
gap-filling methods, we then extend our estimated elevation changes 
to nearly 99.9% of glacier areas.

We perform an extensive validation by intersecting our elevation 
time series with 25 million high-precision measurements from NASA’s 
Ice, Cloud, and land Elevation Satellite (ICESat) and Operation Ice-
Bridge campaigns over glaciers, spanning 2003 to 2019. We thereby 
confirm the absence of temporal and spatial biases in our elevation 
change estimates (see Methods, Extended Data Fig. 4). We further 
utilize ICESat data to constrain the spatiotemporal correlations that 
are either structural to our interpolated elevation time series or that 
emerge owing to latent, uncorrected ASTER instrument noise, and 
we propagate our elevation uncertainties into volume change uncer-
tainties accordingly. We validate the reliability of our uncertainty 
estimates down to the scale of individual glaciers by comparison with 
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independent, high-precision DEM differences for 588 glaciers around 
the globe (Extended Data Fig. 5).

Integration of elevation changes over each of the 217,175 inventoried 
glaciers yields volume change, which is subsequently converted to 
water-equivalent mass change23. Our analysis includes 200,000 km2 
of glaciers located near the coast of Greenland (Greenland Periphery) 
and in the Antarctic seas (Antarctic and Subantarctic), referred to as 
peripheral glaciers, that are distinct from the Greenland Ice Sheet (GIS) 
and the Antarctic Ice Sheet (AIS). We aggregate our estimates over the 
19 first-order regions of the Randolph Glacier Inventory 6.0 (RGI 6.0)22 
(Fig. 1), and report estimates for periods exceeding five years owing 
to larger uncertainties at shorter timescales (Extended Data Table 1). 
Uncertainties, provided at the 95% confidence level (two standard devi-
ations), depend primarily on observational coverage. When converting 
from volume to mass change, our estimates are largely hampered by a 
poor knowledge of density conversion23, which constitutes the domi-
nant uncertainty component of our glacier mass change assessment.

Global contribution to sea-level rise

From 2000 to 2019, global glacier mass loss totalled 267 ± 16 Gt yr−1 
(Extended Data Table 1), a mass loss 47% larger than that of the GIS, and 
more than twice that of the AIS7–9 (Table 1). Assuming that all meltwater 
ultimately reached the ocean, the contribution to sea-level rise was 
0.74 ± 0.04 mm yr−1 or 21 ± 3% of the observed rise24. Global glacier 
mass loss rapidly accelerated (see Methods) at a rate of 48 ± 16 Gt yr−1 
per decade (62 ± 8 Gt yr−1 per decade excluding peripheral glaciers), 
corresponding to a thinning rate acceleration of 0.10 ± 0.02 m yr−1 per 
decade (0.16 ± 0.02 m yr−1 per decade). While thinning rates increased 
steadily, mass loss acceleration slightly attenuated in time owing to 
the decreasing extent of glacier surfaces caused by glacier retreat. 
Excluding peripheral glaciers, thinning rates nearly doubled, from 
0.36 ± 0.21 m yr−1 in 2000 to 0.69 ± 0.15 m yr−1 in 2019. Observational 
studies have been unable to discern significant (95% confidence interval 
does not overlap zero) accelerated glacier mass loss19,21, with the excep-
tion of a recent gravimetric study20 that estimated an acceleration 
of 50 ± 40 Gt yr−1 per decade excluding peripheral glaciers. Despite 
its large uncertainties, this estimate is in agreement with our results. 
The observed acceleration of mass loss for glaciers exceeds that of the 
GIS7 and is similar to that of the AIS8. For the AIS, gravimetric obser-
vations indicate a decelerating mass loss since the mid-2010s25. We 
thereby infer that acceleration of sea-level rise since 2000, which is 
often attributed to the accelerated loss from both the GIS and AIS, also 
substantially originates from glaciers. Observed sea-level trends24 place 
the glacier contribution at 6–19% of the acceleration in global sea-level 
rise, with a mean estimate at 9%. The large spread of this contribution 
primarily arises from uncertainties in the observed acceleration of  
sea-level rise24.

Marine-terminating glaciers collectively represent 40% of Earth’s 
total glacierized area, yet only contribute 26% to the global mass loss 
(Fig. 1). This smaller contribution to sea-level rise is uniform for all 
maritime regions, except where losses of marine-terminating glaciers 
are dominated by recent large surge events (for example, Svalbard 
and Jan Mayen; Extended Data Fig. 6). The delayed and asynchronous 
response of tidewater glaciers to changes in climate26 may partly 
explain why most marine-terminating glaciers show reduced mass 
loss. Despite differing mass loss rates, relative acceleration of land- and 
marine-terminating glaciers within each maritime region are similar 
(Extended Data Table 3). Notable exceptions exist for glaciers in the 
Antarctic and Subantarctic, where few land-terminating glaciers are 
present, and in regions of strong surge-driven mass losses.

Regionally contrasting mass changes

Seven glacierized regions account for 83% of the global mass loss 
(Extended Data Table 1): Alaska (25%); the Greenland Periphery (13%); 
Arctic Canada North and South (10% each); Antarctic and Subantarctic, 
High Mountain Asia (composed of Central Asia, South Asia West and 
South Asia East) and the Southern Andes (8% each). From 2000 to 2019, 
specific-mass change (that is, mass change divided by area) strongly var-
ied in latitudinal belts (Fig. 2). The large, northernmost Arctic regions 
composed of Arctic Canada North, northern Greenland Periphery, 
Svalbard and Jan Mayen, and the Russian Arctic, all showed moderate 
specific-mass change rates, averaging –0.28 ± 0.04 metres water equiv-
alent (w.e.) per year. Further South in the Arctic (at latitudes encom-
passing Alaska, Arctic Canada South, southern Greenland Periphery, 
Iceland and Scandinavia) specific-mass change rates were consistently 
more negative, at a near-triple value of −0.74 ± 0.10 m w.e. yr−1, reach-
ing the world’s most negative regional rate over these two decades of 
−0.88 ± 0.13 m w.e. yr−1 in Iceland. Non-polar regions also experienced 
substantial mass loss (−0.69 ± 0.11 m w.e. yr−1 on average) with the excep-
tion of High Mountain Asia (−0.22 ± 0.05 m w.e. yr−1). The Antarctic and 
Subantarctic exhibited the least-negative specific-mass change rate of 
−0.17 ± 0.04 m w.e. yr−1.

Our regional mass change estimates closely match those of a recent 
gravimetric study19 in remote polar regions (Arctic Canada, Svalbard 
and Jan Mayen, and the Russian Arctic) in which gravimetric uncertain-
ties are considered small owing to weak competing signals27 (Fig. 3). We 
note, however, the large discrepancies between the latter gravimetric 
study19 and a more recent one20 in both Iceland and the Russian Arctic. 
We find good agreement with the dense in situ measurements of Central 
Europe, Scandinavia and New Zealand5. In High Mountain Asia and the 
Southern Andes, where gravimetric and glaciological records are less 
constrained, our mass change estimates of −0.21 ± 0.05 m w.e. yr−1 and 
−0.67 ± 0.15 m w.e. yr−1, respectively, are slightly more negative than the 
−0.19 ± 0.06 m w.e. yr−1 and −0.64 ± 0.04 m w.e. yr−1 reported by recent 

Table 1 | Separating mass losses of glaciers and ice sheets

Reference Mass change rate (Gt yr−1)

2000–2004 2005–2009 2010–2014 2015–2018a 2000–2018a 2003–2018a

Glaciers This study −227 ± 25 −257 ± 22 −284 ± 23 −292 ± 24 −264 ± 16 −272 ± 16

Greenland Ice Sheet IMBIE7 minus this study 

(Greenland Periphery)

−94 ± 65 −206 ± 56 −267 ± 57 −152 ± 64 −181 ± 31 −205 ± 32

Smith et al.9 −200 ± 24

Antarctic Ice Sheet IMBIE8 minus this study (Antarctic 

and Subantarctic)

−36 ± 118 −93 ± 104 −214 ± 94 −157 ± 87 −121 ± 104 −143 ± 104

Smith et al.9 −118 ± 48

Mass losses from glaciers, the GIS and AIS with 95% confidence intervals. Half of the peripheral glacier component estimated in this study is removed from the ensemble estimates of the ice 

sheet mass balance inter-comparison exercise (IMBIE)7,8; see Methods. 
aThe end date for the AIS IMBIE estimate is June 2017.
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DEM-based studies28,29. For glaciers located in the tropics (Low Lati-
tudes), our estimate of −0.43 ± 0.12 m w.e. yr−1 is about twice as negative 
as that of a recent interferometric radar study29, −0.23 ± 0.08 m w.e. yr−1, 
a difference that plausibly originates from biases associated with the 
penetration of radar signals into ice and firn30.

Drivers of temporal variabilities

While global glacier mass loss distinctly accelerated, the loss from 
glaciers peripheral to the GIS and AIS slightly decelerated, from 
65 ± 16 Gt yr−1 in 2000–2004 to 43 ± 13 Gt yr−1 in 2015–2019 (Extended 
Data Table 1). Variability within the ice sheet peripheries was strong, 
however (Figs. 2, 4a). The peculiar surface elevation change patterns 
that we capture for glaciers fringing Greenland, particularly notable 
around the eastern Greenland sub-regions of mass gain in 2015–2019 
(Extended Data Fig. 7), mirror those observed by satellite radar altim-
etry for the outer parts of the GIS31. Similarly, the elevation change rate 
patterns of Antarctica’s scattered peripheral glaciers largely agree 
with mass changes reported for the AIS8. Western Antarctic peripheral 
glaciers substantially thinned (−0.23 ± 0.06 m yr−1) while those of East 
Antarctica slowly thickened (0.04 ± 0.05 m yr−1). Ice masses surround-
ing the Antarctic Peninsula, representing 63% of the glacier area in 
the Antarctic and Subantarctic, experienced moderate, decelerating 
thinning (−0.19 ± 0.05 m yr−1), in line with recent gravimetric surveys 
of the entire peninsula25.

Only two regions of the world beyond the ice sheet peripheries expe-
rienced slowdown of glacier thinning. The record thinning rates of 
Icelandic glaciers during 2000–2004 (1.21 ± 0.18 m yr−1) were nearly 
halved during 2015–2019 (0.77 ± 0.13 m yr−1), which coincides with 
the decelerated thinning of Scandinavian glaciers. Both are well cor-
roborated by in situ observations21. Taken together, the slowdown in 
mass loss from these two regions, in addition to the one of peripheral 
glaciers of the southeast Greenland Periphery32, define a regional pat-
tern that we refer to as the North Atlantic anomaly.

Elsewhere on Earth, glacier thinning accelerated. The combined mass 
loss of these regions with increased loss escalated from 148 ± 19 Gt yr−1 in 
2000–2004 to 247 ± 20 Gt yr−1 in 2015–2019. Two-thirds of this increase 
derives from three regions: Alaska (38%), High Mountain Asia (19%) and 
Western Canada and USA (9%). Glaciers in the latter region experienced 
a fourfold increase in thinning rates. Most notably, glaciers in north-
western America (Alaska, Western Canada and USA) are responsible 
for nearly 50% of the accelerated mass loss. The widespread and strong 
increase of thinning of glaciers in High Mountain Asia brought a large 
sub-region of sustained thickening in central–western Asia down to a 
generalized thinning in the late 2010s (Extended Data Fig. 7), suggest-
ing the end of the so-called Karakoram anomaly10. Smaller glacierized 
regions also underwent strong, sometimes drastic acceleration of 
thinning. New Zealand, for example, shows a record thinning rate of 
1.52 ± 0.50 m yr−1 in 2015–2019, which is a nearly sevenfold increase 
compared to 2000–2004.

Analysis of climate data reveals that many of the regional patterns of 
mass change uncovered by our resolved estimates are consistent with 
large-scale, decadal changes in annual precipitation and temperature 
(Fig. 4b, c). Strong dipoles that reflect concordant spatial patterns 
between precipitation change and mass change are observed notably 
in northwestern America, the southern Greenland Periphery and the 
Southern Andes. The southern Andean dipole is consistent with the 
mega-drought33 of the 2010s that drove increased glacier mass loss 
in the Central Andes. In the Coast Mountains of western Canada and 
in southeast Alaska, glaciers were severely deprived of precipitation, 
which instead benefited neighbouring regions of central Alaska and 
continental USA, correspondingly showing either stable or reduced 
mass loss. The North Atlantic anomaly coincided with the cool, wet 
conditions of the last decade. Weaker dipoles can also be observed 
within the European Alps or Scandinavia. In both regions, glacier 

thinning slightly accelerated in the northeast and decelerated in the 
southwest.

Although decadal changes in precipitation explain some of the 
observed regional anomalies, the global acceleration of glacier mass 
loss mirrors the global warming of the atmosphere. Aggregated glob-
ally over glacierized terrain, we observe modest trends in precipitation 
during the period 2000–2019 (0.002 m yr−1, +6.2% in 20 years), whereas 
we detect a strong increase in air temperature (0.030 K yr−1). Combined 
with our estimate of accelerated mass change, this warming trend yields 
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an observational global glacier mass balance sensitivity to temperature 
of −0.27 m w.e. yr−1 K−1, in agreement with modelling-based estimates34. 
Previous studies35 have indicated large multi-decadal variation in rates 
of glacier mass change across the 20th century, implying that some of 
the acceleration that we observe could fall within the range of natu-
ral variability. Nonetheless, the strong concordance to the increase 
in global surface temperatures suggests, indirectly, a considerable 
response to anthropogenic forcing. Together, the contrasting patterns 
and global-scale sensitivities consistent with meteorological conditions 
support the notion of a long-term, temperature-driven acceleration 
in glacier mass loss13 that is still subject to regional and sub-decadal 
precipitation-driven fluctuations of large magnitude.

Two decades of observational wealth

Benefiting from the nearly complete spatial coverage afforded by ASTER 
stereo imagery, our global estimate of recent glacier mass change 
(−275 ± 17 Gt yr−1 for the 2006–2015 IPCC SROCC reference period) 
shows strongly reduced uncertainties compared to the latest IPCC 
report4 (−278 ± 226 Gt yr−1) and a recent global study21 (−335 ± 144 Gt yr−1). 
We resolve the time-varying nature of this mass change signal for nearly 
all of Earth’s glaciers, which reveals a significantly accelerated mass 
loss globally. Decadal rates of glacier mass change remain, however, 
strongly modulated by regional climatic conditions. We capture the 
magnitude of such fluctuations, most contrasting for North Atlantic 
and northwestern American glaciers that evolved in opposing direc-
tions. At the end of the 2010s, the North Atlantic anomaly brought a 
whole sub-region of the eastern Greenland Periphery close to balance, 
whereas the strong increase in thinning rates of High Mountain Asian 
glaciers probably marks the end of the Karakoram anomaly.

From the spatiotemporally resolved nature of our assessment, mul-
tiple possibilities arise to harness observations of the satellite era. 
Such resolved estimates are not only instrumental for glaciers, but 
also hold the potential to constrain recent ice sheet mass balance, in 
particular for the outlet glaciers that are prone to the highest long-term 
sea-level rise. The improved ability to deconvolve glacier signals from 
gravimetric observations might foster the detection of nearly two 
decades of changes in terrestrial water storage. In time, we expect 
our observational baseline to help drive the development of the next 
generation of global glaciological and hydrological models, and to 
ultimately result in more reliable projections at all scales14. In light of 
the rapid, ongoing change of the cryosphere, the increasingly reliable 
projections made possible by accurate, global-scale observations are 
critical for the design of adaptation strategies, with impacts ranging 
from further sea-level rise4,11 to changes in water management for some 
of the most vulnerable regions on Earth12,15.
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Methods

We summarize the workflow used to process elevation datasets into 
estimates of glacier mass change for the period of 1 January 2000 to 
31 December 2019 (Extended Data Fig. 1).

Glacier inventories

We used the Randolph Glacier Inventory 6.0 (RGI 6.0)22 outlines for 
all regions except for Caucasus Middle East (region 12). Owing to 
the high number of uncharted (‘nominal’) glaciers in that region, we 
updated our inventory with the latest Global Land Ice Measurements 
from Space (GLIMS) outlines available37. This increased the number 
of glacier outlines in region 12 from 1,888 to 3,516, representing an 
increase in total area from 1,307 km2 to 1,336 km2. In Svalbard and Jan 
Mayen (region 7), we manually updated glacier outlines to account 
for advances resulting from major surges38–40, increasing mapped 
areas by 228 km2 (Extended Data Fig. 6). In the Greenland Periphery 
(region 5), we did not analyse the 955 glaciers strongly connected to 
the ice sheet (RGI 6.0 connectivity level 2) with an area of 40,354 km2, 
because these are generally included within the ice sheet by studies 
on the GIS7,9. Our updated inventory numbers 217,175 glaciers cov-
ering a total area of 705,997 km2. For the purpose of co-registering 
and bias-correcting DEMs, we masked ice-covered terrain using the 
RGI 6.0 for glaciers, the Greenland Ice Mapping Project41 for the GIS, 
and Bedmap242 for the AIS.

Digital elevation models

We retrieved all ASTER43, ArcticDEM44 and Reference Elevation 
Model of Antarctica (REMA)45 data intersecting glaciers worldwide 
(Extended Data Fig. 2), totalling more than 100 TB of data. Because 
of the non-negligible effects of radar penetration into snow and ice30, 
we excluded radar elevation datasets from our analysis except for 
the TanDEM-X 90 m global DEM46 (TanDEM-X). We used TanDEM-X 
as a globally homogeneous reference47 for co-registration48 and 
bias correction over ice-free terrain, keeping only elevations with 
an error smaller than 0.5 m in the provided TanDEM-X height error 
map. For all DEMs bilinearly resampled to 30 m, co-registration was 
performed only if more than 100 valid elevation differences (slope 
>3°, absolute elevation difference <200 m) were available at each 
iterative step.

From 440,548 ASTER L1A stereo images43 (each covering 60 km × 
60 km), we generated, co-registered and bias-corrected 154,656 ASTER 
DEM strips (30 m resolution; 180 km × 60 km strip size) using improved 
techniques of MicMac for ASTER49,50. Improvements were made by 
adjusting the back-looking image for cross-track biases before stereo 
calculations, by accounting for the curved along-track angle of the sat-
ellite Terra, and by stitching the arbitrarily split 60 km × 60 km archive 
granules into longer strips. The latter operation mitigates edge effects 
and increases the amount of ice-free terrain available for improved 
basin-hopping optimizations51 of along-track undulations and satellite 
jitter parameters. Further details on the processing of ASTER DEMs are 
available in Supplementary Information.

From 97,649 release 7 ArcticDEM44 DEMs at 2 m resolution and 
13,790 release 1.1 REMA45 DEMs at 2 m and 8 m resolution, we stitched 
and co-registered 40,391 ArcticDEM and 3,456 REMA longer strips to 
TanDEM-X. Our stitching of the original DEM segments, generated by 
the Polar Geospatial Center using the Surface Extraction with TIN-based 
search-space minimization algorithm52, was performed by a sequential 
pairwise co-registration between same-day acquisitions over all avail-
able terrain. This procedure was necessary to increase the amount of 
ice-free terrain in the final DEM strip for co-registration to TanDEM-X. 
We allowed for a maximum standard deviation of co-registered eleva-
tion differences of 10 m before stopping the sequential co-registration 
iteration and starting a new strip, instead of the 1-m root-mean-square 
error originally used44,45.

Elevation time series

Following co-registration, we excluded all DEMs for which the 
root-mean-square error of the elevation difference with TanDEM-X 
on ice-free terrain was larger than 20 m. Using all remaining DEMs, 
we created three-dimensional arrays (time t, space x and y) of eleva-
tion h(t, x, y), divided into 2,106 tiles of 1° × 1° containing glaciers and 
downsampled to 100 m to decrease computing time.

To filter and interpolate our DEMs into elevation time series, we 
empirically characterized the spatial and temporal variance of eleva-
tion observations. For this, two global-scale statistical modelling steps 
relying on a large sampling of the data were performed. One was used 
to assess the vertical precision of elevation observations and the other 
to assess their pairwise dependency with varying time lags (Extended 
Data Fig. 3a, b).

Concomitantly to the variance modelling process described fur-
ther below, a multi-step outlier filtering was performed to iteratively 
improve the quality of the DEMs (Extended Data Fig. 1), which itself 
affects the empirical estimation of the variances. The filtering algo-
rithms consist of a spatial filter, removing elevations outside a topo-
graphical maximum and minimum from the TanDEM-X elevations in 
the pixel surroundings, and a temporal filter propagated from the 
TanDEM-X elevation at a given pixel through a maximum possible 
glacier elevation change rate (Extended Data Fig. 3c). These maxima 
were first conditioned by extreme values (for example, the maximum 
observed absolute glacier elevation change rate of 50 m yr−1 on HPS12 
glacier, Southern Patagonian Icefield53). Later, those were refined by 
estimating a linear glacier elevation change rate in the surroundings 
through weighted least squares54.

In our first global-scale statistical modelling step, we identified a 
heteroscedasticity in elevation measurements (that is, non-uniform 
variance; Extended Data Fig. 3a). We determined that the elevation 
measurement error σh varied with the terrain slope55,56 α, the quality of 
stereo-correlation49,57 q and the individual performance of each DEM’s 
co-registration48 σc(t, x, y). To empirically quantify this elevation vari-
ance, we used ice-free terrain, where no changes in elevation are 
expected through time, as a proxy for ice-covered terrain. We randomly 
sampled up to 10,000 ice-free pixels without replacement for each bin 
of a studied category of terrain (for example, slope) in each 1° × 1° tile 
and computed the difference to TanDEM-X. We used the median as a 
robust estimator of the mean and the square of the normalized median 
absolute deviation (NMAD) as a robust estimator of the variance to 
mitigate the effects of elevation outliers58. We found that the empirical 
variances for the slope σα

2 and the quality of stereo-correlation σq
2 were 

consistent among regions, and used them to condition a model at the 
global scale to account for the measurement error independently for 
each elevation observation h(t, x, y):

σ t x y σ t x y σ α q σ q( , , ) = ( , , ) + ( , ) + ( ). (1)h α q
2

c
2 2 2

In our second step of global-scale statistical modelling, we deter-
mined the temporal covariance of glacier elevation change (Extended 
Data Fig. 3b), which serves as our best unbiased estimator to interpo-
late elevation observations into continuous time series through Gauss-
ian process59 (GP) regressions. To empirically quantify this temporal 
covariance, we sampled median temporal variograms by the time lag 
between pairwise elevation observations Δt of ice-covered pixels. We 
found that the covariance structure could be estimated by the sum of 
a pairwise linear (PL) kernel, a periodic (exponential sine squared, ESS) 
kernel, a local (radial basis function, RBF) kernel, and the product of a 
pairwise linear and local (rational quadratic, RQ) kernel. This sum 
decomposes the differences of elevation observations with varying 
time lags into: an underlying linear trend (the PL), a seasonality (the 
ESS), a proximity at short time lags (the RBF) and a nonlinear trend  
(the RQ times PL). Empirical covariances showed little variability 
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between regions. We thus conditioned the parameters of the kernels 
(periodicity ϕp and variance σp

2 for the ESS; length scale Δtl and variance 
σ l

2 for the RBF; length scale Δtnl, variance σnl
2  and scale mixture αnl for 

the RQ) at the global scale on the basis of our empirical variograms, 
whereas the PL kernel was determined directly from the observations 
of each pixel (x, y), and thereby described the temporal covariance as:

σ x y t x y t ϕ σ t t σ t

t σ α t x y t σ t x y

( , , Δ ) = PL( , , Δ ) + ESS( , , Δ ) + RBF(Δ , , Δ )

+ RQ(Δ , , , Δ )PL( , , Δ ) + ( , , ).
(2)

h

h

2
p p

2
l l

2

nl nl
2

nl
2

By applying GP regression, we iteratively removed observations 
outside the 20σ, 12σ, 9σ, 6σ and 4σ credible intervals (Extended Data 
Fig. 3d). Within the same process, elevation time series were then 
derived at a monthly time step independently for each of the 400 mil-
lion pixels (x, y) falling on or within 10 km of an inventoried glacier22 
(Extended Data Fig. 3e). Further details on the variance estimation, 
filtering and time series methods are available in Supplementary Infor-
mation and build on refs. 60–63.

Validation of elevation time series

We retrieved all ICESat (GLAH1464) and IceBridge (IODEM365 and 
ILAKS1B66) laser and optical elevations intersecting glaciers world-
wide from the National Snow and Ice Data Center. IceBridge data are 
dominated by 1,220,494 Ames Stereo Pipeline67 photogrammetric 
0.5–2 m resolution DEMs65 with a typical footprint of 500 m × 500 m 
that we down-sampled to a resolution of 50 m to limit repeat spatial 
sampling when comparing to the 100 m resolution of our elevation 
time series. We linearly interpolated our GP elevation time series in 
space and time to match the date and centre of each ICESat footprint 
or IceBridge pixel68 (Extended Data Fig. 4a–c).

We found that regional and seasonal vertical shifts (typically below 
2 m) of surface elevation exist, and attribute these differences to snow 
cover in the TanDEM-X global DEM46 and the presence of seasonally 
varying snow cover in ASTER, ArcticDEM and REMA DEMs. At the global 
scale, these shifts do not affect our annual estimates once differenced 
into elevation changes, verified by the absence of elevation change 
bias over glaciers (0.001 ± 0.011 m yr−1). We additionally demonstrated 
that the uncertainties in our elevation time series (credible interval 
of the GP regression) are conservative (that is, too large by a factor of 
about two). We reached the same conclusions at the scale of individual 
RGI 6.0 regions, and also performed these verifications with several 
additional relevant variables (Extended Data Fig. 4d). In particular, the 
absence of a bias with glacier elevation denotes our ability to adequately 
resolve low-texture glacier surfaces in the accumulation area, includ-
ing flat, high-latitude ice caps. Further details on the validation of the 
elevation time series are available in Supplementary Information and  
build on ref. 69.

Integration of elevation into volume changes

We differenced all elevations h into elevation change according to their 
value of h on 1 January 2000. We integrated the elevation change dh 
into volume change dV independently for each glacier and time step 
using a weighted version of the mean local hypsometric method70 with 
100-m elevation bins. Weights were derived from the GP elevation 
change uncertainties, thus ensuring that pixels with a lower vertical 
precision in a given elevation bin have a smaller impact on the mean 
elevation change of that bin. Pixels with a 20-year elevation change 
larger than five times the NMAD from the median elevation change of 
the elevation bin were removed53. If no valid elevation estimate existed 
within a given bin, the elevation change was linearly interpolated from 
adjacent bins, or extrapolated from the closest bins. For retreating 
lake- and ocean-terminating glaciers, we excluded any loss below water 
level, because DEMs refer to the water surface and not the poorly known 
bathymetry in the deglaciated terrain. We note that these losses do not 
contribute to sea-level rise.

Uncertainty analysis of volume changes

We propagated our uncertainties in elevation change into uncertain-
ties in volume change by assuming that the uncertainty in the mean 
elevation change σ hd  and the uncertainty in the glacier area σA are 
independent:

σ σ A σ h= ( ) + ( d ) . (3)V h Ad
2

d
2 2

The uncertainty in the mean elevation change σ hd  is highly subject 
to spatial correlations due to instrument resolution (spatial scale of 
0–150 m), uncorrected ASTER instrument noise50 (0–20 km) and the 
interpolated nature of our elevation time series (0–500 km). The latter 
spatial correlation term arises from the fact that neighbouring pixels 
of a given region share similar temporal data gaps, and are hence likely 
to have similar interpolation biases that correspond to long-range 
correlations. To empirically quantify these three sources of spatial 
correlations, we drew spatial variograms of elevation differences 
between ICESat and our GP elevation time series71 at each ICESat acqui-
sition date. We found that the spatial correlations greatly varied with 
the time lag Δt to the closest ASTER, ArcticDEM or REMA observation. 
For each time lag, we estimated the partial sill sk (correlated variance) 
by fitting a sum of seven spherical variogram models S(d, sk, rk), with d 
the spatial lag, at ranges rk (correlation lengths) of 0.15 km, 2 km, 5 km, 
20 km, 50 km, 200 km and 500 km (Extended Data Fig. 5a, b). To prop-
agate these spatial correlations when integrating glacier volumes, we 
computed the time lag to the closest ASTER, ArcticDEM or REMA obser-
vation for each time step of our elevation time series and for each gla-
cier pixel to estimate s1 to s6. We then used the GP elevation change 
uncertainties of each glacier pixel to derive s0. Finally, we propagated 
the pixel-wise uncertainties in elevation change into the uncertainty 
in the mean elevation change σ hd  by circular integration of the sum of 
variograms72 over the glacier area A (Extended Data Fig. 5c):

∑σ
A

σ=
1

, (4)
dh

k
dh

2

=0

6
2

k

where σ
dh
2

k

 is the integrated variance component correlated with  
range rk:

∫σ s S d s r A= [ − ( , , )]d . (5)
dh A

k k k
2

k

The reliability of the sum of short-range correlations used to account 
for uncorrected ASTER instrument noise (0–20 km) was further verified 
by applying empirical methods to ice-free terrain73, and found to yield 
larger and more realistic uncertainty estimates than the single-range 
variograms of 0.2–1 km used in previous studies28,53,54,74–76. Our maxi-
mum correlation length of 500 km accords with known spatial cor-
relations of mass balance estimates77. Further details on the spatial 
correlation methods are available in Supplementary Information and 
build on refs. 78–83.

For each glacier, we estimated an uncertainty in the area σA based on 
a buffer84 of 15 m corresponding to the typical resolution of the optical 
imagery used to derive these outlines37,85–87. These uncertainties vary 
from about 0.1% of the area for large icefields (>1,000 km2) to 50% of 
the area and above for small isolated glaciers (<0.1 km2).

Validation of volume changes

We retrieved high-resolution DEMs from LiDAR74,88, Pléiades54,89, Sat-
ellite Pour l’Observation de la Terre90,91 and aerial photographs92,93 
acquired in Alaska, Western North America, Central Europe and High 
Mountain Asia between 2000 and 2019. We derived precise volume 
change estimates during specific periods for 588 glaciers covering 
3,300 km2 and compared these to our volume time series extracted over 
the same glaciers and periods. We found no statistically significant bias 
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of mean elevation change (0.03 ± 0.03 m yr−1; Extended Data Fig. 5d). We 
then validated that our uncertainties, derived from spatially integrated 
variograms calibrated on ICESat measurements, matched the empirical 
errors deduced from the comparison (~92% of 95% uncertainty ranges 
intersect the high-precision volume changes; Extended Data Fig. 5d–f). 
On average, our 5-year uncertainties at the 95% confidence level are 
lower than 0.5 m yr−1 for glaciers larger than 1 km2 and conservative 
for smaller glaciers. We thus validated the reliability of our improved 
uncertainty approaches for volume change estimation down to the 
scale of individual glaciers.

Aggregation to regions

We summed volume changes of glaciers per region. To propagate cor-
related uncertainties among glaciers of the same region, we extended 
the spatial statistics approach used at the glacier scale. For each time 
step, glacier-wide correlated uncertainties were propagated again to 
yield an uncertainty in the mean regional elevation change σ

hd R
. Having 

been integrated once over a spatial support (from pixel to glacier), the 
glacier-wide uncertainties can be propagated again (from glacier to 
regions) directly by a double sum of covariances based on the same 
describing variograms, following Krige’s relation71:





( )∑ ∑ ∑σ

A
σ σ S G G σ σ r A A=

1
− − , , , (6)

h
i j k

h h i j h h k i jd
2

R
2
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d d d dk i k j k i k j, , , ,R

where i, j are indexes for glaciers in the region, σ hd k i,
 is the uncertainty 

in the mean elevation change σ hd k
 with range rk and sill sk for glacier i, 

Gi − Gj is the pairwise distance (spatial lag d) between glaciers i and j on 
the basis of their outline centroids, and AR is the sum of areas Ai of gla-
ciers i in the region.

Conversion to mass changes

We converted volume change into mass change by using a density con-
version factor23 of 850 kg m−3 and an uncertainty of 60 kg m−3. This den-
sity conversion uncertainty was applied at the scale of RGI 6.0 regions, 
as if correlated for all glaciers in the entire region—an assumption that 
yields more conservative estimates than earlier studies29,54. We made 
this conservative assumption owing to the limited knowledge of spa-
tiotemporal correlations in density conversion. Consequently, our 
mass change uncertainties might be too large, in particular for regions 
with the most negative specific-mass change rates (Fig. 3, Extended 
Data Fig. 5g, h).

Aggregation to global

We summed our regional volume and mass change estimates into 
global volume and mass change. Assuming independence of the 
uncertainty in volume and mass changes between RGI 6.0 regions, we 
summed regional uncertainties quadratically. We report uncertain-
ties in mass change for periods shorter than five years solely for the 
global or near-global estimates (for example, Fig. 3b) by assuming 
that the aggregation of largely independent regions leaves limited 
temporal autocorrelation of density conversion factors. We compare 
our regional and global mass changes results with global and regional 
studies listed by the latest IPCC assessment4 as well as additional recent 
studies28,53,94–96 (Supplementary Table 4).

Time-evolving glacier areas

We accounted for temporal changes in glacier areas when deriving 
regional or global time series of specific (area-scaled) mass balances 
or mean elevation change (specific-volume change). We assumed a 
linear change through time, calibrated on time-evolving glacier out-
lines of each RGI 6.0 region21. Over the 20-year study period, these 
time-evolving glacier areas correspond to a nearly 10% decrease of 
glacier areas around the globe—a non-negligible change when assess-
ing mean elevation change rates. To account for this, we added an 

additional uncertainty in the time-evolving glacier area at each time 
step of 1% of the regional area at that time step.

Observed sea-level rise

We derived global mean sea-level trends from a recent study24 with time 
series extended to match our period of study of 2000–2019, yielding 
an estimate of sea-level rise of 3.56 ± 0.4 mm yr−1 with an acceleration 
of 0.15 ± 0.08 mm yr−2. For conversion, we assumed that 361.8 Gt of 
water-equivalent mass loss amounted to 1 mm of sea-level rise.

Acceleration

Glacier mass change acceleration and its uncertainties were derived 
from weighted least squares on the 5-year elevation and mass change 
rates (that is, 2000–2004, 2005–2009, 2010–2014 and 2015–2019), 
propagating their related uncertainties as independent. Although 
shorter timescales and smaller spatial domains are affected by tem-
poral autocorrelation, we assumed the 5-year estimates at the global 
or near-global scale (that is, excluding peripheral glaciers) as tem-
porally uncorrelated. This assumption is supported by timescales 
described for density conversion factors23, by the validation of our 
elevation time series with ICESat and IceBridge, and relies on the 
billions of globally distributed surface elevation observations, lead-
ing to large independent and repeat sampling over 5-year periods 
(Extended Data Table 2).

Distinction between glaciers and ice sheets

When comparing our results to ice sheet studies, we avoided 
double-counting contributions from peripheral glaciers by subtract-
ing part of our own estimate for RGI 6.0 regions 5 and 19 to ice sheet 
estimates from IMBIE7,8. Because IMBIE estimates are a weighted mean 
of three ensemble estimates where half includes peripheral glaciers, 
the other half does not (gravimetric studies include peripheral glaciers, 
altimetric studies exclude peripheral glaciers, and input–output stud-
ies do both), we assumed that subtracting half of our estimates for the 
peripheral glaciers was most adequate. Notably, applying this subtrac-
tion leads to better agreement of GIS and AIS estimates between IMBIE 
and a recent study9 over the period 2003–2018 (Table 1).

Temperature and precipitation analysis

We analysed ERA5 precipitation and temperature97 at both annual 
and seasonal scales. For the latter scale, we considered only winter 
precipitation and summer temperature. We found similar decadal 
patterns at both annual and seasonal scales, and thus present annual 
changes (Fig. 4) to avoid the latitudinal ambiguity of glaciological 
definitions of seasons. Temperature change was extracted at 700 hPa 
(about 3,100 m above sea level) to minimize variations in air tempera-
ture affected by differences in land surface class at the 0.125° nominal 
resolution of the ERA5 reanalysis. To estimate trends of annual pre-
cipitation and temperature over 2000–2019, we derived ordinary 
least-squares trends for each ERA5 grid cell containing glaciers. We 
then area-weighted the global trend by the glacierized area of each 
grid cell. We detected a small increase in precipitation at the global 
scale (4.0% in 20 years) and over glaciers (6.2% in 20 years), coherent 
with the amplification of the global water cycle in a warming world 
near the Clausius–Clapeyron rate98. The sensitivity of mass change to 
air temperature was computed by dividing the specific-mass change 
acceleration by the temperature increase over glacierized terrain for 
the period 2000–2019.

Data availability

Global, regional, tile and per-glacier elevation and mass change time 
series, elevation change maps for 5-, 10- and 20-year periods at 100 m 
resolution, and tables in this article are publicly available at https://doi.
org/10.6096/13. Source data are provided with this paper.
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Code availability

The code developed for the global processing and analysis of all data, 
and to generate figures and tables in this article, is publicly available 
at https://github.com/rhugonnet/ww_tvol_study. Code concomitantly 
developed for processing ASTER data is available as the Python pack-
age pymmaster at https://github.com/luc-girod/MMASTER-workflows 
(with supporting documentation at https://mmaster-workflows.
readthedocs.io) and for processing DEM time series as the Python 
package pyddem at https://github.com/iamdonovan/pyddem (with 
supporting documentation at https://pyddem.readthedocs.io).
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Extended Data Fig. 1 | Flow chart of the methodology. Flow diagram describing the processing steps from satellite imagery to global glacier mass change time 

series. Processing steps correspond to sections in Methods.
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Extended Data Fig. 2 | Spatial and temporal coverage of ASTER, ArcticDEM 

and REMA DEMs. a–c, Spatial distribution of DEMs as a strip count for 

ArcticDEM strips above 50° N (a), ASTER DEM strips (b) and REMA strips below 

50° S (c), shown on top of a world hillshade36. 67,986 ArcticDEM and 9,369 

REMA strips are counted before co-registration to TanDEM-X. This later 

reduces their number to 40,391 and 3,456, respectively, owing to the limited 

stable terrain in polar regions. d, Temporal distribution of the strip count as a 

bi-mensual histogram from January 2000 to December 2019. We note that 

ArcticDEM and REMA strip footprints (15 km × 50 km) are generally much 

smaller than ASTER DEM strip footprints (180 km × 60 km).
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Extended Data Fig. 3 | Elevation time series estimation. a–e, Empirical and 

modelled elevation measurement error (a) and temporal covariance of glacier 

elevation (b) estimated globally. These are used to condition the filtering (c, d) 

and elevation time series estimation (e) of elevation observations, illustrated 

here for a 100 m × 100 m pixel on the ablation area of Upsala, where a strong 

nonlinear elevation loss occurred99. a, Squared measurement error, estimated 

by the squared NMAD of elevation differences to TanDEM-X on stable terrain as 

a function of terrain slope and of quality of stereo-correlation. We express the 

quality of stereo-correlation as a percentage ranging from 0% for poor 

correlations to 100% for good correlations. b, Variance between pairwise 

glacier elevations in time, or temporal variogram. The empirical temporal 

variogram is derived from the aggregated median of variances binned by time 

lags of 0.25 yr. Here, pixels were selected on glacierized terrain showing a linear 

trend of elevation change (estimated from weighted least squares) between 

−1.5 and −1.0 m yr−1. The median of the linear trend at these locations 

(−1.2 m yr−1) was directly used to derive the linear model (orange), which has a 

quadratic variance. The other models are calibrated so that their sum (dashed 

black line) matches the empirical variogram. c, Spatial and temporal filtering 

by conditioning a maximum linear elevation change rate from the 

neighbouring TanDEM-X elevations (see Supplementary Information for 

further details). d, Filtering by successive GP regression fits for credible 

intervals of size 20σ, 12σ, 9σ, 6σ and 4σ. e, Elevation time series of final GP 

regression after the removal of outliers.
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Extended Data Fig. 4 | Validation of elevation time series and uncertainties 

to ICESat and IceBridge. a–d, ICESat64 and IceBridge65,66 measurements 

compared to our surface elevation time series over glacierized terrain in the 

Saint-Elias Mountains, Alaska (a–c) and at the global scale (d). b, Absolute 

z-scores (white to purple) are shown on top of the 2000–2019 surface elevation 

change. z-scores correspond to elevation differences to ICESat (dashed 

outlines) or IceBridge (solid outlines), standardized by our time series 

uncertainty. c, Time series for a 100 m × 100 m pixel extracted on the tongue of 

Agassiz Glacier with neighbouring ICESat and IceBridge elevation differences 

for demonstration purposes. d, Summary of global validation statistics for 

categories of time, season, region, elevation, observation time lag and total 

elevation change, with density distributions of measurements for ICESat  

(light grey) and IceBridge (dark grey). Mean elevation differences, subject to 

snow-cover biases, are shown only by region (summer mean) and by two-month 

seasonal component (difference to the annual mean) for each hemisphere.
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Extended Data Fig. 5 | See next page for caption.
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Extended Data Fig. 5 | Uncertainty analysis of volume changes and 

validation using high-resolution DEMs. a–h, Spatial correlation of elevations 

between the GP time series and ICESat with the time lag to the closest ASTER, 

ArcticDEM or REMA observation (a, b), propagation of correlations into 

specific-volume change uncertainties (c), validation of volume change 

estimates and uncertainties to high-resolution volume changes extracted over 

the same 588 glaciers and periods (d–f) and contribution from all uncertainty 

sources to the 2000–2019 specific-mass change estimates (g, h). a, An 

empirical spatial variogram is shown and fitted with a sum of spherical models 

at correlation lengths of 0.15, 2, 5, 20, 50, 200 and 500 km for elevation 

differences sampled at 720 days (2 years) from the closest observation.  

b, Spatially correlated variances as a function of the time lag to the closest 

observation. The model for the variance used during uncertainty propagation 

is shown in plain lines (sum of quadratic and squared sinusoidal functions 

optimized by least squares). c, Propagation of elevation change uncertainties 

to volume change uncertainties with varying glacier area. As this computation 

is specific to the time lag of each pixel to the closest observation, for each 

glacier, at each time step, c refers to an example. The spatial correlations are 

computed for a time lag to the closest observation, representing the average of 

our study, of 0–1 yr for 50% of observations, 1–2 yr for 20% of observations, 

2–3 yr for 20% of observations and 3–4 yr for 10% of observations. We assume a 

mean pixel-wise uncertainty of 10 m and simplify by considering only the first 

step of integration over a continuous glacierized area (equation (5)). This 

assumption leads to slightly larger contributions from short-range 

correlations than with further propagation to the second propagation step 

between discontinuous glaciers (equation (6)). Uncertainties are largely 

dominated by short- to long-range spatial correlations. d, Comparison of 

specific-volume changes per glacier with 1σ uncertainties. The mean of 

differences in estimates over all glaciers does not statistically differ from zero. 

e, f, Theoretical and empirical 1σ uncertainties, and their evolution with glacier 

size. The theoretical uncertainty is the mean of per-glacier uncertainties 

derived from spatially integrated variograms and the empirical uncertainty is 

the NMAD of the difference between high-resolution and GP estimates.  

g, h, Propagation of uncertainty sources to specific-mass changes for each 

RGI 6.0 region, and all glaciers with and without the Greenland Periphery and 

the Antarctic and Subantarctic, which are magnified in h. Uncertainties are 

largely dominated by the volume-to-mass conversion uncertainties globally, 

and by uncertainties in glacier outlines for regions with a relevant share of 

small glaciers.
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Extended Data Fig. 6 | Two decades of elevation change over various 

regions. a–h, Elevation change of glaciers between 2000 and 2019 in 

Coropuna, Peru (a), Pamir Mountains (b), Iceland (c), Karakoram Mountains (d), 

European Alps (e), Southern Alps, New Zealand (f), West Greenland (note the 

rotated orientation of map) (g) and Svalbard (h). Except for Svalbard, glacier 

outlines displayed are from the RGI 6.0. In the background is shown a hillshade 

derived from several sources36,46,100. In Svalbard, outlines have been updated to 

include the massive surges of Austfonna Basin 338,39 in the northeast and 

Nathorstbreen in the southwest40, indicated by blue arrows.
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Extended Data Fig. 7 | Global evolution of 5-year thinning rates. a–d, Mean 

elevation change rates aggregated by tiles of 1° × 1° for the periods 2000–2004 

(a), 2005–2009 (b), 2010–2014 (c) and 2015–2019 (d). The tile area is inversely 

scaled to the squared 95% confidence interval of the mean elevation change in 

the tile, and tiles are coloured with mean elevation change rates, on top of a 

world hillshade36. The minimum tile area is 10% for a 95% confidence interval 

larger than 2 m yr−1 and tiles are displayed at full size for a 95% confidence 

interval smaller than 0.5 m yr−1. Region labelling refers to that of Fig. 2. The 

acceleration of thinning brings the Karakoram anomaly to its apparent end.
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Extended Data Table 1 | Regional rates of glacier elevation and mass change from 2000 to 2019

Regional and global mean elevation change and mass change rates over 2000–2019 and 5-year subperiods of 2000–2019. The mean elevation change is the volume change divided by 

time-evolving regional glacier areas (see Methods)21. Areas reported are those of the RGI 6.0 inventory22, except for region 12 (Caucasus Middle East), which was updated with more recent 

outlines37. Periods are inclusive and refer to calendar years of 1 January–31 December. Uncertainties correspond to 95% confidence intervals. In Greenland, glaciers highly connected to the ice 

sheet (RGI 6.0 connectivity level 2) are not reported.
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Extended Data Table 2 | Regional data coverage of elevation time series from 2000 to 2019

Spatial and temporal coverage of our elevation time series after the three steps of elevation outlier filtering. Nominal glaciers correspond to uncharted glaciers inventoried in the RGI 6.0 with 

only an estimated surface area, present notably in region 10 (North Asia), where they contribute to 3.0% of the region’s total glacier area. Those are accounted for in our volume change 

estimates by applying the mean elevation change of the region to their reported area. Glaciers without any coverage correspond to glaciers having no valid, post-filtering elevation change 

observation within their outline. This generally occurs when repeat spatial sampling is poor (less than three observations in 20 years) for small glaciers located in steep slopes.
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Extended Data Table 3 | Regional rates of land- and marine-terminating glaciers in maritime regions

Uncertainties correspond to 95% confidence intervals. For marine-terminating glaciers, subaqueous losses are not included (see Methods).
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3.6 Extension to other types of surface elevation applications

3.6.1 Supervised Master thesis: Global cartography of radar penetration

in glaciers from the Shuttle Radar Topographic Mission

Master thesis as supervisor featured in this section: Menthon, M. (2020), Global

cartography of radar penetration in glaciers from the Shuttle Radar Topographic Mission.6

The elevation time series produced in Hugonnet et al. (2021) are useful for other appli-
cations than glacier mass change estimation. A closely related application is the estimation
of penetration of radar signals in Ąrn and ice. Many planetary-scale DEMs, including no-
tably SRTM and TanDEM-X, rely on radar measurements. While those have the beneĄt to
function at night and with cloud cover, complex patterns of penetration that depend on the
seasonal and interannual variation of Ąrn and ice surfaces are entangled in the measurements,
raising the question of what surface is observed. Radar penetration has indeed been the focus
of speciĄc research for two decades (Dall et al., 2001; Rignot et al., 2001), with estimations
of penetration that generally rely on independent surface elevation measurements acquired
simultaneously. BeneĄting from spatially homogeneous surface elevations measured from al-
timetry, estimates of penetration have Ćourished for the Antarctic and Greenland ice sheets
(Zhao and Floricioiu, 2017; Abdullahi et al., 2019; Fischer et al., 2020; Rott et al., 2021).
Due to the scarcity of simultaneous measurements over glaciers, however, penetration esti-
mates have been more difficult to produce. Those originally relied on acquisitions performed
years apart (Berthier et al., 2006). More recently, the increasing availability of DEMs enabled
analysis of acquisitions taken months apart (Dehecq et al., 2016; Lambrecht et al., 2018) and
even days apart (Li et al., 2021). While these improvements are shedding light on the impact
radar penetration has on surface elevation estimation of Ąrn and ice, large-scale estimation
for glaciers remains hardly feasible.

In the thesis of Menthon (2020), we focused on DEMs produced from the C- and X-band
of the SRTM. The C-band has a complete coverage of latitudes lower than 60 degrees and
produced the Ąrst near-global topography of the Earth in February 2000, while the X-band
has a smaller swath coverage of the same Ćight plan. We used the recent NASADEM (NASA
JPL, 2020) product based on a reprocessing of the SRTM C-band with additional corrections
and auxiliary data such as radar backscatter made available. We also retrieved the SRTM
X-band product available from the German Space Agency. After co-registration on stable
terrain (Nuth and Kääb, 2011) on a 1° x 1° tiling, we compared the SRTM C- and X-bands
to the estimated elevation on 15 February 2000 from the ASTER time series (Fig. 3.25).
ASTER acquisitions started as soon as March 2000, with smaller repeat coverage until the
end of 2001, and are thus typically extrapolated before the Ąrst measurement for a period
of a few months to a few years. We performed this analysis for all 100 m x 100 m pixels of
low-latitude glaciers and aggregated the results globally (Fig. 3.26).

6Contribution: in Maxence MenthonŠs thesis, I provided scientiĄc and technical supervision, with co-
supervision by Etienne Berthier. I produced code tutorials to provide Maxence Menthon with starting tools
to analyze the different DEM datasets, and helped scale his Ąnal processing chain developed on case studies
to the global scale.
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Figure 3.25: Example of SRTM-C band penetration estimated from ASTER time series.
Time series of ASTER elevation from Hugonnet et al. (2021) for a 100 m x 100 m pixel of the accumu-
lation area of the Mer de Glace Glacier, France. The C-band SRTM elevation has approximately an
8 m of penetration at this location.

We found a widespread C-band penetration of 4Ű9 m on average for Northern hemisphere
glacierized regions consistent with previous estimates (Berthier et al., 2006; Dehecq et al.,
2016). Those coincide with the expected glacier surface conditions in mid-February of dry Ąrn
accumulated during winter, exacerbating signal penetration. For the Southern hemisphere,
we estimated low penetration values of 0Ű2 m with high regional variability in the Tropics
(Fig. 3.26), that match the wetter surface conditions of the austral summer. For Northern
hemisphere regions, taking an arbitrary 10-year study period that uses the SRTM C-band
as an early DEM, and using another unbiased late DEM, the magnitude of this penetration
would underestimate the current regional glacier mass loss by 90Ű150%.

We analyzed the hypsometric distribution of our estimates (Fig. 3.27). In the Northern
hemisphere, penetration does not only occur in high but also lower elevations, likely owing
to thick Ąrn layers. For the Southern hemisphere, we surprisingly identiĄed elevation biases
in ablation areas. These differences cannot be due to radar penetration due to the wet snow
conditions. While those could stem from the extrapolation of ASTER data, they do not
coincide with the accelerating trend identiĄed in Hugonnet et al. (2021) which would imply
a positive bias. We therefore speculate that these elevation biases are due to the presence of
liquid water at the surface that aggravate surface decorrelation, as previously identiĄed in Li
et al. (2021).
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Figure 3.26: Penetration of SRTM C-band in low-latitude glaciers. The mean penetration
of the entire glacierized surface is estimated per tile. White disks correspond to glacierized areas not
covered by the SRTM. See more legends details on Fig. 3.15.

Figure 3.27: Regional hypsometry of C-band penetration in glaciers. Elevation bias esti-
mated from SRTM C-band minus ASTER elevations (i.e. negative values correspond to penetration).
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The thesis of Menthon (2020) holds promising results to assess the penetration of C- and
X-band in the SRTM for all low-latitude glaciers. Additional analyses focusing on understand-
ing the relationship of the backscatter provided by NASADEM, and the surface conditions
in February 2000 from reanalyses are still ongoing. We expect our recently developed tools
in xdem to help correct the undulations in the X-band SRTM DEMs (Fig. A1b) using tools
inspired from pymmaster. We also aim to constrain uncertainties of the temporal extrapo-
lation using the spatiotemporal statistics approach developed in Hugonnet et al. (2021), to
ultimately provide a robust assessment of radar penetration. The thesis of Menthon (2020)
provides valuable estimates for SRTM, but these methods could be similarly applied to other
radar instruments such as TanDEM-X. This contemporary archive indeed provides tempo-
rally closer acquisition dates to those of ASTER DEMs, a more varied seasonal and repeat
sampling, as well as coverage of polar regions and ice sheet margins. An analysis of TanDEM-
X DEMs globally would thus substantially improve our means to estimate, and eventually
correct, radar penetration into ice and snow.

3.6.2 Supervised Master thesis: Large-scale snow depth mapping from

moderate resolution satellite imagery

Master thesis as supervisor featured in this section: Xiong, Z. (2021), Large-scale

snow depth mapping from moderate resolution satellite imagery.7

In the estimation of changes in surface elevation, another closely related application to
glacier surface changes is that of snow depth estimation. Snow depth is a climate variable
essential to water resource management and avalanche hazard forecasting. Yet, quantifying
snow depth at large scales remains challenging due to its high spatial variability and the
sparse number of available observations. Those observations are generally based on in-situ
measurements in populated regions (Jonas et al., 2009; Schöner et al., 2019; Matiu et al.,
2021), and sometimes complemented with dedicated and costly airborne campaigns from
unmanned aircraft vehicles or terrestrial laser scanning (Nolan et al., 2015; Eberhard et al.,
2021). Such high-resolution observations only exist for a few regions and were generally
acquired after the 2010s, and have been recently complemented by high-resolution satellite
photogrammetry (Marti et al., 2016; Deschamps-Berger et al., 2020). A recent study based
on Sentinel-2 provided large-scale snow depth estimates of the Northern Hemisphere, which
amount to nearly all snow covered surfaces globally (~98%). Yet, this estimate is limited to
post-2017 and to a coarse spatial resolution of 1 km x 1 km (Lievens et al., 2019). Moderate-
resolution satellite photogrammetry such as ASTER imagery has been discarded owing to
their lesser precision and sources of error from instrument noise. The recent improvements
in the correction and constraint of these errors might render the exploitation of the ASTER
archive feasible and unlock two decades of snow depth estimation.

7Contribution: in Zhouyi XiongŠs thesis, I provided scientiĄc and technical supervision, with co-supervision
by Daniel Farinotti. I produced code tutorials to provide Zhouyi Xiong with starting tools to analyze available
ASTER DEMs, and helped scale her Ąnal processing chain developed on a case study to the scale of the
European Alps.
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Figure 3.28: Snow depth with elevation and aspect. Median of 2000Ű2019 winter snow depths
estimated in the European Alps for elevation and aspect bins. South correspond to 180 degree aspect.
Snow depth increases with elevation, and for north faces. Above 3500 m, terrain is mostly ice-covered
and thus only steep slopes, mostly snow-free, are resolved hence the decrease in snow depth.

Figure 3.29: Average 2000Ű2019 winter snow depth in the European Alps. The spatial
average is performed on 100 km x 100 km tiles. Disk sizes scale with the number of pixels measured
which exclude glacierized, forested and snow-free terrain.
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In the thesis of Xiong (2021), we explored the potential of ASTER DEMs to assess snow
depth in the European Alps. The Ąrst step towards an estimation of snow depth is the
production of an end-of-summer, snow-free DEM. Unfortunately, the quality-controlled DEM
products available globally, such as TanDEM-X global DEM (Rizzoli et al., 2017), are a mosaic
of many acquisitions that mixes snow-covered and snow-free elevations. We thus produced
our own snow-free DEM by aligning and merging all ASTER DEMs acquired in summer
during 2000Ű2019. To simplify the temporal aspect of the work, we performed the same
merging seasonally to produce average DEMs of winter, spring and fall for 2000Ű2019, i.e.
a 20-year average climatology of seasonal snow depth. To this end, we vertically aligned all
DEMs exclusively on low elevation stable terrain (<500 m), which mitigates the effects of snow
depth at higher elevations. This effect is generally omitted in glaciological applications (Fig.
C5). We then excluded glacierized and forested terrain from our analysis, as well as snow-free
terrain using the 2000-2019, seasonal average of monthly MODIS snow-cover fraction (Hall
and Riggs, 2021). This masking signiĄcantly reduces the sampled area of the European Alps,
as forests cover most of the lower elevation ranges (1,000Ű2,500 m), and glaciers the upper
ones (3,000 mŰ4,800 m).

We analyzed the reliability of our estimated snow depths by studying their relation to
topographical variables. We did this by computing the median of snow depth in bins of
elevation, slope, and aspect for the entire European Alps. The binning mitigates the lesser
pixel-wise precision of ASTER DEMs by inferring from a larger sample size. We found a
strong snow depth dependency with elevation (Fig. 3.28) that matches the trends measured
from previous high-resolution catchment surveys in the Alps and Pyrenees (Grünewald et al.,
2014). We measured a consistent elevation trend when subdividing arbitrarily in catchments
of a 100 km x 100 km tiling, which validated the spatial homogeneity of the ASTER-based snow
depth estimates. We identiĄed a dependency to aspect independent of elevation (Fig. 3.28),
owed to the lesser solar exposure of northern faces, of magnitude consistent with estimations
of (Zheng et al., 2016) in Sierra Nevada. We found biases in high slopes, however, that
might originate from photogrammetric blunders. Overall, we estimated an average of 0.5 m
of 2000-2019 winter snow depth on all winter snow-covered terrain (Fig. 3.29).

This exploratory thesis showed that ASTER DEMs could be utilized to estimate snow
depth at large scales. While it is yet unclear what would be the spatiotemporal precision of
the underlying estimations (e.g., statistical signiĄcance for a 10 km x 10 km catchment every
5 years, or for larger areas and longer periods?), these results at the scale of the European
Alps show a promising avenue. Performing a comparison with the dense Ąeld measurements
available in the European Alps is discouraged due to their high local variability. We thus
envision an intercomparison with ICESat and ICESat-2 data (Abdalati et al., 2010), and the
use of advanced statistical analyses to help characterize the precision of these estimations at
different spatial and temporal scales.
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3.7 The potential of precise glacier mass changes for the glacio-
logical and hydrological community

3.7.1 Resolved calibration of global glacier models

In-review article as co-author featured in this section: Rounce, D.R. et al. (in review),
Global glacier change in the 21st century: every tenth of a degree temperature increase matters,
Science.8

The availability of glacier volume change estimates at the scale of individual glaciers
globally is redeĄning the way mass balance models are addressed and calibrated. Thus far,
global mass balance models have indeed been relying on sparse in situ data, or regional mass
change estimates for calibration (Huss and Hock, 2015; Hock et al., 2019a; Marzeion et al.,
2020; Edwards et al., 2021). This calibration implied large sources of uncertainties and, in
some occasions, negative biases propagated from the calibration data (Gardner et al., 2013;
Zemp et al., 2019). Most critically, this calibration was performed by imposing the same
mass change to all glaciers in the region, thereby allowing less liberty to the calibration
parameters of individual glaciers, and increasing the risk of local biases when predicting
glacier- or catchment-scale mass changes.

In the study of Rounce et al. (in review), we calibrated nearly every glacier worldwide
based on the 20-year estimates of Hugonnet et al. (2021) using a Bayesian calibration scheme
developed in (Rounce et al., 2020) to account for parameter uncertainty and prevent overĄt-
ting. To improve the calibration, we quality-controlled the data of Hugonnet et al. (2021),
keeping only data with more than 80% coverage and 1σ uncertainty smaller than 1 m w.e. yr−1

which represents 96% of glacier areas and 87% of the number of glaciers (Fig. 3.30). Addition-
ally, we reĄned mass balance predictions by integrating as-yet unaccounted frontal ablation
and debris thicknesses processes, calibrated on recent associated estimates (Rounce et al.,
2021; Kochtitzky et al., in review). Our projections are grouped based on mean global tem-
perature increases by the end of the 21st century compared to pre-industrial levels by aggre-
gating Representative Concentration Pathways (RCPs) and Shared Socioeconomic Pathways
(SSPs) accordingly in order to provide policy-relevant scenarios. This simpliĄcation is taken
due to the linear relationship that exists between glacier mass change and temperature change
(Edwards et al., 2021).

Globally, our projections of sea-level rise for the period 2015-2100 in Rounce et al. (in
review) are larger than previous predictions, despite two factors that reduce sea-level contri-
butions: our mass change calibration and our new sea-level correction. We indeed calibrated
on the estimates of Hugonnet et al. (2021) which are less negative than extrapolated in-situ
measurements (Gardner et al., 2013; WGMS, 2019) or previous global estimates (Zemp et al.,
2019) for the period 2000Ű2019. We additionally implemented a correction for the mass loss
of ice that is below sea level, unaccounted by previous studies (Marzeion et al., 2020; Edwards

8Contribution: in the study of Rounce et al. (in review), I provided early estimates of the Hugonnet et al.
(2021) study along with quality-control analysis of the dataset and discussions on uncertainty analysis.
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et al., 2021), which reduces by about ~15% our projected sea-level rise. For RCP2.6 projec-
tions, our projections are 11% and 19% larger than that of Marzeion et al. (2020) and Edwards
et al. (2021), respectively. Neglecting the loss of ice below sea level, our projections of glacier
contribution to sea-level rise would be 10Ű33% greater than these consensus estimates for all
emission scenarios. We attribute these differences to the improved representation of physical
processes in our model, and possibly the accelerated trend in mass loss in (Hugonnet et al.,
2021). As projected mass losses of glaciers are linearly related to global temperature increases,
we identiĄed that only scenarios with warming lower than +2°C would prevent widespread
deglaciation of low latitude regions (Fig. 3.31).

Figure 3.30: Coverage and uncertainties of glacier estimates. Uncertainty of glacier mass
change estimates of Hugonnet et al. (2021) aggregated by percentage of glacier area measured. The
top two panels show histograms of glaciers in each bin, per number of glacier and per glacierized area.
The Ąrst Ąltering choice listed was kept for the study of Rounce et al. (in review) to ensure highest
quality estimates. Glaciers without observations were calibrated on the regional average.

While our modelling improvements are valuable to yield robust predictions of glacier
mass changes, there is still untapped potential from the increased wealth of observations (e.g.
Hugonnet et al., 2021; Geyman et al., 2022). Firstly, global glacier models were historically
calibrated on mass change to match the units of in situ measurements. Yet, recent improve-
ments in large-scale estimation yield precise volume changes, rather than mass changes. A
conversion to mass changes is convenient to provide a usable water-equivalent change, but
this common practice might not be optimal. Volume-to-mass conversion factors are indeed
largely based on modelling due to the scarcity of Ąrn density proĄle measurements (Huss,
2013). It thus seems preferable that volume-to-mass conversion be integrated within models,
and that the calibration of models evolve to use volume changes as input, instead of relying
on simpliĄed conversions computed in observational assessments.
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Figure 3.31: Spatial distribution of glacier mass remaining by 2100 for the +2°C scenario.
From Rounce et al. (in review). Multi-scenario median glacier mass remaining by 2100 (relative to
2015) for the +2°C (above pre-industrial levels) global mean temperature change scenario. This
includes all RCP and SSPs within a 0.5°C tolerance. Tiles are aggregated by 1°x1° below 60° latitude,
2°x1° between 60° and 74° latitude and 2°x2° above 74° latitude to represent approximately 10,000
km2 each. Circles are scaled based on simulated glacierized area in 2015 and are colored by normalized
mass remaining. Regions that have experienced complete deglaciation by 2100 are shown in white and
outlined in black.

Secondly, the increasing availability and temporal coverage of glacier elevation change
estimation is now providing statistically signiĄcant elevation changes resolved in space, and
sometimes continuous in time (Zemp et al., 2019; Hugonnet et al., 2021). In global glacier
models, a commonly used spatial simpliĄcation uses a one-dimensional, hypsometrical repre-
sentation of glacier (Huss and Hock, 2015). Besides, calibration is also often performed on a
single period rather than accounting for observed trends in time. Current global models con-
sequently do not beneĄt from the wealth of observational data. To address this, those could
evolve towards a two- or three-dimensional calibration in space and time, despite rendering
these models more computationally expensive.

Finally, the spatial propagation of predicted errors of glacier models does not yet include
error assessment based on spatiotemporal statistics. Model uncertainties are mostly based
on the sensitivity analysis of physical processes, and the spread of RCP and SSP scenarios
(Marzeion et al., 2020). Those methods might omit systematic errors from biases in pro-
cess modelling and, with the increasing resolution expected of predictions (Rounce et al.,
in review), are not well suited to propagate random errors between spatial and temporal
scales. Spatiotemporal statistics could be used to shed light on biases and correlations in the
structure of error of glacier predictions and ensure the robustness of uncertainties in model
prediction at all scales.
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3.7.2 Refining density conversion of glacier volume changes

In-prep article as co-author featured in this section: Huss, M. et al. (in prep),
Converting geodetic ice volume to mass change: a global-scale assessment.9

Water-equivalent glacier mass change can only be estimated from volume changes after
density conversion. On a Ąrst intuition, converting from glacier volume changes to mass
changes appears as simple as using the density of ice of around 917 kg m−3. Yet this problem
is much more complex. To illustrate this, let us consider the idealized case of a glacier in a
balanced state during a short period (e.g., during spring or fall), where ablation is balanced
by accumulation. We deĄne the density conversion factor ρ as the fraction of mass change
dM by volume change dV :

ρ =
dM

dV
. (3.1)

We assume that the volume change is measured between two dates: a Ąrst date just after
a heavy snowfall resulting in the accretion of a thick and light snow layer on top of the glacier,
and a second date where this layer has compacted into Ąrn. The mass change dM is around
zero during the period, while the volume change dV is negative due to the volume reduction
from the compaction. And thus the density conversion factor is about zero, according to Eq.
3.1. Changing our Ąrst assumption, we now assume that the glacier was imbalanced and
gaining mass, and that the volume loss due to compaction counter-balances the mass gain in
terms of volume change, yielding a total volume change of zero. Then, from Eq. 3.1, we have
ρ equals either plus or minus inĄnity. In summary, the density conversion factor ρ can take
any value.

To address this, Huss (2013) investigated the use of a periodic average density conversion
factor ρ to describe volume-to-mass conversion. Huss (2013) relied on a glacier mass balance
model coupled to a Ąrn compaction model (Heritage et al., 2009) and calibrated on ice density
proĄles compiled from ice cores over the world (e.g. Oerter et al., 1982; Nuth et al., 2010;
Zdanowicz et al., 2013). These models were used on both idealized glacier geometries and
Swiss glaciers with homogenized time series of in situ measurements (Huss et al., 2009).
Huss (2013) identiĄed a high variability of density conversion factors for short periods and,
using idealized climate forcings, showed that those are also more delicate to constrain when
glacier are in balance with climate. Based on these quantitative results, and in a context
of global glacier retreat, Huss (2013) recommended an average density conversion factor of
~850 kg m−3 with a 1σ uncertainty of ±60 kg m−3 for periods lasting at least 5 years. This
value, systematically smaller than that of ice density, is explained by the partial removal of
low-density Ąrn layers in addition to ice, owing to the skrinking extent of glacier surfaces.
Since then, these recommended values have become common usage in glacier volume change
assessments.

9Contribution: in the study of Huss et al. (in prep.), I provided glacier mass change estimates of Hugonnet
et al. (2021) for calibration of individual glaciers and performed statistical analysis of the density conversion
factors estimated yearly for all 200,000 glaciers during 2000Ű2019.
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Figure 3.32: Global density of glacier volume change from 2000Ű2019. From Huss et al. (in
prep.). Same layout as Fig. 3.15. Density conversion factors are aggregated within tiles by volume
change-weighting, as volume changes correspond to the spatial support of density conversion factors.

Figure 3.33: InĆuence of the thinning rate on the density conversion factor. From Huss
et al. (in prep.). Volume change-weighted median and dispersion of the 2000Ű2019 density conversion
factors for bins of absolute speciĄc-volume change rates for all glaciers globally. An exponential model
Ąt is derived for the binned statistics by weighted least-squares. Density conversion factors increase
with speciĄc-volume change rates, converging towards ice density.
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With the recent increase in precision and coverage of glacier volume changes, density
conversion factors have become the largest uncertainty source of mass change estimations
(Hugonnet et al., 2021), and thus the next limiting factor. In the work on Huss et al. (in
prep.), we combined the global glacier model GloGEM (Huss and Hock, 2015) with a Ąrn
densiĄcation model similar to that of Huss (2013). We initialized mass balances for roughly
all 200,000 individual glaciers globally using the mass change estimates of Hugonnet et al.
(2021). We used ERA5 reanalysis data (Hersbach et al., 2020) to drive the model in estimating
volume changes with Ąrn densiĄcation processes, and ultimately derived a density conversion
factor for every glacier and any period over the last two decades (Fig. 3.32). Our assessment
thereby accounts for local changes in climate, as well as the observed changes of each individual
glacier, that translate into shifts in the Ąrn properties.

Figure 3.34: InĆuence of the thinning rate on density conversion uncertainties. From
Huss et al. (in prep.). 1σ and 2σ dispersions of the 2000Ű2019 density conversion factors for bins of
absolute speciĄc-volume change rates, i.e. mean elevation change rates, for all glaciers globally. An
exponential model Ąt is derived for the binned statistics by weighted least-squares. Density conversion
uncertainties decrease strongly with increasing speciĄc-volume change rates, converging towards zero.

We analyzed the estimated density factors globally. As density conversion factors are spa-
tially integrated on a volume, their spatial aggregation is volume change-weighted in contrast
to the typical area-weighting of elevation changes. The mean density factor of 20-year volume
change was estimated at ~863 kg m−3, matching the previous estimate of Huss (2013). We
identiĄed that density factors are on average lower with speciĄc-volume change (i.e. mean
elevation change) rates that are closer to zero (Fig. 3.33), and closer to 917 kg m−3 with
large volume changes. This Ąnding echoes with the intuition that, over a Ąxed period, more
ice is proportionally removed than Ąrn with a higher thinning rate. Additionally, we found
that uncertainties in density conversion varied strongly with volume change rates, with 1σ
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uncertainties larger than ±100 kg m−3 for speciĄc-volume changes smaller than 0.25 m yr−1,
and uncertainties smaller than ±50 kg m−3 for those larger than 1 m yr−1 (Fig. 3.34). We
also identiĄed a strong dependency of the uncertainty on the length of the study period.

Additionally, we performed an analysis of spatial correlation and identiĄed that density
conversion factors are correlated over a range of ~500 km, which corresponds to the patterns
visible on Fig. 3.32. This implies that the density conversion factors are not independent
between glacier of a region, but similar over very large distances. Consequently, studies that
propagate density uncertainties as uncorrelated between glaciers or small glacierized subre-
gions (e.g. Braun et al., 2019) potentially strongly underestimate density uncertainties, while
studies that propagate those as fully correlated in RGI regions such as Hugonnet et al. (2021)
moderately overestimate uncertainties. As such, these considerations of spatial correlation of
density factors require the attention of the community to better grasp the limitations of past
estimates and provide robust estimates in the future.

3.7.3 Deconvolution of glacier signals in terrestrial water storage change

Published article as co-author featured in this section: An, L. et al. (2021), Diver-

gent causes of terrestrial water storage decline between drylands and humid regions globally,
Geophysical Research Letters.10

Terrestrial water storage (TWS) is an important climate variable to monitor the global
water and energy budget, and is deĄned as the summation of all water on the land surface and
in the subsurface (Girotto and Rodell, 2019). This includes water stored in canopies, snow
and ice, rivers, lakes and reservoirs, wetlands, soil and in the ground. TWS is thus inherently
linked to droughts, Ćoods and sea-level rise, and notably plays a key role in determining water
resource availability.

TWS is difficult to measure at the global scale, however. A recent global study provided
an interpretation of global estimates of TWS change based on gravimetric observations of
GRACE since 2002 (Rodell et al., 2018). Another recent study identiĄed a strong decline of
TWS in endorheic basins (Wang et al., 2018), i.e. basins that do not Ćow to the sea, estimated
at about half of the glacier mass loss during this period. These losses further exacerbate water
stress in these regions, as well as global sea-level rise. Furthermore, TWS is expected to
continue declining, which will potentially double the global land area and population subject
to extreme-to-exceptional droughts by the late twenty-Ąrst century (Pokhrel et al., 2021).
In global studies such as Rodell et al. (2018), the interpretation of TWS changes remains
largely qualitative due to two main challenges. The Ąrst challenge is the coarse resolution
of GRACE data, and the second is the entanglement of all mass change signals from the
biosphere, hydrosphere, cryosphere, and solid Earth.

10Contribution: in the study of An et al. (2021), I integrated glacier mass change estimates of Hugonnet
et al. (2021) and their uncertainties for speciĄc global regions with different aridity levels during the period
2002Ű2016.

http://dx.doi.org/10.1029/2021gl095035 
http://dx.doi.org/10.1029/2021gl095035 
http://dx.doi.org/10.1029/2021gl095035 
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Figure 3.35: Terrestrial water storage trends over different climate zones from GRACE
observations, 2002Ű2016. From An et al. (2021). a, Map of climate zones based on the long-term
Aridity Index (1961Ů1990). Blue dots show glacierized regions. The inset pie chart illustrates the
proportions of global land area for each climate zone. The inset time series illustrates monthly desea-
sonalized TWS anomalies in global landmass, with error bars and shading denoting 95% conĄdence
intervals of monthly anomalies and the best-Ąt linear trend, respectively. b, Same as the inset time
series in (a), but for monthly deseasonalized TWS anomalies in drylands (yellow) and humid regions
(green). c, TWS decline rates (in cm yr−1) for each climate zone. Error bars show 95% conĄdence
intervals. The inset pie chart illustrates the relative contributions of each climate zone to the global
TWS change (in Gt yr−1).

In An et al. (2021), we aim to provide quantitative estimates of TWS changes globally
with relevance to the impacts of droughts and water stress. To address the Ąrst challenge, we
deĄned regions with different levels of aridity worldwide (Feng and Fu, 2013). This enabled us
to aggregate GRACE data for all locations of a certain aridity level, losing in resolution but
also reducing uncertainties to provide statistically signiĄcant global trends (Fig. 3.35). For
the second challenge, we partitioned TWS change into its different contributors from indepen-
dent estimations of the most resolved components. We used our estimation of global glacier
mass changes (Hugonnet et al., 2021). Their increased resolution and precision unlocks the
potential to use glaciers to better constrain other TWS components, rather than the opposite
which was done in gravimetric glacier studies (Wouters et al., 2019; Ciracì et al., 2020). We
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used a reconstruction from a global statistical hydrological model trained on GRACE data
and meteorological datasets to derive precipitation-induced TWS change (Humphrey and
Gudmundsson, 2019). We also used a state-of-the-art hydrological model that accounts for
human interference such as groundwater abstraction and reservoir regulation (Müller Schmied
et al., 2021) to estimate human-induced change. Finally, we combined these to partition TWS
change into three main contributors: precipitation-induced changes, glacier mass changes, and
human-induced changes (Fig. 3.36).

Figure 3.36: Quantitative attribution of terrestrial water storage trends in each climate
zone during 2002Ű2016. From An et al. (2021). a, Contributions of each driver to zonal TWS
trends. b, Schematic diagram summarizing the contributions of major drivers to the net TWS trends
in global drylands and humid regions. Contributions of direct human activities, precipitation, and
glacier mass changes are in Gt yr−1, whereas sectoral water consumptions are in percentage.
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We found that the sum of our three contributors explains nearly all TWS changes measured
by GRACE data. Precipitation-induced changes have limited and transitory impacts (<20%),
while glacier mass losses explain the TWS changes (~103%) in humid regions and human-
induced changes dominate the TWS decline in drylands (~64%). In drylands, TWS losses
appear enduring and widespread owing to human activities, and are attributed largely to
unsustainable groundwater abstraction (Fig. 3.36). Our Ąndings quantiĄed that arid regions,
already vulnerable, will be at an increased risk of water scarcity, stressing the need for dryland
water conservation efforts globally. Improved quantiĄcations are necessary to better resolve
the local variations in these trends, and isolate where efforts are most needed. By combining
our estimates of Hugonnet et al. (2021) and GRACE data with downscaling techniques, TWS
changes could potentially be resolved at Ąner scales in glacierized regions.

3.7.4 The relation between glacier thinning and ice-dammed outburst floods

Published and in review articles as co-author featured in this section: Veh, G. et
al. (2022), Trends, breaks, and biases in the frequency of reported glacier lake outburst floods,
EarthŠs Future and Veh, G. et al. (in review), Smaller and earlier outbursts from ice-dammed

lakes with ongoing glacier decay, Nature.11

Glacier lake outburst Ćoods (GLOFs) are Ćoods that emerge from lakes storing meltwater
behind a glacier or moraine dam, or in overdeepened parts of exposed glacier beds. Hundreds
of GLOFs have been recorded in the past century, claiming more than 10,000 fatalities and
devastating farmland, livestock, and infrastructure (Carrivick and Tweed, 2016). Several
studies have argued that, under atmospheric warming, the annual number of GLOFs might
increase (Bolch et al., 2012; Harrison et al., 2018; Shugar et al., 2020). Thousands of lakes have
indeed been forming in the foreland of retreating glaciers (Shugar et al., 2020), and reported
outbursts are deemed to be on the rise, especially since the beginning of the 20th century
(Harrison et al., 2018). Additionally, the demographic increase in mountainous regions, as
well as the growing economic activities such as hydropower generation, forestry, and mining,
call for a better understanding of GLOFs to mitigate their potential impacts.

In Veh et al. (2022), we collated a new global GLOF inventory recording more than 2,000
events based on catalogues of national authorities, regional inventories (e.g. Haeberli, 1983;
Bhambri et al., 2019), as well as ~700 other sources that includes stream gages analyses, air-
and space-borne imagery, stratigraphy, tree rings, news outlets, social media accounts and
unpublished works. Due to the difference in reporting activities, we investigated the presence
of bias in this new inventory by speciĄc statistical analyses. Temporal biases might be due to
historical changes in data recording and instrumentation, with events missing systematically
in databases (Veh et al., 2019). Geographical biases might originate from societal differences
in monitoring, for instance mith more event recorded in regions that have long traditions
in mountaineering, glacier research, and more inhabitants and infrastructure near glaciers
(Harrison et al., 2018).

11Contribution: in the studies of Veh et al. (2022) and Veh et al. (in review), I discussed the biases in the
GLOF inventory collated by Georg Veh and I extracted thinning time series for speciĄc glacier lake dams.

https://doi.org/10.1029/2021EF002426 
https://doi.org/10.1029/2021EF002426 
https://doi.org/10.1029/2021EF002426 
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Figure 3.37: Comparing the annual
number of reported GLOFs with annual
air temperatures and research activity
in the period 1901Ů2017. From Veh et al.
(2022). a, Map of the six study regions. In-
set shows the number of GLOFs per decade.
b, Annual number of reported GLOFs. c,
Mean annual air temperature averaged from
all sites that produced at least one GLOF. d,
Total number of annual glacier surveys in our
study regions. In panels (b-d), thick lines
are the means and shades are the 50Ů95%
posterior predictive highest density intervals
from a Bayesian piecewise Poisson regression
of the outcome on the y-axis versus year. Bot-
tom black lines and probability densities are
the prior and posterior location of the change-
point.
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We found a positive trend in the number of reported GLOFs that reduces signiĄcantly
after a break in the 1970s. This break coincides with independently detected trend changes
in annual air temperature and in the annual number of Ąeld-based glacier surveys (Fig. 3.37),
here used as a proxy of scientiĄc event reporting. We observed a deceleration of both the
number of reported GLOFs and the number of glacier surveys, while the temperature kept
rising in the past Ąve decades. Therefore, warming alone does not explain the trends in
reported GLOFs. This suggests that temperature-driven glacier lake formation, growth, and
failure are weakly coupled to the number of GLOFs, or that those have been overlooked.
Further analysis identiĄes distinct geographic and temporal biases. We predict that, on
average, two to four out of Ąve GLOFs might have gone unnoticed in the early to mid-20th
century. While those Ąndings on biases help reconcile the observed trends in reported GLOFs,
it is still unclear how climate change is affecting GLOFs.

In Veh et al. (in review), we used the collated inventory to analyze the changing char-
acteristics of ice-dammed GLOFs globally. We investigated notably the Ćood volume and
peak discharge with possible explanatory variables. We identiĄed that ice-dammed outburst
Ćoods with the highest magnitude have decayed, producing smaller Ćood volumes, but that
average magnitude outbursts show little change. Ice-dammed GLOFs also happen earlier in
the season, and the associated lakes are forming at higher elevations, with is largely explained
by ongoing glacier retreat from atmospheric warming. Additionally, we utilized the elevation
estimates of Hugonnet et al. (2021) extracted from the glacier areas damming the lakes to
investigate its relationship with ice-dammed GLOF volume and peak discharge (Fig. 3.38).
We found no clear relationship, suggesting either a nonlinear response of these two quantities
or that glacier thinning at the dam is not an appropriate proxy to predict GLOF magnitude.
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Figure 3.38: Trends in Ćood volume, peak discharge, and lake area against cumulative
glacier elevation change between 2000 and 2019. From Veh et al. (in review). a, Map of 15
ice-dammed lakes that produced >5 GLOFs in that period. b, Posterior regression slopes of water
volume V0 (left) and peak discharge Qp (right) versus cumulative elevation change of the glacier dam.
Bubbles are median values, and horizontal lines show the 95% posterior highest density interval of the
posterior trends. Colours in (a-b) distinguish between the study regions. c, Local changes in lake
area and glacier elevation between 2000 and 2019. Lake areas were mapped from satellite imagery
immediately prior to the outburst and colour codes of the lake outlines show the year of the GLOF.
Blue bubbles show the average percent change in lake area between the Ąrst and last reported GLOF
for each lake. Orange bubbles show the mean elevation change of the glacier dam. Grey horizontal
scale bar is one kilometre in all panels in c. All background images obtained by Planet Labs in 2019.



Conclusions and outlook

What was done in this thesis?

In this thesis, we Ąrst studied the accuracy and precision of digital elevation models. We
showed the importance of accounting for the spatial variability and spatial correlation in the
structure of elevation errors. Those considerations are not only essential to robustly propa-
gate uncertainties, but more generally to characterize the ability of digital elevation models to
represent surface elevation and improve inter-comparability of reliant applications. BeneĄting
from the generic character of the spatial statistics methods developed, we extended their ap-
plications to other types of observational or model-based estimates, including ice velocity, ice
thickness, and elevation change interpolation. Those helped improve uncertainty estimation
across spatial scales, from local measurements to regional- or planetary-scale assessments.

We then tackled glacier mass change estimation. We harnessed two decades of digital
elevation models obtained or generated from various sensors, relying primarily on the ASTER
archive. We developed a temporal prediction method that relies on the structure of the data
to mitigate existing limitations, and produced a resolved estimate of glacier surface elevation
worldwide. We adapted our previous methods to characterize the spatiotemporal structure
of errors and improve Ąltering, interpolation, and uncertainty estimation at all scales, with
extensive validation on independent data. We extended our estimations from surface elevation
to radar penetration and snow depth. And, by ingesting our estimates into other applications,
we helped constrain glacier predictions, density conversion of volume changes, changes in
terrestrial water storage and shed light on the relation to lake outburst Ćoods.

In this endeavor, we developed open tools to help foster reproducible and consistent anal-
yses of digital elevation models and glacier mass changes. We made our estimates accessible
and paired with the documentation of our tools, to ensure that they can beneĄt the broad
community.

What do we retain from this thesis?

Nowadays, the increasing amount and precision of available data has rendered large-scale
geospatial estimations not only feasible, but relatively common. Providing central tendency
estimates is generally not the limiting factor, however. A Ąrst major challenge lies in the
identiĄcation and mitigation of biases that can stem from poor accuracy of the instruments or
arise from errors during statistical prediction, to ensure that estimates are unbiased. A second
challenge is related to the characterization of precision, inherently rooted in the spatial and
temporal nature of geospatial problems, to robustly report uncertainties at different scales.
Both challenges are also relevant to modelling, in particular when model-based estimates are
validated against observations.
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In this thesis, we showed that these challenges can be addressed robustly using spatiotem-
poral statistics, or more generally Gaussian processes. For the Ąrst challenge, Gaussian pro-
cesses allow to perform a prediction historically coined "best unbiased estimation" in kriging by
describing and utilizing the multidimensional covariance of the studied variable, as done here
in the temporal prediction of glacier elevation. For the second challenge, the same approach
can be used to describe errors by relying on the difference between the studied measurement
and independent measurements, generally of higher precision. The spatial and temporal
dimensions are embedded in geospatial assessments, yet other variable-speciĄc dimensions
might also be useful to resolve the challenges of certain applications. Ultimately, these robust
techniques are crucial to the interpretation and dissemination of results, especially in Ąelds
susceptible to large uncertainties as are climate sciences.

Future research directions

Several research directions are envisioned from this work. Regarding digital elevation models,
the methods developed could be applied to all existing sensors and products to provide the
community with a description of their respective structure of error. Additionally, by using
these structures of error as input, digital elevation model methods could become error-aware.
This includes routines such as co-registration and bias-corrections, which are increasingly
used and would beneĄt from statistically-based rather than arbitrarily-based criteria (e.g.,
subsampling, binning, convergence) to progress towards optimized functioning. Additionally,
our framework of non-stationary spatial statistics, owing to its genericity, could be utilized
for the uncertainty analysis of other geospatial estimates, be it observational or modelled.

For elevation-based estimations, our improved ASTER products could help reĄne the mass
change estimates of the Greenland and Antarctic ice sheets. Our method of prediction from
Gaussian processes could be extended to the dimension of space in addition to that of time,
and potentially to other explanatory variables, to eventually harness the entirety of available
surface elevation datasets simultaneously, including footprint- or swath-based altimetry. A
comparative analysis of elevation time series with bias-prone instruments could produce a
wealth of information on biases such as radar penetration into Ąrn and ice, including SRTM
and TanDEM-X, and shed light on how auxiliary instrument data can be used to correct
them. Eventually, all debiased elevations could be combined to yield reconciled estimations,
as well for glacier mass changes as for other applications such as seasonal snow depth.

Finally, our methods are not only useful for statistical estimation, but also for analysis.
Spatial and temporal, or other dimensional correlations could help standardize the way glacier
mass balances are analyzed, for instance to deconvolve their climatic and geomorphological
responses and improve past reconstructions, or better quantify the hypsometric dependency
of their climatic response in space and time. Spatiotemporal correlations are continuous
approaches to the deĄnition of spatial and temporal domains, free of arbitrary discretization,
such as regional delineation or periodic demarcation, and might beneĄt a wide range of
applications including glaciology and, more generally, Earth system science.



Conclusions et perspectives

Qu’est-ce qui a été realisé durant cette thèse ?

Dans cette thèse, nous avons dŠabord étudié lŠexactitude et la précision des modèles numériques
de terrain. Nous avons montré lŠimportance de la prise en compte de la variabilité spatiale et
de la corrélation spatiale dans la structure des erreurs dŠaltitude de surface. Ces considéra-
tions sont non seulement essentielles pour propager de manière robuste les incertitudes, mais
plus généralement pour caractériser la capacité des modèles numériques de terrain à représen-
ter lŠaltitude de surface et à améliorer lŠinter-comparabilité des applications qui en dépendent.
En proĄtant du caractère générique des méthodes de statistiques spatiales développées, nous
avons étendu leurs applications à dŠautres types dŠestimations basées sur des observations ou
des modèles, notamment la vitesse de la glace, lŠépaisseur de la glace et lŠinterpolation des
changements dŠaltitude. Ces méthodes ont permis dŠaméliorer lŠestimation de lŠincertitude
à toutes les échelles spatiales, de la mesure locale à des évaluations à lŠéchelle régionale ou
planétaire.

Nous nous sommes ensuite attaqués à lŠestimation du changement de masse des glaciers.
Nous avons exploité deux décennies de modèles numériques de terrain obtenus ou générés
par divers capteurs, en nous appuyant principalement sur lŠarchive de lŠinstrument ASTER.
Nous avons développé une méthode de prédiction temporelle qui sŠappuie sur la structure des
données pour atténuer les limitations existantes, et nous avons produit une estimation résolue
de lŠaltitude de la surface des glaciers dans le monde entier. Nous avons adapté nos méthodes
précédentes pour caractériser la structure spatio-temporelle des erreurs et améliorer le Ąltrage,
lŠinterpolation et lŠestimation de lŠincertitude à toutes les échelles, avec une validation poussée
à partir de données indépendantes. Nous avons étendu nos estimations de lŠaltitude de surface
aux cas de lŠestimation de la pénétration radar et de lŠépaisseur de la neige. Et, en intégrant
nos estimations dans dŠautres applications, nous avons contribué à contraindre les prédictions
dŠévolution des glaciers, la conversion en densité des changements de volume, les changements
dans le stockage de lŠeau terrestre et à éclaircir la relation avec les vidanges de lacs glaciaires.

Dans cette entreprise, nous avons développé des outils libres dŠaccès pour favoriser des
analyses reproductibles et cohérentes des modèles numériques de terrain et des changements
de masse des glaciers. Nous avons rendu nos données dŠestimations accessibles et les avons
associées à une documentation de nos outils, aĄn de garantir quŠelles puissent bénéĄcier la
communauté large.

Que retenons-nous de cette thèse ?

De nos jours, la quantité et la précision croissantes des données disponibles ont rendu les esti-
mations géospatiales à grande échelle non seulement réalisables, mais relativement courantes.
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Cependant, fournir des estimations de tendances centrales nŠest généralement pas le facteur
limitant. Un premier déĄ majeur réside dans lŠidentiĄcation et lŠatténuation des biais qui
peuvent naître dŠune mauvaise précision des instruments ou provenir dŠerreurs lors de prédic-
tions statistiques, cela aĄn de sŠassurer que les estimations ne sont pas biaisées. Un deuxième
déĄ est lié à la caractérisation de la précision, intrinsèquement ancrée dans la nature spatiale
et temporelle des problèmes géospatiaux, aĄn de rendre compte de manière robuste des in-
certitudes à différentes échelles. Ces deux déĄs sont également pertinents pour les travaux de
modélisation, en particulier lorsquŠils sont validés par rapport à des observations.

Dans cette thèse, nous avons montré que lŠon peut répondre à ces déĄs par lŠutilisation de
statistiques spatio-temporelles, ou plus généralement de processus gaussiens. Pour le premier
déĄ, les processus gaussiens permettent de réaliser une prédiction historiquement nommée
"meilleure estimation non biaisée" en krigeage, qui sŠeffectue par la description de la covari-
ance multidimensionnelle de la variable étudiée, comme cela est fait ici dans la prédiction
temporelle de lŠaltitude des glaciers. Pour le second déĄ, la même approche peut être util-
isée pour décrire les erreurs en sŠappuyant sur la différence entre la mesure étudiée et des
mesures indépendantes, généralement de plus grande précision. Les dimensions spatiales et
temporelles sont ancrées dans les évaluations géospatiales, mais dŠautres dimensions spéci-
Ąques aux variables étudiées peuvent également être utiles pour résoudre les déĄs de certaines
applications. En Ąn de compte, ces techniques robustes sont cruciales pour lŠinterprétation
et la diffusion des résultats, en particulier dans les domaines sujets à de grandes incertitudes
tels que les sciences du climat.

Pistes de future recherche

Plusieurs directions de recherche sont envisagées à partir de ce travail. En ce qui concerne
les modèles numériques de terrain, les méthodes développées pourraient être appliquées à
tous les capteurs et produits existants aĄn de fournir à la communauté une description de
leur structure dŠerreur respective. De plus, en utilisant ces structures dŠerreur en entrée, les
méthodes dŠanalyse de modèles numériques dŠaltitude pourraient évoluer pour tenir compte de
ces erreurs. Cela inclut des routines telles que la co-registration et les corrections de biais, qui
sont de plus en plus utilisées et qui bénéĄcieraient de critères basés sur des statistiques plutôt
quŠarbitraires (par exemple pour le sous-échantillonnage, le binning, la convergence) pour
progresser vers un fonctionnement optimisé. De plus, notre approche de statistiques spatiales
non stationnaires, par sa généricité, pourrait être utilisée pour lŠanalyse dŠincertitude dŠautres
estimations géospatiales, que celles-ci soient observées ou modélisées.

Pour les estimations basées sur lŠaltitude, nos produits ASTER améliorés pourrait être
utilisés pour contraindre le changement de masse des calottes glaciaires du Groenland et de
lŠAntarctique. Notre méthode de prédiction à partir de processus gaussiens pourrait être
étendue à la dimension spatiale en plus de celle du temps, et potentiellement à dŠautres vari-
ables explicatives, pour Ąnalement exploiter de manière simultanée la totalité des données
dŠaltitude de surface disponibles, incluant lŠaltimétrie dŠempreinte ou de fauchée. Une anal-
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yse comparative de séries temporelles dŠaltitude avec les instruments à biais pourrait alors
produire une mine dŠinformations sur ces biais tels que la pénétration des radars dans le névé
et la glace, notamment pour les instruments SRTM et TanDEM-X, et éclairer la façon dont
les données des instruments auxiliaires peuvent être utilisées pour corriger ceux-ci. À terme,
toutes les altitudes corrigées pourraient être combinées pour produire des estimation récon-
ciliées, aussi bien pour le changements de masse des glaciers que pour dŠautres applications
telles que lŠépaisseur saisonnière de la neige.

EnĄn, nos méthodes ne sont pas seulement utiles pour lŠestimation statistique, mais aussi
pour lŠanalyse. Les corrélations spatiales et temporelles, ou celles dŠautres dimensions, pour-
raient aider à standardiser la façon dont les bilans de masse des glaciers sont analysés, par
exemple pour déconvoluer leurs réponses climatiques et géomorphologiques et améliorer les
reconstructions passées, ou mieux quantiĄer la dépendance hypsométrique de leur réponse cli-
matique dans lŠespace et le temps. Les corrélations spatiotemporelles approchent de manière
continues la déĄnition des domaines spatiaux et temporels, libre de toute discrétisation ar-
bitraire telles que la délimitation de régions ou le choix dŠune période dŠétude, et peuvent
bénéĄcier à un large éventail dŠapplications, telles que la glaciologie et, plus généralement, la
science du système terrestre.
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I. SUPPLEMENTARY DATA

A. Case study of the Northern Patagonian Icefield

In addition to using terrain-dependent variables (Fig. 3),

we add a second case study to exemplify the use of sensor-

dependent variables to constrain elevation heteroscedasticity.

We use nearly simultaneous SPOT-5 and ASTER images

acquired over the Northern Patagonian Icefield (NPI), South

America, in March 2012 (Table S1). We generate an ASTER

DEM from ASTER L1A imagery [135] using MicMac for

ASTER (MMASTER) [66]. This processing merges three

consecutive 60 km x 60 km granules into a 180 km x 60 km

strip and mitigates the effects of cross-track biases during

stereo calculations. We use the quality of stereo-correlation

computed by MicMac [136] as a sensor variable for the

ASTER DEM (Fig. S5). Additional results and discussion on

the Northern Patagonian Icefield case study are presented in

the Supplementary Section III.

B. DEMs used for the noise examples

All examples of DEM noise show elevation differences in

areas that mainly comprise stable terrain, after coregistration

following [77]. Fig. 1b shows elevation differences from two

PlÂeiades DEMs acquired 10 days apart in Peru, which were

generated using the Ames Stereo Pipeline (ASP) [134]. The

undulations of both DEMs are intertwined.

Fig. S1a shows a difference between ASTER DEM and

TanDEM-X global 90 m DEM in Yukon, Canada. The ASTER

DEM was generated using MMASTER [66] with cross-track

parallax adjustment and 3-granule stitching, but without cross-

or along-track bias corrections [47]. These patterns of cross-

track bias and along-track undulations are typical of most

ASTER DEMs [66].

Fig. S1b shows a difference between the X-band SRTM

DEM provided by the German Aerospace Center and the C-

band SRTM elevations provided through NASADEM [137]

on the Tibetan Plateau. This SRTM-C product corrects for

systematic ºrippleº errors based on independent elevations

from the Ice, Cloud and land Elevation Satellite (ICESat).

The observed undulations thus largely stem from the X-band

SRTM. Co-registration is performed on a 1° x 1° tile basis (i.e.

about 100 km x 100 km) which, due to the long range of X-

band undulations, entails different vertical shifts among tiles.

Fig. S1c shows a difference between a WorldView-2

DEM generated by the ArcticDEM effort [138], [139] and

a TanDEM-X DEM in Yukon, Canada. The presence of

clouds in the Worldview-2 stereo images results in artefacts of

amplitude 25±50 m in the DEM segment, also observable in

the hillshade. The typical per-pixel random errors of TanDEM-

X (about ± 5 m) are negligible compared to the amplitude of

the observed noises, so the elevation differences are largely

due to errors in the WorldView-2 DEM.

Fig. S1d shows a difference between a SPOT-6 DEM

generated with ASP [134] and the Copernicus 30 m DEM in

Iceland. The stripped artefacts stem from the SPOT-6 DEM.

II. SUPPLEMENTARY METHODS

A. Spatial statistics and second-order stationarity

Spatial statistics are based on the characterization of cor-

relations that generally depend only on the distance between

observations [112], [113], [117]. To this end, spatial statistics

are applied in a statistical framework governed by the assump-

tion of second-order stationarity. That is, if the following three

assumptions are fulfilled:

• the mean of the variable of interest is stationary in space,

i.e. constant over sufficiently large areas within the spatial

domain;

• the variance of the variable of interest is stationary in

space, i.e. constant over sufficiently large areas within

the spatial domain; and

• the covariance between two observations only depends

on the spatial distance between them, i.e. no other factor

than this distance plays a role in the spatial correlation.

B. Robust estimators for variograms

We use Dowd’s estimator [146] to estimate empirical vari-

ograms. Empirical variogram estimation is a binning procedure

in which the variance between pairs of observations that fall

within a similar spatial lag, i.e. distance between the pair, is

estimated. Variogram estimators are subject to the influence

of outliers in a manner similar to that of dispersion estimators

for a traditional sample. We did not use Genson’s robust

variogram estimator [150] due to long computation times,

not well fitted to elevation data. While the Cressie-Hawkins

estimator [149] was defined to be more robust than the most

common Matheron estimator [148], it is still less robust than

median estimators such as Dowd’s [146]. However, median

estimators can misrepresent sample variability in the case of
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a small sample size. As DEM analysis generally contains

large sample sizes, we choose to consistently rely on Dowd’s

estimator. Furthermore, we highlight the practical advantage of

using Dowd’s estimator along with the NMAD. In fact, both

estimators are scaled to the dispersion of a normal distribution

with a similar scaling factor. Dowd’s scaling factor of 2.198

(for the variance) corresponds exactly to the square of the

scaling factor of the NMAD of 1.482 (for the dispersion).

C. Pairwise sampling for grids

To improve our variogram estimation across spatial scales

that span several orders of magnitude (1±10 m to 10±100 km),

we delve into the problem of pairwise sampling of grid data.

Historically, variograms were sampled from point measure-

ments [112]. All pairwise combinations of point observations

were used to derive an empirical variogram. For dense spatial

data, however, the millions of sampled locations yield trillions

of possible pairwise combinations, which are not computation-

ally feasible. Many studies have addressed this by selecting

a random subset of data, typically a few thousand random

points. This method remains inefficient for large grids, as

pairwise sampling of a random selection of dense data does

not sample equally across all spatial scales (Fig. S13a). The

resulting variogram is poorly sampled in the short and long

ranges relative to the middle ranges (Fig. S13c,e).

To remedy this, we introduce an approach that samples large

and dense grid data by partitioning the space between a subset

defined by a central disk and successive subsets of outer rings

that share the same center (Fig. S13b). The pairwise sampling

is only made between the central and outer subsets, and is

repeated for several random center points across the grid.

Pairwise samples that are drawn twice are removed to ensure

independent sampling. Through this procedure, which we im-

plemented in scikit-gstat [147], the variogram is sampled more

equally across spatial scales, and the computation is more

efficient for short and long ranges (Fig. S13d,f). Specifically,

the same number of pairs is sampled for distances separated by

a factor
√
2, which produces rings R of the same successive

area A:

A(Rr,
√
2r) = A(D√

2r)−A(Dr)

= π
[

(
√
2r)2 − r2

]

= πr2,
(S1)

where Dr is the disk of radius r and Rr1,r2 is the ring of

inside radius r1 and outside radius r2. Therefore, the distances

are sampled equally in logarithmic binning (Fig. S13f).

Furthermore, we estimate our empirical variograms for 100

realizations and use these realizations to empirically estimate

an uncertainty. We perform the pairwise sampling of each

realization without constraints from the previous one due

to the complexity of the pairwise sampling procedure. This

implies that pairwise differences are not fully independent

among realizations. In practice, this has a minor impact due

to the billions of potential pairwise samples within the grid.

Given the small percentage of pairwise samples computed per

realization (typically < 1%), we consider that the empirical

variograms estimated for each realization are largely indepen-

dent. We aggregate the empirical variograms by deriving the

mean variance at each spatial lag and, assuming independence

of the samples, compute its uncertainty as the standard error of

the mean at each lag. This is possible because every realization

estimates the empirical variogram for the same binning.

D. Effective number of samples in an area

We aim to characterize the effective number of samples,

that is, the number of samples that are effectively indepen-

dent considering spatial correlations. The number of effective

samples is a function of the area A and the variogram model

γ. To this end, we take the example of a spatial average of

elevation h inside a study area A:

h =

N
∑

i=1

hi

N
, (S2)

where N is the number of pixels in the study area A, and hi

is the elevation of a given pixel i.

We define the number of effective samples Neff in the area

A following the classical standard error formulation:

σ2

h
=

σh
2|A

Neff

, (S3)

where σ2

h|A is the average variance of pixels i in the area

A:

σ2

h|A =
1

N

∑

i

σ2

hi
. (S4)

To express Neff , we need to determine the uncertainty in

the spatial average of elevation σ
dh

. Once a variogram model

γh(d) is defined to represent the spatial correlation of the data

as a function of spatial lag d, the uncertainty of h over the

area A is derived from the spatial average of its covariance

Cov(A) = σ2

h|A − γh(A) over the area A:

σ2

h
= Cov(A) =

1

A2

∫∫

A

(σh(x)σh(x
′)− γh(x− x′)) dx dx′,

(S5)

where dx and dx′ sweep independently over the area A.

Note that Eq. S5 is the continuous, integral version of Eq. 17.

A variogram model is composed of a range, which describes

a correlation length, and a partial sill, which describes a

correlated variance. We assume the absence of a variogram

nugget term [112] that, to our knowledge, was not identified

in DEM applications. The sum of partial sills amounts to the

variance, which implies that the variogram tends toward σ2

h|A
with increasing spatial lag d:

{

γh(d) ∈
[

0, σ2

h|A
]

,

limd→inf γh(d) = σ2

h|A.
(S6)

Consequently, a variogram model can be conveniently fac-

torized by the average variance of the process in the area A:

γh(d) = σ2

h|Aγ1(d), (S7)
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where γ1(d) is the variogram with unit sill, which corre-

sponds to the correlation function ρ(d) (Eq. 17) and only takes

values between 0 and 1.

The uncertainty of the average elevation h over an area A is

thus directly related to the dispersion variance [154], i.e. the

double integral of the variogram over the area A:

γ1(A) =
1

A2

∫∫

A

γ1(x− x′) dx dx′ . (S8)

By combining this term with Eq. S4, we have:

σ2

h
=

1

A2

∫∫

A

σh(x)σh(x
′) (1− γ1(x− x′)) dx dx′

≈ σ2

h|A ·
(

1− γ1(A)
)

,

(S9)

where the latter approximation is only valid if the variability

of σh is distributed homogeneously in the area A, that is,

without any dependence on spatial lag d = x− x′.

It follows that the effective number of samples Neff is only

a function of spatial correlations γ1 and the area of integration

A:

Neff (A) ≈
1

1− γ1(A)
. (S10)

In particular, the effective number of samples is independent

of the variance of the process σh.

E. Theoretical approximation for spatially contiguous spatial

propagation

The propagation described by Eq. 17, or its continuous ver-

sion Eq. S5, allows to derive uncertainties for the distribution

of any spatial sample. However, its double-sum computation

scales exponentially with the number of samples, resulting in

trillions of calculations with millions of samples.

To remedy this, [65] introduced an approach to approximate

the integral of the variogram integral for spatially contiguous

areas. The shape of the area A is simplified to a disk of equal

area. The integral γ1(A)A=disk is then computed circularly as

a single aerial integral from the center point of the disk:

γ1(A)A=disk =
2π

A

∫ r=
√

A
π

r=0

γz(r) dr . (S11)

While this integral can be computed exactly, the derivation

of the analytical integration is complex [65]. This is especially

the case when using a sum of several variogram models. Addi-

tionally, the disk simplification yields a conservative estimate

(i.e. an estimate that is larger than it should actually be) once

γ1 is converted into an uncertainty with Eqs. S3 and S10). This

is because the disk’s center point has the shortest distance

to other points falling within the disk and, thus, the largest

cumulative correlated errors (Eq. 17). This simplification has

even more deviation from the exact analytical solution when

the shape of the area differs substantially from that of a disk

(Fig. S16).

To mitigate these issues, we introduce a new approach

inspired by [65]. We hold onto the concept of using single

instances of aerial integration to numerically simplify the

calculation. For this, we iterate over k randomly selected

ºcenterº points xk of a subset K of the N points within the

area A, and compute the average of the aerial integrals for

each of these subset center points γ1(A)sub:

γ1(A)sub =
1

A

∫

A

γ1(xk − x) dx|k∈K. (S12)

Discretized, and combined with Eq. S9, this corresponds to

Eq. 18. The random iteration over several ºcenterº points xk

ensures that the approximation captures the spatial variability

of the shape of the area A. Indeed, using a single center point

omits the distribution of points beyond the longest correlation

range, since those have no correlation with the center point.

We perform the integration numerically for each iteration

l. The computational efficiency of the approximation is well

suited to large sample sizes with O(K ·N) for a sample size

N , instead of O(N2) for Eq. 17. We find robust results using

100 ºcenter pointsº k for different shapes of areas (Fig. S16).

III. SUPPLEMENTARY RESULTS AND DISCUSSION FOR THE

NORTHERN PATAGONIAN ICEFIELD CASE STUDY

We estimate the dispersion over stable and moving terrain

by binning on (i) the quality of stereo-correlation, (ii) slope,

and (iii) curvature (Figs. S6 and S7), where stable terrain is

defined by non-glacierized terrain. We find a strong variability

of dispersion with the quality of stereo-correlation, which is

independent of that with terrain slope or maximum curvature.

The relative difference between the dispersion on stable and

moving terrain is small (< 30 %), although the dispersion

on moving terrain is systematically larger (Figs. S6 and S7).

This larger dispersion probably originates from the variability

introduced by the quality of the SPOT-5 stereo-correlation,

which is not considered in this analysis. The higher resolution

of the SPOT-5 images (Table S1) better resolves the stable

terrain, yet is still limited by the lack of texture on glacierized

surfaces.

IV. SUPPLEMENTARY FIGURES

This section contains Figs. S1 to S21.
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Fig. S1: Instrument undulations and processing artefacts in digital elevation models. a-d, Elevation differences between

(a) a ASTER DEM and a TanDEM-X reference, (b) a SRTM X-band DEM and a NASADEM reference (i.e. SRTM C-band

jitter-corrected), (c) a WorldView-2 DEM from ArcticDEM and a TanDEM-X reference, and (d), a SPOT-6 DEM and the

Copernicus 30 m DEM (i.e. gap-filled TanDEM-X). More details on DEMs are provided in Section I-B.
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Fig. S2: Shift and tilt between the PlÂeiades DEM and the

SPOT-6 DEM of the Mont-Blanc case study. a, Elevation

differences of the 2 m east, 4 m north horizontal shift (about

half a pixel) and 11 m vertical shift of the PlÂeiades DEM to

the SPOT-6 DEM. Note that the colorbar is centered on this

vertical shift. b, Elevation differences of the tilt between the

PlÂeiades DEM and the SPOT-6 DEM.

Fig. S3: Maps of elevation difference and standard score

of the Mont-Blanc case study. a-d, Elevation differences

after co-registration and tilt correction (a-b) before and (c-

d) after standardization. Elevation differences are overlayed

with glacierized terrain (gray) and forested terrain (green).

Fig. S4: Slope and maximum absolute curvature of the

Mont-Blanc case study. a, Terrain slope after [143]. b,

Maximum absolute curvature, i.e. pixel-wise maximum of the

absolute profile curvature and the absolute planform curvature

after [144]. Both are computed from the PlÂeiades DEM.

Glacier outlines are shown in black.

Fig. S5: Elevation differences for the Northern Patagonian

Icefield case study. a, Elevation differences of the NPI case

study (Supplementary Section I-A) after co-registration and

tilt correction. b, Quality of stereo-correlation of the ASTER

DEM, with low quality (values close to 0%) due to lack of

texture. Glacier outlines are shown in black.
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Fig. S6: Heteroscedasticity inference from stable terrain as a function of both slope and quality of stereo-correlation for

the Northern Patagonian Icefield case study. a-b, Violin plots of elevation differences of the NPI case study (Supplementary

Sections I-A and III) on stable and moving terrain by bins of (a) slope and (b) quality of stereo-correlation. Dispersion inferred

from stable terrain is showed by a thick line with color matching other panels. Note the logarithmic scales of histograms.

c, Heatmap of stable terrain dispersion for slope and quality of stereo-correlation. Bins with a relative dispersion difference

between stable and moving terrain greater than 30% (dark gray and black dots) contain less than 12% of samples.

Fig. S7: Heteroscedasticity inference from stable terrain as a function of both curvature and quality of stereo-

correlation for the Northern Patagonian Icefield case study. a-b, Violin plots of elevation differences of the NPI case

study (Supplementary Sections I-A and III) on stable and moving terrain by bins of (a) curvature and (b) quality of stereo-

correlation. Dispersion inferred from stable terrain is showed by a thick line with color matching other panels. Note the

logarithmic scales of histograms. c, Heatmap of stable terrain dispersion for curvature and quality of stereo-correlation. Bins

with a relative dispersion difference between stable and moving terrain greater than 30% (dark gray and black dots) contain

less than 16% of samples.
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Fig. S8: Heteroscedasticity modelled as a bilinear inter-

polant of slope and maximum absolute curvature. a-b,

Dispersion interpolated from the center bins of Fig. 3c, shown

with (a) a linear scale and (b) a logarithmic scale.

Fig. S9: Parametric modelling of elevation heteroscedas-

ticity with slope and curvature. a, Exponential model fit

between the dispersion and the slope. b, Linear model fit

between the dispersion and the maximum absolute curvature.

Both fits perform well and are more robust to smaller sample

sizes than 2-dimensional binning. However, they will not

capture the two-dimensional variability of the dispersion (Fig.

3).

Fig. S10: Heteroscedasticity explains the departure of

elevation errors from normality. a,c, Q-Q plots of elevation

differences, (a) before and (c) after standardization by the

heteroscedasticity of the Mont-Blanc case study with slope

and maximum absolute curvature. Note the change in scale of

the Y-axis. b,d, Normal distribution fit on probability density

distribution of elevation differences (b) before and (d) after

standardization. Note the logarithmic scale on the right side

of the panels.
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Fig. S11: Effect of estimator’s robustness on variogram estimation. a-b, Empirical variogram of elevation differences for

estimators by Matheron [148] and Dowd [146] (a) before and (b) after outlier filtering, with 1σ dispersion estimated by the

standard deviation of 100 independent realizations. Both variograms are estimated directly on elevation differences, without

standardization. a, A simple filtering of elevation differences greater than 500 m is performed. b, Elevation differences outside

a 7 NMAD interval centered on the median are excluded, for each category of slope and maximum absolute curvature (Fig.

3).

Fig. S12: Effect of standardization on variogram estimation. a, Empirical and modelled variograms of elevation differences

without standardization. Variograms sampled from different terrains substantially differ, and thus standardization is required. b,

Comparison of the empirical variogram on stable terrain sampled with standardized elevation differences (Fig. 5a) and sampled

on elevation differences later divided by the average variance, as in panel (a). The 1σ dispersion of the empirical variograms

is shown, estimated by the standard deviation of 100 independent realizations. Both empirical variograms are estimated with

Dowd’s estimator [146] which reduces variability due to outliers, partly owing to heteroscedasticity. Estimating the variogram

with standardized elevation differences reduces errors in variogram estimation by 30-50%.
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Fig. S13: Improved pairwise comparisons across spatial scales by iterative circular grid sampling. a-b, Random point

sampling (a) within the entire grid and (b) between a disk and a subset of rings. c-d, Histogram of pairwise differences with

linear distance for the sampling of pairwise differences of all points in (a) and between disk and ring points in (b), for (c)

and (d) respectively. e-f, Same as (c) and (d) but with distance on a logarithmic scale.
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Fig. S14: Sensitivity of variogram fitting to the number of summed models. a, Empirical variogram and model fits for a

sum of one to five spherical models for the Mont-Blanc case study. With a sum of two models, the second model fit has a

range of 11.2 km. With a sum of three models, the third model has a range of 3.9 km. No improvement in the residual sum of

squares is found when using a number of models greater than three (Table S2). b, Same as (a), but enlarged near the variance

of 1 to visualize the long-range fit.

Fig. S15: Sensitivity of variogram fitting to model form. a, Empirical variogram and model fits for a sum of two models,

using all possible combinations of spherical, exponential and gaussian models. The best fit at short ranges is found with a

gaussian model (Table S3). The sum of residuals of squares evaluated for large lags shows that the spherical model provides

a slightly better fit (Table S4). b, Same as (a), enlarged near the variance of 1 to visualize the long-range fit.
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Fig. S16: Performance of theoretical approximations for spatial uncertainty propagation. Uncertainty in the spatial average

based on the correlation range for a unit variance process. A spherical model is used as an example (similar results are found

for all model types). The uncertainty is integrated over an area of 24 km² for a disk, a rectangle of aspect-ratio 9:1, and the Mer

de Glace Glacier. The integration methods include Rolstad’s approximation of Eq. S11 [65], the approximation of the present

study of Eq. S12, and the exact integration of Eq. 17. The approximation of [65] yields the same result for all shapes, and is

therefore only displayed in black. We use 100 random center points k for the approximation of the present study (Eq. S12),

which shows good performance. To decrease the processing time for the exact solution, we perform the calculations at a grid

resolution of 200 m. At the native resolution of 5 m, the exact integration of Eq. S11 requires about a trillion computations

(3 TB of memory for pairwise distances).
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Fig. S17: Simulated elevation errors for different het-

eroscedasticity and spatial correlation scenarios. a-h, Single

realization of a random error field around the Mont-Blanc

summit for (a,b) a random pixel noise, (c,d) a short-range

correlation of 30 m, (e,f) long-range correlations of 3.9 and

11.2 km and (g, h) the sum of short- and long-range cor-

relations. The variance is computed as stationary for panels

(a,c,e,g) using the average variance of stable terrain in the

spatial subset, and non-stationary for panels (b,d,g,h) using the

elevation heteroscedasticity with terrain slope and maximum

absolute curvature.

Fig. S18: Non-normality of the distributions of slope and

aspect derived from simulated elevation errors. a-b, Dis-

tributions of simulated slopes for 200 realizations, aggregated

for all pixels with an initial slope of (a) 0±20 degrees and (b)

70±90 degrees. c-d, Same for northness, the cosinus of aspect.

Fig. S19: Impact of varying short-range correlations near a

3x3 kernel size for slope uncertainties. Distributions of slope

uncertainties for varying short-range correlation ranges from

0.25 to 20 times the pixel size. Boxes denote the interquartile

range and whiskers extend to the whole distribution. Two

category of slope, 0±20 degrees and 70±90 degrees, are

illustrated from the Mont-Blanc case study (Fig. 6).
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Fig. S20: Impact of maximum absolute curvature on uncertainty propagation to terrain slope and orientation. a-b,

Distributions of slope and orientation uncertainties by category of maximum absolute curvature for each scenario, with boxes

denoting the interquartile range and whiskers extending to the whole distribution.
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Fig. S21: Conservative variogram estimation for along-track undulations. a-b, Artificial sinusoidal undulation in the Y-axis

direction, with unit amplitude and a (a) 10- and (b) 30-pixel frequency on a 100 pixel x 100 pixel grid. c, Empirical and

modelled variogram of artificial sinusoidal undulations, using all pairs of samples. A fit with a sum of two variogram models is

performed. Using all points of the empirical variogram, the fit converges to a single range variogram, which only captures the

correlation range of the frequency of the undulation. Using minimum rolling values, the fit converges to two distinct correlation

ranges. The first range matches the frequency of the undulation. The second range captures a longer-range correlation of swath

length, here 100 pixels, owing to the fully correlated signal in the X-axis direction. The fit on minimum rolling values describes

a conservative estimate of the correlation, i.e. the largest possible correlation between points.
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V. SUPPLEMENTARY TABLES

This section contains Tables S1 to S4.

TABLE S1: Nearly-simultaneous ASTER and SPOT-5

DEMs used for the Northern Patagonian Icefield case

study.

Instrument Acquisition time Resolution of stereo-pair

ASTER 18/03/2012, 14:42 UTC-3 15 m x 15 m

SPOT-5 18/03/2012, 14:40 UTC-3 5 m x 10 m

TABLE S2: Goodness of fit for a sum of one to five

spherical models. Residual sum of squares (RSS) of model

fit for fits of one to five summed spherical models to the

empirical variogram of the Mont-Blanc case study on stable

terrain (Fig. S14). The RSS is derived for all lags, lags shorter

than 1 km, and lags longer than 1 km. For a sum of two

models, the second range found is 11.2 km, which substantially

reduces the RSS. The addition of a third range of 3.9 km

help further describe the long-range form of the empirical

variogram, shown by the slight improvement in RSS for large

lags. Additional models do not improve the RSS.

Number of summed RSS for RSS for RSS for
spherical models all lags lags ≤ 1 km lags > 1 km

1 0.41 0.40 0.01014

2 0.39 0.39 0.00009

3 0.39 0.39 0.00005

4 0.39 0.39 0.00005

5 0.39 0.39 0.00005

TABLE S3: Goodness of fit for a sum of two model types.

Residual sum of squares of model fit for two summed models.

All combination of spherical, exponential and gaussian model

types for short- and long-range are tested (Fig. S15). The

RSS is computed for all lags. Most of the RSS arises from

differences at small lags. Therefore, we use it as a criterion to

select the best short-range model, here the gaussian model.

Model Long: Long: Long:
types spherical exponential gaussian

Short: spherical 0.39 0.39 0.39

Short: exponential 0.54 0.54 0.54

Short: gaussian 0.20 0.20 0.20

TABLE S4: Goodness of long-range fit for a sum of two

model types. Same as Table S3, with residual sum of squares

computed only on lags larger than 1 km. We use the RSS

computed only for large lags to select the best performing

models for long ranges, here the spherical model.

Model Long: Long: Long:
types spherical exponential gaussian

Short: spherical 0.00009 0.00009 0.00025

Short: exponential 0.00033 0.00039 0.00013

Short: gaussian 0.00011 0.00084 0.00030
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Introduction

Here we provide additional details that relate to the data used in our study and
associated methods.

1 Data sources

We evaluate the reliability of our mass change estimates to those calculated from
independent DEMs generated for glaciers and icefields across the southern latitudes
of British Columbia (Fig. S1). These sites were chosen because we have access to
optical imagery and airborne laser altimetry data. For several sites we also evaluated
satellite-based trends in mass change against in situ mass balance observations (Fig.
S1).
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Figure S1.  Sites with independent geodetic data and surface mass balance records.

1.1 Geodetic data and methods

Notes: 1. The site name is that of one of the main glaciers in the scene.
           2. Ground Sampling Distance (m). Final resolution used is the lowest resolution of the two data

sources.
           3. Number of glaciers covered by the scene (> 80% area).
           4. The Columbia Icefield is considered as the aggregation of 40 glaciers.
           5. Aerially-triangulated imagery.  
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Table S1.  Details of geodetic data sites used in this study.

1.1.1 Airborne laser altimetry

We performed repeat airborne laser altimeter surveys for key glaciers in western
Canada (Fig. S1). The earliest surveys used an infrared (1064 nm) laser and inertial
measurement unit (IMU) described elsewhere (Hopkinson & Demuth, 2006).
Surveys between 2014-2015 were completed with a Riegl 580 (1060 nm) and
Applanix PosAV IMU. Surveys completed between 2016-2018 used a Riegl Q780 full
waveform scanner and Applanix PosAV IMU. For all post 2006 surveys, LiDAR and
flight trajectory were processed with vertical and horizontal positional uncertainties
better than ±15 cm (1σ). Average point density for the LiDAR surveys were typically
1-2 laser shots m−2 with an effective sampling diameter of 10-20 cm. We classified all
of the LiDAR data into ground and non-ground laser returns, with the latter ones
being subsequently gridded into 1 m bare earth Geotiffs.

1.1.2 Aerial triangulated imagery

For some glaciers in British Columbia (Table S1), we also used digital or digitally
scanned aerial photography flown with dedicated IMUs. Camera positions were
available from the Province of British Columbia either through aerial triangulation
using established ground control points or as approximate photo centers. In either
case we constructed DEMs using commercial software (Agisoft version 1.4.4) to yield
1 m DEMs.

1.1.3 SPOT DEMs

In several cases we also had access to SPOT HRS DEMs (product V2). These DEMs
were acquired as part of the SPIRIT campaign (Korona et al., 2009). One of these
DEMs covered most of the Heiltskuk Icefield from which Klinaklini Glacier flows (Fig.
S1). Mass change from this icefield was previously studied by others (Schiefer et al.,
2007; Tennant et al., 2012; VanLooy & Forster, 2008).

We used the mask available with the SPOT HRS data (40 m) to clip poor quality data
from the DEM (clouds and failed elevations). We also used two targeted SPOT 5
scenes acquired in August, 2009 for the Columbia Icefield (Tennant & Menounos,
2013). These scenes were processed into a DEM (20 m) in PCI Orthoengine (ver. SPI
2017-09-06) using ground control points collected from the laser altimetry data
described below. We used the same data described for the satellite DEM analysis to
mask out unstable terrain.

1.2. Glaciological Data

We assembled glaciological records (SMB) from sites within RGI Region 2
(RGI02:Table S2) as validation and comparison data with ASTER-derived mass
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change rate estimates. All data were obtained through the World Glacier Monitoring
Service - WGMS (Zemp et al., 2017) or through personal communication.
Glaciological (surface mass balance records) from RGI02 originate from the Cascade
Range of Washington, and the Southern Coast Mountains of BC. In Canada, we draw
upon the work of the Geologic Survey of Canada (GSC) at the Peyto Glacier in the
Canadian Rockies, as well as Helm and Place glaciers in the Southern Coast
Mountains (Demuth & Keller, 2006; Moore & Demuth, 2001; Young, 1981). In the
North Cascades of Washington and in Glacier National Park, we draw upon the data
of the United States Geological Survey (USGS: (Josberger et al., 2007; Krimmel, 1999),
the North Cascades Glacier Climate Project (Pelto & Brown, 2012; Pelto, 1996) and
the National Park Service (Clark et al., 2017; National Park Service et al., 2017; Pelto
& Riedel, 2001).

The GSC has monitored surface mass balance of Peyto and Place glaciers since
1965, and the Helm Glacier since 1977. The GSC reports glaciological net balance (Ba)
as a function of winter balance (Bw) and summer balance (Bs) until 1995 in the case
of Peyto and Place, and 1989 in the case of Helm (Zemp et al., 2017). It is unclear
whether current reported mass balance is calculated from annual balance (Ba) alone
or still as a function of Bw and Bs. The Peyto, Place and Helm glaciers are WGMS
reference glaciers (Zemp et al., 2017).

The National Park Service has monitored the Noisy Creek, North Klawatti, Silver, and
Sandalee glaciers within North Cascades National Park from 1993 to present. They
use a two-season stratigraphic approach to calculate mass balance as a function of
glacier mass gain (Bw) and glacier mass loss (Bs). They follow the procedures of the
USGS-Water Resources Division on the South Cascade Glacier (Krimmel, 1997; Meier
& Tangborn, 1965). Point mass balances are direct field measurements of winter
accumulation and summer melt at one location. For both winter and summer
balances, the measurement points are typically located at ablation stake sites. For a
single glacier there are typically four to five sites corresponding with the number of
ablation stakes. Detailed methods can be found elsewhere (National Park Service et
al., 2017).

The North Cascade Glacier Climate Project (NCGCP) monitors glaciers throughout
the North Cascade Range of Washington. Since 1984, NCGCP has monitored Ba at
9-10 glaciers (Pelto 1996; Pelto and Riedel 2001; Pelto and Brown 2012). The
Columbia, Daniels, Ice Worm, Lower Curtis, Lynch, and Rainbow Glacier have a
35-year record. The Rainbow and Columbia glaciers are WGMS reference glaciers
(Zemp et al. 2017). In 1990, Easton Glacier and Sholes Glacier were added to the
annual balance program and now have a 29-year record.

NCGCP measures glacier mass balance near the time of minimal mass balance at
the end of the water year, using a fixed date method. Measurements are made at
the same time each year using the same methods from early August to mid-August
and again in late September near the end of the ablation season. Any additional
ablation that occurs after the last visit to a glacier is measured during the
subsequent hydrologic year. NCGCP methods emphasize surface mass balance
measurements with a relatively high density of sites on each glacier (>100 sites
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km-2), consistent measurement methods, applied on fixed dates, at fixed
measurement locations with consistent supervision (Pelto 1996; Pelto and Riedel
2001; Pelto and Brown 2012). The use of a high measurement density and
consistent methods generates errors resulting from an imperfectly representative
measurement network that are largely consistent and correctable, the error range
has been estimated at between 100 and 150 kg m-2 yr-1.

The USGS has been studying the South Cascade Glacier since 1959 (Meier and
Tangborn 1965; Krimmel 1996), which is a WGMS reference glacier.

For all sites, average annual glaciological mass balance rates for available records
between 2000 and 2018 were calculated. A conservative error of 300 kg m-2 yr-1 was
applied to all glaciological Ba estimates (Cogley et al., 1996; Zemp et al., 2013), and
ASTER/WorldView error estimates are taken from the uncertainty analysis (Figure
S2).

2 Detailed elevation trend methodology

Below, we detail our workflow (Figure S2) we used to extract trends in elevation for WNA
glaciers. Our methods stem from the methodology first developed by Berthier et al.
(2016) and later refined by Brun et al. (2017).

2.1 Data sources used in trend analysis

First, we downloaded all day-only ASTER L1A granules within 1x1 degree tiles with a
maximum cloud coverage of 95% from NASA EarthData (https://earthdata.nasa.gov/).
We selected 1x1 degree tiles within WNA that contained more than 5 km2 of ice as
defined in the Randolph Glacier Inventory (v. 6.0). Mount Shasta was also included in
our selection yielding 90 tiles. Collectively, these granules covered 99.5% of the ice area
of WNA.

We processed raw ASTER L1A scenes with the NASA Ames Stereo Pipeline (ASP)
2.6.1 using high performance computing facilities at the University of Northern British
Columbia and at LEGOS (parameters used for DEM generation are available upon
request). These ASTER DEMs were supplemented by DEMs generated from very high
resolution (0.5 m) optical stereo imagery from Worldview 1-3 satellite campaigns (2010
to present) and Pleiades (2015) for glaciers in Garibaldi Provincial Park (subregion 2)
and Nahanni National Park (subregion 6). Unlike ASTER, these sub-meter optical
satellite campaigns began in 2010 with a median acquisition date of 2014 for the scenes
utilized in this study.  We also included DEMs from the ArcticDEM (release 6) for
Nahanni National Park (subregion 6) where the number of recent (post-2009) ASTER
DEMs were low. These data do not appear to temporally bias our results, but their
inclusion reduces spatial gaps at highest elevations for some of the largest icefields of
the study.
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Glacier Area
[km2

]

ASTER/WV/Pleiade
s

Ba [kg m-2 yr-1]

Glaciologica
l

[kg m-2 yr-1]

Period of
comparison

(summer to summer)

Lower Curtis (LC) 0.56 -810 ± 250 -1050 ± 300 2000-2017

Rainbow (RB) 2.38 -450 ± 120 -760 ± 300 2000-2017

Peyto (PY) 9.68 -800 ± 240 -1100 ± 300 2000-2017

Place (PL) 3.02 -1040 ± 190 -950 ± 300 2000-2017

Lynch (LY) 0.88 -80 ± 170 -850 ± 300 2000-2017

Ice Worm (IW) 0.19 -200 ± 330 -960 ± 300 2000-2017

Columbia (CB) 0.80 -1160 ± 210 -800 ± 300 2000-2017

Noisy (NY) 2.81 -630 ± 120 -720 ± 300 2000-2016

Easton (ES) 2.88 -340 ± 100 -760 ± 300 2000-2017

Daniels (DA) 0.44 10 ± 230 -790 ± 300 2000-2017

Sholes (SH) 1.18 -320 ± 140 -880 ± 300 2000-2017

Helm (HE) 0.97 -1180 ± 240 -1410 ± 300 2000-2017

Silver (SI) 0.77 -370 ± 190 -410 ± 300 2000-2016

North Klawatti (NK) 1.76 -540 ± 150 -800 ± 300 2000-2016

South Cascade
(SC)

2.92 -140 ± 120 -380 ± 300 2000-2012

Sperry (SP) 1.27 100 ± 190 -450 ± 300 2004-2017

Table S2: Average ASTER/Worldview geodetic and glaciological mass balance rates for

monitoring sites in western North America over the period 2000-2017

7

3.7. Detailed elevation trend methodology 154



Figure S2. Workflow used to process satellite imagery used in this study.
2.2 Coregistration

Excluding unstable terrain we coregistered all DEMs to the GDEM2 (Tachikawa et al.,
2011) using the relation between elevation difference and terrain aspect (Nuth &
Kääb, 2011). We then corrected the ASTER DEMs for the across-track, along-track
and curvature bias by fitting fifth-order polynomials to the elevation difference on
stable terrain (Berthier et al., 2016). Unstable terrain was mapped using the
intersection of the following inventories: RGI 6.0 for ice cover, the Global Land and
Water Database was used to map inland water bodies, and OpenStreetMapData
water polygons for the coastline. Attempts to co-register DEMs using only
non-vegetated terrain yielded poor results, presumably because the co-registration
method requires large-scale topographic features for success. We used vegetation
masks to later isolate stable terrain for error analysis.

2.3 Trend analysis

To filter elevation outliers before the final weighted least squares (WLS) regression,
an initial ordinary least squares (OLS) regression is performed for each given map
coordinate. All elevation values lying outside the 99% confidence interval (on the
elevation) for this first OLS fit are removed. Then, we assess the confidence in our
derived dh/dt values (i.e. slope of the final fit) by deriving the 95% confidence
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interval (on the slope) in the WLS. If this interval is wider than ±2 m yr-1, those dh/dt
values are removed from subsequent analysis (mass balance and uncertainty
estimates). To minimize the impact of outliers on the estimate of volume change, we
also removed any dh/dt values that lie outside ±3 times the normalized median
absolute deviation (NMAD) of all dh/dt estimates for 100-m elevation bins using all
valid data in the 1x1° tile.

In addition to glaciers, our trend analysis also reveals elevation change in areas
adjacent to ice masses that, based on visual inspection, reflect unmapped
debris-covered ice, ice bodies missed in glacier inventory mapping (Bolch et al.,
2010), regions prone to landsliding (Roberti et al., 2017), sites of current mineral
extraction and major changes in forest cover (logging and regrowth).

2.4 Uncertainty analysis

Our results are subject to both random and systematic errors typical of studies that
employ geodetic methods to estimate glacier mass change. We follow the
uncertainty analysis and terminology from Brun et al., (2017) and explain
refinements made in our approach. One of the greatest challenges we found was
the ability to isolate sufficient terrain that experienced negligible elevation change
over the last 18 years. Land use, specifically forestry (forest harvesting and later tree
growth), as well as natural phenomena such as wildfires, beetle kill, channel change
and landslides substantially reduced stable areas available to quantify the
magnitude of random errors inherent in our data. Our assessment of stable terrain
was also hindered by the presence of unmapped termini and debris-covered ice that
thinned over the period of study. In order to isolate stable terrain for uncertainty
analysis we excluded tree cover using the 300 m ESA CCI LC product of 2010. Using
these masks we noticed that, in some cases, logging areas were not excluded
because they were mapped by the LC product as “grasslands”, which affected our
original assessment of stable terrain.

The total uncertainty of the mass change estimate is defined as the quadratic(ϵ𝑚)
sum of random and systematic error terms:σ∆𝑀,𝑟𝑑𝑛( ) σ∆𝑀,𝑠𝑦𝑠( )

(1)ϵ𝑚 =  (σ∆𝑀,𝑟𝑑𝑛)2 +  (σ∆𝑀,𝑠𝑦𝑠)2
                   

2.4.1 Random error
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Random error arises from three sources that we assume to be independent: 1) the
uncertainty on the rate of elevation change ; 2) the uncertainty on glacierized(σ∆𝑧)
area ; and 3) the uncertainty on volume to mass conversion .(σ𝐴) (σ𝑓∆𝑉)
Elevation change error is derived from the uncertainty on stable terrain(σ∆𝑧) σ∆ℎ( ) 
after correction for effective sample size (Rolstad et al., 2009):

(2)σ∆𝑧 =  σ∆ℎ ∙ 𝐴𝑐𝑜𝑟5𝐴
where is the glacier area, and where is the decorrelation length. We𝐴 𝐴𝑐𝑜𝑟 =  π𝐿2 𝐿
determined by plotting semivariance (variogram) for randomly selected coordinate𝐿
pairs (n=10,000) against distance for ten different realizations and determined the
distance at which semivariance failed to substantially change. In most cases we
found that was around 500 m, a value commonly used by previous geodetic𝐿
studies (Brun et al., 2017; Nuth & Kääb, 2011), and 300 m on average for the high
resolution geodetic data sources considered in our study. These two average
decorrelation lengths values were used to derive effective sample size for each
dataset.
The uncertainty on glacierized area , or planimetric uncertainty, was assessed by(σ𝐴)
using a buffering method (Granshaw & Fountain, 2006) for each glacier in our
inventory:

(3)σ𝐴 =  𝑃 ∙ 𝑑𝑥2
where the buffer is defined as half the resolution of a pixel and denotes the𝑑𝑥 𝑃
perimeter of a given glacier. Since most of the ice polygons from RGI02 are derived
from 30 m imagery (Bolch et al., 2010), we use this value for for all glaciers. Our𝑑𝑥
approach yields planimetric uncertainties that, when translated as a percentage of
the area of a glacier, vary between 3% for large glaciers that are larger than 100 km2

and 25% for glaciers smaller than 0.5 km2. Collectively, these two uncertainties are
combined to yield the total non-systematic error in volume change:

σ∆𝑉 = σ∆𝑧 𝑝𝐴 + 5 1 − 𝑝𝐴( )( )𝐴( )2 +  (σ𝐴∆𝑧)2
(4)

where is the area of a given glacier and is the percentage of surveyed area. We𝐴 𝑃𝐴
assume a factor of 5 in the elevation change uncertainty of non-surveyed areas
(Berthier et al., 2014). We used a constant value for the mass to volume conversion
factor of 850 kg m-3 and an uncertainty of ± 60 kg m-3 (Huss, 2013).𝑓∆𝑉 σ𝑓∆𝑉
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The random uncertainty on geodetic mass balance is then derived as:

  (5)σΔ𝑀,𝑟𝑑𝑛 = σΔ𝑉𝑓Δ𝑉( )2 + σ𝑓Δ𝑉Δ𝑉( )2
where is the volume change. Our methods to derive and both tend towardΔ𝑉 σΔ𝑉 σ𝐴
conservative estimates of the total random error ( .σΔ𝑀,𝑟𝑑𝑛)
2.4.2 Systematic error

Due to departure from a linear glacier surface evolution hypothesis, imperfect
sensor geometry and unidentified sources of error, the sum of glacier mass balance
calculated for the two sub-periods do not exactly correspond to the mass balances
calculated for the entire period. Consequently, and in line with the geodetic mass
balance literature (Nuth and Kääb, 2011; Paul et al., 2017), we evaluate the
systematic error following a similar approach as the one described elsewhere (Brun
et al., 2017; Nuth & Kääb, 2011). That work considers the absolute value of the
residuals of triangulation that are derived from decadal estimates of mass change
(i.e. 2000-2009 and 2009-2018) that are differenced with the full period (2000-2018).
These residuals, calculated tile-wise (as ensembles of similar size using
approximately the same amount of scenes), are defined by:

     (6)𝑟 =  Δ𝑀2000−2018 − 12 Δ𝑀2000−2009 + Δ𝑀2009−2018( )||| |||
Similar to Brun et al., (2017) we found that the distribution of the residuals is related
to the number of DEMs used in the trend. Unlike Brun et al., (2017), however, our
number of DEMs greatly varied from five (e.g. subperiod analysis for some areas) to
32 (Sierras region for the full period).  We derived the 68th percentile of the
residuals distribution ( ) in a moving window of associated number of DEMs,± 1σ
large enough to contain at least five samples. Tile-associated residuals contain
heterogeneous coverage over glaciers related to data gaps and various other filters.
We thus weighted the percentile calculation with the minimum value of percent
surveyed area from each of the three periods [2000-2009, 2009-2018 and
2000-2018] for each tile.

Finally, an inverse function was fitted to the observed trend of 68th percentile of
residuals for each window of DEMs (see Figure S3). The systematic error is thus
approximated by the relation:

      (7)σΔ𝑀,𝑠𝑦𝑠 = 𝑎 +  𝑏𝑁𝐷𝐸𝑀
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where and and is the average number of DEMs used in𝑎 =  − 0. 015 𝑏 = 2 𝑁𝐷𝐸𝑀
the trend. Our systematic error varies from ± 0.05 m yr-1 for trends derived from 30
DEMs to ± 0.40 m yr-1 for trends derived from approximately five DEMs.

Figure S3. Systematic error versus number of DEMs.

3 Comparisons with independent mass change observations

3.1 Glaciological measurements

Additional ASTER/WV/Pleiades trends were derived (summer to summer) for the
periods corresponding to the glaciological records availability (Table S2). The
geodetic mass balances estimates calculated from these trends differ from
traditional glaciological mass balances for some small glaciers (Figure S4). For most
sites, the ASTER/WV/Pleiades estimates are within the bounds of uncertainty.
ASTER/WV/Pleiades mass balances are occasionally less negative than traditional
mass balances, especially for several sites with average balance tending towards

12
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zero. These glaciers tend to occur in the North Cascades, where errors in RGI glacier
delineation will bias the ASTER/WV/Pleiades mass balance towards less negative
values due to inclusion of non-glacierized (stable) terrain in the glacier outline.
Measurement error is considered in the error bounds given for the glaciological
mass balance data (±300 kg m-2 yr-1), but systematic errors due to biased sampling
or calculation method may also exist.

3.2 Geodetic measurements

We compared our elevation trends obtained from ASTER/WV/Pleiades to
independent estimates of elevation change derived from Lidar, SPOT and aerial
photography, herein defined as independent geodetic measurements.
ASTER/WV/Pleiades trends are calculated to match specific epochs of each geodetic
site (Table S1). In practice, this typically corresponded to scenes selected for
endpoints where they contained at least 50% coverage of the glacier. The inability to
exactly match these endpoints to the independent geodetic data could thus
introduce a seasonal bias into our comparison. The fewer the number of DEMs
available for trend analysis, the stronger this bias can be. We performed mass
balance calculations and uncertainty analysis similarly for both datasets following
the methods described above and in the main paper.

We only report the random error for the independent geodetic data using
parameters calculated for each dataset at highest spatial resolution (e.g. , ).σ∆𝑧 𝐿
Mass balance estimates were also derived after resampling the independent
geodetic data to 30 m, but those estimates showed no significant difference from
estimates made on higher resolution data. For the ASTER/WV/Pleiades trends, a
systematic error was assessed from the number of valid DEMs used in the
subperiod of each geodetic site, and quadratically summed with the random error.

13
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Figure S4. Geodetic and glaciological mass balance rates (± annual errors) for select
observation sites in western North America (1:1 line shown in black). Symbol
diameter is scaled (square root) to glacier area and point labels correspond to mass
balance sites identified in Table S2.

ASTER/WV/Pleiades derived rates of mass change compare favorably to
independently derived estimates of mass change (Table S1). Comparison of
ASTER/WV derived rates to a LiDAR-SPOT5 dh/dt map for the Columbia Icefield
(Table S1) was hampered by poor base to height geometry of the SPOT5 pair and
fresh snowfall. We were unable to remove systematic bias in elevation from this
DEM, so those data were excluded from subsequent analysis.

14
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Figure S5. Independent geodetic measurements versus elevation trend analysis
methods of this study (1:1 line shown in black). Symbol diameter is scaled (square
root) to glacier area. Only glaciers with a minimum surface area (> 0.5 km²) and
sufficient proportion of surveyed  area (> 50%) in both datasets are shown. Thirty
four glaciers are between 0.5-5.0 km². Error bars denote ± uncertainties.1σ
4 Climate data supplementary figures

As described in our paper we used ERA5 (Hersbach & Dee, 2016) to assess the
response of meteorological forcing on decadal changes in glacier mass. We
downloaded monthly fields from the primary server used for ERA5
(http://apps.ecmwf.int/data-catalogues/era5). Maps shown in the paper (Figure 3)
are based on composite anomalies of monthly averaged fields between the late
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[2009-2017] and early periods [2000-2009]. The strongest relation between changes
in glacier mass and meteorological fields are for the winter season (Figure S6).

Figure S6. Relation between changes in mass balance [kg m-2 yr-1] between the early
and later periods at grid point (dots of Figure 1) and averaged composite anomalies
([2017-2009] - [2000-2009]) of monthly ERA5 fields for temperature [K] at 700 hPa,
surface precipitation [m yr-1] and zonal wind speed at 250 hPa [m s-1]. Top row:
winter [Oct-May] season anomalies. Middle row: summer [June-September]. Bottom
row: annual [January-December]. Correlation coefficients (not shown) increase
marginally (2-3%) when adjacent ERA5 grid points for a given grid point are averaged
with its neighbors.
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Figure S7. Geopotential height [500 hPa] anomalies for monthly composites
([2009-2017] - [2000-2009] for winter (left), summer (middle) and annual (right).

Examination (not shown) of linear correlation between zonal wind and climate
indices over the last decade and for the period 1948-2017
(https://www.esrl.noaa.gov/psd/data/correlation/) reveals no obvious climate state
(winter or annual) that can adequately explain the north-south dipole of zonal wind
anomalies. Geopotential height [500 hPa] anomalies (Figure S7) reveal a general
strengthening of high pressure over high latitudes and a deepening area of low
pressure of eastern Greenland during the last decade.
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Supplementary Methods 

1. ASTER processing 

We downloaded 440,548 ASTER L1A ​43 granules totalling around 30TB of data from            
NASA’s Land Processes Distributed Active Archive Center via EarthData Search          
(https://search.earthdata.nasa.gov). Daytime granules with a cloud coverage below 99% were          
selected, from the first acquisition date of 4th March 2000 until 30th September 2019.              
Spatially, they cover all terrain in 1 by 1 degree tiles containing glaciers. Our tiling was                
extended both in latitude and longitude to retrieve at least one additional granule in each               
direction, based on a 60 km by 60 km granule footprint and the along-track angle of the Terra                  
satellite (boarding ASTER) at a given latitude.  

This coverage extension increased the amount of stable terrain available in each DEM             
in order to improve the along-track corrections and co-registration (later described) and            
mitigate correction errors at the edges. We bypassed the arbitrary 60 km by 60 km splitting of                 
the ASTER archive and combined granules containing a valid 3N and 3B Visible and Near               
Infra-Red (VNIR) band in groups of at most three, depending on whether they were acquired               
sequentially (less than 12s apart), thereby forming 60 km by 180 km image strips. This               
“stitching” was done in image geometry, before stereo matching. We chose a maximum of              
three granules in order to avoid effects from the curvature of the Earth appearing in our                
corrections. We also observed that three granules were sufficient to improve corrections for             
the frequencies typically observed in ASTER along-track undulations biases​50​. For          
occurences with less than three consecutives granules, we stitched two granules if possible or              
kept only one. We left one overlapping granule in between sequential strips to mitigate the               
edge effects of later corrections. The resulting ASTER L1A strips were processed in UTM              
zones based on their new centroid. To generate ASTER DEMs, we used MicMac ASTER              
(MMASTER) ​50​, a procedure that is part of the MicMac photogrammetric processing library​49​.            
In total, we generated 198,339 ASTER DEM strips posted at 30 m resolution (Table S1)               
which required about 5 million compute hours. 

Our last step was to correct ASTER DEM strips for systematic biases using             
TanDEM-X as a reference. In this last step, prior to any correction, we performed an initial                
co-registration. We first removed cross-track biases by selecting the best-performing          
polynomial fit within orders 1 to 6 based on their RMSE (Fig. S1a). We then corrected                
along-track low-frequency and high-frequency undulations simultaneously using a sum of          
sinusoids with specific frequencies and amplitudes (Fig. S1b), conditioned by priors and            
optimized through basin-hopping​51​. Finally, ice-free terrain from the DEMs was co-registered           
a second time off-ice to TanDEM-X. We successfully corrected and co-registered 154,565            
ASTER DEM strips (Extended Data Fig. 2, Table S1).  
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2. Elevation time series 

The ASTER elevations are annotated as . The ArcticDEM and REMA elevations,      (t, , )hAST x y       
originating mainly from the WorldView satellite sensors, are annotated as . The          (t, , )hWV x y   
TanDEM-X reference elevations are annotated as .(x, )hTDX y  

2.1. Time stacking 

Following co-registration, we created three-dimensional arrays (time t, space x and y;            
hereafter referred to as “stacks”) of elevation using all available ASTER DEMs, ArcticDEM             
DEMs and REMA DEMs within a 1 by 1 degree tiling. For ASTER DEMs generated with                
MicMac, a raster indicating the quality of stereo-correlation was also stacked in time for each               
corresponding DEM. We did not filter low-correlation pixels and relied solely on the             
statistical filtering and measurement error assessment later described. Only pixels          x, ) ( y  
within a buffer of 10 km of the glacier inventory were kept for further processing. They                
together represent a surface of about 4,000,000 km² including about 700,000 km² of             
glacierized terrain​85​. 

The stacked elevations from ASTER and ArcticDEM/REMA     (t, , )hAST x y    
are annotated as . The stacked quality of stereo-correlation from(t, , )hWV x y     (t, , )hAST /WV x y        

ASTER are annotated as  and varies from 0 to 100%.(t, , )q x y  

2.2. Elevation filtering step 1: reference elevations 

A large number of outliers is present in elevation data due to photogrammetric blunders,              
presence of clouds or low image contrast. We performed an initial filtering of stacked              
elevations to remove extreme outliers using our reference DEM TanDEM-X (Extended Data            
Fig. 3c). 

First, we implemented a spatial filter. We excluded elevation observations          hAST /WV  
for which the absolute elevation difference to the maximum or minimum reference elevation             

 found within a disk  of radius  was larger than a vertical elevation threshold :hTDX D r hΔ D  
 

(t, , ) ax(h (x , )) hmin(h (x , )) ΔhTDX D yD −  D < hAST /WV x y < m TDX D yD + Δ D  (S1) 
 
where  are pixels in the disk  of radius  centered on .x , )( D yD D r x, )( y   

This procedure was performed for each pixel with , and        00 mr = 2  h 00 mΔ D = 7   
repeated with , and , . These large  00 mr = 5  h 00 mΔ D = 5   000 mr = 1  h 00 mΔ D = 3    
threshold values and the ones detailed hereafter were defined and tested over the glacier              
HPS12, Southern Patagonian Icefield, experiencing to our knowledge the most rapid           
sustained elevation change in the world​53​. 

Then, we applied a temporal filter to all pixels with a valid reference value         x, )( y       
(Extended Data Fig. 3c). To constrain this filtering, we assumed the time stamp of(x, )hTDX y                

TanDEM-X, , to be 1st January 2013 which corresponds to the middle of the period tTDX               
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used to generate the TanDEM-X mosaic DEM ​46​. To account for possible time differences, we              
included all values within a vertical threshold of 100 m starting 1st January 2013. From       hΔ 0          
this date, we propagated the filtering in time allowing for a maximum and minimum linear               
elevation change rate of 50 meters per year (glacier HPS12). The vertical threshold   Δt

Δh
T            

ensures the conservation of observations of rapidly evolving surfaces, for example that of             
surging glaciers, near the reference date .tTDX  
 

(t, , ) hAST /WV x y < h (x, ) h  (t )|
| TDX y + Δ 0 +  − tTDX · Δt

Δh
T

|
| (S2) 

2.3. Elevation measurement error 

Inspection of our elevation observations revealed a significant variability in     hAST /WV       
elevation precision (heteroscedasticity). To account for it in subsequent analysis, we           
evaluated the dependence of the elevation variance on two factors: terrain slope       ²σhAST /WV

      
and quality of stereo correlation . To assess this dependency, we randomly(x, )α y       (t, , )q x y        

drew without replacement up to 10,000 off-ice elevation differences to the reference            
TanDEM-X, , for varying categories of terrain slope and quality of hhAST /WV −  TDX           
stereo-correlation. We did this for all tiles globally. For each category, we estimated the              
variance as the square of the Normalized Median Absolute Deviation (NMAD) to mitigate             
the effect of elevation outliers​58​.  

Elevation measurement error increased with terrain slope and, for ASTER   σhAST /WV
        

DEMs, decreased with quality of stereo-correlation (Extended Data Fig. 3a). The dependency            
of error on surface slope is well documented​55,56 while the one to the quality of               
stereo-correlation is inherent to photogrammetry​49 but, despite this, both are rarely accounted            
for. As an example, for a typical ASTER DEM with a co-registration RMSE of 5 m, we                 
found the NMAD to be about 3 m over low slopes (0 to 10 degrees) and exceeding 20 m for                    
steep slopes (> 40 degrees). Similarly, we found the NMAD of elevation differences for              

 to be around 3 m, while it was over 30 m for .00%q = 1 0%q = 4  
The elevation measurement error was estimated by a simple model,    σhAST /WV

       
calibrated on the empirical variance (Extended Data Fig. 3a), to yield an error for all               
elevation observations in space  and time  (Equation 1, repeated below).x, )( y t  
 

²(t, , ) ²(t, , ) ²(α, ) ²(q)σhAST /WV
x y = σc x y + σα q + σq (1) 

 
where is the terrain slope, is the quality of stereo-correlation and (x, )α y      (t, , )q x y        (t, , )σc x y  
is the co-registration error, specific to the DEM from which the elevation observation             

originates. The co-registration error would ideally have to be estimated(t, , )hAST /WV x y      σc        
on pixels with low slopes and good qualities of stereo-correlation to avoid double-counting             
the effect of other errors. However, as this is not possible for some DEMs because of the                 
limited amount of flat terrain available, we conservatively used the RMSE of elevation             
differences over all available stable terrain to derive .σc  
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The errors due to slope  and quality of stereo-correlation  were described as:σα σq  
 

a  ) (α)σα = ( α + a (1 q)q −  bα · tan  (S3) 
 
σq = aq · (1 )− q bq (S4) 
 
where we found m, , m and by manually combining   0aα ≈ 2   bα ≈ 1  0aq ≈ 2    .25bq ≈ 1     
independent least squares optimizations for the slope and the quality of stereo-correlation on             
the empirical variance (Extended Data Fig. 3a). Against the above-mentioned          
approximations, the simplicity of this process was sufficient to calibrate the elevation            
variance at the right order of precision. The slope and quality of stereo-correlation errors              
were not independent, as it proved necessary to integrate some effects of the quality of               
stereo-correlation in the slope error to yield satisfying results (Equation S3). ArcticDEM and             
REMA DEMs being already filtered for low stereo-correlations without any product on            
quality of stereo-correlation provided​44,45,52​, we assigned them a constant worst-case quality of            
stereo-correlation of 60%. 

Over vegetated terrain, the variance in elevation increased by a factor of 1.5-2. We              
interpreted this high variance from vegetation that can dynamically change over time due to              
forest harvesting, wildfire, regrowth and snow-covered vegetation​60​. This does not          
significantly affect elevation measurement error over glacierized terrain and thus was omitted            
from our workflow. We did, however, verify its limited impact in subsequent analysis of              
elevation time series (Section 3). 

2.4. Elevation filtering step 2: linear elevation change and reference elevations 

In most regions of the world, the largest glacier elevation change rates are far lower than the                 
extreme rate of 50 meters per year previously adopted. In order to improve the  Δt

Δh
T              

performance of our filtering (Extended Data Fig. 3c), we estimated a maximum and             
minimum acceptable linear elevation change rate at the pixel-scale.  

First, we estimated a robust linear elevation change rate . For each pixel,         (x, )dt
dh
WLS y     

we performed two successive weighted least-squares (WLS) fits, filtering outliers outside the            
99 percent confidence interval of the first fit, and keeping only the second fit​54​. The elevation                
measurement error  (see above) was used for weighting.σhAST /WV

 
Then, for each pixel, we derived the 20th and 80th percentiles of linear elevation              

change rate within a disk. We computed the maximum absolute value of the two percentiles               
and conservatively used twice this value to constrain the maximum linear elevation change             
rate allowed at the pixel-scale. 
 

(x, ) 2 ax  Δt
Δh
T y =  · m (x , )(|

| dt
dh
WLS D yD 20th

|
| , (x , )|

| dt
dh
WLS D yD 80th

|
|) (S5) 

 
where are pixels in the disk of radius m centered on and the x , )( D yD       D    000r = 1     x, )( y    
subscripts 20th and 80th denote the 20th and 80th distribution percentiles.  
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We refined the temporal filter previously described (Equation S2, Extended Data Fig.            
3c) with the linear elevation change rate (instead of a constant of 50 meters per       (x, )Δt

Δh
T y          

year). We also modified the vertical threshold to better account for the varying       hΔ 0        
timestamp of TanDEM-X: 
 
h (x, ) h Δt (x, )Δ 0 y = Δ 0 +  TDX−TDX · Δt

Δh
T y (S6) 

 
where yr is the maximum number of years that can separate a TanDEM-X tΔ TDX−TDX = 2              
acquisition and the middle date  chosen as 1st January 2013.tTDX  

We refined the spatial filter previously described (Section 2.2, Equation S1, Extended            
Data Fig. 3c) by further constraining the vertical elevation threshold :hΔ D  
 
h (x, ) h  Δt (x, )Δ D y = Δ 0 +  AST−TDX · Δt

Δh
T y (S7) 

 
with m, and yr is the maximum number of years that can h 00Δ 0 = 1    t 5Δ AST−TDX = 1           
separate a TanDEM-X acquisition in 2015 to the furthest observation in 2000. We applied the               
spatial filter with m. This step was especially helpful to filter remaining outliers    1000r =             
for pixels with no valid reference elevation  where the temporal filter cannot be applied.hTDX  

2.5. Temporal covariance of glacier elevation 

Extracting a continuous time series from glacier elevation data is complex​61,62,76​. At the pixel              
scale, glacier surface elevation undergoes changes at different time scales (seasonal, annual,            
decadal) with trends and amplitudes that significantly vary in space (region, glacier, zone of              
the glacier). Parametric methods such as least squares are thus not particularly well-suited to              
fitting a temporal series to glacier elevation data. If an underlying parametrization is             
erroneous, both the temporal interpolation and the propagation of uncertainties will be            
negatively affected.  

We instead chose to interpolate our elevation measurements using non-parametric,          
empirically-based interpolation methods based on the covariance of the data, a technique            
referred to as Gaussian Processes​59​. These methods find the local minima of variance             
propagated from observations. Assuming that the covariance model chosen is statistically           
representative of the underlying process, it provides the best unbiased estimator. These            
methods also yield empirical confidence intervals, having the benefit of being representative            
of the uneven temporal sampling inherent to the data. 

We harnessed the repeat temporal coverage of DEMs to study the temporal            
covariance of glacier elevation change in order to better constrain both our temporal filtering              
and interpolation. Once the temporal covariance is estimated, we derive our best interpolator             
using Gaussian Process (GP) regression​63​. For this type of application, GP regression is             
equivalent to kriging​71,78,79​. Here, we do not optimize covariances for each pixel based on              
priors with a maximum likelihood function, as is usually the case in machine learning              
applications. Instead, our objective is to model variograms with characteristics representative           
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of many pixels at once, and to apply these variograms directly in the regression. The rationale                
behind this approach is to mitigate the sparse sampling of elevations in time at the pixel scale                 
by utilizing the repeat spatial coverage of our observations. 

To derive temporal variograms, we randomly drew up to 10,000 pixels of           x, )( y   
locations containing at least 10 valid observations in time. We did so for all (t, , )hAST /WV x y               
RGI regions. To reduce the effect of outliers, the variograms were estimated by the median of                
squared residuals for each time lag instead of the mean. 

We aggregated our variograms depending on the linear trend of elevation of pixels             
(Section 2.4) to better identify variance components independent of this(t, , )dt

dh
WLS x y            

underlying linear elevation change. The empirical temporal variances varied little between           
regions, and we found no significant variability with external factors (such as slope), as we               
did for the elevation measurement error.  

Through analysis of the empirical variograms, we found that the data temporal            
covariance (Extended Data Fig. 3b) consisted of a sum of: 

- a pairwise linear (PL) kernel, manifesting parabolically in variance, that represents the            
long-term, decadal linear elevation trend of the pixel (over 20 years in our case) 

- a periodic, exponential sine-squared (ESS) kernel, corresponding to how seasonality          
is captured by the elevation data, for example by the fact that summer-to-summer             
observations of glacier elevations can be much closer than summer-to-winter          
observations 

- a local, radial basis-function (RBF) kernel, showing how close elevation observations           
are to each other with varying time differences 

- white noise, representative the average of the measurement errors .σhAST /WV
 

To capture nonlinear elevation change trends (with time scales larger than the local             
RBF kernel), we added a local linear kernel, described by a rational quadratic (RQ) kernel               
multiplied by the pairwise linear kernel. We chose to model local linear changes using a RQ                
kernel times PL kernel instead of solely a RQ kernel. The latter was discarded after initial                
testing due to undesired effects at the temporal boundaries (2000 and 2020). The RQ times               
PL implies that the “mean” linear trend can vary locally and, when no observation is               
available at the boundaries, the extrapolated trend falls back towards the local “mean” linear              
trend. Physically, this is behaviour consistent with existing observations and with known            
decadal and sub-decadal climatic oscillations that influence glacier change. In practice, there            
is little extrapolation made in our study due to the dense repeat data coverage (Fig. 1). 

We used our measurement error having a value specific to each elevation     ,σhAST /WV
        

observation in space and time, instead of the average measurement error (white noise)             
sampled by the empirical variograms. We semi-automatedly modelled the temporal          
covariance with time scales and amplitudes estimated from the empirical covariance           
(Extended Data Fig. 3b) and used the same ESS, RBF and RQ parameters for all pixels given                 
the absence of significant nonstationarities. The pairwise linear kernel was estimated           
independently for each pixel  (Equation 2, repeated below):x, )( y  
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(x, , t)² L(x, , t) SS(ϕ , ², t) BF (Δt , ², t)  σhAST /WV
y Δ = P y Δ + E p σp Δ + R l σl Δ +  

Q(Δt , , , t) L(x, , t)+ (t, , )R nl σnl2 αnl Δ · P y Δ σhAST /WV
x y 2 (2) 

 
where  is the time lag between observations.tΔ  

We found yr, m, implying a seasonal periodicity component of 5 m on   ϕp = 1   σp ≈ 5            
average. We found that the local signal was best decomposed into a sum of three RBF kernels                 
with yr, m, yr, m and yr, m, which t .75Δ l1 ≈ 0   σl1 ≈ 5   t .5Δ l2 ≈ 1   σl2 ≈ 4    tΔ l3 ≈ 3   σl3 ≈ 2    
suggests that, once the underlying linear trend and periodicity is removed, inter-annual            
glacier elevations are on average within 5 m of each other within a year, within 9 m within                  
1.5 year and within 11 m within 3 years. Finally, based on pixel-scale testing (for filtering                
purposes) and the temporal range of the underlying linear trend observed in our empirical              
variograms, we constrained the local linear values to m, and        0σnl ≈ 1   0αnl ≈ 1   t1

2αnl
· Δ nl ≈ 5  

yr. Those values mean that, on average, local nonlinearity lasts around 5 years and within 10                
m of the underlying linear trend. Our primary objective was to ensure a low sensitivity to                
outliers, which were not effectively filtered out when using shorter-time scale parameters. In             
order to avoid removing glacier surges, we included a conditional loop in our procedure,              
which was calibrated on Nathorstbreen glacier, Svalbard (the largest surge observed during            
our period of study, Fig. S3). 

The variances described above do not directly condition the mean of the GP elevation              
time series, which is interpolated from available observations, but only leave the opportunity             
to find periodicity and local variations in those observations within an order of magnitude.              
For example, the periodic kernel (with m) applied to elevation observations in the      σp ≈ 5         
Low Latitudes yields elevation temporal series with no marked seasonality, despite leaving            
the opportunity to find amplitudes of the order of 5 m. This is because, in this region, the                  
elevation observations categorized by seasons do not show a significant seasonal trend (in             
front of linear, local trends) and thus the periodic kernel does not find significant seasonality               
to propagate from observations.  

With the same rationale, sensitivity tests showed limited influence of the seasonal,            
local and non-linear variances , and , time parameters and , and scale    σp  σl   σnl    tΔ l   tΔ nl    
parameter for values within the same order of magnitude (Supplementary Discussion αnl            
section “Sensitivity to the Gaussian Process hyperparameters”.). The limited influence of GP            
parameters within the same order of magnitude is due to the dense repeat coverage, and the                
relatively large measurement error of ASTER elevations (of about 5 m) which generally             
prevents complete deconvolution of local and periodic signals. This effect is later accounted             
for by our uncertainty propagation of interpolation biases (Section 4.3) and, when aggregated             
at different spatial scales, is essentially what defines the temporal resolution of our dataset              
(Supplementary Discussion section “Time series comparison and temporal resolution”). We          
found that the credible interval of the GP regression was the most impacted by parameter               
changes and was thus validated in a later analysis (Section 3.4). For estimating changes over               
stable terrain in the surroundings of glaciers, we used only a linear and seasonal kernel. 
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2.6. Elevation filtering step 3: iterative GP filtering of elevation 

We applied GP regression iteratively, fitting an interpolated time series to our          (t, , )hGP x y    
elevations at a monthly temporal resolution from January 1st, 2000 to (t, , )hAST /WV x y            
January 1st, 2020 for each pixel at a posting of 100 m. The interpolation period is 20 years,                  
with boundaries positioned exactly three months before the earliest (early March, 2000) and             
after the latest (late September, 2019) observations. We used the GP error            (t, , )σhGP x y  
propagated in time to filter any remaining outliers. 

Ideally, we would filter the largest outliers first, and repeat this process iteratively             
outlier by outlier to avoid biasing new fits with previous outliers. However, as this process               
would be too computationally intensive, we chose instead to remove several outliers at once.              
For each pixel, we performed five iterative GP regressions for filtering, where we removed              
outliers successively from a 20-sigma ( ) interval, a 12-sigma interval, a 9-sigma interval,     σhGP         
a 6-sigma interval and, finally, a 4-sigma interval (Extended Data Fig. 3d). 

2.7. Temporal GP interpolation of glacier elevation 

After excluding the outliers, we performed a final GP regression at a monthly temporal              
resolution, to yield the final interpolated elevation time series with error         (t, , )hGP x y    

(Extended Data Fig. 3e). The repeat temporal coverage allowed us to correctly(t, , )σhGP x y              
identify the expected seasonal minimum of glacier elevation at the pixel-scale (e.g. around             
the end of September in the Northern Hemisphere, and around the end of March in the                
Southern Hemisphere). 

Qualitative evaluation of the time series showed that the fit and the GP credible              
interval performed well for typical glacier elevation change signals (Fig. S2). However, in the              
case of abrupt changes such as glacier surges, the method fails to represent the true temporal                
evolution of elevation even if the overall elevation change signal is captured (Fig. S3).              
Improving these aspects would require a classification of glacierized terrain for extreme            
events prior to constraining the temporal covariance and performing temporal interpolation,           
which was not feasible at a global scale. 

3. Validation of elevation time series 

The ICESat elevations are annotated as . The IceBridge elevations are annotated      (t, , )hICS x y       
as . The elevations from high-resolution DEMs are annotated as .(t, , )hICB x y (t, , )hHR x y  

3.1. Comparing to ICESat 

Before comparing ICESat elevations to our interpolated elevation time series    (t, , )hICS x y        
, we verified that ICESat was aligned off-ice with our reference TanDEM-X(t, , )hGP x y             
by computing the co-registration shifts between the two datasets over all stable(x, )hTDX y              

terrain in the region​48​. ICESat showed very negligible horizontal and vertical shifts with the              
reference TanDEM-X in all regions. This is expected given that during its production the              
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TanDEM-X was co-registered to ICESat data​46​. Thus, we chose not to apply any horizontal or               
vertical shift. 

To compare ICESat elevations at the same points in time as our    (t, , )hICS x y        tICS    
elevation time series , we performed a linear interpolation of our monthly   (t, , )hGP x y          
elevation time series to extract elevation at the center date of each ICESat campaign. Most               
ICESat campaigns last 30 to 40 days, thus the longest possible time lag to their center date is                  
15 to 20 days. This 15 to 20-day period of time corresponds to about half of the temporal                  
resolution of our monthly time series, which is why we considered using the middle ICESat               
campaign date a sufficient approximation for this analysis. 

Finally, for each individual ICESat laser shot (point data), we performed a spatial             
bilinear interpolation of our elevations (gridded data) to estimate the elevation     (t, , )hGP x y        

 at the center of each ICESat footprint .(t , , )hGP ICS xICS yICS x , )( ICS yICS  

3.2. Comparing to IceBridge 

For IceBridge elevations, we bilinearly downsampled our two sets of IceBridge elevations            
(DMS-based and lidar-based) to 50 m (half the horizontal resolution of our time(t, , )hICB x y               

series). This resampling aimed simply at reducing the large amount of repeat spatial samples              
while conserving the vertical precision of the data. We then extracted elevations at the center               
of each pixel containing valid data, and subsequently compared to our interpolated time series              
by estimating  using the same procedure as described for ICESat data.(t , , )hGP ICB xICB yICB  

3.3. Systematic errors 

We intersected over ten million ICESat and a hundred million IceBridge measurements in             
space and time with our interpolated elevation time series on both glacierized and stable              
terrain. We annotate validation elevations composed of both ICESat and IceBridge .hIC  
 
h  hΔ GP /IC =  GP − hIC (S8) 

 
To assess whether our elevation estimates were unbiased, we studied the median of             

elevation differences . For all statistical operations, IceBridge points - about 40  hΔ GP /IC           
times more dense spatially than ICESat points - were weighted at 1/40th of ICESat points to                
represent a comparable spatial sampling. 

On average, glacierized terrain was found to be lower than true elevation, while stable              
terrain was slightly higher (Fig. S4a,b). These biases between stable terrain and glacierized             
terrain varied between regions (Table S3) and seasons (Fig. S4c). Our reference, TanDEM-X             
was also found to be higher over stable terrain, while we previously described the absence of                
vertical shift with ICESat (Section 3.1). The reason for this difference is that terrain here is                
limited to a 10 km buffer around glaciers instead of the whole region. 

We attributed these biases to snow cover, originating from two distinct sources. First,             
we explained the seasonal variations by the fact that snow-covered terrain is not masked out               
from stable terrain during co-registration of the ASTER, ArcticDEM and REMA DEMs (Fig.             
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S5). The varying height of snow-cover in those DEMs directly leads to the observed seasonal               
biases. Second, we attributed the average differences between stable, glacierized terrain and            
our reference TanDEM-X to the fact that TanDEM-X has no defined timestamp but is a               
mosaic of different seasons, which also unevenly contains snow-covered terrain (Fig. S5a).            
At present, the lack of a homogeneous and global DEM with a well-defined seasonal              
timestamp prevents correcting these issues to improve the co-registration in regards to            
snow-covered terrain.  

In order to derive volume change, our interest however lies in elevation change and              
not absolute elevation. Thus, the mean elevation bias between stable and glacierized terrain             
does not have an impact on elevation differences. The seasonal cycle of this bias has a                
systematic impact on seasonal elevation differences, however. We estimated this seasonal           
bias of co-registration by fitting a sinusoidal function (Fig. S4c ; Table S3). These sinusoidal               
fits revealed that the maximum and minimum bias occurred symmetrically around the dates             
of September 30th and March 30th for the Northern and Southern hemispheres, agreeing with              
prior knowledge. Additionally, the amplitude of the snow-cover biases were found to be             
relatively small for Arctic regions (RGI regions 3, 4, 5, 7, 9), large for mountainous areas                
(RGI regions 2, 8, 11, 12, 13, 14, 15, 17, 18) and absent in the Tropics (RGI region 16)                   
(Table S3). 

We used these sinusoidal fits to remove the seasonal biases in our elevation             
differences for further validation purposes. We derived a linear trend (WLS) in time from the               
remaining differences to ICESat and IceBridge (Extended Data Fig. 4d). We thereby verified             
the absence of elevation change bias in our GP time series globally and along several               
variables of interest. Less sampled regions yield larger trends, but do not statistically differ              
from zero (Table S3). 

We also identified elevation biases with curvature (Fig. S4d), on both stable and             
glacierized terrain. This bias was also observable when differencing to the reference DEM             
TanDEM-X on stable terrain, suggesting that it originates from an inherent difference            
between the datasets rather than our temporal interpolation method, as shown in previous             
studies​69​. The lower resolution of our DEMs does not allow us to reliably capture elevation in                
places of high curvatures such as peaks, ridges or narrow valleys. Being independent of time,               
this bias does not need to be accounted for when differencing the elevation time series into                
elevation change and does not affect our glacier mass balance estimates. 

3.4. Random errors 

For each ICESat and IceBridge observation, we also derived a z-score, or elevation difference              
divided by our time series error at a given point of time and space: 
 

 zGP /IC = σhGP

(h −h )GP IC (S9) 

 
This standardized metric allows us to compare the performance of the elevation time series              

in relation to its GP credible interval which varies significantly in space and timehGP         σhGP         
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based on factors such as elevation measurement errors, number of observations, or time lag to               
the closest observations (Figs. S2, S3). Ideally, for a performant interpolation method, the             
z-score would be normally distributed, centered on 0 with a standard deviation of 1. A mean                
of 0 would signify that our elevation estimates are unbiased and a standard deviation of        hGP         
1 would signify that our modelled error is representative of the elevation error at the       σhGP          
right confidence level. 

We used the NMAD as a robust estimator of the standard deviation of the z-score               
distribution (Fig. S6). The standard deviation of z-scores was verified to be independent of              
several factors: the terrain slope, the terrain curvature, the time of the year, the time lag to the                  
closest elevation observation, and the size of the GP credible interval. The lack of              
dependency on these two last factors validates the reliability of our empirically-based GP             
parameters (Section 2.5). The z-score standard deviation was found to be very close to 0.5 for                
glaciers (Fig. S6, Extended Data Fig. 4d) and close to 1 for stable terrain (Table S3) in all                  
regions, implying that our GP method is able to estimate elevation in space and time at the                 
right confidence level. Over glaciers, our elevation uncertainties are thus conservative by a             
factor of over two. 

4. Spatial correlation of elevation change time series 

We identified three sources of correlation to account for when propagating           
uncertainties from our elevation change time series into volume change time series. The first              
source is the short range spatial correlation originating from instrument resolution (Section            
4.1). The second is the long range spatial correlation originating from instrument noise,             
generally not accounted for in earlier studies (Section 4.2). The third and final source              
originates from our temporal interpolation (Section 4.3). We accounted for these three            
sources of spatial correlation when aggregating both from pixels to individual glaciers and             
from glaciers to regional volume change estimates (see Aggregation to regions in Methods). 

4.1. Spatial correlation due to instrument resolution 

Conservatively, we estimated spatial uncertainties that originate from instrument resolution          
solely on ASTER, which has the coarsest resolution. We derived a short-range spatial             
variogram​80 over ASTER DEMs to assess the short-range spatial correlation that can be             
attributed to the effects of spatial resolution :σdh,res  
 

(d)² (d, , ) σdh,res = S s0 r0 (S10) 
 
where is the spatial lag, or distance between pixels, the spherical model of partial d          (d, , )S s r       
sill and range . We found a range of m. The partial sill derived in our spatial s    r       50r0 = 1      s0      
variograms is only a representative average of the many factors affecting elevation variance             
(Section 2.3). Instead of using this average, we estimated from our individual pixel errors         s0       
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over glacierized terrain after removing contributions from longer range correlationsσdhGP            
(described in Section 4.3). 

4.2. Spatial correlation due to instrument noise 

We accounted for long-range correlations due to instrument noise, such as the ones present in               
ASTER DEMs that we described in Section 1​50,82​. Depending on the distribution of stable              
terrain in a specific DEM, it can be difficult to fully correct the low-frequency along-track               
undulations, and even more so for the high-frequency along-track undulations (also called            
“jitter”)​83​. We know from ASTER corrections that the low-frequency along-track undulation           
has a range of about 5 to 20 km, while the jitter has a range of 2 km. Residuals from this                     
correlated noise can be described by a sum of nested spatial variograms at these correlation               
lengths with specific variances, which in turn can be used to derive the uncertainty in the                
volume changes obtained by spatial aggregation​72​. 

In order to account for improvements brought by corrections (Section 1), filtering and             
interpolation (Section 2) we deduced our spatial correlations directly from the elevation            
differences to ICESat and IceBridge data (Section 3). The procedure for estimating      hΔ GP /IC        
the spatial correlation is the same as used for longer range correlation which is described               
extensively in the next section. We modelled our empirical variogram by a sum of spherical               
variograms  with correlation lengths of 2 km, 5 km and 20 km:σdh,noise  
 

(d)² S(d, , ) (d, , ) S(d, , ) σdh,noise =  s1 r1 + S s2 r2 +  s3 r3 (S11) 
 
with  km,  km and  km.2r1 =  r2 = 5 0r3 = 2  
 
The sills we estimated indicate that, for the average ASTER DEM, we corrected on average               
around 90% of the typically observed low-frequency along-track undulation of range 20 km,             
and about 70% of the high-frequency undulation (jitter) of range 2 km. 

4.3. Spatial correlation due to temporal interpolation 

Previously, we treated our elevation time series uncertainty as a random error term        σhGP       
(Section 3.4), but this qualification does not always hold. Because of the nature of the spatial                
coverage of DEMs, temporal data gaps are often spatially correlated over large areas.             
Although we know that our GP credible interval contains the true elevation at the right        σhGP         
confidence level, the elevation difference to the true elevation might be spatially correlated.             
For example, let’s assume that there are three years without data for the entire region of                
Svalbard and that we independently interpolate all pixels of the region in time. Assume also               
that in the middle of that period, one winter had stronger accumulation than usual. At this                
point in time, our GP credible interval might still contain the true values of glacier elevations                
at the pixel scale (Figs. S2, S3), but at the regional scale this stronger accumulation manifests                
as a systematic error, or as a random error correlated over large distances.  
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We accounted for the spatial correlation inherent to the temporal interpolation to            
correctly propagate uncertainties into the resulting volume changes. For this, we used the             
ICESat validation data only, which has a more diverse regional coverage than IceBridge. We              
categorized our validation elevation differences by date, corresponding to ICESat     hΔ GP /ICS       
campaigns. For each campaign, at the pixel scale, we also categorized by time lag           hΔ GP /ICS     

. The time lag is the time between the ICESat acquisition and the closest validtΔ AST /WV                
ASTER/WV observation used to derive the time series during the  (t , , )hAST /WV AST /WV x y          
temporal interpolation: 
 
t (t, , )Δ AST /WV x y = t|| − tAST /WV

|
| (S12) 

 
For each region, date and time lag bin, we randomly drew up to 10,000 observations of                
validation elevation differences and quantified their spatial correlation​81​. We did so   hΔ GP /ICS          
by computing their variance correlations at distances of 0.15 km, 2 km, 5 km, 20 km, 50 km,                  
200 km and 500 km (Extended Data Fig. 5a,b). The first four ranges of 0.15 km, 2 km, 5 km                    
and 20 km correspond to the correlation ranges for instrument resolution and instrument             
noise (preceding sections). We found similar variograms between well-sampled regions and           
chose to aggregate and apply a single variogram globally for robustness in less-sampled             
regions. This approach is expected to be conservative for instrument noise, due to the larger               
residuals of correlated signals captured over large ice caps (corrected with less stable terrain)              
that dominate the ICESat sample. Aggregating all available variograms, we derived the            
median variance of elevation differences at different correlation lengths depending     hΔ GP /IC       
on the time lag to the closest observation. We showed that there was no significant               
correlation in the variance beyond 500 km, a finding consistent with known estimates of              
correlations of glacier mass balances​77​, and we thus considered elevation differences to be             
independent beyond this range. We modelled these correlations as a sum of spherical             
variograms: 
 

(d, t)² (d, (Δt), )σdh Δ = ∑
6

i=0
S si ri (S13) 

 
where km, km. We found for km. The partial sills 50r4 =    00r5 = 2     (Δt)s6 = 0   00r6 = 5      s0  
to depend on the time lag to the closest valid observation . For to , we used the s5            tΔ   s1   s5     
empirical values of the partial sills to estimate it as a function of the time lag. We found a                   
good fit between the complete sills (sum of partials sill) and a sum of quadratic and squared                 
sinusoidal functions by least squares optimization (Extended Data Fig. 5b): 
 

(Δt) (a t )  c∑
k

i=1
si =  k · Δ + bk

2 +  · sin(d t)· Δ 2 (S14)  
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where we found two constants for the sinusoidal component m​2 and yr. At         .4c = 1    d = 1    
, we deduced the values of , and described in the previous sectiont 0Δ =        (0)s1  (0)s2   (0)s3       

on instrument noise.  
We accounted for the random error due to instrument resolution, represented by the             

partial sill at a correlation length of m, using the original pixel error .  s0       50r0 = 1        (t, , )σdh x y  
To avoid double-counting errors in , we quadratically subtracted the partial sills of range     s0          

 to  to :r1 r5 (t, , )σdh x y  
 

(t, , )² (t, , )² (Δt)σdh,0 x y = σdh x y − ∑
6

i=1
si (S15) 

 
For each glacier and time step, we used the mean of all pixel errors over glacierized              ²σdh,0    
terrain to estimate . We then spatially integrated this sum of variograms​72 over each   s0            
glacier, for each time step, accounting for each individual glacier pixel’s distance to the              
closest observation at this time step to yield the uncertainty in the mean elevation change  tΔ               

 (see Methods, Equations 4 and 5).σdh   
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Supplementary Discussion 

Improved elevation change estimation 

Our surface elevation change maps (Extended Data Fig. 6, and Data availability statement)             
visually testify to the improved quality brought out by our novel methodology in comparison              
to preceding ASTER-based studies​28,53,54,74​. It is most notable through the reduction of            
elevation change outliers and through stable terrain surfaces that consistently show elevation            
changes close to 0 m. The improved quality and increased spatial coverage is the combined               
result of (i) the inclusion of low stereo-matching correlation data that is statistically weighted,              
(ii) a multi-step filtering of outliers conditioned by a reference elevation model, an elevation              
measurement error and temporal covariances throughout the different steps of our statistical            
modelling approach, (iii) the mitigation of seasonality, and other non-linear responses during            
the final interpolation into surface elevation time series. Although having fewer data gaps             
than preceding studies, our time series of elevation change still contain uncertainties that vary              
in space and time for different regions, periods, and for different areas of a given glacier (e.g.                 
low-contrast accumulation areas). Stable terrain is not directly comparable to glacierized           
terrain, as it only includes a pairwise linear kernel and a periodic kernel during GP regression                
(i.e. a linear trend with mitigated seasonality). Non-linear kernels were not applied to stable              
terrain as those were estimated using glacier elevation observations only, non-applicable to            
other types of terrain (bare-ground, vegetated, ...). Nonetheless, the linear estimation allows            
similar 20-year changes to be captured at the boundary of glacierized and stable terrain. For               
instance, unmapped debris-covered tongues treated as stable terrain show long-term elevation           
changes consistent with the rest of the glacier. 

Subaqueous mass loss 

Our analysis is limited to measuring glacier elevation change above water by assessing only              
topographic changes and not bathymetric ones. The subaqueous mass loss due to retreat of              
ice fronts over water for marine- or lake-terminating glaciers cannot be captured, leading to              
an underestimation of the total glacier mass loss​29​. This omitted underwater contribution is             
largely dominated by marine-terminating glaciers, however, and thus does not impact the            
contribution to sea-level rise. This limitation is shared between geodetic, gravimetric (for            
marine-terminating glaciers) and altimetric (ICESat) estimates. 

Time series comparison and temporal resolution 

We compare our results to the time series of previous studies​19,21 (Fig. S7) and, for this                
exercise, use the same density conversion factor and errors for annual mass change rates              
despite the known limitations of density conversion assumptions at such short time scales​23​.             
We find good agreement to gravimetric time series​19 in regions where competing mass             
change signals are weak (e.g., Russian Arctic), and to geodetic and glaciological-based time             
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series in regions with dense in-situ measurements​21​. At the regional scale, we generally             
observe a temporal autocorrelation, or “smoothing” of extreme glaciological years in our time             
series, either due to the limits of local and seasonal elevation change deconvolution from our               
Gaussian Processes method (where repeat data coverage is good, e.g. Iceland), or originating             
from the near-linear interpolation over long observational data gaps (where data coverage is             
more limited). In practice, the rapid change of extreme years is redistributed into adjacent              
years. This effect is accounted for by our improved uncertainty approaches calibrated on             
spatial correlations with observational time lag, validated with high-resolution data (Extended           
Data Fig. 5d-f). Based on our volume change uncertainties, the temporal resolution at which              
volume changes are statistically significant at the regional scale (95% confidence interval            
<0.2 m yr ​-1​) is of 3-7 years depending on the spatial domain and temporal coverage. This is                 
confirmed by the inter-comparison to regional estimates of temporally resolved, gravimetric           
studies. 

Decadal changes in summer temperature and winter precipitation 

For the Northern Hemisphere, we define winter to coincide with the accumulation period             
which, for high-altitude glaciers is typically October-April whereas we define the summer            
season to include the months May-September. Winter and summer seasons in the Southern             
Hemisphere are respectively defined as the months April-October and November-March.          
Decadal changes between annual and seasonal components show minor differences of           
precipitation patterns (Fig. S8). However, the increase of summer temperature over glaciers            
(corresponding to a global trend of 0.037 K yr​-1​) is slightly larger than that of annual                
temperature (0.031 K yr​-1​) and thus yields a slightly lower global mass balance sensitivity to               
temperature of -0.24 m w.e. yr​-1 K ​-1​. We also find little difference in temperature and               
precipitation change conditions between tidewater and non-tidewater glaciers aggregated at          
the global-scale. 

Uncertainty propagation and limits of density-based mass change uncertainties 

Volume change uncertainties sources are dominated by short- to long-range spatial           
correlations (2-200 km) and our pixel-wise GP uncertainties only have influence for very             
small glaciers (<0.1 km², Extended Data Fig. 5h,g). While our volume change time series              
have rigorously constrained uncertainties (Extended Data Fig. 5d-f), density-based mass          
change uncertainties are still poorly known. We thus use conservative approaches that likely             
lead to an overestimation of mass change uncertainties. We conservatively applied our            
uncertainties by considering them completely correlated in space at the scale of RGI regions,              
which leads to larger regional mass change uncertainties than previous DEM-based           
studies​29,53,54 that considered subregions of RGI regions as independent. Additionally, the           
current formulation of the density uncertainty​23 linearly scales with specific elevation changes            
while it is known that it is with most negative elevation change rates that the density                
conversion factor is best constrained towards 850 kg m​-3​. This effect likely provides             
uncertainties that are too large, especially for regions with strong mass losses (e.g., Fig. 3).               
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Supplementary Figures 

Fig. S1. ASTER bias corrections. 

MMASTER corrections​50​ for cross-track (​a​) and along-track biases (​b ​) and overall (​c​). For (​a ​) and (​b ​), 
elevation corrections shown correspond to the median of parameters (i.e. the most typical case of 
correction, which vary greatly between images) found when optimizing corrections individually for 
154,565 ASTER DEM strips. For the along-track corrections, we show the median of parameters 
decomposed by additive frequencies of long range undulations and jitter. ​c​, Boxplots of off-ice RMSE 
between ASTER DEMs and the reference TanDEM-X before (blue) and after (orange) bias correction with 
the number of valid points for corrections. Boxes show the distribution from first to third quartiles, with 
the median represented as a line and the whiskers extending to the 10th and 90th percentiles. RMSE 
improvement is a limited but simple indicator of the underlying removal of large-scale correlated noise on 
top of the inherent random noise, typically observed at an amplitude of 5 to 10 m in ASTER DEMs. Most 
DEMs are confidently corrected with a large number of points which reflects in their lesser spread of 
RMSE, later used to assess measurement error and weighting.  
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Fig. S2. Gaussian Process regression elevation time series. 

Time series of final Gaussian Process Regression fits and standard deviation after the removal of outliers. 
These temporal fits are shown for: a pixel in the ablation area of Upsala where a strongly nonlinear 
elevation loss occurred​99​ which is used as an example in Extended Data Fig. 3c-e (​a ​), a zone of low quality 
of stereo-correlation in the accumulation area of Upsala, Southern Patagonian Icefield, Argentina that is 
undergoing slow elevation loss (​b ​), the data-scarce ablation area of Pio XI, Southern Patagonian Icefield, 
Chile, facing a steady elevation gain (​c​) and the highly sampled tongue of Tasman Glacier, New Zealand 
showing steady elevation loss (​d ​). 
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Fig. S3. Gaussian Process regression elevation time series for extreme observations. 

Time series of final Gaussian Process Regression fits and standard deviation over extreme elevation 
observations, after the removal of outliers. We show pixels in: the edge of the ablation area of outlet 
glacier Breidamerkurjökull of Vatnajökull, Iceland, showing rapid thinning and then no elevation change 
after 2008 due to complete deglaciation (​a ​), the nonlinear thickening on the outlet glacier Dyngjujökull, in 
the accumulation area of Vatnajökull, Iceland (​b ​), the elevation gain at the bottom of Nathorstbreen 
glacier, Svalbard, after a massive surge in 2009​40​ ( ​c​) and the mass loss in the accumulation area of 
Nathorstbreen glacier, Svalbard, from the same surge event (​d ​). 
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Fig. S4. Systematic error analysis. 

Median elevation differences between ICESat/IceBridge and our GP regression elevation time series on 
stable and glacierized terrain, and for TanDEM-X on stable terrain. Elevation differences are shown 
globally for all ICESat campaigns (​a ​), all IceBridge campaigns (​b ​), seasonal timestamps independently for 
the Northern and Southern hemisphere (ICESat samples only, Antarctic and Subantarctic excluded) (​c​) and 
terrain maximum curvature (​d ​). Panels (​a ​), (​b ​) and (​c​) are shown on the same scale. 
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Fig. S5. Schematic representation of the effects of snow-covered terrain on 
co-registration. 

Summer and winter co-registration biases. ​a ​, The coregistration of summer ASTER DEMs to a reference 
DEM (TanDEM-X) that includes snow cover on stable terrain creates a positive elevation bias over 
glaciers. ​b ​, The coregistration of winter ASTER DEMs to a reference DEM (TanDEM-X) that, on average, 
includes less snow, creates a negative elevation bias over glaciers. 
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Fig. S6. Random error analysis. 

Distribution of z-scores of elevation differences for stable and ice-free surfaces. The distribution of ICESat 
(​a ​) and IceBridge (​b ​) z-scores for stable and glacierized terrain with the corresponding median and 
Normalized Median Absolute Deviation. ​c​, NMAD of the z-score with the time lag to the closest 
observation. IceBridge points are weighted 1/40th to represent similar spatial sampling as ICESat points. 
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Fig. S7. Comparison of mass change time series with earlier studies. 

Regional and global time series of cumulative glacier mass change between 2002 to 2016 compared to 
earlier global or near-global studies​19,21​. Time series are zeroed at the starting date of September 2002 to 
coincide with the northern hemisphere glaciological years reported in an earlier global study​21​. 
Uncertainties are shown at 95%. For our study, we show annual uncertainties despite known limitations for 
density assumptions and show our monthly time series uncorrected for seasonal biases. 
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Fig. S8. Decadal changes in summer temperature and winter precipitation. 

Difference between 2010-2019 and 2000-2009 for summer temperature (May-September in the northern 
hemisphere, October-April for southern hemisphere) (​a​) and winter precipitation (November-March in the 
northern hemisphere, April-October in the southern hemisphere) (​b ​). Decadal patterns are similar to those 
of annual temperature and precipitation (Fig. 4). 
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Fig. S9. Sensitivity to Gaussian Process kernel parameters. 

Sensitivity of the regional estimates of glacier volume changes to the Gaussian Process kernels parameters 
for Scandinavia ​(a,b) ​ and Iceland ​(c,d)​. The kernel parameters are varied by multiplying and dividing the 
value used in this study by 2, and refer to Equation 2 (see Methods, or Supplementary Methods section 
2.5). Iceland and Scandinavia were selected as they are potentially the most sensitive to Gaussian Process 
kernel parameters. This is due to both their small size (spatially correlated signal) and the fact that they 
show strong nonlinear changes during the past two decades (Extended Data Table 1). Additionally, they 
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include a wide spectrum of temporal coverage, as Iceland is the region with the largest repeat coverage 
(~66 observations in 20 years per pixel) while Scandinavia is the region with the lowest repeat coverage 
(~27 observations in 20 years per pixel), excluding the Antarctic and Subantarctic. Panels ​(a)​ and​ (c)​ show 
the mean absolute deviation relative to the regional estimate and panels​ (b) ​ and ​(d) ​ the mean absolute 
deviation relative to the estimated volume change uncertainty. The mean absolute deviation is computed 
from all possible successive time periods of a certain length in 2000-2019 (e.g., 5-year periods indicate 
2000-2004, 2005-2009, 2010-2014 and 2015-2019) and varied parameters (x2,÷2). Overall, varying all 
Gaussian Process kernel parameters within this order of magnitude impacts the estimates less than 3%, 
which is well within estimated volume change uncertainties (at most 30% of uncertainty range) and 
estimated mass change uncertainties (at most 10% of uncertainty range). The maximum absolute deviation 
is within the same range and does not exceed 1.5 times the mean absolute deviation. 
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Supplementary Tables 
 
 

Table S1. Regional data coverage for ASTER, ArcticDEM, REMA and IceBridge 
DEMs. 

Number of DEMs and corresponding area covered for RGI regions. ASTER initial DEMs are the strips 
generated from stereo imagery. ASTER, ArcticDEM and REMA final DEMs are the DEM strips 
successfully corrected (for ASTER), merged (for ArcticDEM and REMA) and co-registered to 
TanDEM-X (for both). ASTER initial and final DEM footprint is generally 180 km x 60 km, ArcticDEM 
and REMA DEM footprint is on average 50 km x 15 km and IceBridge DEMs 500 x 500 m. ICESat points 
are only considered in a buffer of 10 km around glaciers, the count of points on glacier and stable terrain is 
reported in Table S3. 

  

 

Region 
ASTER 

initial DEMs 
ASTER 

final DEMs 

ArcticDEM & 
REMA final 

DEMs 
ICESat points 

IceBridge 
DEMs 

01, 02 Alaska & Western Canada 
and USA 28,705 24,681 3,763 1,137,548 273 

03 Arctic Canada North 9,610 7,645 4,209 2,220,084 78,434 

04 Arctic Canada South 3,702 3,013 2,832 584,499 39,113 

05 Greenland 24,290 16,837 14,353 2,375,214 334,721 

06 Iceland 3,439 2,569 701 72,811 0 

07 Svalbard and Jan Mayen 2,870 1,750 3,507 350,053 4,882 

08 Scandinavia 3,432 2,770 1,143 16,157 0 

09 Russian Arctic 9,137 4,485 5,635 596,456 0 

10 North Asia 15,693 12,867 4,248 309,226 0 

11 Central Europe 4,499 4,304 0 2,277 0 

12 Caucasus and Middle East 5,745 5,563 0 31,580 0 

13-15 High Mountain Asia 31,676 30,774 0 2,169,746 0 

16 Low Latitudes 15,689 14,800 0 61,845 0 

17 Southern Andes 9,076 8,124 0 237,559 495 

18 New Zealand 2,221 1,922 0 13,998 0 

19 Antarctic and Subantarctic 28,555 12,461 3,456 559,639 154,770 
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Table S2. High-resolution DEMs. 

High-resolution DEM pairs used to validate glacier volume changes and their related uncertainty 
propagation. Only glaciers covered over more than 70% of their surface are considered. A minimum time 
interval of 5 years between the DEMs was chosen, corresponding to the length of the periods reported in 
our study. 
 
 
 
 

  

 

Region Site Early DEM 
date 

Early DEM 
source 

Late DEM 
date 

Late DEM 
source 

Resolution 
(m) 

Glacier 
area 

(km²) 

Number 
of 

glaciers 
covered 

01 Alaska Yukon 2007-09-03 SPOT-5HRS 2018-10-01 SPOT6/7 20 
2387.4 

139 

02 Western Canada and USA Place 2006-08-15 LiDAR 2018-09-04 LiDAR 1 4.9 7 

02 Western Canada and USA Sentinel 2006-08-15 LiDAR 2018-09-04 LiDAR 1 22.3 10 

02 Western Canada and USA Bridge 2006-08-15 LiDAR 2017-09-27 LiDAR 1 142.6 23 

02 Western Canada and USA Weart 2006-08-15 LiDAR 2018-09-04 LiDAR 1 12.8 9 

02 Western Canada and USA Conrad 2005-07-31 Aerial Photo 2017-09-17 Aerial Photo 5 19.4 11 

02 Western Canada and USA Nordic 2004-08-21 Aerial Photo 2017-09-27 Aerial Photo 5 5 3 

11 Central Europe Mont Blanc 2003-08-21 SPOT5-HRG 2018-08-09 Pleiades 10 141.1 105 

11 Central Europe Gries 2012-08-27 Aerial Photo 2018-08-19 Aerial Photo 1 6 10 

11 Central Europe Silvretta 2012-08-20 Aerial Photo 2018-08-16 Aerial Photo 1 6.8 7 

11 Central Europe Plaine Morte 2012-09-14 Aerial Photo 2018-08-28 Aerial Photo 1 11.6 10 

11 Central Europe Aletsch 2009-09-08 Aerial Photo 2017-08-29 Aerial Photo 25 120 61 

11 Central Europe Gorner 2007-09-13 Aerial Photo 2015-08-26 Aerial Photo 25 54.1 8 

11 Central Europe Rhone 2000-08-24 Aerial Photo 2007-09-12 Aerial Photo 25 16 6 

11 Central Europe Morteratsch 2008-09-09 Aerial Photo 2015-08-29 Aerial Photo 25 17 14 

11 Central Europe Unteraar 2003-07-14 Aerial Photo 2009-08-19 Aerial Photo 25 23.9 6 

13 Central Asia Abramov 2003-08-27 SPOT5-HRS 2015-09-01 Pleiades 40 114.7 121 

14 South Asia West Mera 2012-11-25 Pleiades 2018-10-28 Pleiades 4 
33.6 

44 

14 South Asia West Chhota Shigri 2005-09-21 SPOT5-HRG 2014-09-26 Pleiades 10 
97.9 

65 

15 South Asia East Gangotri 2004-11-26 SPOT5-HRG 2014-08-25 Pleiades 10 
199.9 

17 
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Table S3. Validation of elevation time series with ICESat and IceBridge. 

Elevation biases are decomposed in a sinusoidal function of amplitude, phase at maximum and vertical 
bias at the end of summer: mid-September for the northern hemisphere (decimal month: 8.5), mid-March 
for the southern hemisphere (decimal month: 2.5). Elevation change bias is the residual linear trend in time 
(weighted least squares) of seasonally de-biased mean elevation differences, shown with 95% CI. 
Standardized elevation uncertainty is the standard deviation of z-scores (conservative if less than 1). 

 

RGI 
Region 
number 

Glacierized terrain (Stable terrain) 

ICESat points IceBridge points 
Elevation bias Elevation 

change 
bias (m yr​-1​) 

Standardized 
elevation 

uncertainty 
Amplitude 

(m) 
Phase 

(decimal month) 
Summer 

vertical bias (m) 

01 
330,297 

(658,370) 
8,523,287 
(463,310) 

2.0 
(0.1) 

5.5 
(3.5) 

0.8 
(1.1) 

-0.046±0.033 
(0.076±0.055) 

0.51 
(0.99) 

02 
30,011 

(118,880) 
0 

(0) 
1.8 

(0.3) 
5.9 

(2.8) 
2.2 

(2.4) 
0.035±0.216 

(0.043±0.165) 
0.54 

(1.31) 

03 
1,139,069 

(1,081,015) 
4,833,055 

(1,789,711) 
1.8 

(0.9) 
6.6 

(0.2) 
2.1 

(-0.6) 
0.029±0.048 

(0.007±0.104) 
0.47 

(1.01) 

04 
178,770 

(405,729) 
2,060,069 

(1,381,223) 
0.1 

(0.1) 
3.2 

(1.8) 
0.0 

(0.5) 
-0.001±0.014 
(0.013±0.018) 

0.32 
(0.60) 

05 
878,141 

(1,497,073) 
3,150,014 

(13,772,122) 
0.4 

(0.1) 
6.3 

(1.0) 
0.0 

(0.3) 
0.008±0.014 

(0.007±0.018) 
0.47 

(1.02) 

06 
27,480 

(45,331) 
0 

(0) 
1.3 

(0.3) 
4.3 

(6.2) 
1.0 

(0.7) 
0.023±0.071 

(-0.041±0.034) 
0.32 

(0.77) 

07 
214,912 

(135,141) 
179,851 
(18,227) 

0.6 
(0.4) 

5.7 
(5.5) 

0.2 
(0.4) 

-0.026±0.039 
(-0.046±0.037) 

0.38 
(0.63) 

08 
5,421 

(10,736) 
0 

(0) 
2.3 

(0.4) 
4.5 

(4.3) 
1.7 

(1.6) 
-0.092±0.160 
(0.062±0.145) 

0.55 
(0.97) 

09 
383,224 

(213,232) 
0 

(0) 
0.2 

(0.3) 
6.0 

(5.4) 
-0.4 
(0.1) 

-0.015±0.022 
(-0.013±0.014) 

0.28 
(0.45) 

10 
3,183 

(306,043) 
0 

(0) 
1.4 

(0.3) 
3.2 

(6.0) 
1.2 

(0.8) 
0.206±0.126 

(-0.007±0.067) 
0.60 

(0.93) 

11 
1,891 

(46,722) 
0 

(0) 
1.2 

(0.0) 
6.2 

(4.7) 
2.1 

(1.5) 
0.052±0.263 

(0.066±0.189) 
0.67 

(1.48) 

12 
929 

(30,651) 
0 

(0) 
1.7 

(0.4) 
6.0 

(3.3) 
1.3 

(0.3) 
-0.183±0.440 

(-0.031±0.378) 
0.69 

(1.67) 

13 
105,218 

(1,238,894) 
0 

(0) 
0.5 

(0.1) 
3.5 

(0.9) 
1.2 

(0.4) 
0.110±0.090 

(0.018±0.062) 
0.68 

(1.16) 

14 
54,382 

(423,848) 
0 

(0) 
0.7 

(0.0) 
3.2 

(0.4) 
1.4 

(0.4) 
0.102±0.083 

(0.017±0.070) 
0.64 

(1.15) 

15 
19,961 

(327,443) 
0 

(0) 
0.2 

(0.2) 
4.3 

(1.5) 
1.1 

(0.5) 
0.122±0.106 

(0.050±0.074) 
0.63 

(1.10) 

16 
897 

(60,948) 
0 

(0) 
0.0 

(0.4) 
2.7 

(1.7) 
0.3 

(1.0) 
0.045±0.500 

(0.086±0.159) 
0.58 

(1.14) 

17 
21,157 

(216,402) 
109,339 

(178,910) 
2.5 

(1.0) 
11.8 
(0.8) 

2.0 
(2.0) 

-0.007±0.082 
(0.010±0.215) 

0.44 
(1.29) 

18 
401 

(13,597) 
0 

(0) 
2.5 

(0.8) 
9.5 

(1.2) 
-0.4 
(2.7) 

-0.142±0.671 
(0.167±0.685) 

0.71 
(1.47) 

19 
445,523 

(114,116) 
2,208,460 

(3,997,523) 
0.0 

(0.9) 
2.2 

(3.0) 
2.2 

(4.4) 
-0.004±0.048 
(0.150±0.214) 

0.33 
(1.47) 
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