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Title: The contributions of short waves to storm surges in coastal zones

Abstract: Storm surges and associated coastal �ooding can result in major catastrophes.
Storm surges correspond to a temporary rise in sea level driven by atmospheric pressure
gradients, wind and short waves. In particular, the dissipation of short waves in the
nearshore drives a mean water level increase, the wave setup, which contributes to storm
surges. This PhD thesis examines the contributions of short waves to storm surges, notably
the wave setup, in contrasting coastal environments. To that end, the analysis of �eld data
is combined with high-resolution numerical modelling. First, this work investigates the
contribution to storm surges of very large storm waves breaking at the inlet of two wave-
sheltered environments. The results indicate that the resulting wave setup contributes
up to 40 % and 23 % to the storm surge peak in the Adour Estuary and the Arcachon
Lagoon respectively. Second, the dissipation of storm waves and the resulting depth-
varying circulation are analysed at a rock shore platform. Two counteracting e�ects of
the high bottom roughness on the wave setup are identi�ed: (1) waves su�er a strong
dissipation by bottom friction, which reduces the wave setup compared to a smooth bottom;
(2) the wave-induced circulation over a rough bottom enhances the wave setup. Lastly,
waves and wave setup dynamics are investigated on a salt marsh. During the studied
wind sea event, the halophytic vegetation of the salt marsh accounts for 65 % of the wave
dissipation, which reduces the wave setup compared to a case without vegetation. New
�eld measurements on salt marshes are needed to explore the e�ect of wave non-linearities
on the wave setup in vegetation �elds.

Keywords: storm surges, short waves, wave setup, coastal zone, 3D numerical modelling,
in-situ measurements
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Titre : Contributions des vagues dans les surcotes de tempête en zones

littorales

Résumé : Les surcotes et submersions marines associées aux tempêtes peuvent entraîner
des catastrophes majeures. Les surcotes correspondent à une élévation temporaire du
niveau moyen de la mer, induite par les gradients de pression atmosphérique, le vent et
les vagues. La dissipation des vagues en zone littorale génère une augmentation du niveau
moyen à la côte, le wave setup, qui contribue aux surcotes. Cette thèse de doctorat ex-
amine les contributions des vagues aux surcotes, notamment le wave setup, dans di�érents
milieux littoraux en combinant l'analyse de données in-situ et la modélisation numérique
à haute résolution. En premier lieu, la contribution du déferlement de vagues de tempête
à l'embouchure de deux environnements abrités des vagues est étudiée. Les résultats mon-
trent que le wave setup généré représente 40 % du pic de la surcote dans l'Estuaire de
l'Adour et 23 % dans le Bassin d'Arcachon. La dissipation des vagues et la circulation
moyenne induite sont ensuite analysées sur un estran rocheux. La forte rugosité de l'estran
a deux e�ets antagonistes sur le wave setup : (1) les vagues sont fortement dissipées par
frottement au fond, ce qui réduit le wave setup par rapport à un fond sableux ; (2) la
circulation induite par les vagues sur un fond rugueux augmente le wave setup. En�n, la
dissipation des vagues et le wave setup sont examinés sur un pré salé. Lors de l'épisode
de mer de vent étudié, la végétation halophyte du pré salé explique 65 % de la dissipation
des vagues, ce qui réduit le wave setup par rapport à un cas sans végétation. De nou-
velles mesures sont nécessaires pour analyser l'e�et sur le wave setup des non-linéarités des
vagues sur un fond végétalisé.

Mots clés : surcotes, vagues, wave setup, zone littorale, modélisation numérique 3D,
mesures in-situ
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Chapitre 1

Introduction

Coastal areas have always been attractive due to the invaluable environment that they
o�er for the development of societal, economic and cultural activities. The near-coast zone,
de�ned as the region closer than 100 km from the coastline and elevation less than 100m
above mean sea level (Kummu et al., 2016), has been densely urbanized over the 20th

and early 21st centuries, with urbanisation rates rising from 25% in year 1900 to 63% in
year 2010. Subsequently, the population living in these areas increased from 0.4 billion in
year 1900 to 1.9 billion in 2010, with 17 megacities hosting more than 5 million inhabitants
(Kummu et al., 2016). Current trends as well as scenarios indicate that demographic growth
in coastal zones will continue (Neumann et al., 2015; Kummu et al., 2016). For instance,
Neumann et al. (2015) suggested that the population living in low-lying coastal zones
(elevation less than 10m above mean sea level) in 2000 will increase by 50% by 2030 and
will double by 2060. While hosting a growing part of the population worldwide, coastal
zones are particularly threatened by the ongoing climate change through the combination of
sea level rise and possible changes in storminess (e.g., Pachauri et al., 2014; Tasnim et al.,
2015; Oppenheimer et al., 2019). With current rates of about 3-4 mm/yr, sea level rise
promotes shoreline erosion (Anderson et al., 2015) and groundwater salinization (Ketabchi
et al., 2016), modi�es wave dynamics (Mentaschi et al., 2017), and exacerbates the severity
and frequency of coastal �ooding (Vitousek et al., 2017), among other adverse e�ects.

Coastal �ooding hazard is one of the most destructive natural catastrophes (Smith, 2013).
It results from extreme sea levels, which mostly occur when a high spring tide coincides
with a large storm surge, although the importance of this combination depends on the ratio
between the storm surge and the local tidal range (Pugh, 1987; Flather , 2001; Resio and
Westerink , 2008). Storm surges correspond to variations of the ocean free surface induced
by tropical cyclones or extra-tropical storms (Flather , 2001). As attested by historical
dramatic events, storm surges can drive devastating coastal �ooding which in�icts major
social, economic and environmental impacts (Resio and Westerink , 2008; Hinkel et al.,
2014; Needham et al., 2015). For instance, hurricane Katrina (2005) induced storm surges
of up to 9m in the Gulf of Mexico, which caused insured damages valued at $80 billion
and more than 1800 casualties (Fritz et al., 2007). The 1953 North Sea �ooding (Rossiter
and Doodson, 1954; Flather , 1984), cyclone Nargis (2008) in the Gulf of Bengal (Fritz
et al., 2009) and storm Xynthia (2010) in the Bay of Biscay (Bertin et al., 2014), are
other examples of major catastrophes associated with storm-induced �ooding (Fig. 1.1
and Fig. 1.2). As coastal �ooding risk increases under the combined e�ects of demographic
growth and sea level rise, there is an urgent need to identify adaptation strategies in order
to reduce risk exposure and improve coastal communities resilience in the near future
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(Nicholls, 2018). Toward that end, an ever deeper understanding of the physical processes
driving storm surges is fundamental to accurately predict these phenomena and mitigate
their impacts.

Figure 1.1 � (a) Coastal �ooding during hurricane Katrina in the Gulf of Mexico and (b) in
March 2010 at Wissant (France) (credits : (a) NOAA ; (b) www.geodunes.fr).

Figure 1.2 � (a) Damages caused by (a) the storm Xynthia in the village of La Faute-sur-Mer
(France), (b) cyclone Nargis in the Gulf of Bengal and (c) hurricane Katrina in New Orleans
(USA) (credits : (a) actu.fr ; (b) www.burmapartnership.org ; (c) www.rts.ch).

Since the early 20th century, wind-induced surface stress and atmospheric pressure gra-
dients associated with these extreme storm events have been identi�ed as the primary
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drivers to storm surges (Doodson, 1924) and were accounted for in pioneering modelling
approaches to predict these phenomena (Jelesnianski , 1965; Heaps and Proudman, 1969).
Tide-surge interactions were also shown early to signi�cantly in�uence the development of
storm surges locally (e.g., Proudman, 1957; Prandle and Deacon, 1975; Flather , 1981). In
the 1950s, a few studies highlighted for the �rst time that wind-generated waves (frequency
range ∼ 0.04Hz-0.4Hz, hereafter referred to as short waves) can contribute to storm surges
through several mechanisms (e.g., Harris, 1963). For a long time, the wind surface stress
has been commonly parameterized as a function of the wind speed and a drag coe�cient
representing the sea surface roughness, which increases linearly with the wind speed under
low to moderate winds (e.g., Smith and Banke, 1975). However, based on the earlier work
of Charnock (1955), Stewart (1974) suggested that the parameterization of the sea surface
roughness should also vary with the wave age (representing the degree of development of
the sea), such that a younger sea state induces a rougher sea surface roughness, and in
turn a higher surface stress and storm surge. These pioneer results have been corroborated
later by Donelan et al. (1993), Drennan et al. (2003), Mastenbroek et al. (1993), Bertin
et al. (2015a) and Pineau-Guillou et al. (2020), among others. In shallow water, waves can
also enhance the bottom stress. Indeed, the orbital velocities associated with short-wave
propagation increase the level of turbulence in the wave bottom boundary layer, which
causes currents to experience higher bottom resistance (Rosales et al., 2008). Besides these
processes, the dissipation of short-wave energy in the nearshore drives an increase in mean
water levels in the surf zone, referred to as wave setup. The wave setup has been investi-
gated through a number of laboratory experiments (e.g., Saville, 1961; Bowen et al., 1968;
Battjes, 1972; Stive and Wind , 1982) and �eld measurements (e.g., Munk , 1949; Goda,
1975; Guza and Thornton, 1981; Lentz and Raubenheimer , 1999). The original theoretical
model that �rst explained this process is the radiation stress formalism of Longuet-Higgins
and Stewart (1962, 1964), where radiation stresses correspond to the momentum �ux as-
sociated with the propagation of short waves. The dissipation of short-wave energy in the
nearshore induces spatial gradients of radiation stresses, which act as a horizontal pressure
force driving currents and a wave setup along the shoreline.

Another wave-induced process that contributes to the total water level at the coast is
the wave runup, which corresponds to the instantaneous water-level maxima across the
swash zone. The swash zone, located at the landward edge of the surf zone, is alternatively
covered and exposed by waves travelling up (uprush) and down (backwash). This water
displacement is called the swash and is driven by the contributions of both short waves
and infragravity waves (frequency range ∼ 0.004Hz-0.04Hz). The wave runup is de�ned
as including the wave setup (slowing varying component) and the swash (�uctuating com-
ponent) (Fig. 1.3). When the wave runup exceeds the top of a dike (or a dune), overtopping
(or overwash) occurs and can cause �ooding.

Overall, total water levels at the coast can be decomposed into a (slowly-varying) mean wa-
ter level associated with tides and storm surges, including the wave setup, and a �uctuating
component, the swash (Fig. 1.3).
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Figure 1.3 � Schematic processes that contribute to the total water level at the coast.

The need for predicting storm surge gave rise to a number of hydrodynamic models, which
are predominantly based on the resolution of the depth-integrated shallow water equations.
A common approach to represent the e�ects of short waves on the mean circulation is to
couple a 2DH hydrodynamic model with a spectral phase-averaged wave model. Phase-
averaged wave models do not solve the full wave motion but describe instead the evolution
of the wave energy spectrum which is a phase-averaged quantity. Hence, such wave model
can provide phase-averaged forces to represent the e�ect of waves on the mean circulation
and particularly the wave setup, but cannot reproduce the wave runup, since the latter
requires the resolution of the wave motion (individual waves). Phase-averaged wave forces
are generally represented by the (depth-uniform) radiation stress formalism (2D RS) of
Longuet-Higgins and Stewart (1964). While 2D RS has shown to improve storm surge
predictions through the representation of the wave setup in regional storm surge modelling
(e.g., Roland et al., 2009b), this approach cannot reproduce the vertical structure of the
wave-induced circulation. Over the last 15 years, new 3D theories have been developed
such as the depth-varying 3D RS approaches (Mellor , 2003, 2008; Xia et al., 2004) or the
vortex force (VF) formalism (McWilliams et al., 2004; Ardhuin et al., 2008b; Bennis et al.,
2011). While there is still a lack of consensus on the correctness and applicability between
3D RS and VF methods, both approaches are now commonly applied in 3D circulation
models by the ocean and coastal scienti�c communities to simulate the depth-varying wave-
induced circulation (Xia et al., 2020). Using a fully coupled wave-current modelling system
with a VF formalism, Guérin et al. (2018) reported that the wave-induced depth-varying
circulation in surf zones can increase the maximum wave setup along the shoreline of sandy
beaches. However, this study was based on idealized numerical modelling and should be
veri�ed on the �eld. This would help to evaluate the potential bene�t to model the wave
setup and hence the storm surge with a 3D fully-coupled modelling system.

The wave setup has been shown to substantially contribute to storm surges under energetic
wave conditions, ranging from tens of centimetres to values of about 1 m near the shoreline
(Pedreros et al., 2018; Guérin et al., 2018). In speci�c areas such as coasts bordered by
narrow to moderately-wide shelves (Dean and Bender , 2006; Lerma et al., 2017) or volcanic
islands (Kim et al., 2010; Kennedy et al., 2012; Pedreros et al., 2018), the wave setup can
even dominate upon the other storm surge components. Also, several studies reported that
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the breaking of short waves occurring close to and over the ebb deltas of shallow inlets
(Malhadas et al., 2009; Olabarrieta et al., 2011; Dodet et al., 2013; Wargula et al., 2018)
or large estuaries (Bertin et al., 2015a; Fortunato et al., 2017) can induce a wave setup
that extends at the scale of the whole lagoon or estuary. The wave setup can thus raise
the water level in coastal environments sheltered from the direct action of waves, such as
lagoons, harbours or estuaries. In spite of these �ndings, the potential contribution of the
wave setup to the water level in wave-sheltered environments is not clearly recognized in
the scienti�c community and often considered as negligible by a number of global-scale
studies conducting coastal risk assessments (e.g., Melet et al., 2018; Lambert et al., 2020;
Almar et al., 2021). In this context, further research is needed to clarify the mechanisms
through which the wave setup can raise the water level in wave-sheltered environments.

At a �ner scale, the dynamics of the wave setup have been mainly investigated through
�eld measurements in sandy environments, which have been the main focus of nearshore
hydrodynamics until recently (Komar , 1998). In contrast, little attention has been paid to
the dynamics of the wave setup in other widespread coastal environments such as rock shore
platforms, steep rock shores (Dodet et al., 2018) or vegetated coastal systems (van Rooijen
et al., 2016), although they can be substantially di�erent from that on sandy beaches. This
can be attested by the relatively limited number of wave measurements and near-absence
of wave setup observations from �eld experiments on shore platforms and vegetated coastal
systems.

Shore platforms are distinctive landforms of rocky coasts, which are one of the most com-
mon environments of the world's coastal zones (Trenhaile, 2002; Griggs et al., 2019). They
correspond to erosional rock surfaces which are found within or close to the intertidal zone
and are usually backed by coastal cli�s, but can also be topped by beaches, dunes or coastal
structures. They can act as the bu�er against coastal hazards, by protecting coastal cli�s
from the erosion of waves (Trenhaile and Kanyaya, 2007) or potentially limiting �ooding
risks when they are backed by low-lying coastal zones, although the latter has yet to be
more investigated. Also, shore platforms constitute the most common habitat worldwide
for a diversity of aquatic plants and animals (Thompson et al., 2002). They have been
widely used as a model system for studying the fundamental mechanisms of the intertidal
biodiversity over the past 50 years (Connell , 1961; Dayton, 1971). Although wave-induced
transport and forces have a key control on the dynamics of this ecosystem and on the mor-
phological evolution of the shore platform, wave transformation and induced-circulation in
this environment have been little studied (Naylor et al., 2010; Stephenson, 2000a). There
are few �eld-based studies of wave processes conducted on shore platforms compared to
beaches or estuaries, which have concentrated more scienti�c interests, and have been consi-
dered as more vulnerable to sea level rise due to faster morphological dynamics (Trenhaile,
2002). Very recently, wave transformation on shore platforms has been advanced thanks
to a number of �eld experiments (e.g., Beetham and Kench, 2011; Ogawa et al., 2015;
Poate et al., 2018). Yet, few studies investigated wave processes using numerical models
(McCall et al., 2017; Poate et al., 2018) and there still are a number of gaps in knowledge,
such as the understanding of wave processes under storm wave conditions in which a very
limited number of datasets has been collected (Ogawa et al., 2015). Also, only one study
reported wave setup observations but did not examine the underlying mechanisms (Ogawa
et al., 2015). In particular, the role of bottom roughness on both waves (McCall et al.,
2017; Poate et al., 2018) and wave setup dynamics has been very little addressed, although
bottom roughness can signi�cantly a�ect these processes (Dean and Bender , 2006; Buckley
et al., 2016). For instance, the contribution of the wave-induced circulation to the wave
setup highlighted by Guérin et al. (2018) on sandy beaches, has yet to be evaluated on
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such rough bottoms.

In recent years, vegetated coastal habitats have received a growing interest in the scienti�c
community owing to their natural capacity in mitigating coastal hazards that worsen under
the ongoing sea level rise. Aquatic vegetation, such as salt marshes, seagrasses, mangroves
or kelps, is known to dissipate wave energy (e.g., Möller et al., 1999), reduce wind-induced
storm surges (e.g., Wamsley et al., 2010) and mean �ow velocities (e.g., Nepf , 1999). Num-
ber of studies have contributed to better understand these wave-vegetation interactions
through both numerical models (e.g., Dalrymple et al., 1984) and experiments. Although
some of these experiments were conducted in the �eld (e.g., Yang et al., 2012), the majority
is based on laboratory measurements with vegetation mimics (e.g., Augustin et al., 2009),
which can question the validity of their �ndings in real physical conditions. Recently, van
Rooijen et al. (2016) reported from laboratory observations that the wave setup can be
reduced due to wave-vegetation interactions at the intrawave scale. Their �ndings have to
be con�rmed in in-situ conditions, in which the e�ect of the vegetation on the wave setup
has not yet been measured. A better understanding and quanti�cation of the in�uence of
the vegetation on both wave and wave setup dynamics can contribute to their appropriate
use as natured-based �ood defences (Duarte et al., 2013).

Figure 1.4 � Photos of (a) the shore platform near La Cotinière on Oléron Island and (b) the salt
marsh of Brouage (France), on which wave and wave-induced hydrodynamics have been studied in
this work (credits : (a) Laura Lavaud ; (b) Antoine Lechevalier).

In this context, the present research work examines the contributions of short waves to
storm surges in contrasting coastal environments. First, the contribution of wave dissipa-
tion to storm surges is investigated in wave-sheltered environments, namely lagoons and
estuaries. Second, wave dissipation and wave setup dynamics are analysed on a shore plat-
form and on a salt marsh, which are common coastal environments while little studied
through �eld-based studies. More speci�cally, this PhD thesis addresses the three main
following objectives :

Objective 1 : Investigate the contribution of short-wave dissipation to storm surges in
estuaries and lagoons sheltered from the direct action of waves. To that end, a high-
resolution 3D hindcast of the sea state and storm surge associated with the storm Klaus
that made landfall in January 2009 in the Southern Bay of Biscay is performed. Since
this storm produced very energetic waves and signi�cant storm surges in certain coastal
embayments of this region, it provides a unique opportunity to investigate the contribution
of wave breaking to storm surges in wave-sheltered environments. The following questions
raised :

• What are the underlying physical processes at the inlets during the storm ?
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• Are the wave setup and the storm surge better predicted with a 3D than a 2DH
simulation ?

• What is the mesh resolution needed in the surf zones to properly compute the wave
setup ?

Objective 2 : Investigate short-wave dissipation and wave setup dynamics on a shore
platform by combining new �eld observations and high-resolution 3D numerical modelling.
The following questions raised :

• Can wave transformation on the shore platform be reproduced with the default
parameterizations generally used in the spectral model, and what is the impact on
the prediction of the wave setup ?

• Through which mechanisms the bottom roughness a�ects wave setup dynamics ? In
particular, what is the contribution of the wave-induced depth-varying circulation
to the wave setup on a rough bottom?

Objective 3 : Investigate short-wave dissipation and wave-setup dynamics on a salt marsh
by combining �eld data analysis and high-resolution 2DH numerical modelling. The follo-
wing questions raised :

• Can we accurately reproduce wave dissipation by the vegetation present on the salt
marsh with the model ?

• To which extent the vegetation contributes to wave dissipation ?
• Through which mechanisms the presence of vegetation a�ects wave setup dynamics ?

OUTLINE OF THE THESIS

This thesis is organized in 8 chapters :

Following the introduction given in this �rst chapter, Chapter 2 provides a literature review
of storm surge generation mechanisms, exposes the key milestones of storm surge modelling
development and presents the di�erent theoretical approaches to represent the e�ects of
short waves on the mean circulation.

Chapter 3 presents the di�erent methods of data acquisition used in this thesis, from
permanent sea surface monitoring techniques to complementary �eld measurements. Pro-
cedures of data processing are then detailed and in particular, the methods that have
been considered in this work to reconstruct the free surface elevation of surface waves and
compute wave setup from bottom pressure measurements.

Chapter 4 describes the modelling system used in this thesis. The governing equations
and numerical approaches of both the circulation and spectral phase-averaged models are
described.

Chapter 5 investigates the contribution of wave breaking to storm surges in the Arcachon
Lagoon and the Adour Estuary (France), through the hindcast of the storm surge and sea
state associated with the storm Klaus. The underlying physical processes are analysed. In
addition, the potential bene�t of 3D fully-coupled (wave-current) simulations to compute
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storm surges at regional scale and the importance of the mesh resolution in surf zones to
accurately reproduce the wave setup are evaluated.

Chapter 6 is dedicated to the study of the wave dissipation and mean circulation on a
shore platform located along the western coast of Oléron Island (France). The 3D fully-
coupled modelling system is applied to a new �eld experiment conducted in February 2020
under storm wave conditions. The predictive skills of the model in reproducing wave levels,
wave transformation and the associated circulation are assessed. Wave setup dynamics
are examined through the analysis of the role of bottom roughness on both wave energy
dissipation and wave-induced circulation.

Chapter 7 examined wave dissipation and wave setup dynamics on the salt marsh of
Brouage (France). Field data analysis is combined with 2DH fully-coupled simulations
in which the e�ect of the vegetation is analysed. Perspectives for a future �eld campaign
are presented.

Finally, Chapter 8 summarizes the main �ndings of this thesis and discusses several ques-
tions and perspectives raised during this work that deserve further investigations.
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2.1 Storm surge generation mechanisms

Storm surges result from a number of physical processes. While the wind e�ect and at-
mospheric pressure variations associated with tropical cyclones and extra-tropical storms
are usually the primary drivers of a storm surge, other forcings and particularly waves,
can also be important contributors. In addition, the generation of a storm surge can be
a�ected by non-linear interactions between these di�erent forcings and by several factors
such as local topographic features. This section details the processes through which these
di�erent forcings and factors build and impact storm surges.

Storm surges propagate to the coast as shallow water waves, with heights up to ∼ 10m
and wavelengths of the order of hundreds of kilometres. Since horizontal scale length of
the surge is much larger than the water depth, the generation and dynamics of storm
surges are generally well described by the depth-integrated shallow-water equations (Gill ,
1982). These are the Saint-Venant equations with additional source terms representing the
atmospheric and wave forcings :
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with (x,y) are the Cartesian coordinates, η is the mean free surface elevation, h is the total
water depth (h = d+η with d the bathymetry), U and V are the horizontal components of
the depth-integrated velocity, f is the Coriolis parameter, PA is the sea-level atmospheric
pressure, τs and τb are the surface and bottom stress respectively, ρ is the water density
and g is the gravitational acceleration. The last right-hand side terms in Eqs 2.2 and 2.3
correspond to the wave force terms with Sxx, Syy and Sxy being the components of the
radiation stress tensor (Longuet-Higgins and Stewart , 1962, 1964).

Considering a pro�le perpendicular to an alongshore-uniform shoreline (x-axis) under
steady state, the momentum equation given by Eq. 2.2 can be simpli�ed as follows :
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The right-hand side terms correspond to the Coriolis acceleration, the wind-induced stress,
the atmospheric pressure gradients and the wave force terms. They are the main forcing
processes for storm surges, which is detailed in the following subsections.

2.1.1 Atmospheric forcing

Storm surges are generated under extreme events and can last several hours to days (up to
∼ 3 days) (Kim, 2019). The primary drivers of storm surges are the wind-induced surface
stress and atmospheric pressure gradients associated with these extreme events. In deep
water, the storm surge is mainly generated by the latter process through the so-called
"inverse barometer" e�ect. The mean atmospheric pressure at sea level is 1013 hPa. 1 hPa
drop in pressure with respect to this value induces a rise of approximately 1 cm in water
level (e.g., Doodson, 1924; Pugh, 2004). For instance, the atmospheric pressure recorded
during storm Xynthia decreased to 970 hPa, which corresponds to a barometric surge of
0.43m. In shallower depths, the storm surge amplitude becomes more sensitive to the
wind e�ect since the latter is inversely proportional to the water depth (Eq. 2.4). Hence,
over large and shallow continental shelves, the wind-induced surface stress dominates and
enhances storm surge generation (Flather , 2001; Rego and Li , 2010; Resio and Westerink ,
2008; Kennedy et al., 2012), which makes adjacent low-lying coastal zones particularly
vulnerable to storm-induced �ooding.

Storm surge generation can also be highly in�uenced by the Coriolis e�ect. The wind-
induced surface stress drives currents in the upper ocean boundary layer, which are devia-
ted to the right (respectively to the left) from the wind direction in the Northern (resp.
Southern) Hemisphere due to Earth rotation (Ekman, 1905). In more details, surface cur-
rents drift is theoretically directed 45◦ but several studies reported smaller values of the
order of 20◦ (e.g., Holmedal and Wang , 2015). This surface drift forces a circulation in the
underlying layers with a decreasing current magnitude and a progressive stronger shift to
the right (resp. to the left) in direction across each subsequent layer. This process, known
as the Ekman spiral, occurs on the Ekman layer, de�ned from the ocean surface to the
water depth at which the energy transferred between each layer is fully dissipated. In deep
water, the wind-driven net transport (i.e. the Ekman transport) is oriented 90◦ to the right
(resp. to the left) of the wind direction. However, this value decreases in shallower water
owing to the increase in bottom stress (Rego and Li , 2010). This process can drive an
"Ekman setup" when a storm approaches the coast, with a larger storm surge impacting
the coastal region to the right-side (resp. left-side) of the storm track in the Northern (resp.
Southern) Hemisphere. This phenomenon explains the higher storm surge observed along
the coasts of Louisiana and Texas (USA) which occurred 12-24 h prior to the landfall of
hurricane Ike (2008) in the Gulf of Mexico (Kennedy et al., 2011) (Fig. 2.1). Similar to the
"forerunner surge" during Ike, the Ekman setup can drive an "after-runner surge" which
occurs after the main surge, such as the one that developed 15-18 h after the passage of a
typhoon along the Sanin coast of Japan (Kim et al., 2014).
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Figure 2.1 � (a) Data assimilated wind �eld during hurricane Ike (2008) in the Gulf of Mexico,
(b) simulated storm surge with Coriolis forcing and (c) simulated storm without Coriolis forcing.
Adapted from Kennedy et al. (2011).

2.1.2 The e�ects of short waves

2.1.2.1 Wave e�ect on the surface stress

In circulation models, the wind surface stress τs is commonly parameterized with a bulk
formula of the form :

τs = ρaCdU
2
10 (2.5)

where ρa is the air density, U10 is the wind speed at 10m height above the sea surface
and Cd is a drag coe�cient related to the sea surface roughness z0 through the following
relationship in neutral conditions (with wind at 10m height above mean sea level) :

Cd =
κ2

[log(10z0 )]
2

(2.6)

where κ is the von Kármán's constant (κ= 0.4). Cd has been usually computed as a function
of U10 for low to moderate winds (i.e., Smith and Banke, 1975; Pond and Pickard , 1983;
Geernaert et al., 1987). However, in the 50s, Van Dorn (1953) has shown experimentally
that the presence of waves can substantially increase the surface stress. This e�ect depends
on the sea state, which can be characterized by the wave age, expressed as :

ξ =
cp
u∗

(2.7)

where cp is the phase velocity at the peak wave frequency and u∗ is the friction velocity.
Alternatively, the wave age can be formulated as :

ξ =
cp
U10

(2.8)
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A low wave age is characterized by steep waves propagating more slowly than the wind while
a larger wave age describes a mature sea with smoother fully-developed waves moving faster
than the wind. A younger sea state (low wave age) can hence increase the roughness of the
sea surface and subsequently the surface stress compared to an old sea state. In particular,
the wind surface stress is expected to increase in coastal areas (Lange et al., 2004; Zheng
et al., 2018) since the wave phase speed decreases with the water depth. The wave e�ect
on the wind surface stress has been accounted for through a number of parameterizations
that depend for instance on the wave age (Donelan et al., 1993; Drennan et al., 2003; Oost
et al., 2002) or the wave-supported stress (Janssen, 1991). Several studies have shown that
wave-dependent formulations can improve storm surge predictions compared to bulk (wind
speed-dependent) formulas (e.g., Mastenbroek et al., 1993; Zhang and Li , 1996; Kim et al.,
2010; Bertin et al., 2015a; Staneva et al., 2016; Pineau-Guillou et al., 2020). While the
wave e�ect on the wind surface stress is known and investigated for 70 years now, there is
still a lack of consensus in the scienti�c community on how to represent this process. More
recently, �eld experiments have reported that under strong winds, the sea roughness could
be capped or even decrease due to the generation of sprays and foams at such wind speed
(Powell et al., 2003; Takagaki et al., 2012). Hence, a threshold or a decrease in the drag
coe�cient is usually used in numerical models for strong wind speeds (> 20-25 m.s−1)
(Dietrich et al., 2011; Zijlema et al., 2012). Kim et al. (2015) showed that using either
wind speed or wave-dependent formulations without any treatment for the drag coe�cient
at high wind speeds led overestimated storm surges compared to observations.

2.1.2.2 The wave setup

In coastal zones, waves can further contribute to the storm surge through the mechanism
of wave setup. This process has been investigated for more than 50 years through a number
of laboratory experiments (e.g., Fairchild , 1958; Saville, 1961; Bowen et al., 1968; Battjes,
1972; Stive and Wind , 1982) and �eld measurements (e.g., Munk , 1949; Goda, 1975; Guza
and Thornton, 1981; Lentz and Raubenheimer , 1999; Raubenheimer et al., 2001).

Theoretically, the wave setup was �rst explained by the radiation stress concept of Longuet-
Higgins and Stewart (1962, 1964), introduced in their analysis of the depth-integrated
momentum �ux of linear waves propagating over a horizontal bottom. Wave-induced mo-
mentum �ux is equivalent to a stress. Longuet-Higgins and Stewart (1964) referred this
stress as "radiation stress", de�ned as the excess �ow of momentum due the presence of
waves. Horizontal gradients in radiation stress are equivalent to horizontal pressure forces
acting on the water. In coastal zones, and especially in surf zones, the dissipation of short
waves can induce substantial gradients of radiation stress, which can drive currents and a
mean sea level increase along the shoreline, i.e. the wave setup. The free surface elevation
is tilted until a balance is reached between the wave forces (i.e. radiation stress gradients)
and the subsequent barotropic pressure gradient.

This balance can be shown in Eq. 2.4 when neglecting atmospheric pressure gradients,
Coriolis and surface stress terms :

ρgh
∂η

∂x︸ ︷︷ ︸
barotropic pressure

gradient

+
∂Sxx
∂x︸ ︷︷ ︸

radiation stress
gradient

= 0 (2.9)

The cross-shore component of the radiation stress tensor Sxx in Eq. 2.9 is expressed as
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(Eq. 7 of Longuet-Higgins and Stewart (1964)) :

Sxx =

∫ η

−h
(p+ ρu2)dz −

∫ η

−h
p0dz (2.10)

where z is the vertical coordinate (positive upward from the still water depth). The �rst
term of the right-hand side is the total horizontal momentum �ux while the second term
corresponds to the horizontal momentum �ux in the absence of waves. p is the pressure
at any point in the water column, p0 is the hydrostatic pressure and u is the horizontal
component of the wave orbital velocity in the cross-shore direction.

Sxx can be rewritten as :
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Following the approach of Longuet-Higgins and Stewart (1964) to evaluate Eq. 2.11, the
mean dynamic pressure below η (integrand of Sxx(2)) is approximated as −ρw2 with w the
vertical component of the wave orbital velocity, and the mean dynamic pressure above η
(integrand of Sxx(3)) is considered as hydrostatic. Since the integrand of Sxx(1) is of second
order in amplitude (the orbital velocity being proportional to the amplitude), the range
η < z < η contributes to a third-order term and can thus be neglected in a second-order
approximation. Under these assumptions, Eq. 2.11 reads :

Sxx =

∫ η

−h
ρ(u2 − w2)dz +

1

2
ρgη2 (2.12)

Using the approximations from the linear wave theory for u, w and η, Sxx �nally reads :

Sxx = (2n− 1

2
)E (2.13)

where n is the ratio of the group velocity over the phase velocity cg/c and E is the total
wave energy.

From Eq. 2.9, positive gradients in radiation stress, typically observed in the shoaling zone,
implies that the mean surface slope is negative, causing a wave set-down in this region. In
the surf zone, short-wave dissipation drives negative gradients in radiation stress, which
implies that the mean surface slope is positive, resulting in a wave setup maximum along
the shoreline. These variations in mean free surface elevation induced by the transformation
of short waves in coastal zones are well illustrated by the laboratory experiments of Bowen
et al. (1968) in a wave channel (Fig. 2.2).
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Figure 2.2 � Pro�le of the mean water level and the envelope of the wave height for two experi-
ments conducted by Bowen et al. (1968). Adapted from Dodet et al. (2019b).

2.1.2.3 Wave e�ect on the bottom stress

In shallow water, the presence of waves also a�ects the bottom stress. The orbital motion
of waves induces an alternating current within the wave bottom boundary layer (WBBL).
This mechanism increases the level of turbulence in the WBBL, which in turn enhances
the bottom stress felt by the current. In phase-averaged models, the bottom stress under
the combined action of waves and currents has been computed with di�erent parameteri-
zations such as the ones of Soulsby (1997) and Grant and Madsen (1979), based on the
near-bottom wave orbital velocity, or the mixing parameterization of Mellor (2002), that
represents the near-bottom wave-induced turbulence on the mean current. The latter pa-
rameterization has been further extended to nearshore applications by Bennis et al. (2014)
who additionally accounted for turbulence induced by breaking waves.
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2.1.3 Additional processes and parameters controlling storm surges

2.1.3.1 Storm characteristics

The amplitude of the storm surge varies in time and space depending on the meteorolo-
gical aspects of the storm including its intensity, its track, its temporal and spatial scales
(Flather , 2001; Rego and Li , 2009). In particular, the storm track and associated wind
direction dictate the Ekman transport and control the fetch width, and subsequently the
sea state, which can a�ect the wind surface stress as shown earlier in this chapter.

2.1.3.2 Topographic features

Topographic features such as the nearshore bathymetry, controlling the development of
the wave setup, along with the width and the slope of the continental shelf, are important
factors that control the impact of the storm surge at the coast. In addition, coastal mor-
phology can also play a key role in the distribution of the storm surge (Flather , 2001). For
instance, concave coasts and funneled-shape estuaries contain the storm surge, resulting in
elevated water levels while convex coasts tend to spread the storm surge.

2.1.3.3 Tide-surge interactions

Non-linear interactions exist between tides and storm surges (Wolf , 1981; Flather , 2001;
Horsburgh and Wilson, 2007; Zhang et al., 2010; Idier et al., 2012, among others) and can
locally increase or decrease the storm surge (Idier et al., 2012; Krien et al., 2017). For
instance, Idier et al. (2012) reported that tide-surge interactions contributed up to 0.75m
to the storm surge in the English Channel during the November 2007 North Sea and March
2008 Atlantic storms. A detailed analysis of the shallow water equations can show that the
non-linear e�ects arise from : (1) non-linear terms related to the water depth (advection
term in the continuity equation Eq. 2.1, surface and bottom stress terms in the momentum
equations Eqs. 2.2 and 2.3, which are divided by the water depth) ; (2) the advection
terms in the momentum equations ; and (3) the quadratic formulation of the bottom stress
(Flather , 2001; Zhang et al., 2010). Through these non-linear e�ects, tidal water level
and current directly interact with surge-induced hydrodynamics. Several empirical and
theoretical studies showed that these interactions increase with larger storm surge and
tidal range (e.g., Cartwright et al., 1968; Prandle and Wolf , 1978). As a notable e�ect of
tide-surge interactions, several authors have reported in certain areas that the peak storm
surge preferentially occurs during the (early) �ood (Prandle and Wolf , 1978; Horsburgh
and Wilson, 2007; Idier et al., 2012). While the development of the surge is modulated by
the tidal stage, the surge induces a phase shift on tides (Horsburgh and Wilson, 2007). For
instance, Plüÿ (2003) reported that mean water level changes signi�cantly modulate tidal
dynamics in shallow coastal areas, owing to the change in basin geometry and �ooding of
the �at zones. Overall, it has been demonstrated for a long time that tide-surge interactions
are far from being negligible at speci�c locations and should be accounted for to improve
predictions of storm surges, by simulating these phenomena simultaneously with tides (e.g.,
Flather , 1976).

37



Chapitre 2. State of the art

2.1.3.4 Resonant mechanisms

Storm surges can be ampli�ed by resonant mechanisms such as Proudman, Greenspan,
Helmholtz (i.e. seiches) or shelf resonance (Moon et al., 2009; Bertin et al., 2012). For
instance, Bertin et al. (2012) explained that the development of ∼6 h oscillations in the
storm surge associated with storm Xynthia in the Bay of Biscay was due to a resonant pro-
cess, caused by interactions of the storm surge with the continental shelf. Resonant e�ects
can also cause the ampli�cation of meteotsunamis. Meteotsunamis are sea-level pertur-
bations generated by fast-moving atmospheric disturbance such as pressure jumps, squall
lines or frontal passages, which can be ampli�ed near the coast by resonant e�ects. Des-
tructive meteotsunamis often result from a combination of resonant mechanisms, e.g., an
atmospherically-induced ocean wave, enhanced through Proudman resonance (Proudman,
1929) over the shelf, can reach the entrance of a semi-closed coastal basin (harbour, bay or
inlet), where it can be further ampli�ed by Helmholtz resonance resulting in intensive and
hazardous harbour sea level oscillations (i.e. seiches). For more details about meteotsuna-
mis, the reader is referred to Monserrat et al. (2006), Pattiaratchi and Wijeratne (2015),
Thompson et al. (2020) and Shi et al. (2020).

2.1.3.5 Compound �ooding and mean sea level variations

In deltas and estuaries, rainfall and river discharges can occur concomitantly with storm
surges which leads to compound events that strongly increase the potential risk of �ooding
(e.g.,Wahl et al., 2015; Zheng et al., 2014;Ward et al., 2018). Traditionally, these processes
have been analysed and simulated separately, however, research e�orts are actively ongoing
to investigate their interactions and compound e�ects, notably through the development
of coupled ocean-hydrological modelling systems (e.g., Ye et al., 2020).

The total water level is also in�uenced by seasonal and annual variations of the mean sea le-
vel due for instance, to the combination of seasonnal atmospheric settings and thermosteric
dilatation (Payo-Payo and Bertin, 2020).

The following section reviews the evolution of storm surge modelling, from the pioneer
stand-alone circulation models to fully-coupled modelling systems.

2.2 Progress in storm surge numerical modelling

2.2.1 Overview of the historical development of storm surge modelling

Storm surge events and their potential destructive impacts on coastal communities have
long fostered the need for developing e�cient storm surge predictive tools to mitigate coas-
tal risks. In response to this necessity, coastal and shelf-sea numerical modelling have been
developed in the 1960s, which progressively led to the establishment of the �rst operational
storm surge forecasting systems (hereafter OSSF systems) in the mid-1970s. Storm surges
associated with tropical cyclones or extra-tropical storms are often considered to be dis-
tinct events, which has long conducted to a "geographic divide" in modelling groups (Bode
and Hardy , 1997). In Europe, the major North Sea 1953 Storm caused devastating �ooding
in the Netherlands and in southeastern England, which marked the launch of storm surge
warning systems and water managements plans. In particular, the UK created the STWS
(Storm Tide Warning Service) which was �rst based on empirical approaches that relate
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storm characteristics to the observed storm surges. However, the understanding of the
mechanisms driving storm surges was limited with this method and the lack of historical
observations hampered statistical analysis, which fostered in the late 1960s the develop-
ment of two-dimensional (2D) storm surge numerical models. Heaps (1983) provides a
comprehensive review of advances in research and modelling related to storm surges on the
period of 1967-1982 while focusing mainly on the work carried out on the North Sea and
the west coast of Great Britain. Over these years, the Institute of Oceanographic Sciences,
Bidston, developed a number of 2D storm surge models (Heaps, 1977). The earliest one
used the linearized depth-integrated hydrodynamic equations in spherical polar coordinates
solved on a �nite di�erence grid covering the North Sea and shelf region of the British Isles
(Heaps and Proudman, 1969). Other 2D models have been implemented on the North Sea
and River Thames (e.g., Prandle and Deacon, 1975) in which investigations on tide-surge
interactions have been initiated and pursued by Prandle and Wolf (1978) and Flather
(1981) among others. This research led to the establishment of an OSSF system in the
UK in 1978 covering mostly the North Sea (e.g., Flather , 1979) and forced by forecasts of
atmospheric pressure and winds originated from an atmospheric model (Fig. 2.3). Storm
surges were computed as the di�erence between a tide-only simulation and a simulation
including both tides and atmospheric forcing, tide-surge interactions were therefore consi-
dered. At this stage, Donelan (1982) already suggested that the paramaterization of the
wind stress in storm surge models should depend on the sea state. During the same period,
2D storm surge modelling and OSSF systems have been developed in the Netherlands,
Denmark, Belgium, Germany and Norway but also further south in Europe, in the Adria-
tic Sea, where Venice experienced severe �ooding (Heaps, 1983). Some attention has been
paid to the use of real-time assimilation data (Flather and Proctor , 1983) and wave-current
interactions (Hasselmann, 1982) but further investigations were still needed. While 2D mo-
dels were used for storm surge predictions, the o�shore oil industry has raised the need for
understanding the vertical structure of currents, which promoted the development of 3D
numerical models in the early 1980s (e.g., Davies, 1981; Proctor , 1981), while additional
current measurements, particularly during storms, were required to support modelling.

Figure 2.3 � Scheme for operational surge forecasting. From Flather (1979).
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In other regions of the world exposed to storm surges generated by tropical cyclones, OSSF
systems have been developed to minimize the impacts of these extreme phenomena. In the
USA, OSSF systems became also a progressive alternative to statistical models although
major advances in hurricane surge modelling have occurred later, in the late 1980s and
the early 1990s (Westerink and Gray , 1991). A linear two-dimensional depth-integrated
�nite di�erence model, known as SPLASH, has been developed at the US National Wea-
ther Services's (NWS) National Hurricane Center (NHC), based on the pioneer works of
Jelesnianski (1967) and his research in the following years. It did not include non-linear
terms and has a �xed boundary at the water-land interface. It was created to forecast hur-
ricane surges along the Atlantic and Gulf coasts of the USA. Also, the US Army Coastal
Engineering Center established another 2D storm surge model using orthogonal curvilinear
coordinates, known as SSURGE (Wanstrath et al., 1976), for the design of coastal defence
structures and coastal zone management. 3D numerical models have also been developed
to simulate the vertical structure of hurricane-generated currents (e.g., Forristall , 1974;
Cooper and Pearce, 1982). In addition, other 2D numerical studies and forecasts have been
conducted, notably on storm surges associated with typhoons in Japan (Isozaki , 1968) and
tropical storms in the Bay of Bengal (e.g., Das, 1972; Johns et al., 1981).

In the mid-1980s and early 1990s, several more sophisticated storm surge models have emer-
ged, either based on the pre-existing circulation models described below (among others)
or newly developed. While the models already relied on a matured physical understan-
ding of the main storm surge physics (Gill , 1982), improvements since the mid-1990s have
mainly focused on computational e�ciency, taking advantage of the development of paral-
lel computing techniques, and also unstructured grids, horizontal and vertical coordinates
systems, wetting and drying algorithms, coupling strategy between several models (e.g.,
wave-current or riverine-current models), among others features (Dube et al., 2010; Kohno
et al., 2018). In particular, an active research has been conducted on numerical methods
since the earliest use of �nite di�erence schemes. While this method has proved to be ro-
bust, it is mostly used on structured grids, which prevents from re�ning the grid at the
coasts to represent complex shorelines and coastal features. This has been partly improved
by the use of curvilinear grids, in which the grid resolution increases towards the shoreline
but does not allow local re�nements in coastal areas (e.g., Jarvinen and Lawrence, 1985).
Another technique is the grid nesting (e.g., McInnes et al., 2002), in which grids of increa-
singly �ne resolution are nested inside another. Later, the �nite element method has also
been progressively applied to the shallow water equations, which has enabled the use of
unstructured grids in which the spatial grid resolution can vary in the modelled domain,
being coarse in the deep ocean (several kilometres to tens of kilometres) and re�ned to a
few hundreds of meters or less in the nearshore. The coarse resolution in the deep ocean,
where storm surges are mainly driven by the inverse barometer (section 2.1.1), saves com-
putational time while the use of a �ner mesh in coastal zone allows to better represent the
growth of the wind-driven surge in shallow waters, as well as complex shorelines, nearshore
bathymetry and coastal features (barrier islands, inlets and bays). In addition, modelling
e�orts have been made to improve storm surge predictions through a better understanding
of complex physical processes such as air/sea and wave/current interactions and through
several features that impact the predictive skills of the model, such as bathymetry up-to-
date data and improved accuracy of the meteorological forcings (Janssen, 2008). Storm
surge modelling was progressively supported by a growing observational networks of tide
gauges and wave buoys, used in the development stage of models and also for forecasting
systems, through data assimilation.

Some of the numerical models that are currently used worldwide for storm surge model-
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ling are presented below. In the USA, the NWS developed a new OSSF system, known as
SLOSH (Jarvinen and Lawrence, 1985; Jelesnianski , 1992), for Sea, Lake, and Overland
Surges from Hurricane, which is a 2D �nite di�erence model as SPLASH but includes ad-
ditional features (polar grid system, representation of sub-grid scale features and inland
water bodies). SLOSH solves a set of equations derived from the shallow water equations
in which the advective terms are neglected, but in contrast with SPLASH, this omission
is compensated by the inclusion of small amplitude e�ects (Jelesnianski , 1992). SLOSH
model does not include neither the tides due to the inherent di�culty to predict accura-
tely the peak of a hurricane surge in time, nor short waves and river in�ows. Tides are
separately added to the predicted storm surges. Besides forecasting storm surges, SLOSH
is used to establish evacuation plans and map storm surge �ood plains in the U.S. Gulf
and East coasts (Glahn, 2009). In parallel, the United States Army Corps of Engineers
(USACE) developed the ADCIRC model (Luettich et al., 1992), which solves the shallow-
water equations using a �nite element scheme. Over the years, several improvements have
been made to the model such as the implementation of a wetting and drying algorithm for
accurately modelling inundated areas and the model has been parallelized for higher com-
putational e�ciency. In the mid-1980s, Delft Hydraulics (Deltares now) started to develop
a 3D hydrodynamic model, known as Delft3D-FLOW, which uses �nite di�erence methods
to solve the shallow-water equations on structured grids. Delft3D-FLOW has been paral-
lelized in the late 1990s. For 10 years now, an unstructured-grid model has been under
development, known as Delft3D Flexible Mesh Suite (Kernkamp et al., 2011), with a �rst
o�cial version released in 2015 (see Verlaan et al., 2005; De Goede, 2020, for more details
about storm surge modelling in the Netherlands). Other storm surge models have been
developed worldwide (e.g., see Flather , 2000; Dube et al., 2010; Umgiesser et al., 2021, for
a review), including the 3D unstructured-grid �nite volume hydrodynamic model FVCOM
(Chen et al., 2003; Rego and Li , 2009) and the 3D �nite di�erence models POM (Blumberg
and Mellor , 1987; Peng et al., 2004) and CH3D (Sheng , 1986; Sheng et al., 2010a,b) using
orthogonal and non-orthogonal curvilinear grids, respectively. In the present work, the 3D
unstructured-grid �nite element hydrodynamic model SCHISM is used (Zhang et al., 2016),
which is derived from the model SELFE (Zhang and Baptista, 2008).

2.2.2 Importance of accounting for waves in storm surge modelling

As shown in section 2.1, the mechanisms by which waves a�ect surge elevations, in par-
ticular wave e�ect on the surface stress, and the wave setup, have been identi�ed since
the 1950s. Hence, the need for a wave model to predict storm surges progressively arose
and early attempts of wave-current coupling emerged in the 1990s-2000s. The study of
Mastenbroek et al. (1993) presents one of the �rst proper implementation of a coupling
between a phase-averaged and circulation models, through which the authors reported
that a wave-dependant stress results in signi�cant improvements in the surge calculations
compared to a bulk formula. In the MAST III PROMISE (PRe-Operational Modelling
In the Seas of Europe) project, two existing pre-operational wave (WAM-PRO, Monbaliu
et al., 2000) and circulation models were integrated into a coupling framework (Ozer et al.,
2000). Its application to the North Sea suggested that a wave-dependant surface stress
should be preferentially used for storm surge modelling. In the following years, the deve-
lopment of parallel computing and the access to more computational resources enabled the
emergence of several coupled wave-current models (e.g., Zhang and Li , 1996; Osuna and
Monbaliu, 2004; Wolf , 2004). The widely-used unstructured-grid model ADCIRC has been
coupled to several structured-grid wave models, the nearshore STeady-state WAVE model
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STWAVE being nested inside the deep ocean, coarser, WAM model (e.g., Bunya et al.,
2010; Dietrich et al., 2010). However, in such coupling, the circulation and wave models
run on di�erent grids, which requires interpolation of the boundary conditions between
the nested wave structured grids and interpolation of water levels, currents and wave cha-
racteristics between the structured wave and unstructured circulation grids. This coupling
is called "loose" coupling, since this intra-model interpolation introduces inaccuracies and
reduces the e�ciency of the simulation. The development of unstructured wave models
(e.g., SWAN unstructured version ; Zijlema, 2010) allowed to vary the mesh resolution
from deep to coastal waters without any nesting. In addition, both circulation and wave
models can be run on a same unstructured grid, avoiding interpolation of variables between
these models, which is referred as "tight coupling". Dietrich et al. (2011) implemented a
"tight coupling" between ADCIRC and SWAN. Delft3D-FLOW has also been coupled to
SWAN in 1995 while SCHISM has been coupled to WWM-II by Roland et al. (2012).

The increasing computational power also allowed to re�ne the mesh resolution in coastal
areas. This is of primary importance to compute the wave setup since this process requires
very �ne meshes in surf zones to be accurately computed. Hence, since this time, several
numerical studies accounting for radiation stress gradients were able to represent the wave
setup in coastal areas, showing that it can substantially contribute to the storm surge
(Brown, 2010; Kim et al., 2010; Sheng et al., 2010a,b; Brown et al., 2011; Guérin et al.,
2018) and can modify the spatial extent of coastal inundations (e.g., Xie et al., 2008, 2016;
Murty et al., 2019). Nevertheless, the exact mesh resolution needed in surf zones to compute
the wave setup remains unclear in the scienti�c community and should be better quanti�ed.
While the e�ect of waves on the surface stress and the wave setup appear to be the dominant
contributions to storm surges, the e�ect of waves on tides and surges through an enhanced
bottom friction (Rosales et al., 2008) has also been highlighted through numerical modelling
(e.g., Roland et al., 2012).

Overall, it is now well recognized that accounting for waves in storm surge modelling
improves the accuracy of the predictions. Hence, while in the 2000s, OSSF were usually
based on a circulation model only (Flather , 2000), the use of coupled wave-current models
is progressively extended nowadays to OSSF systems implemented at a regional or country
scale (e.g., Gillibrand et al., 2011; Ferrarin et al., 2013; Sembiring et al., 2015). However,
this is not yet the norm at larger scales, such as global OSSF systems (GLOSSIS, Verlaan
et al., 2015), which can be partly explained by the additional computational cost required
at such scale to run a wave model and de�ne a �ne-enough resolution in coastal zones to
compute the wave setup.

Apart from notable exceptions (e.g., Kennedy et al., 2010, 2011), one can note through the
analysis of the existing literature on storm surge modelling, that numerical results of wave-
current models are generally validated against wave parameters measured by deep water
wave buoys and water levels monitored by tide gauges located in bays or harbours. However,
these observations are limited and do not allow to verify the model parameterizations
of shallow-water wave dissipation processes such as depth-induced breaking and bottom
friction and the predicted wave setup along open-ocean coasts. This stresses the need to
collect hydrodynamic data in various coastal environments in order to better understand
the associated processes and verify the predictive skills of the model in these environments.

On a more theoretical perspective, most of storm surge modelling studies that account for
the wave e�ects on the mean circulation are based on the 2D radiation stress formalism of
Longuet-Higgins and Stewart (1964). Over the last 20 years, new theories which represent
the wave e�ects on the mean circulation in 3D have emerged. They are presented in the
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following section.

2.3 Modelling the e�ects of short waves on the mean circu-

lation

The hydrodynamics of the coastal zone is usually characterized by the simultaneous pre-
sence of currents, wave and turbulent motions that interact each other through several
mechanisms and energy transfers. One of the di�culty in representing the circulation in
the presence of waves is the di�erence in time scales between the (orbital) wave motion and
the slow-varying motion, induced for instance by tidal and wind-driven currents. Phase-
resolving models explicitly describe the evolution of the free surface and hence resolve
the wave motion. They are based for instance on the Boussinesq equations (e.g., FUN-
WAVE ; Kirby et al., 1998), the Reynolds-averaged Navier-Stokes equations (RANS mo-
dels, e.g., NHWAVE ; Ma et al., 2012) or the non-linear shallow water equations including
non-hydrostatic pressure (e.g., SWASH ; Zijlema et al., 2011). While phase-resolving mo-
dels have demonstrated very good predictive skills in simulating wave-current interactions
(e.g., Yoon, 2014), they are computationally expensive, which limits their use to small scale
applications (typically O(1 km2)). For larger scale applications conducted over relatively
long periods compared to the wave motion (e.g., from few days to several months), the �ow
velocity can be averaged over the wave phase, such that the e�ects of waves on the mean
�ow are represented without explicitly resolving the wave motion. In this framework, the
total �ow velocity u can be split into two components, namely the mean (phase-averaged)
�ow velocity ⟨u⟩ and the wave motion

∼
u (the turbulent �uctuations being neglected here) :

u = ⟨u⟩+ ∼
u (2.14)

While their leading-order motion is periodic, short waves induce a net drift along the
direction of wave propagation, the so-called "Stokes drift" (e.g., Stokes, 1847; Longuet-
Higgins, 1953), which is proportional to the square of the wave steepness. The Stokes
drift can also be seen as the di�erence between mean velocities following a �uid particle
(Lagrangian velocity) and in a �xed reference frame (Eulerian velocity). The (Lagrangian)
mean �ow can thus be decomposed into two components, the (Eulerian) mean circulation
(also expressed as mean current) and the Stokes drift. The total mean momentum mT can
be expressed as the sum of the momentum of the mean circulation m and the mean wave
momentum mW :

mT = m+mW (2.15)

In addition to the contribution of the Stokes Drift, momentum transfers occur from the
wave motion to the mean �ow, which can be particularly intense at the coast and gene-
rate sea level variations (i.e wave set-down/wave setup) and longshore currents (Longuet-
Higgins, 1970a,b) as described in section 2.1.2.2. The concept of radiation stress introduced
by Longuet-Higgins and Stewart (1962, 1964) was used by these authors, and later by Phil-
lips (1977), to propose the �rst depth-integrated (2DH) formulations of the conservation of
the total mean momentum mT in the presence of waves. While these pioneer approaches
have been widely used, other methods have been developed in which the conservation of
the momentum of the mean circulation m and waves mT are formulated with two dis-
tinct equations (Garrett et al., 1976; Smith, 2006). The equation for m, which includes
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wave-induced forcings terms for the mean circulation only, allows a new interpretation of
the physics. 2DH approaches can be particularly suitable for the study of wave-current
interactions in the coastal zone, where the horizontal dimensions are large compared to the
vertical dimension, allowing to study a wide range of wave-induced hydrodynamics in the
nearshore. Yet, these 2DH approaches do not allow to represent the vertical structure of
the mean horizontal circulation such as the vertical shear in the cross-shore mean current
near the coast. Indeed, the onshore-directed mass �ux associated with the Stokes Drift near
the surface results in a counterbalanced Eulerian o�shore current referred to as undertow
which is localized near the seabed in the surf zone. Also, the wave momentum source is
not uniformly distributed over the depth, which contributes to the vertical shear of the
cross-shore mean current in the surf zone. These vertical dynamics cannot be reproduced
with 2D approaches. To address these shortcomings, fully 3D wave-current approaches have
been developed over the last 20 years.

As in 2DH, the conservation of momentum of the mean circulation m and waves mW

can be either treated separately or not. For instance, Mellor (2003) developed a depth-
varying radiation stress formulation (3D RS) based on the conservation of the total mean
momentum mT . While 3D RS was found to perform comparably or better than 2D RS
in reproducing nearshore hydrodynamics (Bolaños et al., 2014), 3D RS was questioned by
Ardhuin et al. (2008a,b), mainly because the evolution of m and mW was not dissociated.
Indeed, with this approach, the momentum �ux induced by the wave motion is distributed
into m and mW (in order to conserve mT ), irrespective to their speci�c response. In
addition, the evolution of m and mW is treated identically while they have di�erent
advection velocity and behaviour, notably with regard to the vertical mixing. The most
criticized issue was the correctness of the vertical �uxes of wave momentum, particularly on
a sloping bottom (Bennis et al., 2011). This inaccuracy led Mellor (2013, 2015) to propose
a correction to their 3D RS approach. Alternatively, a formulation for m was proposed
by McWilliams et al. (2004) based on an asymptotic theory (Craik and Leibovich, 1976),
and by Ardhuin et al. (2008b) based on the GLM (General Mean Lagrangian) theory
introduced by Andrews and Mcintyre (1978). From the GLM equations, Ardhuin et al.
(2008b) proposed an approximation to second order in wave steepness called the glm2z-
RANS equations. It should be noted that the vertical integration of the glm2z-RANS
equations leads to a formulation similar to the one of Smith (2006). Bennis et al. (2011)
derived a set of equations based on the glm2z-RANS theory with the hypothesis that the
vertical shear of the mean current is neglected in the wave forcing terms. The approaches of
McWilliams et al. (2004), Ardhuin et al. (2008b) and Bennis et al. (2011), also denominated
as vortex force (VF) formalism, constitute three dimensional sets of equations for the quasi-
Eulerian velocity, in which the vertical structure of the wave-induced forcing terms on the
mean circulation can be represented. The formulation ofMcWilliams et al. (2004) has been
integrated to the ROMS model (Shchepetkin and McWilliams, 2005) and FVCOM (Chen
et al., 2012; Xia et al., 2020), while the glm2z-RANS approach has been implemented
in the MARS3D code (Lazure and Dumas, 2008) by Bennis et al. (2011), as well as in
SYMPHONIE (Marsaleix et al., 2008) and MOHID (Martins, 1999) models by Michaud
(2011) and Delpey (2012) respectively. Also, the simpli�ed glm2z-RANS approach of Bennis
et al. (2011) has been implemented in SCHISM by Guérin et al. (2018).

These approaches that represent 3D e�ects of waves on currents are now commonly ap-
plied by the ocean and coastal scienti�c communities to simulate the depth-varying, wave-
induced circulation (e.g., Uchiyama et al., 2010; Kumar et al., 2012). In particular, Guérin
et al. (2018) used the 3D modelling system SCHISM with a VF formalism (as mentioned
above) and reported that the depth-varying, wave-induced circulation in surf zones can
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increase the maximum wave setup along the shoreline of sandy beaches, in comparison
with a 2DH simulation that does not allow to represent 3D wave e�ects and the associated
depth-varying circulation. Further analysis is needed to better understand the underlying
processes and examine in which conditions the contribution of the wave-induced circulation
can signi�cantly increase the wave setup.
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The modelling system

In the scope of this work, the contribution of short waves to storm surges is investigated
by combining �eld observations and numerical modelling. As we focus on the development
of storm surges in contrasting coastal environments, including lagoons and estuaries, the
modelling system used should be capable of accurately represent complex nearshore bathy-
metry and shorelines, as well as coastal morphological features such as inlets and lagoons.
The most appropriate model for addressing this need seems to be an unstructured grid
model, in which the use of only one grid whose resolution can be re�ned at the coast,
allows to well represent these irregular coastal features without any grid nesting.

In this context, the unstructured-grid �nite-element modelling system SCHISM (Semi-
implicit Cross-scale Hydroscience Integrated System Model ; Zhang et al., 2016), derived
from the model SELFE (Zhang and Baptista, 2008), appears to be suitable for our pur-
poses. SCHISM is an open-source modelling system developed by Pr. Joseph Zhang at
VIMS (USA), and other research groups worldwide. The core model of the system is a 3D
hydrodynamic model which solves the Reynolds-averaged Navier-Stokes equations under
hydrostatic and Boussinesq approximations. As one of the main characteristics of SCHISM,
the use of a semi-implicit scheme, in conjunction with an Eulerian-Lagrangian Method to
treat the advection in the momentum equations, allows to relax the numerical stability
constraints of the model. SCHISM is coupled to the Wind Wave Model WWM-II (Roland ,
2009a; Roland et al., 2012) which simulates the generation and propagation of short waves.
The whole system is parallelized via domain decomposition and Message Passing Interface
(MPI). The hydrodynamic and spectral wave models share the same unstructured grid
(and domain decomposition), which eliminates errors associated with interpolation.

The use of unstructured grids, combined with robust numerical methods in both the cir-
culation and wave models, allows to cover large spatial domains with one grid whose
resolution can vary from very coarse in deep oceans (e.g., tens of kilometers) to very �ne
in coastal areas (e.g., < 10m), while maintaining computational e�ciency (e.g., see Bertin
et al., 2014; Ye et al., 2020, for multiscale applications conducted with SCHISM). Ano-
ther modelling system of similar characteristics and which could have been used here is
TELEMAC-3D (Hervouet , 2007) which can be coupled to the spectral wave model TO-
MAWAC (Benoit et al., 1997) through the radiation stress or the vortex force formalisms
(see Teles, 2013, for the latter). However, to our knowledge, multiscale applications have
not yet been conducted with TELEMAC-3D in contrast to SCHISM. In addition, develop-
ments on wave-current interactions, sediment transport and bed evolution in the modelling
system SCHISM are mainly conducted at the Joint Research Unit LIENSs, which allows
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to bene�t from a network of collaborators (e.g., LNEC in Portugal or SCHISM research
team at VIMS in the USA). For these di�erent reasons, SCHISM has been the modelling
system selected for the present work.

Besides WWM-II, the hydrodynamic model of SCHISM can be coupled with other modules
incorporated in the modelling system such as turbulence, sediment transport, water quality,
oil spills and biology. In our case, SCHISM/WWM-II is coupled to the General Ocean
Turbulence Model (GOTM ; Burchard et al., 1999; Umlauf et al., 2005), which is used to
simulate the hydrodynamic and thermodynamic processes related to vertical mixing in the
water column.

The coupling between SCHISM, WWM-II and GOTM allows to represent the di�erent
e�ects of short waves on the mean circulation, i.e. the wave-induced forcings on the mean
circulation and the Stokes drift, the wave-induced surface and bottom stress, and the wave-
induced surface and bottom mixing. Also, water levels and currents provided to WWM-II
by SCHISM allow to represent their e�ects on waves. Current e�ects are the Doppler
frequency shift, current-induced refraction and their in�uence on dissipation by whitecap-
ping through the modi�cation of the wave steepness (e.g., Ardhuin et al., 2010; van der
Westhuysen, 2012).

Forcings
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Figure 3.1 � Schematic description of the modelling system with forcing conditions and exchanged
variables described in the following sections. *WW3 referred to the WaveWacth III spectral wave
model of Tolman (1992).

48



Chapitre 3. The modelling system

3.1 The spectral wave model WWM-II

3.1.1 Governing equations

WWM-II simulates the generation and propagation of wind-generated waves by solving
the wave action equation (e.g., Komen et al., 1994) :

∂N

∂t
+∇x · ( .

x N) +
∂(

.
σ N)

∂σ
+
∂(

.
θ N)

∂θ
= Stot (3.1)

where σ is the wave relative angular frequency, θ is the wave direction and ∇x = ( ∂
∂x ,

∂
∂y ).

The wave action density N(σ, θ,x, t), invariant in a slowly varying media (Bretherton et al.,
1968), is related to the wave energy density E(σ, θ,x, t) by :

N(σ, θ,x, t) =
E(σ, θ,x, t)

σ
(3.2)

In Eq. 3.1,
.
x corresponds to the propagation velocity in space while

.
σ and

.
θ are the

propagation velocities in frequency and direction respectively. The advection velocities in
the di�erent phase spaces are computed according to the Geometrics Optics Approximation
(e.g., Keller , 1958) :

.
x= cx =

dx

dt
=
dw

dk
= cg +UA(k) (3.3)

.
θ= cθ = −1

k

[
∂σ

∂h

∂h

∂m
+ k ·

∂UA(k)

∂m

]
(3.4)

.
σ= cσ =

∂σ

∂h

(
∂h

∂t
+UA(k) · ∇xh

)
− cgk ·

∂UA(k)

∂s
(3.5)

where m and s are the coordinates along and perpendicular to the direction of wave pro-
pagation θ, and h = d + η is the mean water depth with d the bathymetry and η the
mean (phase-averaged) free surface elevation provided by the hydrodynamic model. k is
the wavenumber with k = |k|, cg is the group velocity, w is the wave absolute angular
frequency and UA is the e�ective advection velocity which can be approximated as the
depth-integrated current velocity, the surface current velocity or the depth-weighted ave-
rage current value of Kirby and Chen (1989), that accounts for the e�ect of weak vertical
current shear. In this work, the depth-integrated current velocity is considered to evaluate
the propagation velocities. Since scales of variation of depths and currents are assumed to
be much larger than those of an individual wave, the phase parameters can be interrela-
ted by the dispersion relation derived from the linear wave theory and the Doppler-type
equation :

σ2 = gk tanh kh (3.6)

ω = σ + k ·UA (3.7)

Finally, Stot represents sources and sinks of wave energy and includes wind input Sin,
dissipation due to whitecapping Sds, bottom friction Sdb and depth-induced breaking Sbr,
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nonlinear quadruplet interactions Snl4 and triad interactions Snl3. In addition, wave dissi-
pation by vegetation Sveg is accounted for in the study conducted over the salt marsh.

3.1.2 Source terms Snl3 and Snl4

In deep water, a pair of wave components (f1, f2) can interact with another pair of wave
components (f3, f4) if the following resonance conditions are complied :

{
k1 + k2 = k3 + k4
w1 + w2 = w3 + w4

(3.8)

These interactions, called quadruplet interactions, result in wave energy transfers amongst
the four wave components. Hasselmann (1962) provides the full expressions for these inter-
actions, known as the Boltzmann integral, which can be solved with exact methods such
as the Webb-Resio-Tracy method (WRT, Webb, 1978; Tracy and Resio, 1982) or following
Hasselmann and Hasselmann (1985). However, these methods can be computationally ex-
pensive and thus not a viable solution for operation models, which led to the development
of approximations such that the Discrete Interaction Approximation of Hasselmann et al.
(1985). The latter, yet less accurate, can be faster by two order of magnitude compared to
exact methods and is thus adopted in WWM-II among other phase-averaged models.

As waves approach the coast, the transition to a shallow water regime allows near-resonance
interactions of three wave components. These triad interactions transfer energy from the
peak frequency to lower (subharmonics) and higher (superharmonics) frequencies. In the
nearshore, this process plays a key role in redistributing wave energy within the spectrum,
which can induce signi�cant changes in the wave �eld (e.g., Elgar and Guza, 1985; Herbers
et al., 2000;Martins et al., 2021a). In WWM-II, triads interactions are originally formulated
with the Lumped Triad Approximation (LTA) of Eldeberky (1996), based on a discrete triad
approximation for co-linear waves that only considers the dominant self-self interactions.
The latter means that this approach only accounts for the energy transfers from the primary
peak to its second harmonic at f = 2fp (with fp the peak frequency), which in turn,
contributes to the development at most of its second harmonic at f = 4fp. More recently,
the approach of Salmon et al. (2016) has been implemented, which proposed a Consistent
Collinear Approximation (CCA), that addresses certain inconsistencies resulting from the
collinear approximation used in the LTA.

3.1.3 Source terms Sin and Sds

WWM-II proposes two main parameterizations to compute wave generation by wind. The
�rst one is the WAM-Cycle 4 formulation (Günther et al., 1992), based on the wave growth
theory of Miles (1957), modi�ed by Janssen (1982), and improved notably by Janssen
(1991), Abdalla and Bidlot (2002) and Bidlot et al. (2007). The second and more recent
parametrization is the one proposed by Ardhuin et al. (2010), which is derived from the
WAM-Cycle 4. Compared to WAM-Cycle 4, Ardhuin et al. (2010) included a sink term
to Sin, to reproduce observations of swell energy dissipation owing to modulations of the
air-sea stresses by swell orbital velocities (Ardhuin et al., 2009).

In addition, both parameterizations provide a formulation for wave energy dissipation due
to whitecapping Sds. The WAM-Cycle 4 formulation for whitecapping has been shown to
yield inaccuracies in the presence of swell (van Vledder and Hurdle, 2002; Ardhuin et al.,
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2010). For instance, because of its dependence on the mean wavenumber and steepness,
this formulation underestimates the dissipation of the spectral tail in the case of a swell
is present (van Vledder and Hurdle, 2002). Alternatively, the expression given by Ardhuin
et al. (2010) comprises three terms : a saturation-based term relying on the approach of
Phillips (1985), a cumulative breaking term, representing the smoothing e�ect of large
breaking waves over smaller waves, and a wave-turbulence interaction term (Teixeira and
Belcher , 2002; Ardhuin and Jenkins, 2006) related to the production of the turbulent
kinetic energy induced by wave breaking processes at the surface.

3.1.4 Source terms Sbr and Sbot

In shallow water, wave energy dissipation by bottom friction and depth-induced breaking
become important. In WWM-II, wave energy dissipation by depth-induced breaking can
be computed according to di�erent formulations, such as the ones of Battjes and Janssen
(1978), Thornton and Guza (1983) or van der Westhuysen (2010). In the di�erent studies
presented in this manuscript, the formulations of Battjes and Janssen (1978) and van der
Westhuysen (2010) have been used.

Battjes and Janssen (1978) proposed a bore-based model in which the local mean rate of
energy dissipation per unit area is given by :

Dbr,BJ78 =
α

4
ρgfmeanQbHm

2 (3.9)

where α corresponds to the breaking coe�cient and is often seen as a tunable coe�cient of
the order of 1. ρ is the water density, g is the gravitational acceleration, fmean is the mean
frequency computed from Tm0,1 wave period, Qb is the fraction of breaking waves and Hm

is a maximum possible wave height, de�ned by Battjes and Janssen (1978) as a threshold
height over which all waves of a random wave �eld will break. Hm is estimated by means
of a parameterized Miche-type criterion :

Hm =
0.88

k
tanh

(
γkh

0.88

)
(3.10)

where γ is the breaking index, that accounts for the e�ects of bottom slope compared to
the theoretical value of 0.88 given by the Miche criterion derived for a �at bottom (Miche,
1944). In shallow water (kh << 1), Eq. 3.10 reduces to :

Hm = γh (3.11)

The fraction of breaking waves Qb is determined considering a clipped Rayleigh probabi-
lity density function for all wave heights truncated at Hm, which leads to the following
expression for Qb :

1−Qb

−ln(Qb)
=

(
Hrms

Hm

)2

(3.12)

whereHrms is the root mean square wave height (Hrms = Hm0/
√
2 withHm0 the signi�cant

wave height). Battjes and Stive (1985) carried out an extensive calibration and veri�cation
of this model, based on several experimental and �eld observations. Keeping the tunable
coe�cient α equal to unity, the breaking index γ varied from 0.60 to 0.83, with an average
value of 0.73. The latter is considered as the default value in WWM-II.
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Alternatively, the approach of van der Westhuysen (2010) investigated the parameteriza-
tion of the breaking index based on wave�eld nonlinearity. As the approach of Thornton
and Guza (1983), van der Westhuysen (2010) proposed that the distribution of breaking
wave heights pb(H) is a weighting of the Rayleigh probability density function for all wave
heights P (H) :

Qb =

∫ ∞

0
pb(H)dH =

∫ ∞

0
W (H)P (H)dH (3.13)

However, as compared to Thornton and Guza (1983), van der Westhuysen (2010) introdu-
ced an alternative weighted function W(H) that incorporates wave nonlinearity e�ects :

W (H) =

(
βi

βi,ref

)n

(3.14)

where βi is the biphase, a third-order quantity related to the wave skewness and asymmetry
of the wave pro�le (e.g., Hasselmann et al., 1963; Elgar and Guza, 1985). In WWM-II, the
parametrization of Eldeberky (1996) is used to approximate the biphase as phase-averaged
wave models do not compute quantities at this order. It reads :

βi =
−π
2

+
π

2
tanh

(
δ

Ur

)
(3.15)

where δ is a parameter set to 0.2 according to Eldeberky (1996). Ur is the Ursell num-
ber (Eldeberky , 1996; Doering and Bowen, 1995), computed following the spectral mean
expression given by Eldeberky (1996) :

Ur =
g

8
√
2π2

Hm0T
2
m0,1

h2
(3.16)

where Tm0,1 is the mean wave period. Following this approach, when waves are symmetric
along the vertical axis, i.e βi = 0, the percent of broken waves is zero. As waves become
more asymmetric, i.e. βi tends to −π

2 , the percent of broken waves increases. Yet, a scaled
limit βi,ref was incorporated in the formulation of the weighting function (Eq. 3.14), since
all waves are likely to break before the limit is reached. In Eq. 3.14, βi,ref and n are set
to −4π/9 and 2.5 respectively, which are the values used by van der Westhuysen (2010) to
obtain the best-�t predictions of the observed fraction of breakers in the lab experiment of
Boers (1997). Finally, the local mean rate of energy dissipation per unit area is obtained
by integrating the energy dissipation for a single broken wave multiplied by pb(H) (e.g.,
Pezerat et al., 2021), which results in the following expression :

Dbr,W10 =
3
√
π

16
B3ρg

fmean

h

(
βi

βi,ref

)n

H3
rms (3.17)

where B is the breaking coe�cient that ranges between 0.5 and 1.5 (van der Westhuysen,
2010) and fmean is the mean wave frequency computed from the Tm0,1 wave period.

In the spectral model, the local mean rate of energy dissipation Dbr (corresponding either
to Dbr,BJ78 or Dbr,W10) is distributed over frequencies and directions following the work of
Eldeberky and Battjes (1996) :

52



Chapitre 3. The modelling system

Sbr = −Dbr

Etot
N where Etot = ρg

∫ 2π

0

∫ ∞

0
Edσdθ (3.18)

where Etot is the total wave energy.

Recently, Pezerat et al. (2021) reported that common parameterizations for depth-induced
breaking in spectral wave models yield signi�cant over-dissipation of storm waves propaga-
ting over gently sloping shorefaces, potentially leading to an underestimation of the wave
setup at the shoreline. To address this shortcoming, the authors proposed an analytical
derivation of the breaking coe�cient B (or α in the model of Battjes and Janssen (1978))
based on the local bottom slope, to account for its e�ect on the local energy dissipation
rate. This adaptive breaking coe�cient is expressed as :

B′ = 40 tanβ (3.19)

with β is the local bottom slope. Substituting B3 (or α in the model of Battjes and Janssen
(1978)) by B′, the authors strongly improved their storm wave predictions, which results in
an increase in the modelled wave setup along the coast by a factor of up to 2 for a 1:10000
slope. This adaptive breaking coe�cient proposed by Pezerat et al. (2021) is used in the
present investigations conducted on the shore platform and on the salt marsh, where its
e�ects on both wave dissipation and wave setup predictions is evaluated.

In intermediate to shallow water depth, corresponding to less than half of the dominant
wavelength, interactions of waves with the bottom become signi�cant and can dissipate
wave energy through di�erent mechanisms such as bottom friction (Putnam and Johson,
1949). In the spectral wave model, the source term due to bottom friction is expressed as
(Hasselmann and Collins, 1968; Collins, 1972; WAMDI , 1988) :

Sbf = −Cf
σ2

g2 sinh2 kh
N (3.20)

where Cf is a dissipation coe�cient. The latter can be set to the empirical value of 0.038
m2.s−3 found by Hasselmann et al. (1973) during the JONSWAP experiment, or to 0.067
m2.s−3 as proposed by Bouws and Komen (1983) for wind sea conditions. Alternatively,
Cf can be calculated according to the eddy-viscosity model of Madsen et al. (1989) :

Cf = fw
g√
2
Urms (3.21)

where Urms is the root mean square value of the maxima of the bottom orbital velocity :

Urms
2 =

∫ ∫
Nσ3

sinh2 kh
dσdθ (3.22)

and fw is a non-dimensional frictional factor which can be solved by iteration with the
following equations (Jonsson, 1967) :

fw = 0.3 for ab
kn

≤ 1.57

1
4
√
fw

+ log10
1

4
√
fw

= mf + log10
ab
kn

for ab
kn
> 1.57

(3.23)

in which mf is a constant �xed to -0.08, kn is the Nikuradse roughness length that depends
on the bottom properties and ab is the near-bottom excursion amplitude :
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ab
2 = 2

∫ ∫
Nσ

sinh2 kh
dσdθ (3.24)

Recently, Marc Pezerat (PhD student at LIENSs 2018-2021) additionally implemented the
SHOWEX moveable-bed bottom friction formulation initially proposed by Tolman (1994)
and further adjusted by Ardhuin et al. (2003), that accounts for the formation of sand
ripples and the transition to sheet �ow regime.

3.1.5 Source term Sveg

In a vegetation �eld, wave energy is dissipated through the work done by the waves on
the vegetation. The drag force model of Mendez and Losada (2004) is implemented in
WWM-II, following a similar approach to Suzuki et al. (2012) for the SWAN model :

Sveg = −Dveg

Etot
N (3.25)

Dveg =
ρ

2
√
π
C̃dvbvNv

(
gk̃

2σ̃

)3
sinh3 k̃αvh+ 3 sinh k̃αvh

3k̃ cosh3 k̃h
H3

rms (3.26)

where C̃dv is the drag coe�cient, bv is the plant diameter, Nv is the vegetation density
and αvh is the plant height (αv being the relative height of the plant). k̃ and σ̃ correspond
to the mean wavenumber and mean wave relative angular frequency computed from Tm0,1

wave period.

Following Mendez and Losada (2004), C̃dv can be related to the Keulegan-Carpenter (K)
number as follows :

C̃dv =
exp(−0.0138Q)

Q0.3
7 ≤ Q ≤ 172 (3.27)

with Q de�ned as :

Q =
K

α0.76
v

(3.28)

where the Keulegan-Carpenter number K is given by :

K =
ucTp
bv

(3.29)

with Tp the peak wave period and uc is a characteristic velocity acting on the plant. It is
de�ned as the maximum horizontal velocity at the top of the plants (z = −h+ αvh) (e.g.,
Anderson and Smith, 2014) :

uc =
Hrmsπ

Tp

cosh kαvh

sinh kh
(3.30)

3.1.6 Surface roller model

Surface rollers are turbulent masses of mixed air and water advected by breaking waves
(Svendsen, 1984a; Deigaard et al., 1991). Surface rollers contribute to the nearshore circu-
lation through an additional mass transport in the surf zone and by causing an onshore
shift in the transfer of momentum to the water column (e.g., over bars, see Reniers et al.,
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2004). The rate of energy dissipation by wave breaking controls the growth of surface rol-
lers, while their energy dissipation occurs through shear stresses at the wave/roller inner
interface (Deigaard and Fredsøe, 1989).

A surface roller model is integrated in WWM-II, which is based on the approach of Reniers
et al. (2004) with minor adjustments. The evolution equation for the surface roller bulk
energy Erol can be read as follows (e.g., see Reniers et al., 2004) :

∂Erol

∂t
+ 2∇ · (cp +UA)Erol = αrDbr −Drol (3.31)

where cp is the phase velocity at the peak wave frequency, αr is the percentage of energy
transferred from breaking waves to surface rollers andDrol corresponds to the rate of energy
dissipated by rollers at the wave/roller interface. Drol can be computed as a function of
wave and roller characteristics (i.e. Svendsen, 1984a). However, there is some uncertainties
regarding the empirical formulations of the roller area and the void ratio in rollers (Martins
et al., 2018), it is thus preferred to calculate Drol as a direct function of the roller energy
Erol following Reniers et al. (2004) :

Drol =
2g sinβrolErol

cp
(3.32)

where βrol is the angle at the wave/roller inner interface and sinβrol is set to the common
value of 0.1 (Reniers et al., 2004).

The contribution of surface rollers to the total mass �ux is related to the surface roller
energy (e.g., Reniers et al., 2004) :

(
uS,R, vS,R

)
= 2

Erol

ρcph
(cos θm, sin θm

)
(3.33)

where θm corresponds to the mean wave direction. Although this transport primarily occurs
near the surface, there is no consensus on its vertical distribution. We here assumed that
the transport is depth-uniform.

3.1.7 Numerical approaches

In its explicit formulation, WWM-II solves the wave action equation (Eq. 3.1) using the
fractional step method as described by Yanenko (1971), which allows to resolve the di�erent
time-dependent dimensional problems of the equation with adapted numerical methods.
The overall numerical procedure is given below :

1. First, the geographical part is solved using a Conservative Residual Distribution
(CRD) N-Scheme (see Abgrall , 2006; Roland , 2009a).

2. Then, the Ultimate Quickest scheme (Leonard , 1991) which is a third order �nite
di�erence scheme, is used to treat the spectral advection in θ and σ space, following
the approach implemented in WW3 (Tolman, 1992).

3. Finally, the source term integration is carried out in two di�erent steps. First, the
shallow water source terms Sbr, Sveg, Sbf and Snl3 are integrated following the
recommandations of Hargreaves and Annan (2001), i.e. by using a semi-implicit
scheme applied in the framework of a dynamical time stepping scheme. In the latter
scheme, integration over a global time step is performed in several dynamic sub-time
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steps, which depends notably on the corresponding source term and an associated
maximum change in wave action density. The other source terms are integrated with
a semi-implicit scheme without sub-iterations but the associated rate of change of
the action density at each time step is restricted by a so-called "action density
limiter" to guarantee numerical stability at relatively large time steps.

Alternatively, propagation (in geographical and spectral space) and source term integration
can be treated implicitly. The non linear source terms of depth-induced breaking and
vegetation dissipation are linearised by means of a Newton-Raphson iteration. The implicit
scheme allows to avoid splitting errors (Roland , 2009a) and to use larger time steps, being
thus more computationally e�cient.

3.2 Hydrodynamic model

The hydrodynamic model of SCHISM solves the equation of mass conservation for an
incompressible �uid, and the Reynolds-averaged Navier Stokes equations describing the
momentum conservation under hydrostatic and Boussinesq approximations. The model is
mainly used in its 3D barotropic con�guration, with the vortex force formalism of Bennis
et al. (2011) to account for the wave-induced forcings on the mean circulation. Since 2DH
and 3D numerical simulations are compared in this work, the model is also described in
its 2DH barotropic con�guration (section 3.2.2), in which the vertical structure of the
wave-induced circulation is not reproduced.

3.2.1 3D con�guration - Vortex force formalism

The Vortex force (VF) framework considers the quasi-Eulerian velocity (û, v̂, ŵ), which
equals the mean Lagrangian velocity (uL, vL, wL) minus the Stokes velocity (uS , vS , wS) :

(û, v̂, ŵ) = (uL, vL, wL)− (uS , vS , wS) (3.34)

The mass conservation is :
∂û

∂x
+
∂v̂

∂y
+
∂ŵ

∂z
= 0 (3.35)

∂η

∂t
+

∂

∂x

(∫ η

−d
(û+ uS)dz

)
+

∂

∂y

(∫ η

−d
(v̂ + vS)dz

)
= 0 (3.36)

and the momentum equations along the x and y-axis read :

∂û

∂t
+ û

∂û

∂x
+ v̂

∂û

∂y
+ ŵ

∂û

∂z
= −g ∂η

∂x
+

∂

∂z

(
ν
∂û

∂z

)
+ Fx (3.37)

∂v̂

∂t
+ û

∂v̂

∂x
+ v̂

∂v̂

∂y
+ ŵ

∂v̂

∂z
= −g∂η

∂y
+

∂

∂z

(
ν
∂v̂

∂z

)
+ Fy (3.38)

in which η is the mean (phase-averaged) free surface elevation, ν is the vertical eddy
viscosity and (Fx,Fy) corresponds to :

Fx = fv̂ − 1

ρ

∂PA

∂x
+ αT g

∂ψ

∂x
+

∂

∂x

(
µ
∂û

∂x

)
+

∂

∂y

(
µ
∂û

∂y

)
+ Fw,x (3.39)
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Fy = −fû− 1

ρ

∂PA

∂y
+ αT g

∂ψ

∂y
+

∂

∂x

(
µ
∂v̂

∂x

)
+

∂

∂y

(
µ
∂v̂

∂y

)
+ Fw,y (3.40)

where f is the Coriolis parameter, PA is the sea-level atmospheric pressure, αT is the e�ec-
tive earth-elasticity factor, ψ is the Earth tidal potential and µ is the horizontal viscosity
(note that either the tidal potential nor the horizontal viscosity terms are considered in the
simulations presented in this work). (Fw,x, Fw,y) contains the wave-induced forcing terms
which are entirely computed in WWM-II :

Fw,x = vs

[
f +

(
∂v̂

∂x
− ∂û

∂y

)]
− ws

∂û

∂z︸ ︷︷ ︸
A1

−∂J
∂x︸ ︷︷ ︸
A2

+ F̂br,x + F̂bot,x︸ ︷︷ ︸
A3

(3.41)

Fw,y = −us

[
f + us

(
∂v̂

∂x
− ∂û

∂y

)]
− ws

∂v̂

∂z︸ ︷︷ ︸
B1

−∂J
∂y︸ ︷︷ ︸
B2

+ F̂br,y + F̂bot,y︸ ︷︷ ︸
B3

(3.42)

where (A1, B1) is the Vortex force introduced by Garrett et al. (1976) and (A2, B2) is the
wave-induced mean pressure term in which J reads :

J =

∫ 2π

0

∫ ∞

0

gkE

sinh(2kh)
dσdθ (3.43)

Physically, the wave-induced mean pressure term (A2, B2) represents an adjustment in
the mean pressure to accommodate for the presence of waves (Lane et al., 2007), while the
Vortex force (A1, B1) represents an interaction between the vorticity of the mean �ow and
the Stokes drift.

The horizontal components of the Stokes drift (uS , vS) read :

(uS , vS) =

∫ 2π

0

∫ ∞

0
σkE

cosh(2k(z + d))

sinh2(kh)
(cos θ, sin θ

)
dσdθ +

(
uS,R, vS,R

)
(3.44)

where
(
uS,R, vS,R

)
is the contribution of the surface rollers to the horizontal Stokes drift

(Eq. 3.33).

Finally, in Eqs (3.41) and (3.42), the term (A3, B3) includes F̂br and F̂bot which are the
non conservative wave accelerations, i.e. the source of quasi-Eulerian momentum which
are equal to the sink of wave momentum owing to wave breaking processes and wave
streaming respectively. One can note that the Vortex force formalism decomposes wave-
induced forcing terms into conservative (A1, B1, A2, B2) and non-conservative (A3, B3)
contributions. This representation is sound physically and allows to perform numerical
experiments by turning o� one or the other terms in order to better understand their
respective e�ects on the mean circulation. In addition, this separation has a practical
numerical aspect in the sense that the conservative forces have a known vertical distribution
while the non-conservative ones are only known under their depth-integrated form (e.g.,
Smith, 2006), thus requiring the de�nition of an empirical vertical pro�le.

F̂br gathers the accelerations due to depth-induced breaking, whitecapping and surface
rollers in a single term expressed as follows :
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(
F̂br,x(z), F̂br,y(z)

)
= −fbr(z)

ρ

∫ 2π

0

∫ ∞

0
ρgk

[
(1− αr)Sbr + Sds

]
(cos θ, sin θ)dσdθ

+
fbr(z)

ρ

kp
σp
Drol(cos θm, sin θm

) (3.45)

where kp and σp are the peak wavenumber and peak wave relative angular frequency.
fbr(z) corresponds to an empirical vertical distribution function which can be de�ned with
di�erent expressions (Uchiyama et al., 2010). In this study, fbr(z) is de�ned such that
accelerations by breaking-induced processes are applied in the surface layer (Guérin et al.,
2018), which is similar to representing them as surface stresses (Deigaard , 1993; Delpey
et al., 2014). As highlighted by Rascle et al. (2006), the wave-enhanced vertical mixing
associated with the production of turbulence by breaking waves (see section 3.2.1.3) mostly
controls the vertical shear of the horizontal current velocity such that the near surface
distribution of the breaking accelerations is not very important.

In intermediate to shallow water depths, the wave energy dissipated by bottom friction
within the wave boundary layer induces a near-bottom current in the direction of wave
propagation referred to as wave streaming (Longuet-Higgins, 1953; Phillips, 1977; Xu and
Bowen, 1994). The acceleration associated with wave bottom streaming F̂bot is computed
as follows :

(
F̂bot,x(z), F̂bot,y(z)

)
= −fbot(z)

ρ

∫ 2π

0

∫ ∞

0
ρgkSbot

(
cos θ, sin θ

)
dσdθ (3.46)

The streaming acceleration is assumed to decrease upward across the wave boundary layer
according to the vertical function fbot(z) (Uchiyama et al., 2010) given by :

fbot(z) =
1− tanh(kwd(z + d))2∫ η

−d 1− tanh(kwd(z + d))2dz
(3.47)

where kwd = 1/(awdδwd) is a decay length in which δwd is the wave bottom boundary layer
thickness computed according to Fredsøe and Deigaard (1992) in the circulation model :

δwd = 0.09(30zbot,w0 )

(
Aorb

30zbot,w0

)0.82

(3.48)

with Aorb the near-bottom excursion amplitude and zbot,w0 the apparent bottom roughness
length under the combined e�ects of waves and currents (see section 3.2.1.1). With awd

= 1, we retrieve the theoretical thickness of the wave bottom boundary layer under mo-
nochromatic waves. In the study related to the shore platform, awd is �xed to 5, which is
discussed in the corresponding chapter.

3.2.1.1 Vertical boundary conditions

The di�erential momentum equations require vertical boundary conditions to be solved.
SCHISM enforces the balance between the internal Reynolds stress with the wind stress
τs = (τs,x, τs,y) at the surface and with the bottom shear stress τb = (τb,x, τb,y) at the
bottom :

ν
∂û

∂z
=

1

ρ
τs, at z = η (3.49)
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ν
∂û

∂z
=

1

ρ
τb, at z = −d (3.50)

with û = (û, v̂). The parameterization of the wind stress is discussed in section 3.2.1.2.
Besides, the bottom stress is given by the following quadratic expression in a turbulent
boundary layer (Blumberg and Mellor , 1987) :

τb = ρCbot
d |ûb|ûb (3.51)

where Cbot
d is the bottom drag coe�cient and ûb is the velocity at the top of the bottom

computational cell.

In the interior of the bottom boundary layer, the velocity pro�le obeys to a logarithmic
law, by assuming that the vertical mesh is su�ciently resolved at the bottom such that
the bottom cell is inside the boundary layer. From the latter consideration and with the
expression of the vertical eddy viscosity ν given by the turbulence closure theory (section
3.2.1.3), the drag coe�cient can be calculated as follows :

Cbot
d =

 κ

ln δbot
zbot0

2

(3.52)

where κ is the von Kármán's constant (κ = 0.4), δbot is the thickness of the bottom
computational cell and zbot0 is the bottom roughness length, which is provided by the
user, either constant or spatially-varying over the modelled domain. As terrain-following
s-coordinates are used on the vertical (see section 3.2.3), a minimum threshold value for
δbot is used to avoid that Cbot

d blows up in very shallow depths.

The bottom stress τwc under the combined action of waves and currents in SCHISM can
be accounted for by the model of Grant and Madsen (1979) or Soulsby (1997). In our case,
the latter model is retained, following which τwc is expressed as :

τwc = τb

[
1.0 + 1.2

(
|τw|

|τw|+ |τb|

)3.2
]

(3.53)

in which τw is the wave-induced bottom stress, computed as :

τw =
1

2
ρfws|uorb|uorb (3.54)

where fws is the wave friction factor computing according to Soulsby (1997) and uorb is
the bottom wave orbital velocity.

3.2.1.2 Parameterization of the wind surface stress

At the surface, the wind stress is commonly parameterized with a bulk formula of the
form :

τs = ρaCd|U10|U10 (3.55)

where ρa is the air density, U10 is the wind speed at 10m height above the sea surface and
Cd is a drag coe�cient which represents the sea surface roughness z0. The drag coe�cient
is usually computed as a linear function of U10, which can be done in SCHISM following
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the formulations of Pond and Pickard (1983) or Hwang et al. (2019). However, as shown in
chapter 2, the sea surface roughness also varies with the sea state, which in turn can impact
the surface stress. To account for wave e�ects on the surface stress, the surface roughness
can be related to wave parameters such as the wave age (Donelan et al., 1993) or the
wave-supported stress (Janssen, 1991). In SCHISM, both approaches were implemented.
The formulation proposed by Donelan et al. (1993) reads as follows :

z0
Hrms

= 6.7.10−4

(
|U10|
cp

)2.6

(3.56)

where Hrms and cp (computed at the peak wave frequency) are provided by the wave
model. The surface stress is obtained after computing Cd with the following relationship :

√
Cd =

κ

log( zobsz0
)

(3.57)

where zobs is the height at which the wind is taken (zobs = 10m).

Alternatively, the wind stress can be expressed as the air-side stress τa minus the momen-
tum �ux absorbed by waves (wave-supported stress) τws :

τs = τa − τws (3.58)

in which τa is related to the wind friction velocity u∗ through the following quadratic
function :

τa = ρau
2
∗ (3.59)

and τws, the wave-supported stress, is expressed as :

τws =

∫ 2π

0

∫ ∞

0
ρgkSindσdθ (3.60)

3.2.1.3 Turbulence closure model

In SCHISM, the hydrodynamic model is coupled to the General Ocean Turbulence Model
(GOTM ; Burchard et al., 1999; Umlauf et al., 2005) which is a one vertical dimensio-
nal (1DV) model that simulates the hydrodynamic and thermodynamic processes related
to vertical mixing in the water column. The model solves a generic length scale (GLS)
two-equation turbulence closure model. The two equations describe the production and
dissipation of turbulent kinetic energy (TKE) K, as well as the evolution of the GLS ψ,
which are related by the following equation :

ψ = (c0µ)
pKmln (3.61)

where l is the turbulent mixing length and c0µ is a stability coe�cient (∼ 0.54). Classic
turbulence closure schemes can be retrieved from the GLS model through the de�nition
of the coe�cients p, m and n. In this work, the k-ω turbulence scheme is considered and
reproduced with p = −1.0, m = 0.5 and n = −1.0.

Wave breaking processes at the surface are an important source of turbulence which can
greatly a�ect the vertical mixing across the water column (Agrawal , 1992). The injection of
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TKE at the surface by breaking waves is modelled through the following �ux-type boundary
condition at the surface (z = η) (Craig and Banner , 1994; Feddersen and Trowbridge,
2005) :

ν

σK

∂K

∂z
= FK

(
zs0 − z′

zs0

) 3
2
αK

(3.62)

where σK is the turbulent Schmidt number for K, FK [m3.s−3] is the �ux of energy injected
into the water column, αK is the spatial decay rate in the wave-enhanced layer, z′ is half the
height of the top cell and zs0 is the surface mixing length that dictates the distribution of
the TKE in the water column. zs0 has a strong in�uence on vertical pro�les of currents but is
di�cult to measure, a number of parametrizations have thus been proposed for this quantity
(Moghimi et al., 2016). It has been either de�ned as a constant (zs0 = 0.2m ; Feddersen
and Trowbridge, 2005) or proportional to the signi�cant wave height Hm0 : zs0 = αwHm0

(Terray et al., 1996) with αw an O(1) parameter. The latter parameterization is used in
this work with αw �xed to 0.8. Following the approach of Feddersen and Trowbridge (2005),
FK is assumed to be function of the energy dissipated by wave breaking and whitecapping
at the surface :

FK =
cbr
ρ

[
−(1− αr)

∫ 2π

0

∫ ∞

0
ρgSbrdσdθ +Drol

]
− cds

ρ

∫ 2π

0

∫ ∞

0
ρgσSdsdσdθ (3.63)

where cbr and cds control the amount of energy injected into the water column from wave
breaking and whitecapping respectively. cbr can range between 0.01 and 0.25 according to
Feddersen and Trowbridge (2005) while Bakhoday Paskyabi et al. (2012) suggested cds ∼
1. Here, the values of 0.15 for cbr and 1 for cds are retained.

At the bottom, a Dirichlet boundary condition is used :

k =
ubot∗

c0µ
2 (3.64)

where ubot∗ is the bottom friction velocity :

ubot∗ =

√
τwc +

√
τdissbot,x

2 + τdissbot,y
2 (3.65)

ubot∗ is typically taken equal to
√
τwc where τwc is the wave-current bottom stress. We

additional account for the turbulent kinetic energy produced by wave frictional dissipation,
which can be substantial on rough areas such as rock platforms. (τdissbot,x, τdissbot,y) then
correspond to the dissipation stress due to bottom friction.

3.2.2 2DH con�guration - Radiation stress formalism

In order to analyse the e�ects of the depth-varying wave-induced circulation on the wave
setup, comparisons between 3D VF and 2DH radiation stress (RS) con�gurations are
conducted. The RS formalism of Longuet-Higgins and Stewart (1964) has been imple-
mented in SCHISM by Roland et al. (2012). In a 2DH horizontal barotropic con�guration,

61



Chapitre 3. The modelling system

the Saint-Venant Equations with additional source terms associated with storm surges
(wind,atmospheric pressure,waves) are solved :

∂η

∂t
+
∂(hU)

∂x
+
∂(hV )

∂y
= 0 (3.66)

∂U

∂t
+ U

∂U

∂x
+ V

∂U

∂y
= −g ∂η

∂x
+
τs,x − τb,x

ρh
+ Fx (3.67)

∂V

∂t
+ U

∂V

∂x
+ V

∂V

∂y
= −g∂η

∂y
+
τs,y − τb,y

ρh
+ Fy (3.68)

in which (Fx, Fy) are given by :

Fx = fV − 1

ρ

∂PA

∂x
+ αT g

∂ψ

∂x
+

∂

∂x

(
µ
∂U

∂x

)
+

∂

∂y

(
µ
∂U

∂y

)
+Rsx (3.69)

Fy = −fU − 1

ρ

∂PA

∂y
+ αT g

∂ψ

∂y
+

∂

∂x

(
µ
∂V

∂x

)
+

∂

∂y

(
µ
∂V

∂y

)
+Rsy (3.70)

where (U, V ) are the horizontal components of the depth-integrated velocity. As in 3D
con�guration, either the tidal potential nor the horizontal viscosity terms are considered
in the 2DH simulations. (Rsx, Rsy) corresponds to the divergence of the radiation stress
tensor (Longuet-Higgins and Stewart , 1962, 1964), which additionally accounts for the
surface roller contributions :

Rsx = − 1

ρh

(
∂Sxx + Sxx,r

∂x
+
∂Sxy + Sxy,r

∂y

)
(3.71)

Rsy = − 1

ρh

(
∂Syy + Syy,r

∂y
+
∂Sxy + Sxy,r

∂x

)
(3.72)

where Sxx, Syy and Sxy are the components of the radiation stress tensor computed follo-
wing the approach of Battjes (1974) for an irregular wave spectrum :

Sxx = ρg

∫ 2π

0

∫ ∞

0
Nσ

[
cg
c
(cos2 θ + 1)− 1

2

]
dθdσ (3.73)

Syy = ρg

∫ 2π

0

∫ ∞

0
Nσ

[
cg
c
(sin2 θ + 1)− 1

2

]
dθdσ (3.74)

Sxy = ρg

∫ 2π

0

∫ ∞

0
Nσ

cg
c
sinθcosθdθdσ (3.75)

where c is the phase velocity.

Sxx,r, Syy,r and Sxy,r are the surface roller contributions to the radiation stress, given by :

Sxx,r = 2Erol cos
2 θm (3.76)

Syy,r = 2Erol sin
2 θm (3.77)

Sxy,r = 2Erol cos θm sin θm (3.78)
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Since the velocity at the bottom is not available in a 2DH con�guration, the bottom drag
coe�cient is calculated according to the Manning's law :

Cbot
d =

g.n2

h1/3
(3.79)

with n the Manning coe�cient, which is commonly �xed to 0.02 in the open ocean while
it can be spatially varying on continental shelves, coastal zones and estuaries with values
adapted to the nature of the substrate (e.g., Bunya et al., 2010).

3.2.3 Numerical approaches

In its 3D con�guration, SCHISM solves the phase-averaged free surface elevation and the
3D velocity according to the following steps (Zhang and Baptista, 2008; Zhang et al., 2015,
2016) :

1. The depth-integrated continuity equation (Eq. 3.36) and the momentum equations
(Eqs 3.37 and 3.38) along with the vertical boundary conditions (Eqs 3.49 and 3.50)
are discretized semi-implicitly in time.

2. The velocity at time tn, called "back-tracked velocity", is calculated using an Eulerian-
Lagrangian method. In more details, this method allows to �nd the location of a
particle at time tn from its position at time tn + ∆t, and calculate its velocity by
interpolation.

3. A semi-implicit Galerkin �nite-element method is then applied to the discretized
continuity equation and with the aid of the vertically-integrated form of the discre-
tized momentum equations, an equation for η alone can be obtained and solved at
nodes (Fig. 3.2-b).

4. A semi-implicit Galerkin �nite-element method is then also applied to the discretized
momentum equations, from which the horizontal velocities are solved at each vertical
level and side center (Fig. 3.2-b).

5. The vertical velocity is �nally solved at each vertical level at the center of each
element with a �nite-volume method (Fig. 3.2-b).

On the vertical dimension, the use of a hybrid S (terrain-following s-coordinates) and
shaved Z coordinates allows a more �exible representation of the vertical structure of the
water column (Fig. 3.2-a).

Figure 3.2 � (a) Hybrid SZ vertical coordinate system and (b) 3D computational unit in SCHISM
where variables are solved. Figure adapted from Zhang and Baptista (2008).

63



Chapitre 3. The modelling system

64



Chapitre 4

Data acquisition and processing

This research work combines numerical modelling and �eld observations collected during
�eld campaigns conducted on the shore platform near La Cotinière on Oléron Island and
on the salt marsh of Brouage. The deployment relative to each campaign will be presented
in the corresponding chapters (chapter 6 and chapter 7 respectively). Nevertheless, in the
present section, all the instruments that have been used to measure water levels, currents
and wave parameters during these �eld campaigns, are described. After that, data proces-
sing methods are presented. Number of these methods have been applied during the shore
platform experiment, such that number of examples are given relative to this campaign.

4.1 Data acquisition techniques

4.1.1 In-situ observations of random waves

During the �eld campaigns, wave measurements have been collected from surface-following
buoys, and subsurface pressure sensors (PT) deployed during the experiment period. These
are the most common instruments used on the �eld to measure waves but other systems
exist such that ADCP or PUV sensors which are deployed in the water column, video
techniques such as stereo-photography (e.g., Benetazzo, 2006), and radar remote sensing
such as satellite altimeters (e.g., Que�eulou, 2004) or airborne scanning radars (e.g., Hwang
et al., 2000). In addition, certain technologies are able to provide a direct measurement
of the free surface elevation such as the AST (Acoustic Surface Tracking ; e.g., Mouragues
et al., 2019), the lidar scanner (LIght Detection And Ranging ; e.g., Martins et al., 2018)
or capacitance/resistive types of wave gauges, the latter being rather used for laboratory
experiments (Flick et al., 1979). We describe in more details the instruments used during
the �eld campaigns below.

4.1.1.1 Wave buoys

Wave buoys are the most commonly used systems to measure waves in intermediate or
deep water depth (Tucker and Pitt , 2001). They vary in diameter and weight depending
on the environment in which they are deployed and associated sea-state conditions (deep,
coastal or nearshore-ports waters) (Fig. 4.1). Floating wave buoys dedicated to provide
observations over a long time duration are usually anchored to the bottom with a strong
and reliable mooring system. For a long time, wave buoys have been equipped with acce-
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lerometers recording the vertical acceleration which provides, after double integration in
time, a sea surface elevation signal. More recently, the wave direction can be determined
through the measurement of the horizontal accelerations or pitch and roll. Processing of
the collected data consists in spectral and wave-by-wave analyses over temporal window
of 30 to 60min which allow to compute frequency-directional wave spectra and statistical
wave parameters such as the signi�cant wave height, the mean wave period, the peak wave
period and direction. Processed data are automatically transmitted in real time via radio
or satellite links, and are made immediately available to users through the internet. Wave
buoys data are important for many practical purposes. Navigation, �shing or recreation
and sporting events bene�t from accurate forecast and real-time data delivered by wave
buoys. Climatological and real-time data are needed in the design and deployment phases
of marine structures such as piers or breakwaters. They are required at the development
stage of wave models (for model validation) and in storm surge forecasting. Wave buoys
can also be used to compute long-term statistics of the sea state parameters (e.g., Butel
et al., 2002), with applications to the reconstruction or the projection of the wave climate
at regional and global scale (e.g., Komar et al., 2010; Ruggiero et al., 2010). More locally,
these data can be used as boundaries conditions to wave models.

Figure 4.1 � Non-directional Biscay buoy (station 62001) located at 45.230 N 5.000 W in
the Bay of Biscay (at 4500m depth) operated by UK Met O�ce and Meteo France (credits :
www.ndbc.noaa.gov).

In environments with strong currents (∼ 1m.s−1 or higher), drifting buoys are usually used
instead of moored buoys which can be hardly deployed in these conditions because of the
tension on the mooring line. Drifting buoys or "drifters" allow to measure waves following
currents on a short time period, providing informations on the sea state conditions in the
�ow �eld (e.g., Thomson, 2012).

4.1.1.2 Pressure sensors

Bottom-mounted pressure sensors have been widely used to measure water waves for more
than 50 years now (e.g., Seiwell , 1947; Grace, 1978; Bishop and Donelan, 1987; Bertin
et al., 2020). They are robust, easy to deploy and relatively low-cost. Usually deployed
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near the bottom (Fig. 4.2-b and Fig. 4.3-c), the pressure sensors measure the pressure
exerted by the water column from which both very long waves (e.g. tides) and short waves
can be estimated. However, a reconstruction method is necessary to recover the free surface
elevation from bottom pressure measurements (see section 4.2.3).

4.1.1.3 Direct measurements of the free surface elevation

Acoustic sensors are capable of directly measuring the free surface. One of these is the
Acoustic Surface Tracking (AST), which is a newly-developed ADCP feature (see section
4.1.3 for ADCP description). A short acoustic pulse is transmitted vertically toward the free
surface. This pulse is re�ected on the free surface and the time lag between the transmitted
and re�ected ping is used to calculate the free surface elevation. The AST has been mainly
tested and validated in water depth > 10m (e.g., Pedersen and Nylund , 2004). More
recently, this technology has been successfully used to measure an undular tidal bore in
the Garonne river (Martins et al., 2017b) and waves outside the surf zone (Mouragues et al.,
2019). However, the AST is sensitive to the presence of air bubbles in the water column
such as under breaking waves in surf zones. The acoustic signal is re�ected before reaching
the free surface, resulting in a severe underestimation of the measured water depth which
prevents from reliably analysing waves in surf zones with the AST (Birch et al., 2004).
Direct measurements of surf zone waves can be alternatively obtained by lidar scanners,
which are very powerful tools to investigate cross-evolution of surf zone waves (e.g., Brodie
et al., 2015; Martins et al., 2018). By providing reliable direct measurements of the free
surface elevation, AST and lidar scanners can be used to assess the performances of the
reconstruction methods from subsurface pressure measurements (see section 4.2.3).

4.1.2 In-situ observations of water levels

Water levels �uctuations are continuously monitored by tide gauges along the coasts. The
�rst systems, based on �oat gauge recorders, are now widely substituted by fully automated
radar devices (Plater and Kirby , 2011). Some tide gauges, mostly in the northwest of
Europe, have recorded sea level time-series since the mid-nineteenth century, which is of
particular interest for analysis of long-term trends (Woodworth et al., 2009). Tide gauges are
commonly located in coastal areas sheltered from waves like harbours, lagoons or estuaries,
where they measure the total water level due to tides and storm surges. Recorded water
levels can include a wave setup signal if wave breaking occurs near the inlet/entrance
(e.g., Malhadas et al., 2009; Aucan et al., 2012; Olabarrieta et al., 2011; Fortunato et al.,
2017; Woodworth, 2020), although this is still unclear in the scienti�c community (Melet
et al., 2018; Lambert et al., 2020; Almar et al., 2021). In chapter 5, the contribution of the
wave setup to the water level in wave-sheltered environments during energetic conditions
is identi�ed and quanti�ed. Water levels observations can also be obtained from pressure
sensors deployed over short-term duration such as during �eld experiments of 5-10 days
to longer period (several months to a year depending on the sampling frequency, memory
capacity and battery life of the sensor). Section 4.2.1 details how storm surges can be
computed from these water level time-series.
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4.1.3 In-situ observations of currents

4.1.3.1 ADCP

An Acoustic Doppler Current Pro�ler (ADCP) measures the current pro�le across the
entire water column. In more details, current velocities in the 3 directions of space are
measured in a set of cells along 3-5 acoustic beams. The ADCP sends out high-frequency
pulses which are re�ected o� particles that are suspended in the water column and advec-
ted by currents. The Doppler e�ect causes a change in the frequency of the re�ected signal
(Doppler shift), which is measured and processed by the ADCP to estimate current velo-
cities. In coastal zones, the instrument is commonly installed near the sea�oor, anchored
to the bottom or �xed on a heavy structure (Fig 4.2-a and Fig 4.3-a). While such devices
have proved to be robust and reliable for various applications (e.g., Togneri et al., 2017), a
particular attention should be paid to data collected from ADCPs deployed in surf zones,
where the presence of air bubbles in the wave column can a�ect or even block the acoustic
signal and lead to incoherent patterns of currents.

ADCPs can also be used to measure the wave spectrum. During wave burst measurements,
the device collects near-bottom pressure data with an internal pressure sensor and ho-
rizontal velocities in a speci�c cell above the sea bottom de�ned by the user. The wave
frequency-directional spectrum can be estimated via the wave orbital �ow �eld (Herbers
and Lentz , 2010) or a PUV (pressure-velocity) method (Gordon and Lohrmann, 2002),
while the wave frequency spectrum can be computed independently from velocity measu-
rements or near-bottom pressure measurements.

Figure 4.2 � Instruments deployed in the subtidal zone during the �eld campaign on the shore
platform : (a) 600 kHz ADCP on a weighted tripod structure and (b) pressure sensor housed in a
steel tube �xed to an anchor.

4.1.3.2 ADV

An ADV (Acoustic Doppler Velocimeter) records 3D current velocities based on the Dop-
pler e�ect, however, in contrast with ADCPs, measurements are made at a single-point in
the water column (Fig 4.3-b). The device allows for relatively high-frequency sample rate
(e.g. 16, 32 or 64Hz), which makes it suitable to resolve rapid small scale changes in 3D
velocity, turbulence or boundary layer dynamics. As with ADCPs, ADVs can be used to
measure the wave spectrum from velocity and/or pressure measurements (as the ADV is
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also equipped with an internal PT).

Figure 4.3 � Instruments deployed in the intertidal zone during the �eld campaign on the shore
platform : (a) ADCP, (b) ADV and (c) pressure sensors. They are housed in stainless steel tubes
screwed to the bedrock to protect them from stone motions (credits : Laura Lavaud).

4.2 Data processing

4.2.1 Estimation of storm surges

Storm surges are typically computed as the di�erence between the observed total water
level and a tidal prediction at tide gauges (Fig. 4.4) (e.g., Staneva et al., 2016; Bertin et al.,
2015a; Brown et al., 2013a) or pressure sensors. To compute a tidal prediction, a harmonic
analysis using the UTide Code of Codiga (2011) is �rst applied to the water level time
series to determine the amplitude and phase of the tidal constituents. The free surface
elevation ηT at any time t is typically expressed as the sum of the contributions of the
individual tidal constituents (Schureman, 1958) :

ηT (t) =
n∑

i=1

biAi cos(wit+ {Vo + u}i − φi) (4.1)

where n is the number of tidal constituents. Ai, φi and wi are the amplitude, the phase
and the angular frequency respectively, for the tidal constituent i. bi is the node factor
and {Vo + u}i is the equilibrium argument at t = 0 for the tidal constituent i. Ai and
φi are extracted from a water depth time series by means of a least squares technique
(Foreman and Neufeld , 1991). The duration of the time series should be long enough to
meet the Rayleigh criterion (Foreman and Henry , 1989) : to resolve two constituents that
have frequencies f1 and f2, which are relatively close to one another, the di�erence bet-
ween these frequencies must be greater than the inverse of the length of the time series
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T (|f2 − f1|> T−1). For instance, resolving M2 and S2 requires at least 15 days of record
(Pairaud , 2005). For shorter records, the UTide code allows to compute the inference of
multiple constituents based on a single reference one. This method requires the knowledge
of inference parameters, which are amplitude ratios and phase di�erences between inferred
and reference constituents (e.g., S2 and N2 inferred from M2), obtained from a harmonic
analysis conducted on a long-term record at a nearby tide gauge or pressure sensor (for
a detailed description of this method, the reader is referred to Foreman, 1977). The as-
tronomic constituents previously extracted from the harmonic analysis are then used to
reconstruct a tidal prediction. Note that the constituent Sa was not included in the tidal
prediction since it results from a combination of thermo-steric and atmospheric e�ects as
shown by Bertin et al. (2015b) and Payo-Payo and Bertin (2020) in the North-East Atlan-
tic Ocean, and by Marcos and Tsimplis (2007) in the Mediterranean Sea and the Atlantic
Iberian coast.
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Figure 4.4 � (a) Water surface elevation and tidal prediction and (b) storm surge, during the
storm Xynthia (2010) at La Pallice tide gauge (La Rochelle, France).

4.2.2 Relative estimation of wave setup

One of the main objective in this work is to better understand the development of the wave
setup in contrasting nearshore zones. To investigate this process, wave setup estimations
have been computed from water level signals obtained from pressure sensors deployed
during the �eld campaigns. The pressure sensors were deployed over short periods of time
(few days) only and those located in the intertidal zone were not continuously submerged,
which limit the application of the least squares harmonic analysis. Also, the harmonic
analysis would induce additional uncertainties in the estimation of the wave setup (±
0.05-0.10m). Hence, a solution that we used consists in computing the wave setup as
the change in mean free surface elevations between the deepest pressure sensor and the
pressure sensors further onshore (Raubenheimer et al., 2001; Lowe et al., 2009; Rijnsdorp
et al., 2021). Considering PT 1 at the deepest pressure sensor and PT 2 closer to shore
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(Fig. 4.5), the wave setup is calculated as follows :

ηs = ∆h+ d1 − d2 (4.2)

where d1, d2 is the bathymetry relative to mean sea level and ∆h = h2 − h1 is the dif-
ference between the mean (burst-averaged) water depths h1, h2 determined from pressure
measurements assuming hydrostatic pressure (see section 4.2.3.2). ηs can be referred as
a "relative wave setup", which nearly corresponds to the total wave setup since PT 1 is
normally located outside the surf zone. Hence, η1 includes tidal and atmospheric surge
elevations only. d2 is supposedly leveled in the �eld while d1 is not since the reference
sensor (PT 1 here) is generally located in the subtidal zone where vertical levelling with
a centimetric accuracy is very challenging. However, d1 should be retrieved to compute
the wave setup. For this, the calmest conditions of the experiment are identi�ed (i.e. weak
winds and both sensors located far outside the surf zone), so that the free surface elevation
η can be considered horizontal between PT 1 and PT 2 at this instance (i.e. η1 = η2 with
η2 known as d2 is levelled), which allows to estimate the vertical position d1 as h1 − η1.

At the sensors located in the intertidal zone, samples where the minimum water depth
was less than 0.50m were discarded from the computation of the wave setup to avoid
accounting for swash processes.

Figure 4.5 � Sketch detailing the variables used in the procedure for computing the wave setup
between di�erent pressure sensors. di is the bathymetry relative to mean sea level (MSL), hi is the
mean water depth and ηi is the mean free surface elevation with i = 1, 2. ηs corresponds to the
wave setup at PT 2.

4.2.3 Reconstruction of the free surface from pressure measurements

4.2.3.1 Introduction

As shown above, pressure sensors have long been used to measure water waves in the
nearshore but recovering the free surface from pressure measured near the bottom is not
a trivial mathematical problem, particularly in the surf zone where waves are strongly
non-linear. Mouragues et al. (2019) provides a recent review of the existing reconstruc-
tion methods from pressure measurements. Here, we present three methods which can be
used to reconstruct the free surface : the hydrostatic reconstruction, the classic transfer
function method based on the linear wave theory, and the non-linear weakly-dispersive
reconstruction method proposed by Bonneton et al. (2018).

71



Chapitre 4. Data acquisition and processing

Figure 4.6 � Physical variables considered in the problem. d is the bathymetry relative to mean sea
level at z = 0, η is the mean free surface elevation corresponding to the low-frequency contributions
to the free surface variations (tides, storm surges including wave setup) and the blue star indicates
the position of the pressure sensor in the water column.

The wave propagation can be characterized by two dimensionless parameters, namely a non
linearity parameter ϵ and a dispersion (or shallowness) parameter µ, de�ned as follows :

ϵ =
a

h
(4.3)

µ =

(
h

L

)2

= (kh)2 (4.4)

where a is the wave amplitude, L is the characteristic horizontal length scale (L = λ/(2π) =
1/k with λ the wavelength and k the wave number) and h the mean water depth. Alter-
natively, ϵ and µ can be interrelated by the steepness parameter ς :

ς = ϵ
√
µ (4.5)

4.2.3.2 Hydrostatic reconstruction

The hydrostatic reconstruction consists in converting observed bottom pressure measure-
ments into time series of free surface elevation assuming the hydrostatic approximation,
that is neglecting the vertical acceleration of the �uid in the momentum equation. The
hydrostatic free surface elevation ηH reads :

ηH =
Pm − Patm − P0

ρg
+ δm − h (4.6)

where ηH is the free surface elevation, δm is the height of the sensor above the seabed,
Pm is the pressure measured at a distance δm from the seabed, Patm is the atmospheric
pressure, P0 is the zero of the PT when not recently calibrated (see section 4.2.3.5), ρ is
the water density and g is the acceleration due to gravity (Fig. 4.6). h is the mean total
water depth computed as :

h =
Pm − Patm − P0

ρg
+ δm (4.7)
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where the overbar denotes typically 20 or 30-min burst averaging.

The hydrostatic reconstruction provides good estimates of the free surface elevation for very
long waves such as tsunamis, storm surges and tidal waves, characterized by a very small
dispersion. The hydrostatic reconstruction has also been applied to estimate the free surface
elevation of short waves in the inner surf zone, where the non-hydrostatic processes have
been considered to be negligible (Raubenheimer et al., 1996; Sénéchal et al., 2001). However,
this method has been shown to substantially underestimate the signi�cant and individual
wave height outside (e.g., Martins et al., 2017a) and inside the entire surf zone (e.g.,
Van Dorn, 1978; Martins et al., 2020). Indeed, while it is expected that non-hydrostatic
e�ects are strong near the breaking point where waves are characterized by steep faces and
strong vertical accelerations, Martins et al. (2020) shown that non-hydrostatic processes
are also signi�cant in the inner surf zone. Hence, non-hydrostatic reconstruction methods
are required to estimate the wave �eld in coastal areas.

4.2.3.3 Transfer Function Method

The most commonly used non-hydrostatic method is the Transfer Function Method (TFM),
which approximates the potential velocity to �rst order in wave steepness based on the
linear wave theory (Bishop and Donelan, 1987). This linear reconstruction method can be
written as follows :

F{ηL}(x,w) = Kp,L(w)F{ηH}(x,w) (4.8)

where w is the wave absolute angular frequency, F{·} is the Fourier transform and Kp,L(w)
is the (non-hydrostatic) correction factor (transfer function) applied to the hydrostatic
reconstruction of the free surface elevation which reads :

Kp,L(w) =
cosh(kh)

cosh(kδm)
(4.9)

where k is computed from the dispersion relation given by the linear wave theory :

ω2 = gk tanh(kh) (4.10)

The presence of an ambient current induces a Doppler shift in the absolute wave frequency,
such that the dispersion relation is modi�ed as :

ω2 =
√
gk tanh(kh) + kU (4.11)

with U the velocity of a depth-uniform horizontal current. Bonneton and Lannes (2017)
have shown that the e�ect of current can be neglected if U < ϵ

√
gh, which is usually

veri�ed in coastal zones located far from inlets. Using the TFM without accounting for an
ambient current with U > ϵ

√
gh, can substantially deteriorate its performance, leading for

instance to large errors in the signi�cant wave height (e.g., Smith, 2002).

The TFM was early used to correct for the attenuation of the pressure signal with depth and
compute wave characteristics in both deep and coastal waters (Guza and Thornton, 1980;
Jones and Monismith, 2007). The TFM has demonstrated to well estimate bulk parameters
associated with linear waves with errors less than 10 % (e.g.,Guza and Thornton, 1980; Tsai
et al., 2005), however, the TFM is not recommended to estimate individual wave parameters
such as wave height and shape of each wave (Bishop and Donelan, 1987; Mouragues et al.,
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2019). When non-linearities become important in shallower depths, the correction factor
is overestimated at relatively high frequencies (generally for frequency f > 2fp with fp the
peak frequency ; e.g., Smith, 2002; Martins et al., 2020), which leads to a blow up of the
TFM solution in this part of the spectrum. This overestimation has long been attributed
to the presence of noise in pressure measurements (Guza and Thornton, 1980; Smith, 2002)
(Fig. 4.7). Recently, Bonneton and Lannes (2017) and Bonneton et al. (2018) showed that
the blow up of the high frequency part of the spectrum is also due to wave non-linearities
and the presence of secondary harmonics. Since these harmonics are phase-locked to the
fundamental components, the use of the linear dispersion relation (Eq. 4.10) in the TFM
leads to a strong overestimation of their wavenumber k, which in turn overestimates Kp,L

(Eq. 4.9) (Bonneton and Lannes, 2017). This problem is commonly overcome by the use
of a cut-o� frequency fmax, which is usually de�ned empirically following two possible
approaches (Smith, 2002). In the �rst one, fmax is de�ned as the frequency where the
energy density is one order of magnitude higher than the noise �oor. In the second approach,
fmax is �xed such that Kp,L is less than 10 to 1000. Nervetheless, the fact that the TFM
requires a cut-o� frequency prevents from accurately estimating the energy density in the
high frequency part of the spectrum, which implies that the free surface of strongly non-
linear waves cannot be correctly described (Martins et al., 2017a; Bonneton et al., 2018;
Mouragues et al., 2019; Martins et al., 2020).
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Figure 4.7 � Comparison of the noise �oor between a RBR Solo and NKE Sp2T pressure sensors.
For the NKE sensor, the noise �oor appears from 0.5Hz and reaches ∼10−5m2.Hz−1, while for
the RBR sensor, the noise �oor appears from 0.6Hz and is one order of magnitude lower.

4.2.3.4 Non-linear reconstruction methods

Recently, Bonneton and Lannes (2017) derived a non-linear reconstruction method for
fully-dispersive waves. This method was found to provide an accurate description of energy
levels at high harmonics, leading to a better reconstruction of the free surface and better
estimations of third-order bulk parameters (Bonneton and Lannes, 2017; Mouragues et al.,
2019). Based on this work, Bonneton et al. (2018) derived a non-linear formula for weakly-
dispersive regime (µ << 1) (hereafter referred as SNL), which reads :

74



Chapitre 4. Data acquisition and processing

ηSL = ηH − h

2g
(1− (δm/h)

2)
∂2ηH
∂t2

(4.12)

ηSNL = ηSL − 1

g

(
∂

∂t

(
ηSL

∂ηSL
∂t

)
− (δm/h)

2

(
∂ηSL
∂t

)2
)

(4.13)

where ηSL is a linear shallow water reconstruction of the free surface which is used to formu-
late the non-linear reconstruction ηSNL. Unlike the TFM, the non-linear formula (Eq. 4.13)
does not use the linear dispersion relation which allows to de�ne a cut-o� frequency much
higher (Bonneton et al., 2018; Mouragues et al., 2019), while still excluding frequencies
where the noise dominates. As compared to the TFM, the SNL provides better estimates
of individual wave characteristics and bulk parameters, in particular high-order statistics
such as skewness and asymmetry, in the shoaling (Bonneton et al., 2018; Mouragues et al.,
2019) and surf zone (Martins et al., 2020). For instance, Martins et al. (2020) compared
these di�erent reconstruction methods with direct measurements of the free surface by
lidar scanner and reported that, compared to the TFM, the SNL improved by 80% and
50% the skewness and asymmetry respectively.

4.2.3.5 Wave parameters

In the �eld, bottom pressure sensors are generally con�gured in order to measure the
pressure continuously with a sampling frequency of 1 or 2Hz. Once collected, pressure time
series Pm are �rst split into consecutive bursts of 20 or 30min. Pm are then corrected from
the atmospheric pressure Patm recorded at the nearby meteorological station, and from the
potential error of measurement of the sensor P0. P0 is calculated as the value Pm − Patm

recorded when the sensor is out of the water, such that Pm − Patm − P0 at that time is
zero. In practice, the pressure sensors deployed during the shore platform experiment have
been installed in shallow water pools to avoid drifting in the measurements owing to air
pressure and temperature variations. In this case, P0 is evaluated by comparing the water
depth above the sensor (measured in the �eld) and the pressure measured by the sensor
at a given time. The hydrostatic free surface elevation is then obtained by means of Eq.
4.6 and detrended to remove the tidal component. Non-hydrostatic e�ects can then be
accounted for through the application of the TFM or the SNL (which is discussed later).
For each burst, the energy density spectrum E is computed using Welch's method : it is
obtained by averaging spectra computed by means of a Fast Fourier Transform (FFT) on
overlapping sub-segments of the free surface signal. Before applying the FFT, each sub-
segment is windowed (Hanning window) to reduce spectral leakage related to the �niteness
of the measured signal. In the application presented below, 10 Hanning-windowed segments
are used, overlapping by 50%, which allows a good compromise between statistical stability
and frequency resolution. Bulk parameters such as the signi�cant wave height Hm0, the
mean wave period Tm0,2 and the continuous peak period Tpc are computed as :

Hm0 = 4
√
m0 (4.14)

Tm02 =

√
m0

m2
(4.15)
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Tpc =
m−2m1

m2
0

(4.16)

where p-order spectral moments are calculated with the following equation :

mn =

∫ fmax

fmin

fnE(f)df (4.17)

In equation 4.17, fmin corresponds to the frequency cut-o� between short and infragravity
waves usually de�ned at a value of ∼ 0.04Hz. Alternatively, fmin can be adaptive (Roelvink
and Stive, 1989; Oh et al., 2020; Bertin et al., 2020), de�ned as 1/1.8Tp,inc with Tp,inc the
continuous peak period recorded at an o�shore pressure sensor or wave buoy. (The values of
fmax and fmin for each coastal applications presented in this work are given in the chapter
relative to each �eld campaign.)

4.2.3.6 Choice of the reconstruction method

Recovering the free surface elevation is a complex task. In this section, we compared which
of the TFM or the SNL is the most adapted method to estimate the signi�cant wave height
and the mean wave period while assuming a relatively low frequency (e.g., 0.3Hz), in order
to make the most possible consistent comparison with the model. In the scope of this work,
we did not calculate high-order parameters (i.e. asymmetry or skewness) nor investigate
extreme waves.

The coastal application related to the shore platform used bottom pressure measurements
collected from 10m water depth to the swash zone under strong wind conditions, in a
region surrounded by shoals promoting wave breaking and subsequent release of harmonics.
The choice of the reconstruction method was not obvious in these challenging conditions.
We thus compared the performance of the SNL and the TFM in such situation with
direct measurements of the free surface, to retain the most adapted method to the need
explained above. Since such measurements were not performed during the �eld experiment
on the shore platform, we used data collected during a recent �eld campaign carried out
along the south-western coast of Oléron Island. The instruments were deployed during a
highly energetic event characterized by a swell reaching 10m o�shore in the Bay of Biscay.
Locally, winds reached up to 15m.s−1. The TFM and SNL methods were applied to pressure
measurements collected at 12m water depth and the resulting free surface time-series were
compared to a direct measurement of the free surface obtained by an AST co-located with
the pressure sensor. First, the AST data has been �ltered to remove spurious values using
the despiking method of Goring and Nikora (2002). Note that a large part of the AST data
has been discarded due to incoherent signals during the most energetic events, probably
explained by the presence of air bubbles in the water column induced by the breaking of
storm waves. As a �rst remark, µ values are most of the time superior to 0.3 indicating a
dispersive regime, which hence restrains the theoretical applicability of the SNL method
to few data bursts only (Fig. 4.8 -e). In the following, two of these bursts (µ = 0.17 and
µ = 0.26) are selected to compare the energy density spectra obtained from the TFM and
SNL. The TFM and SNL yield comparable results until 0.2-0.3Hz, where the TFM blows
up (Fig. 4.9-a and -b). The SNL allows to estimate energy density in higher frequencies
compared to the TFM, however, the energy density seems to be quite underestimated
beyond ∼ 0.3 Hz, which worsens for a larger µ, where the energy at this frequency is up
to two orders of magnitude smaller than the value given by the AST (Fig. 4.9-b). This is
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likely due to the presence of free components associated with a wind sea that developed
under the local winds during the period of the experiment (see the peak in energy levels at
0.2Hz in Fig. 4.9-b, which frequency does not correspond to a higher harmonic). As noted
by Martins et al. (2021b), for broad or bimodal spectra, the application of the SNL should
be limited to µ ≲ 0.15. At the time of this work, it was not possible to account for non-
linear e�ects in the dispersive conditions described here. Recently, Martins et al. (2021b)
proposed a non-linear moderately-dispersive reconstruction method, which is potentially
more adapted to these conditions (which is presented at the end of this section). Since this
method was out of the scope of this work, we retained the TFM here, which seems to be
the best compromise for the objectives of this work, provided that the cut-o� frequency is
correctly de�ned. In the intercomparison performed in this section, the cut-o� frequency
was de�ned at 0.2Hz, since the TFM blows up above this frequency (for instance, Fig.
4.9-b). The TFM provides fair estimations of the signi�cant wave height and mean wave
period computed from the AST over the same range of frequency (Fig. 4.8 -b and -c). For
a sake of consistency, all the pressure sensors of a same �eld campaign, from the subtidal
to the intertidal zone, were treated with an identical reconstruction method. The TFM has
been used in the �eld experiments on the shore platform for the reasons detailed above,
and on the salt marsh, for which the choice of the TFM is detailed in the relative chapter.
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Figure 4.9 � (a) and (b), comparison of the energy density spectra calculated with the
TFM and the SNL, with the spectra obtained from the AST data, for the bursts 585
(Hm0=2.90m/Tpc=19 s/µ=0.17) and 790 (Hm0=2.45m/Tpc=15 s/µ=0.26). The vertical light-blue
dashed lines correspond to the cut-o� frequency applied to the TFM (fmax = 0.2Hz).

In the presence of strong wind seas or wave conditions characterized by broad or bimodal
spectra, free components can still dominate over forced ones at high frequencies. In this
case, the SNL is no longer valid since the conditions become too dispersive at high fre-
quencies. For such situations, Martins et al. (2021b) proposed a non-linear fully-dispersive
reconstruction method to account for both free components at high frequencies and non-
linear e�ects that occur in the shoaling region. The method of Martins et al. (2021b) is
based on the non-linear fully-dispersive reconstruction of Bonneton and Lannes (2017)
and on the determination of the dominant wavenumber spectra, which allow to accura-
tely assess the relative contribution of both free and forced components. They propo-
sed two approaches to estimate the dominant wavenumber spectra. In a �rst application
conducted in laboratory conditions, dominant wavenumber spectra have been accurately
determined through cross-spectral analysis between adjacent wave gauges. The non-linear
fully-dispersive reconstruction method of Martins et al. (2021b) was found to perform very
well in contrasting non-linear and dispersive conditions, and for broad and narrow-banded
incident wave conditions. In a second application conducted in the �eld, where measure-
ments of the dominant wavenumbers were not available (as in most �eld situations), the
dominant wavenumber spectra were approximated from the pressure and directly-measured
surface elevation data obtained from single sensors, using the Boussinesq theory of Herbers
et al. (2002). This approximation of the dominant wavenumbers is weakly dispersive, such
that the reconstruction method proposed by Martins et al. (2021b) for �eld applications
is currently applicable to moderately-dispersive wave conditions. While further research is
required to de�ne a fully-dispersive approximation of the dominant wavenumber spectra in
�eld conditions, the non-linear moderately-dispersive reconstruction proposed by Martins
et al. (2021b) appears to be a powerful method to reconstruct the free surface under storm
wave conditions in the nearshore region (in intermediate water depths up to the surf zone).
Martins et al. (2021b) provides a comprehensive schematic of the range of validity of the
di�erent reconstruction methods presented in this chapter.

4.2.3.7 Velocities

Both ADV and ADCP were deployed on the �eld to measure currents. During the �eld
campaign on the shore platform, current data collected from a 2MHz ADCP deployed in
the surf zone showed incoherent patterns likely due to the presence of air bubbles which
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altered the acoustic signal. Little con�dence was given to this dataset and it was thus
discarded from the analysis. Hence, a focus is made here on the processing of the ADV
data. First, spike noise in the ADV recorded data was eliminated following the approach
of Mori et al. (2007), based on the 3D phase-space method of Goring and Nikora (2002)
modi�ed byWahl (2003). Then, since beam velocities are given in Earth normal coordinates
(ENU - East, North and Up), they were corrected by the local magnetic declination and
rotated into cross-shore and alongshore directions.

In order to compute the mean current, velocities were averaged over 20min to avoid aliasing
due to the presence of infragravity waves of period of about 50 s (Fig. 4.10).
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corresponds to the despiking data at 16 Hz, the red line is the low-pass �ltered (despiking) data
with a 0.04Hz cut-o� frequency and the orange line is the 20 min-averaged (despiking) data.

4.2.3.8 Bathymetric and topographic data

Accurate bathymetric data is primordial for accurately simulating wave propagation and
storm surges in coastal zones. Several data sources were used in the modelling system.
First, the deep water bathymetry used in the application of the WaveWatch III model
(that provides directional wave spectra along the open boundaries of WWM-II) originates
from the GEBCO global ocean bathymetric dataset. In SCHISM/WWM-II, bathymetric
data collected in the scope of the HOMONIM project (Shom, 2015) conducted by the
SHOM (French Naval Hydrographic and Oceanographic Service) are used for continental
shelf and coastal areas. Closer to shore, topographic data in the intertidal zones of interest
in the Pertuis Charentais area, such as the studied shore platform along Oléron Island and
the salt marsh of Brouage, originate from a LiDAR survey carried out in 2010 in the scope
of the National Project LITTO3D (conducted by the National Geographic Institute and
the SHOM).

In addition, during the �eld campaign on the shore platform, a bathymetric survey was
conducted with the laboratory ship (ESTRAN ) on which can be installed a NORBIT
iWBMS multi-beam echosounder equipped with an APPLANIX POS MV SurfMaster iner-
tial unit. The sounder operates over a wide frequency range from 200 to 700 kHz, which
allows the system to be very adaptable. The inertial unit provides in real-time the GPS
positioning with centimeter accuracy and attitude data with a precision of the order of
0.03◦ on roll and pitch. The acquisition and processing of the bathymetric data are based
on the TELEDYNE PDS software, which o�ers all the appropriate functions. In particular,
its processing module allows for quality control of all recorded data (positioning, attitude

79

(https://www.gebco.net/data_and_products/gridded_bathymetry_data/)


Chapitre 4. Data acquisition and processing

and bathymetric data) and o�ers state-of-the-art solutions for the complex task of data
cleaning (e.g. via the CUBE algorithm, Debese et al., 2012). The multi-beam bathymetric
survey allowed to dispose of high resolution (0.2m x 0.2m regular grid) bathymetric data
on approximately 1.73 km2 on the shore platform.

Finally, GNSS receivers were used to survey several cross-shore pro�les of the intertidal
shore platform at low tide and carefully measure the position of each sensor, which was of
particular importance to accurately calculate the wave setup (Section 4.2.2 and Fig. 4.11).
A similar operation was conducted during the �eld campaign on the salt marsh of Brouage.

Figure 4.11 � Levelling procedure during the �eld campaign on the shore platform (credits : Laura
Lavaud).

80



Chapitre 5

Spatial extension of the wave setup

in estuaries and lagoons

5.1 Introduction

Several studies reported that the breaking of short waves occurring close to and over the
ebb deltas of shallow inlets (Malhadas et al., 2009; Olabarrieta et al., 2011; Dodet et al.,
2013; Wargula et al., 2018) or large estuaries (Bertin et al., 2015a; Fortunato et al., 2017)
can induce a wave setup that extends at the scale of the whole lagoon or estuary. However,
the contribution of the wave setup to the water level in these wave-sheltered environments
is not fully clear in the scienti�c community, and often considered as negligible by a number
of global-scale studies conducting coastal risk assessments (e.g., Melet et al., 2018; Lambert
et al., 2020; Almar et al., 2021). In this context, we investigated the contribution of short-
wave breaking to storm surges in wave-sheltered environments during storm conditions
and examined the underlying processes. We performed a high-resolution hindcast of the
sea state and storm surge induced by the violent extra-tropical storm Klaus, which made
landfall in the Bay of Biscay on the 24th of January 2009. As Klaus produced the most
energetic waves ever recorded in the southern part of the bay, this storm represents a unique
opportunity to investigate the contribution of short-wave breaking to storm surges. This
process is examined in two sheltered areas of the French Aquitanian Coast where Klaus
drove the largest storm surges observed over the last 20 years : the Arcachon Lagoon and
the Adour Estuary. The 3D fully-coupled wave-current modelling system using the vortex
force formalism is applied at the scale of the Bay of Biscay and the English Channel. The
relevance of the 3D model in terms of storm surge and wave setup is compared against a
conventional 2DH approach. Additional numerical experiments are conducted in order to
analyse the impact of the wave forces on the momentum balance at the inlet of the Arcachon
Lagoon and their tidal modulation at both studied locations. Lastly, a sensitivity analysis
is carried out to analyse the impact of the grid resolution on storm surge and wave setup
predictions. The results presented in this chapter were published in October 2020 (Lavaud
et al., 2020a).
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5.2 The studied area and storm

5.2.1 Study area

The Bay of Biscay is located in the North-East Atlantic Ocean, bordered by France to the
east and Spain to the south. The study area is the Aquitaine coast in the south-eastern part
of the Bay of Biscay, which comprises two major geomorphologic settings : a �rst unit from
the northern Spanish coast to the Adour Estuary, characterised by rocky cli�s and small
creeks, and bordered by a continental shelf only 20 km-wide, and a second one from the
Adour Estuary to the Gironde Estuary, with a sandy coast bordered by a continental shelf
which width increases up to 150 km in front of the Gironde Estuary. This study focuses
on two speci�c locations, the Arcachon Lagoon and the Adour Estuary further south (Fig.
5.1), which allows to investigate the in�uence of short-wave breaking in areas sheltered
from this process.

The Arcachon Lagoon (Fig. 5.1-B) is a semi-enclosed bay, which extends at high-tide over
an area of 160 km2. The head of the embayment is occupied by intertidal muddy and sandy
�ats that account for 75 % of the lagoon, and divided by a large and complex network
of secondary channels. The lagoon is connected to the ocean by a 5 km-wide tidal inlet,
bounded to the north by the 18 km-long Cap Ferret sand-spit. The inlet is characterised by
a well-developed ebb-tidal delta covering 12 km2, two deep channels, called North Pass and
South Pass, and a poorly-developed �ood-tidal delta of 2.3 km2 (Michel and Howa, 1997).
The tidal regime is semi-diurnal and mesotidal, with a tidal range from 0.94m to 4.93m
and a mean value of 2.94m (Dodet et al., 2019a). The channels are tide-dominated, with
currents 20-30 % stronger in the North Pass than in the South Pass (Salles et al., 2015).
Because of the well developed ebb delta and the sandbar (continuation of Cap-Ferret),
the swells do not propagate inside the Arcachon Lagoon (Nahon, 2018) and the outer
inlet can be often saturated with wave breaking (Senechal et al., 2013). According to the
hydrodynamic classi�cation proposed by Hayes (1980), the Arcachon Lagoon corresponds
to a "transitional inlet" under a "mixed-energy regime".

The Adour Estuary (Fig. 5.1-C), located approximately 40 km north of the Spanish border,
is de�ned by a narrower channel with a width varying between 150 (inlet mouth) and
500m over the last 6 km of the river. Two breakwaters protect the entrance of the harbour
of Bayonne from longshore currents and swell waves and help stabilizing the navigation
channel. The in�uence of the breakwaters on the storm surge in the Adour Estuary will be
discussed later in this study. The tidal regime of the area is semi-diurnal and mesotidal,
with a tidal range varying from 0.78 to 4.32m and a mean value of 2.53m (Dodet et al.,
2019). Tidal currents are weak in the outer part of the estuary with values lower than
0.20m.s−1 while in the river mouth, velocities reach values between 1 and 2m.s−1 during
spring tides (Brière, 2005). The river �ow discharge ranges from 30 to 2000m3.s−1 with
an annual mean of about 300m3.s−1 (Bellafont et al., 2018).

Dodet et al. (2019a) analysed wave regimes along the metropolitan coasts of France and
provided yearly means of wave parameters along the 30m isobath line. According to their
study, yearly-averaged signi�cant wave height in front of Arcachon and Bayonne is about
1.65m. Yearly averages of mean wave period and mean wave direction at Arcachon (respec-
tively Bayonne) are about 6.3 s (resp. 7.15 s) and about 290◦ (resp. 310◦). The wave climate
is however characterised by important seasonal variations : at Arcachon (resp. Bayonne),
the signi�cant wave height has a winter average of 2.08m (resp. 2.06m) and a summer
average of 1.24m (resp. 1.20m) and the mean period decreases by 2.5 s (resp. 1.5 s) bet-
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ween winter and summer. Seaward of the Arcachon Lagoon, storm waves can exceed 9m
in water depths of 26m (Butel et al., 2002).

Figure 5.1 � (A) Bathymetric map and extension of the computational domain (red dash-dotted
line), the storm track (blue dashed line and crosses) and the wave buoys (blue triangles) used in
this study. (B) and (C) Detailed bathymetry of the studied areas with location of the tide gauges
(black stars). The black box in (B) corresponds to the adjacent beach where the sensitivity of storm
surge and wave setup predictions to the grid resolution is analysed.

5.2.2 The storm Klaus

The extra-tropical storm Klaus hit the French coasts in the night of the 23rd to the 24th

of January 2009. It induced the largest storm surge observed over the last 20 years in this
region of the Bay of Biscay, with 1.10m at Bayonne Boucau station and 1.70m at Arcachon
Eyrac station (Mugica et al., 2010; Arnaud and Bertin, 2014). Previous long-term records
of wind speeds were exceeded in some French stations like Bordeaux and Bayonne with
wind gusts of 44-50m.s−1 and 33-39m.s−1 respectively. It was considered as the most
damaging wind storm to a�ect Northern Iberia and Southern France since the destructive
storm Martin in late December 1999 (Liberato et al., 2011). In 2009, Klaus was the most
costly weather events worldwide with over US$ 6.0 billion in losses reported, mainly in
France and Spain (Aon-Ben�eld , 2010). Liberato et al. (2011) described the storm from
its genesis to its impact on the French and Spanish coasts and the main features of its
evolution are summarized here. Klaus was �rst detected on 21 January 2009 as a small
atmospheric wave perturbation. Due to the southward displacement of the polar jet stream,
the winter cyclone moved eastward at an unusually low latitude (between 35◦N and 45◦N),
on the southern edge of the typical North-Atlantic storm track climatological envelope. It
underwent an explosive development on 23 January around 21◦W, with a deepening rate
of 37 hPa in 24 hours, probably supported by an important tropical moisture export.

The storm rapidly reached the Bay of Biscay and followed a WNW to ESE track toward the
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coasts (Fig. 5.1-A). The Spanish Oceanographic Institute (IEO) registered two individual
wave heights over 24m from a buoy 35 km north of Santander between 06:00 and 07:00
in the morning of January 24th. Bilbao and Cap-Ferret buoys recorded signi�cant wave
heights reaching 13m with a peak period of 15 s during the storm. The centre of the low-
pressure system passed at 5:00 am on January 24th over La Rochelle with a minimum of
965.8 hPa recorded at the nearby station of Chassiron (Fig. 5.1-A). The highest sustained
wind speeds were measured further south, with a maximum of 36m.s−1 at Cap-Ferret
station (Arcachon Lagoon) for a lowest pressure of 976 hPa. At Bayonne, sustained wind
speed reached 21m.s−1 with a minimum pressure of 983.6 hPa.

5.3 Model implementation

In this study, the vortex formalism is used to represent the e�ects of waves on currents, in
both 3D and 2DH con�gurations.

The wave model WWM-II accounts for wind input and energy dissipation by whitecapping
following Ardhuin et al. (2010). Energy dissipation due to bottom friction is computed
according to the JONSWAP formulation of Hasselmann et al. (1973), and depth-induced
breaking is calculated with the model of Battjes and Janssen (1978) in which the breaking
index γ and the breaking coe�cient α have to be de�ned. Since wave measurements in
the surf zone were not available during the storm, γ and α are set to the default values
of 0.73 and 1 respectively. Yet, the adaptive approach proposed by Pezerat et al. (2021)
to compute the breaking coe�cient has been also considered, which is discussed in section
5.6.1.

The circulation model is forced at its open boundaries by the 16 main astronomical consti-
tuents linearly interpolated from the regional model of Bertin et al. (2012). The tidal
potential is switched o� since a sensitivity analysis revealed a negligible e�ect on tidal pre-
dictions. In 2DH, the model uses a Manning coe�cient and the depth-integrated current
velocity to evaluate the bottom stress, while in 3D, the model uses the bottom roughness
and the velocity computed at the top of the bottom cell. The 3D model can account for
the wave-enhanced bottom stress, but a sensitivity analysis did not result in signi�cant
improvements, which corroborates the �ndings of Bertin et al. (2015a) in the central part
of the Bay of Biscay. Therefore, wave e�ects on the bottom stress are not considered in
the study. After calibration of the tidal model, the bed roughness in the 3D model is set to
0.0001m in the open ocean and 0.002m in the Arcachon Lagoon and the Adour Estuary.
In the 2DH model, a Manning coe�cient of 0.02 is employed for the open ocean while a
value of 0.029 is considered for the Adour Estuary and the Arcachon Lagoon. The Manning
coe�cient used for the Arcachon Lagoon is between the values used by Cayocca (1996) (∼
0.028) and Nahon (2018) (0.032). Two parametrizations of the surface stress have been
considered : a bulk formula (Eq. 3.55) in which the drag coe�cient is computed according
to Hwang et al. (2019), and a wave-dependent approach using the friction velocity (Eq.
3.58 ; note that the air-side stress was not corrected from the wave-supported stress at the
time of this study). The in�uence of the surface stress and its e�ect on the storm surge are
discussed later in the chapter.

The unstructured computational grid used to perform the hindcast of the storm covers the
whole Bay of Biscay from 10◦W to the French coasts, the English Channel and a part of
the North Sea (up to 55◦N) (Fig. 5.1-A). The grid has ∼ 281000 nodes in the horizontal,
with a spatial resolution ranging from 5000m along the open boundary to 35m along the
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shoreline of the studied areas (i.e. the Arcachon Lagoon and the Adour Estuary). In the
vertical, the grid is discretized in 35 S levels for the 3D simulations. The simulations are
started on the 22th of January 2009, two days before the peak of the storm and last 4 days.
The time step is set to 60 s for both the hydrodynamic and the wave models, in the 2DH
and 3D simulations.

Over the whole domain, the circulation model is forced by hourly 10m wind speed and
sea-level pressure �elds from the Climate Forecast System Reanalysis CFSR (Saha et al.,
2010). The datasets are provided on a regular grid with a spatial resolution of 0.312◦ and
0.5◦ for the wind and the atmospheric pressure respectively. WWM-II is forced with the
CFSR wind �elds over the whole domain. WWM-II is also forced along the open boundaries
by time series of directional wave spectra, previously computed from a regional application
of the WaveWatch III (WW3) spectral wave model described in Bertin et al. (2015a). Wind
�elds from CFSR are also used to run the WW3 model over the North Atlantic Ocean.

5.4 Wave and water level observations

The accuracy of the wave predictions is evaluated with the measurements recorded by
three buoys in the Bay of Biscay (see Fig. 5.1-A, for their location). The Biscay buoy is
a non-directional buoy located by 4500m depth, operated by Météo-France and UK Met
O�ce. The Cap Ferret and Bilbao buoys are located in more intermediate water depths
of the southern part of the Bay of Biscay (depths of 50m and 600m respectively) and
are operated by CEREMA and Puerto del Estado respectively. The three buoys provide
time series of signi�cant wave height (Hs) while the mean wave period (Tm02) is available
at Cap Ferret and Biscay buoys and the peak wave period (Tp) at Bilbao buoy. Wave
bulk parameters are estimated every 60 minutes at Biscay and Bilbao buoys and every
30 minutes at Cap Ferret buoy. Since the atmospheric data used to force the model has
a hourly time resolution, the wave predictions cannot represent the sub-hourly variability
and the measurements at Cap Ferret buoy are therefore averaged over one hour to yield a
consistent comparison with the model predictions.

Simulated water levels are validated through a comparison against observations recorded
with a 10-min sampling interval during the storm period at the two tide gauges of Arcachon
Eyrac and Bayonne Boucau (see Fig. 5.1-B and 5.1-C, for their respective location). A
tidal prediction is obtained based on a 5 year-long time series (2008-2012) with a harmonic
analysis using the UTide code (Codiga, 2011). Tides are reconstructed with the 67 main
astronomical constituents previously computed. Storm surges are then computed as the
di�erence between the observed water level and the astronomic tidal prediction.

5.5 Modelling results

Comparisons between observations and modelled results are conducted. The model perfor-
mance for each quantity is assessed by computed the BIAS, the root mean square error
(RMSE) and the RMSE normalized by the mean of the observations (NRMSE) :

BIAS =

∑T
t=1 X̂t −Xt

T
(5.1)

RMSE =

√∑T
t=1(X̂t −Xt)2

T
(5.2)
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NRMSE =
RMSE

Xt

(5.3)

where X̂t and Xt are the modelled and measured quantity respectively and T is the length
of the time series. The overbar denotes the average over the time series.

5.5.1 Atmospheric forcing

In order to validate the atmospheric forcing originating from CFSR, a comparison is perfor-
med against �eld observations available during the storm and collected at the meteorologi-
cal stations of Cap Ferret and Bayonne (see Fig. 5.1-A, for their location). The comparison
(Fig. 5.2) of modelled against observed 10m wind speeds (hereafter U10) and sea-level pres-
sure (hereafter SLP) reveals that SLP is well reproduced with a RMSE lower than 1.5 hPa
at both locations. At Cap Ferret, U10 is accurately predicted with a RMSE of 2.3m.s−1,
although with a slight underestimation of approximately 4m.s−1 two hours before the peak
of the storm. Since the meteorological station at Bayonne is located at 75m above sea level
and 3 km inland, the model, providing 10 m wind speed with a 0.3◦ resolution, does not
accurately reproduce the observations, which probably explains the positive bias of 1.6
m.s−1. Overall, it should be noted that the intensity of the storm is correctly represented :
peak values of U10 are reasonably predicted with stronger values at Cap Ferret (34m.s−1)
than at Bayonne (22m.s−1).
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Figure 5.2 � Modelled (blue solid line) against observed wind speeds and sea level pressure (black
dots) at Cap Ferret (A) and Bayonne (B) stations.

5.5.2 Wave predictions

Modelled wave bulk parameters are compared against the measurements available during
Klaus at Cap Ferret, Bilbao and Biscay buoys (Fig. 5.3). The comparison reveals a good
agreement between modelled and measured data : Hs is well reproduced with a RMSE
ranging from 0.51 to 1m which corresponds to a 10-17 % NRMSE. However, for the three
stations, the model displays a positive bias of 0.35-0.50m at Cap Ferret and Biscay buoys
and 0.70m at Bilbao buoy. It should be noted that the larger error at Bilbao buoy is partly
due to a one-hour time lag, representing 35 % of the bias and the NRMSE, which we are
unable to explain. The model correctly captures the peak storm wave height with less than
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10 % error at the three buoys. Tm02, available at Cap Ferret and Biscay buoys, is well
predicted with a NRMSE less than 6 % while at Bilbao buoy, Tp is adequately reproduced
with a 10 % NRMSE.
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Figure 5.3 � Observed (black dots) against modelled wave parameters (blue solid line) at Cap
Ferret, Biscay and Bilbao buoys during Klaus.

5.5.3 Storm surge and water level predictions

A tide-only 3D simulation is �rst performed and the modelled water levels are compared
against the tidal predictions based on the observations at each station. The tidal forcing
together with the distribution of the Manning coe�cient yields good results with a RMSE
on tides of 0.11m at Bayonne and 0.08m at Arcachon (not shown).

The e�ect of the parametrisation of the surface stress on the storm surge is investiga-
ted by comparing 3D simulations using the bulk formula of Hwang et al. (2019) and a
wave-dependent approach (see section 5.3). This comparison reveals moderate di�erences
between both parametrisations (lower than 0.05m), with the predictions of the model
using the bulk formula slightly better matching the observations. To explain the negligible
e�ects of the wave-dependent approach on the storm surge predictions, the sea state is
characterised by the wave age, de�ned as Cp/U10 where Cp is the peak wave phase speed.
Considering a 20-hour window centred on the storm peak, the wave age varies from 0.7 to
2.3, with an average value of 1.32 (with a standard deviation of 0.5), which is characteristic
of a mature sea state and explains the very slight impact of the wave-dependent approach
on the results. This behaviour corroborates the study of Bertin et al. (2015a), who sho-
wed that the surface stress was little dependent on the sea state for the storm Joachim,
characterised by comparable wave height and peak period as during Klaus. According to
these results, the bulk formula of the surface stress is adopted in the rest of the study.

The contribution of short-wave breaking to the storm surge is analysed by comparing a
3D simulation without wave forces and a fully-coupled 3D simulation, i.e. including wave
forces, hereafter referred to as the baseline model. The modelled storm surges are obtained
by subtracting the tide-only simulation to each case of simulation.
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Figure 5.4 � Observed (black dots) against modelled storm surges with the (3D) baseline model
(red solid line) and the (3D) model without wave forces (blue dashed line) at Bayonne (left) and
Arcachon (right).

The results are presented in Figure 5.4, where each simulation is compared against storm
surges and water levels observed at Bayonne and Arcachon during the storm. The baseline
model accurately reproduces the water levels with a RMSE of 0.09 and 0.15m at Arcachon
and Bayonne respectively. The storm surges are well predicted by the model, with a RMSE
of 0.12m at Bayonne and 0.10m at Arcachon, although a 0.25m underestimation is noticed
at this station approximately two hours before the storm peak. Without wave forces, storm
surge and water level predictions considerably deteriorate compared to the baseline model
with a RMSE two to three times larger at both locations. The modelled water levels
display a negative bias ranging from 0.18 to 0.24m. The surge peak is underestimated by
0.40-0.45m at Arcachon and Bayonne, which results in a negative bias of 0.23m over the
duration of the storm.

The comparison of both simulations reveals that the wave setup driven by the wave forces
in the baseline model accounts for 40 % and 23 % of the surge peak in the Adour Estuary
and the Arcachon Lagoon respectively, which explains that the baseline model much better
matches the observed peak values.

In order to get a spatial overview of this process, modelled storm surges with and without
wave forces, as well as their di�erence, are computed at the scale of the Arcachon Lagoon
and the Adour Estuary (Fig. 5.5). In the Adour Estuary, the storm surge in the fully-
coupled simulation increases by more than 0.5m at adjacent beaches while beeing almost
constant inside the estuary (Fig. 5.5-a). The comparison between Figure 5.5-c (atmospheric
surge only) and Figure 5.5-e (wave setup only) reveals that this behaviour is due to the
development of a wave setup along adjacent shorelines, reaching up to 0.75m and extending
at the scale of the whole estuary where it raises the water level by 0.45m. A di�erent
pattern can be observed in the Arcachon Lagoon, where the storm surge in the fully-coupled
simulation increases from the inlet to the lagoon head (Fig. 5.5-b). The comparison between
Figure 5.5-d and Figure 5.5-f suggests that this behaviour results from the increase in
atmospheric surge towards the lagoon head combined with the development of a wave setup
reaching 0.40m at the scale of the lagoon. As in the Adour Estuary, the wave setup develops
at the inlet and then exhibits a plateau inside the lagoon. Along the adjacent shorelines of
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the lagoon, the maximum wave setup reaches 0.80m (The maximum wave setup along the
adjacent shorelines are not shown in Figures 5.5-e and 5.5-f as computational nodes dry in
the tide-only simulation are not represented).

-1.56 -1.54 -1.52 -1.5

43.51

43.52

43.53

43.54

43.55
Adour Estuary

0
.7

5 1

1
.2

5

1
.2

5

a

0

0.5

1

1.5

-1.56 -1.54 -1.52 -1.5

43.51

43.52

43.53

43.54

43.55

0
.6

c

0

0.5

1

1.5

-1.56 -1.54 -1.52 -1.5

43.51

43.52

43.53

43.54

43.55

0
.2

0
.4

0
.6

0
.6

e

0

0.2

0.4

0.6

0.8

-1.3 -1.2 -1.1 -1

44.4

44.5

44.6

44.7

44.8
Arcachon Lagoon

0
.7

5

1

1
.2

5

1
.5

b

0

0.5

1

1.5

2

2.5

-1.3 -1.2 -1.1 -1

44.4

44.5

44.6

44.7

44.8

0
.7

5
0
.7

5

1

d

0

0.5

1

1.5

2

2.5

-1.3 -1.2 -1.1 -1

44.4

44.5

44.6

44.7

44.8

0

0
.2

0
.4

f

-0.2

0

0.2

0.4

0.6

Figure 5.5 � Storm surge (in m) simulated with wave forces (a,b), without wave forces (c,d) and
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5.6 Contribution of wave breaking to storm surges

5.6.1 Model predictive skills

Wave parameters are accurately reproduced by the model and correspond to the state-
of-the-art considering previously published studies led under storm wave conditions (e.g.,
Kerr et al., 2013; Bertin et al., 2012; Staneva et al., 2016). Storm surges are also well
predicted, with errors similar or even lower compared to previously published studies (e.g.,
Kerr et al., 2013; Brown et al., 2013; Bertin et al., 2015a). In details, the storm surge
is underestimated by up to 0.25m during the �rst part of the storm peak at Arcachon.
This can be explained by an underestimation of the CFSR sustained wind speeds by up
to 4 m.s−1 during this period (Fig. 5.2), which leads to a wind-induced surge lower than
expected. This hypothesis was tested by correcting wind speeds empirically on the time
steps corresponding to this period (see Appendix). The results reveal that this correction
almost cancels out the local underestimation in the surge, thus supporting this hypothesis.
In the Adour Estuary, model results at an earlier stage of this study showed a 0.05 to 0.1m
negative bias in the storm surge before the storm peak when the breakwaters bounding
the estuary mouth were considered as impermeable wall. In fact, these breakwaters are
made of large blocks (4 to 40 tons) that allow large amounts of water to �ow through
the structures when a gradient in water levels exists on both sides of the structure (Prof.
Abadie, pers. com.). Such �ows can take place when a wave setup develops at adjacent
beaches, a process already reported at other engineered estuaries (Hanslow and Nielsen,
1992; Hanslow et al., 1996). In order to account for these possible �ows, we took advantage
of hydraulic structure options implemented in the code. Although this parametrisation
improves storm surge prediction by 0.04m, verifying the adequate representation of these
�ows is outside the scope of the study and would deserve a speci�c analysis.

The comparison of the results between the baseline model and the model without wave
forces (Fig. 5.4) reveals that including wave forces in the circulation model substantially
improves its predictive skills. The analysis of the di�erent terms included in wave forces
(Eq. 3.41 and 3.42) shows that the wave dissipation term by depth-induced breaking is
clearly dominant over the vortex force and the wave mean pressure terms. In accordance
with previous studies (Staneva et al., 2016), this analysis highlights the importance of
accounting for short waves in storm surge modelling systems, provided that wave energy
dissipation due to wave breaking is correctly represented. Guérin et al. (2018) investigated
wave-induced circulation in a surf zone with varying bed slope. The authors computed the
wave breaking process according to the model of Thornton and Guza (1983) in which they
calculated the breaking index γ and the breaking coe�cient B as a linear function of the
beach slope. The authors showed that this adaptive approach improved the predictions
of short-waves bulk parameters and wave setup by 30 %. Following this study, Pezerat
et al. (2021) showed that a breaking coe�cient B′ taken at 40 times the local bed slope
strongly improves wave predictions at gently sloping shorefaces (∼ 1:1000). At both study
sites, bottom slopes are much steeper (1:50 to 1:100), so that this adaptive parametrisation
results in values for B′ close to the default value of 1. Indeed, a sensitivity analysis shows
that the adaptive parametrisation of Pezerat et al. (2021) yields very similar short wave
and setup predictions compared to the default values for the breaking index γ and the
breaking coe�cient α in the model of Battjes and Janssen (1978). New �eld experiments are
required to investigate further wave dissipation mechanisms in coastal zones and validate
the numerical model under very high energetic conditions, although such �eld deployments
remain very challenging.
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Figure 5.6 � Observed (black dots) against modelled storm surges with the 3D baseline model (red
solid line) and the 2DH model (blue dashed line) at Bayonne (left) and Arcachon (right).

Finally, a 2DH simulation is performed and compared to our 3D baseline model. The com-
parison reveals only modest di�erences, with water level and surge predictions slightly
improved in 3D in Arcachon and slightly deteriorated in Bayonne (Fig. 5.6). In the Arca-
chon Lagoon, improved storm surge predictions are obtained before and during the storm
peak, when winds blow from SW to W and drive an Ekman transport towards the coast, a
process better represented with a 3D model (Roland et al., 2012). In the case of the Adour
Estuary, maximum wave setup at adjacent beaches is slightly lower in 2DH compared to 3D
but extends further o�shore, thereby more impacting water levels in the estuary. Guérin
et al. (2018) showed that the depth-varying circulation driven by short waves in surf zones
can increase the wave setup along the coast but this process is only substantial at steep
beaches (i.e. mean slope of 1:30 and over). Also, these authors reported that 3D runs yield
larger wave setup compared to 2DH runs very close to the shoreline, so that reproducing
these di�erences requires a spatial resolution of a few meters, that is one order a magnitude
�ner than in this study.

5.6.2 Momentum balance

Previous studies already reported the development of a wave setup in inlets, river entrances
and shallow lagoons (Hanslow and Nielsen, 1992; Hanslow et al., 1996; Dunn et al., 2001;
Oshiyama et al., 2001; Tanaka et al., 2001, 2003; Nguyen et al., 2007; Bertin et al., 2009;
Malhadas et al., 2009; Olabarrieta et al., 2011; Dodet et al., 2013; Wargula et al., 2018),
which can be further investigated by analysing the momemtum balance at the inlet. Hench
and Luettich Jr (2003) analysed the momentum balance without waves in the Beaufort
Inlet in North Carolina and in an idealized inlet and reported that near maximum �ood
and ebb, the along-stream momentum balance in both cases is dominated by advection,
barotropic pressure gradient and bottom friction. Olabarrieta et al. (2011) corroborated
these results in a study conducted in Willapa Bay (USA) during a storm event. By ac-
tivating the wave forces in their fully-coupled modelling system, they also revealed that
they can substantially change the barotropic pressure gradient and the bottom friction
while being one of the dominant terms in the momentum balance in the inlet area. These

91



Chapitre 5. Spatial extension of the wave setup in estuaries and lagoons

�ndings were then corroborated by Dodet et al. (2013) and Wargula et al. (2014). In parti-
cular, Dodet et al. (2013) combined both modelling and observations to study wave-current
interactions on the Albufeira Lagoon, a shallow wave-dominated tidal inlet in Portugal,
during energetic oceanic swells conditions. The authors showed that the wave forces term
oriented toward the lagoon was of the same order of magnitude as the other terms in the
momentum balance in the inlet, which therefore had a signi�cant impact on the hydro-
dynamics, including a setup that developed within the lagoon. Recently, Fortunato et al.
(2017) conducted a high-resolution hindcast of the storm surge associated with the 1941
storm that made landfall in the North of Portugal and has driven the development of a
large surge in the Tagus Estuary. Their model results suggested that the breaking of storm
waves generated a wave setup up to 0.50m in the Tagus Estuary, showing that a substantial
wave setup can also impact water levels at the scale of a large estuary. This phenomenon
is explained by the authors as the result of large onshore-directed wave forces owing to
storm waves breaking over the ebb delta, generating a wave setup that extended beyond
the surf zone and in the inlet. The previous analysis of Fig. 5.4 and Fig. 5.5 suggests that
such a phenomenon occurred at the Arcachon Lagoon during Klaus : large wave breaking
on the ebb delta generated a wave setup that a�ected the whole lagoon.

To understand the underlying mechanisms, the magnitude of the leading terms of the
momentum equations (Eqs. 3.37 and 3.38), i.e. the barotropic pressure gradient term (�rst
term of the right hand-side terms), the wave forces (Fw,x, Fw,y) and the bottom stress
and surface stress terms are computed at the inlet of the Arcachon Lagoon (Fig. 5.7). In
order to analyse the momentum balance at mid-�ood and mid-ebb under similar forcing
corresponding to the peak of the storm, two additional 3D simulations are performed where
tides are shifted.
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Figure 5.7 � Leading terms of the momentum balance at mid-ebb and mid-�ood : wave forces
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at mid-ebb (left) and mid-�ood (right). The magnitude and direction of each term are represented
by the map colors and the vectors respectively.

The analysis of Fig. 5.7 shows that the outer part of the inlet behaves like a sandy beach,
with a balance between the wave forces (hereafter WF) and the barotropic pressure gradient
(hereafter BPG) term (Battjes and Stive, 1985; Lentz and Raubenheimer , 1999). In this
area, the WF reach values one order of magnitude larger than the bottom stress (hereafter
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BS) and the surface stress (hereafter SS) terms. The dominant role of WF in the momentum
balance at the inlet corroborates the �ndings of Olabarrieta et al. (2011) and Dodet et al.
(2013). In the inlet channel, the WF become much weaker and the alongstream dynamics
is controlled by a balance between the BPGR and the BS terms, which is typical of tidal
channels (Hench and Luettich Jr , 2003). Between the �ood and the ebb, the signs of the
BPGR and the BS terms are inverted, except in the outer part of the inlet where the
BPGR term compensates the WF during all tidal phases.

The major contribution of the wave forces to the momentum balance in the inlet directly
explains the strong e�ect of short-wave breaking on the hydrodynamics, the main impact
being a wave setup that reaches several tens of centimetres within the lagoon (Fig. 5.4). In
more details, the rapid decrease in WF inside the lagoon explains that wave setup displays
a plateau inside the lagoon (Fig. 5.5-f). Over the ebb delta, the wind-driven surge reaches
approximately 0.4 m (Fig. 5.5-d and assuming 0.35m of inverse barometer e�ect), which
is comparable to the wave setup while SS are one order of magnitude lower than WF. This
behaviour is explained by the fact that strong WF only extend over the 3 km-wide ebb
delta while the wind e�ect is integrated across the 60 km-wide shelf. Inside the lagoon,
the atmospheric surge further grows as the water depth decreases (Fig. 5.5-d). In the
Adour Estuary, the weaker atmospheric surge (Fig. 5.5-c) is explained not only by weaker
winds (Fig. 5.2) but also by the narrower continental shelf. Indeed, many studies already
demonstrated that, for a given wind speed, the wind-driven surge is also controlled by the
shelf width, such as in the Bay of Biscay (Bertin et al., 2012), in North Sea (Wolf and
Flather , 2005) or in the Gulf of Mexico (Kennedy et al., 2012).

5.6.3 Tidal modulation of the wave setup

Some of the studies that highlighted the development of a wave setup in tidal inlets also
suggested that the wave setup can be tidally-modulated (Olabarrieta et al., 2011; Dodet
et al., 2013; Fortunato et al., 2017). Fortunato et al. (2017) showed that the wave setup
that developed in the Tagus Estuary mouth during the 1941 storm was strongly tidally-
modulated with values of 0.10-0.15m at high tide while being three times larger at low tide
with values of 0.30-0.35m. The authors attributed this phenomenon to more intense wave
breaking on the ebb delta at low tide. When waves do not break over the ebb delta, they
propagate into the inlet or to the coast in the vicinity of the estuary mouth, and thus, their
contribution to the setup inside the estuary is lower. In this section, the tidal modulation
of the wave setup is investigated at the Arcachon Lagoon and the Adour Estuary with
additional numerical experiments.

The Arcachon lagoon exhibits large intertidal �ats, which makes the tidal propagation and
asymmetry very sensitive to the mean water depth. Therefore, tidal propagation is di�erent
when the wave setup raises the mean water level of the lagoon. Computing the wave setup
as the di�erence between a simulation including tides and waves and a simulation with
tides only results in di�erence not only including the wave setup but also the di�erences
in tidal levels due to the higher mean water level in the coupled simulation, a process also
referred to as tide surge interactions. To overcome this problem, a series of stationary 3D
runs is performed with constant water levels and wave forcing (Fig. 5.8-A). Two sub-grids
of smaller extent covering each studied area are forced at the ocean boundary by constant
water elevations ranging from -1.5m to 1.5m, and a JONSWAP spectrum to simulate
short waves. The spectrum is characterized by a signi�cant wave height of 14m and a peak
period of 15 s, which corresponds to the peak values reached during Klaus in the region.
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Figure 5.8 � (A) Constant water elevations prescribed at the open boundary (blue circles). (B)
Tidal modulation of the wave setup at Arcachon (green squares) and Bayonne (red circles) during
a tidal cycle.

In the case of the Arcachon Lagoon, the results reveal a small tidal modulation of the order
of 0.07m (Fig. 5.8-B), the wave setup being larger at low tide. At the Adour Estuary, the
tidal modulation is stronger with a wave setup reaching 0.60m when the mean sea level is
lowered by 1.5m and decreasing to 0.45m when the mean sea level is increased by 1.5m.

Contrary to the Tagus Estuary where the ebb delta is submerged, with depths of the order
of 5 m relative to the mean sea level, the ebb delta of the Arcachon Lagoon extends 3 km
o�shore and includes an elongated supratidal bank, the Arguin Bank. This setting causes
the wave breaking to be almost full in front of the inlet, even at high tide. At lower tidal
elevations, wave energy mostly dissipates on the terminal lobe while at higher tidal stages,
waves also break over the supratidal sand bank. The wave setup exhibits therefore a slight
tidal modulation, unlike the Tagus Estuary (Fortunato et al., 2017). At the Adour Estuary,
the bathymetry is subtidal, which implies that the lower the water level, the larger is the
wave energy dissipation and the wave setup.

These results indicate that tide-induced water level variations change the spatial gradients
of short-wave energy dissipation rates, which in turn controls the wave setup. Depending
on the morphology of the inlet, the wave setup along the shoreline and in the lagoons or
estuaries can experience signi�cant tidal modulations as well. Tidal currents, which are
strong in estuaries or tidal inlets, can also a�ect the propagation of short waves (Ardhuin
et al., 2012; Rusu et al., 2011; Dodet et al., 2013; Bertin et al., 2019) and subsequently
the wave setup. During �ood, waves following currents decrease while during ebb, waves
propagating against currents increase, shifting the position of the breaking point seaward
(Dodet et al., 2013). The impact of tidal currents on short-waves propagation is veri�ed by
comparing water elevations from runs including tides and waves, and activating or not the
feedback of currents on waves. Model results at the Arcachon Lagoon and at the Adour
Estuary show that switching o� the e�ects of tidal currents on short-wave propagation has
a small impact on wave setup (lower than 0.01m). This �nding corroborates the study of
Fortunato et al. (2017) which reported that the tide-induced water level variations at the
mouth of the Tagus Estuary are the main driver for the tidal modulation of the wave setup
compared to tidal currents e�ects.

The comparison of the e�ect of tides on wave setup between both studied locations empha-
sises that tidal modulation is site-speci�c. In areas such as the Adour Estuary, the higher
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wave setup is produced close to low tide, and the tidal modulation amplitude increases
with increasing tidal range. Such tidal modulation can therefore limit the contribution of
short-wave breaking to coastal �ooding, which mostly occurs during high tide in macro
tidal regions.

5.6.4 Sensitivity of storm surge and wave setup calculation to spatial

resolution

Recently, several storm surge numerical models using unstructured grids have been deve-
loped (e.g., Kerr et al., 2013). Such models allow to correctly represent complex shorelines
and coastal embayments, using a variable grid resolution, usually coarse in the deep ocean
(several kilometers to tens of kilometers) and down to few hundreds of meters in the
nearshore. However, such resolution in coastal areas may not be su�cient to adequately
represent small coastal morphological features, such as lagoons, and thus, enable the model
to provide accurate storm surge predictions (Shen et al., 2006). Also, this study reveals that
the wave setup generated by wave breaking during extreme events can greatly contribute to
the storm surge, even in areas sheltered from wave breaking such as lagoons and estuaries.
Accounting for short waves in storm surge operational modelling is thus of key importance
to correctly predict water levels in coastal areas during storm events and thereby, improve
emergency responses. However, a good evaluation of the wave setup requires a resolution
�ne-enough in the surf zones, which is not always possible in operational modelling systems
(Kohno et al., 2018). Therefore, an important question rises here : how well do surf zones
need to be spatially resolved in order to correctly estimate the contribution of wave setup
to the storm surge ?

The sensitivity of the storm surge/wave setup to the model resolution is analysed at the
Arcachon Lagoon region by simulating the sea state and storm surge associated with Klaus
with di�erent grid resolutions in the 3D model. The grid resolution used for the baseline
model (hereafter BM), which goes down to 35m in the nearshore, is modi�ed to get two
additional computational grids with spatial resolution from the inner shoreface to the
nearshore degraded to 200 and 1000m. The surge is evaluated at two locations along the
coastline : in the inner part of the lagoon at the Eyrac tide gauge and at the shoreline
exposed to the ocean, computed as the average value of the storm surge in an area de�ned
to the south of the inlet (see Fig. 5.1-B). This sensitivity analysis is not carried out at
the Adour Estuary since the inlet mouth, with a maximum width of 150m, cannot be
represented with such resolutions.

The results show that the modelled water levels and storm surge on the open ocean beach
are lower when the grid resolution coarsens (Fig. 5.9). Indeed, while tidal predictions
show little sensitivity to the grid resolution, the peak of the surge simulated with the BL
resolution reaches 1.65m while being 30 % and 65 % higher than the surges obtained
with the 200 m and 1000 m resolutions respectively. A detailed analysis reveals that these
di�erences are mostly explained by wave setup, which is poorly represented with a coarse
grid.

In the lagoon, the results reveal a di�erent behaviour of the model (Fig. 5.9). Surprisingly,
the predicted storm surge is less sensitive to the grid resolution compared to the open ocean
beach. The three grid resolutions well reproduce the peak of the surge, with the 200m and
1000m grid resolutions resulting in a slightly lower surge than the BM resolution (0.05m).
However, the storm surge modelled over the total duration of the storm is deteriorated
with the 1000m resolution (RMSE of 0.17m) compared to the BM and 200m resolutions
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(RMSE of ∼ 0.1m). Also, water elevation is poorly predicted with the 1000m resolution,
which yields a RMSE of 0.48m, against 0.085m and 0.14m with the BM and 200m grid
resolutions respectively. As soon as the channels of the lagoon are not correctly represented,
the tidal propagation in the lagoon is poorly reproduced, which impacted the predictions
of water level and storm surge.
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Figure 5.9 � Simulated storm surge in the inner part of the lagoon and at the adjacent beach to
the south, with the baseline model resolution, 200 m resolution and 1000 m resolution.

This sensitivity analysis of model results to grid resolution reveals a constrasting situation
between the inner lagoon, where wave setup is reasonnably represented even with a coarse
resolution and adjacent sandy beaches, where modelled wave setup is almost nil when using
a coarse resolution. This behaviour is directly explained by the cross shore extension of
the surf zone, which is of the order of 1000m at adjacent beaches but range from 3000 to
5000m in front of the lagoon. As a rough guideline, we estimate that accounting for wave
setup in storm surge models requires at least 5 grid elements across the surf zone, which
implies the use of a �ner spatial resolution when the beach slope increases and the wave
height decreases. This corroborates the �ndings of Nayak et al. (2012), who investigated
the sensitivity of wave setup predictions to grid resolution considering idealized beaches of
slope ranging from 1:80 to 1:10.

5.7 Conclusion

The 3D fully-coupled modelling system SCHISM using a vortex force formalism was used
to hindcast the sea state and storm surge associated with the strongest storm that occurred
in the southern part of the Bay of Biscay for the last 20 years. After the veri�cation of the
model with wave and water level observations available during the storm, the analyses of
the simulations revealed that the predictions of the storm surges at the Arcachon Lagoon
and the Adour Estuary were improved by 50 to 60 % when the wave forces were accounted
for. The wave setup induced by the storm waves breaking in the vicinity of these two inlets
extended outside the surf zones and signi�cantly increased the water level at the scale of the
whole lagoon and estuary. This �nding demonstrates that the wave setup can contribute
to the water level, even in environments sheltered from the direct action of waves, such as
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lagoons and estuaries.

To understand the impact of storm wave breaking on the hydrodynamics of the tidal
inlets, the local momentum balance was analysed at the inlet of the Arcachon Lagoon. By
reaching values one order of magnitude larger than the bottom stress and the surface stress
terms, the wave forces were one of the leading terms of the momentum balance and thereby
greatly a�ected hydrodynamics in the inlet, the main impact being the development of a
wave setup at the scale of the whole lagoon.

Further analysis showed that the wave setup in tidal inlets can be tidally-modulated while
this phenomenon is site-speci�c and depends on the morphology of the inlet. At Arcachon,
as the ebb delta is characterised by supra-tidal sand banks, wave breaking is total at all
tidal phases, the wave setup exhibits therefore a slight tidal modulation. At Bayonne, waves
are subjected to more intense breaking at low tide than at high tide, the tidal modulation
of the wave setup is thus more pronounced.

Finally, a sensitivity analysis of the storm surge and wave setup to the spatial resolution
of the computational grid was carried out. This work revealed that the calculated wave
setup at the shoreline is highly sensitive to the grid resolution. In the lagoon, the modelled
storm surge and wave setup were found to be comparable between di�erent grid resolutions,
while tidal propagation cannot be accurately represented with a resolution of 1000m. This
study highlighted the need to account for wave breaking in operational storm surge models,
although resolving the wave setup requires a spatial resolution that depends on the width
of the surf zone, itself controlled by the bottom slope and the wave height.
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Appendix

The underestimation of the storm surge before the peak of the surge can be attributed to
a negative bias in the 10m wind speed of CFSR. In order to verify this hypothesis, the
modelled wind speed from CFSR is increased by 12-15 % over three time steps before the
storm peak (Fig. 5.10-A).
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Figure 5.10 � (A) Measured (black crosses) against CFSR wind speed with correction (red dashed
line) and original data (blue line). (B) Observed (black dots) against modelled storm surges with
the corrected wind speed (red dashed line) and the original wind speed (blue line).

The comparison between the original modelled storm surge and the storm surge computed
with the tuned wind speed (Fig. 5.10-B) shows a signi�cant di�erence at the considered
period. The RMSE is improved by 20 % and the localised error is cancelled out. These
results con�rm that the underestimation of the storm surge at this stage of the storm is
due to a local negative bias in the modelled wind speed of the order of 4m.s−1.
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Chapitre 6

Wave dissipation and mean

circulation on a shore platform

6.1 Introduction

Shore platforms are distinctive landforms of rocky coast environments. These erosional rock
surfaces are found within or close to the intertidal zone and are usually backed by cli�s, but
can also be topped by beaches, dunes or coastal structures. They are generally classi�ed
into two di�erent types : gently-sloping platforms that extend in the subtidal zone without
a break in slope (Type A), and sub-horizontal platforms with a sharp seaward edge (Type
B) (Sunamura, 1992). Sloping platforms are predominantly found in meso to macrotidal
ranges while sub-horizontal, or Type B, platforms are more common on microtidal coasts
(Trenhaile, 1987). While there has been a long-standing debate on which of wave pro-
cesses or subaerial weathering dominate shore platform development, it is now recognized
that these mechanisms act together (Naylor et al., 2010). However, their relative contribu-
tion is still unclear, which is partly due to a limited number of �eld observations of wave
processes on shore platforms (Stephenson, 2000a; Naylor et al., 2010). Only recently, the
understanding of wave processes on shore platforms has advanced thanks to �eld-based
studies examining the transformation of both short (frequencies > 0.04 − 0.05Hz) and
infragravity (frequencies < 0.04− 0.05Hz) waves over such environments (Stephenson and
Kirk , 2000b; Trenhaile and Kanyaya, 2007; Beetham and Kench, 2011; Ogawa et al., 2011;
Marshall and Stephenson, 2011; Ogawa et al., 2015; Poate et al., 2018; Stephenson et al.,
2018; Savige et al., 2021). Several of these studies reported the depth-limited character
of surf zone waves (Farrell et al., 2009; Ogawa et al., 2011, 2015; Poate et al., 2018) and
the strong tidal modulation of wave energy dissipation across platforms (Ogawa et al.,
2011; Marshall and Stephenson, 2011). In addition to the e�ect of tides, the morpholo-
gical characteristics of the platform, such as the elevation, the gradient, the presence or
absence of a seaward edge, and the width (Ogawa et al., 2011; Ogawa, 2013; Marshall and
Stephenson, 2011; Beetham and Kench, 2011), have been observed to exert a key control
on wave processes, likely explaining the contrasted rates of wave dissipation reported so
far in the literature (Stephenson and Kirk , 2000b; Stephenson and Thornton, 2005; Ogawa
et al., 2012). Poate et al. (2018) combined �eld data analyses and the application of a 1D
model of wave energy �ux conservation to investigate bottom roughness e�ects on wave
transformation across several macrotidal platforms of contrasting roughnesses (measured
bottom roughness ranging from 0.07 to 0.17m). The authors suggested that bottom friction
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is only important outside the surf zone, for very rough, low gradient (< 1:50) platforms
and weak wave conditions. The latter study, together with the work of McCall et al. (2017)
using the same dataset to calibrate their model, are ones of the very few numerical studies
investigating wave dissipation processes on shore platforms, particularly frictional e�ects.
Hence, additional �eld deployments combined with numerical simulations are necessary to
further understand short-wave dissipation on shore platforms through both wave breaking
and bottom friction. This is critical to assess the role of waves in platform erosion and cli�
recession, which has been one of the main focus of studies conducted on shore platforms
so far (Stephenson and Kirk , 2000b; Trenhaile and Kanyaya, 2007), but also to investigate
wave-induced hydrodynamics on shore platforms, such as the wave setup.

On mildly-sloping sandy beaches, the wave setup has usually been computed assuming
a balance between the cross-shore radiation stress and barotropic pressure gradients in
the wave-averaged cross-shore momentum equation (Battjes and Stive, 1985; Lentz and
Raubenheimer , 1999; Guza and Thornton, 1981; Raubenheimer et al., 2001) (see section
2.1.2.2). However, Guza and Thornton (1981) and Raubenheimer et al. (2001) reported
severe underestimations of the wave setup in very shallow depths with this simple approach.
Apotsos et al. (2007) suggested that wave setup predictions can be improved by including
the mean bottom stress associated with the mean o�shore-directed �ow (the undertow) in
the cross-shore momentum balance. The undertow causes the mean bottom stress to be
onshore-directed, which increases the wave setup. More recently, Guérin et al. (2018) used a
3D phase-averaged modelling system and showed that the wave-induced circulation (mostly
horizontal advection and vertical mixing) could increase the wave setup when the bottom
slope steepens. The relevance of this process has yet to be evaluated on rough bottoms,
where wave setup dynamics can be di�erent from that on sandy beaches, principally due to
a higher bottom roughness (Dean and Bender , 2006; Buckley et al., 2016). Indeed, platform
roughness can range from smooth like a sandy beach, to extremely rough similar to coral
reefs (Poate et al., 2018). Lowe et al. (2005) reported that rough coral reefs could induce
energy dissipation rates by friction of similar order (or event dominant) with that induced
by depth-induced breaking processes over the fore reef, which could decrease the wave setup
on the reef (Lowe et al., 2009). Buckley et al. (2016) veri�ed these �ndings by conducting
high-resolution laboratory measurements of wave setdown and setup across a fringing reef
pro�le characterized by a 1:5 reef slope and a large bottom roughness. The authors showed
that the presence of bottom roughness enhanced wave dissipation by friction which in turn
modi�ed radiation stress gradients and resulted in a predicted wave setup 18 % lower on
average compared to smooth experiments, when the mean bottom stress was neglected in
the momentum balance. However, once accounted for, the mean bottom stress, generated
by interactions of the undertow with roughness, increased the predicted wave setup by 16
% on average. Because of these two opposing mechanisms, the wave setup measured on the
reef for both rough and smooth bottoms was similar.

To date, only one study reported observations of wave setup on shore platforms (Ogawa
et al., 2015), but the in�uence of bottom roughness on its development was not examined.
Understanding wave setup dynamics is important, as it can greatly contribute to extreme
water levels (Lerma et al., 2017; Guérin et al., 2018) and potential subsequent �ooding.
At present, little is known about �ooding risks when platforms are backed by low-lying
coasts (Naylor et al., 2014; Didier et al., 2016), as most of the studies were conducted on
shore platforms backed by coastal cli�s to study their vulnerability to the potential erosion
of waves. In this study, wave transformation and wave setup dynamics are investigated
on a gently-sloping shore platform that extends from the nearshore subtidal region to the
intertidal zone and which is backed by a sandy dune. A �rst �eld campaign was carried
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out in fair weather conditions on the intertidal zone of the shore platform while a second
one, more extensive, was conducted under storm wave conditions with instruments de-
ployed on the platform from 10m water depth up to the shoreline. Field data analyses are
complemented with numerical simulations performed with a fully-coupled (wave-current)
3D modelling system that uses the vortex force formalism implemented in the model. The
�eld data collected in fair weather conditions are used to adequately represent wave bottom
friction in the wave model, while observations in storm wave conditions allow to assess the
ability of the modelling system to reproduce the transformation of short waves, as well as
the resulting circulation and the wave setup on the platform. Based on the results, the
relative importance of depth-induced breaking to wave bottom friction is examined. The
impact of both wave dissipation and resulting circulation on the wave setup in such a
rough environment is then analysed through additional numerical experiments considering
idealised shore platforms and sandy beaches of varying uniform slopes. After presenting
the study area in section 6.2, the model implementation for this application is described
in section 6.3. The ability of the modelling system to simulate the transformation of short
waves, water levels and mean current velocities over the considered shore platform is inves-
tigated in section 6.4. In section 6.5, the sensitivity of the model to parameterizations and
the relative importance of short-wave dissipation by depth-induced breaking and bottom
friction are discussed. The e�ects of bottom roughness a�ecting wave setup through wave
dissipation and resulting circulation are then developed, followed by conclusions in section
6.6. This chapter is based on a �rst publication that detailed the �eld campaign conducted
in fair weather conditions as well as the associated results (Lavaud et al., 2020b), and on
a second publication related to the results of the �eld campaign conducted in storm wave
conditions (Lavaud et al., 2022).

6.2 Study area and �eld experiments

6.2.1 Study area

The studied shore platform is located in the central part of the French Atlantic Coast
along the western coast of Oléron Island (Fig. 6.1-a). The coast in the region is bordered
by a 150 km-wide shelf, which exhibits gently-sloping shorefaces. According to Dodet et al.
(2019a), the tidal regime is semi-diurnal and macrotidal, with a tidal range varying from
1.10 to 5.50m. These authors also analysed wave regimes along the 30m isobath line of
the metropolitan coasts of France and reported in the region, yearly-averaged signi�cant
wave height (hereafter Hm0) of 1.60m and yearly averages of mean wave period and wave
direction of 5.9 s and 275◦ respectively. Winter storms can, however, drive waves of Hm0

over 10m in the Bay of Biscay (Bertin et al., 2015a).
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Figure 6.1 � Location of the study area (red square), Oléron wave buoy (blue triangle), meteoro-
logical station (green star) and extension of the computational domain (blue line) (a). Bathymetry
of the study area relative to mean sea level (MSL) with location of stations 1 and 2 (b) and stations
3 to 11 (c), deployed during the �eld campaign in storm wave conditions.

The intertidal shore platform is 450m-wide (full spring intertidal range), with a very gentle
slope of 1:250 increasing up to 1:50 at the top of the platform (x between 300m and 445m,
see Fig. 6.2). The platform is a marl-limestone formation characterised by shallow steps
and pools, except at the beginning of the pro�le (before x = 50m) where steep pools (∼
1m deep) can develop. At its landward edge (from x = 445m), the platform is backed by a
sandy dune with a steep sandy beach (slope of 1:10) at the platform-dune junction. At its
seaward edge (before x = 0m), the subtidal portion of the platform plunges into the sea
with a slope of 1:65 before being more gently-sloping, and extends until ∼ 3000m o�shore.
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Figure 6.2 � Cross-shore pro�le of the intertidal zone with location of the stations 3 to 11 deployed
during storm wave conditions.
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6.2.2 Field experiments

Two �eld campaigns were conducted on the shore platform under contrasting wave-energy
conditions. The �rst one was carried out on the intertidal part of the platform during one
day (two tidal cycles) in March 2019, under spring tides with a 5.50m tidal range and
weak-energy wave conditions (hereafter referred to as fair weather conditions). Maximum
signi�cant wave height and peak period of 1.5m and 15 s respectively, were recorded at the
Datawell Oléron buoy (operated by CEREMA and located at a depth of 50m ; see Fig.
6.1-a for its location). A detailed description of this campaign and the associated results
on short wave transformation using a simple energy �ux model can be found in Lavaud
et al. (2020b). Since this �eld experiment is characterized by small waves and low wind
conditions, it is speci�cally used in the present study to investigate bottom friction e�ects
on wave dissipation and in particular, to determine the roughness length kn (see section
6.3) of the platform through a sensitivity analysis of the model to this parameter. The
second �eld campaign was conducted from February 7 to 13 2020, under spring tides with
a maximum tidal range of 5.20m, and storm wave conditions (maximum signi�cant wave
height and peak period of ∼ 6m and 17 s respectively, recorded at Oléron buoy). This �eld
campaign was more extensive than the �rst one, since it covered not only the intertidal
zone but also the subtidal part of the platform. In the intertidal zone, a 400m-long cross-
shore transect was instrumented from February 9 with 7 pressure transducers (hereafter
PT), a 2MHz ADCP and a 6MHz ADV, both equipped with an internal PT (Fig. 6.1-
c and Fig. 6.2). The instruments were spaced at 45m intervals, allowing to cover most
of the full spring intertidal zone, and were all housed in stainless steel tubes screwed to
the bedrock (Fig. 6.2), except the most landward PT (PT 11) which was �xed to a rock
buried in 0.10m of sand on the backing beach. However, this sensor was not considered in
this analysis as it was located in the swash zone and hence, not continuously submerged.
Also, pressure signals recorded at PT 3 and 7 showed drifting and were therefore discarded
from the analysis of water levels and wave setup. In the subtidal zone, a 600 kHz ADCP
equipped with an internal PT (PT 1) and an additional PT aiming at identifying possible
sensor drifting (PT 0, not shown) were deployed about 1750m o�shore at a depth of
approximately 9m relative to mean sea level. Another single PT was deployed closer to
shore, at 1000m in a depth of approximately 8m relative to mean sea level (Fig. 6.1-b).
Both subtidal stations were located on the shore platform, although PT 2 was deployed in
a small sandy zone surrounded by the rocky bottom. The PTs of the overall deployment
measured at 2Hz except the internal PT of the ADV, which measured at 16Hz.

Data from both �eld experiments were analysed following the procedure detailed in section
4.2.3.5. Bottom pressure measurements were �rst corrected for sea level atmospheric pres-
sure measured at the nearby meteorological station of Chassiron (Fig. 6.1-a). Each data
record was then analysed using consecutive bursts of 30 min (20 min for the internal PTs
of ADCPs). At each sensor located in the intertidal zone, bursts of mean water depth less
than 0.50m were discarded from this analysis as the sensors were intermittently dry due to
the presence of �uctuations induced by infragravity waves. Hydrostatic surface elevation
spectra were computed by averaging estimates from 10 Hanning-windowed segments over-
lapping by 50 % (20 degrees of freedom). Non-hydrostatic e�ects were accounted for using
the TFM. As explained in section 4.2.3.6, the SNL was not used here as the development
of wind seas under the strong local winds and the presence of rocky shoals promoting wave
breaking and subsequent release of harmonics, can limit the applicability of this method.
The cut-o� frequency fmax in the TFM is set to 0.3Hz. The frequency cut o� between short
and infragravity waves fmin is adaptive and de�ned as 1/1.8Tp with Tp the continuous peak
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period recorded at Oléron buoy (Fig. 6.1-a).

In the subtidal zone, a high resolution (0.2m x 0.2m regular grid) multibeam bathymetric
survey was performed on approximately 1.73 km2 to dispose of accurate bathymetric data
of the study area. This high-resolution dataset was also used to physically quantify the
bottom roughness length kn of the platform : it was estimated as four times the standard
deviation of the bed elevation (Lowe et al., 2005; Poate et al., 2018) and was computed
by averaging several estimates from 1 m2 tiles across the platform, leading to an averaged
value of 0.15m.

At the intertidal PTs (except stations 3, 7 and 11 discarded from this analysis), the wave
setup was computed as the di�erence in mean free surface elevations between each PT
and the deepest one (PT 1), which requires an estimate of its vertical position (not known
in the �eld a priori). The Figure 6.3-a shows the mean free surface elevation η at the
intertidal sensors at high tide on March 12 afternoon, which corresponds to the calmest
conditions during the �eld campaign (high tide, wind velocity inferior to 5m.s−1 and weak
wave contribution). The vertical position of PT 1 (in the subtidal zone) was determined
at this instance, by assuming an horizontal plane between PT 1 and PT 4 (that is no
contributions from surface stress or wave setup to the mean free surface elevation between
PT 1 and PT 4). On the Figure 6.3-b, the mean free surface elevation was corrected from
the modelled wave setup developed between the o�shore PT (PT 1) and each sensor. At
PT 4, the modelled wave setup is 0.01m, which can support our assumption made in
the determination of the vertical position of PT 1. Also, the resulting mean free surface
elevation at all the intertidal sensors (from PT 4 to PT 10) are on a same horizontal plan
(+/- 0.01m), which can attest of the accuracy of the levelling procedure. The wave setup
was then calculated at each sensor except at PT 2, as this instrument progressively sank
into the sand during the �eld campaign. A detailed description of the procedure used to
retrieve the wave setup between two pressure sensors is given in section 4.2.2.
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Figure 6.3 � Sea surface elevation on March 12 afternoon at high tide at the intertidal sensors
without correction (a) and corrected from the wave setup obtained from the model (b).

6.3 Model implementation

In this application, the 3D circulation module of SCHISM is coupled to WWM-II and the
vortex formalism is used to represent the e�ects of waves on currents.

The wave model accounts for energy dissipation due to whitecapping and wind input
according to the WAM-Cycle 4 formulation (Bidlot et al., 2007). Wave energy dissipation
by depth-induced breaking is computed following the approach of van der Westhuysen
(2010). While the breaking coe�cient B is originally set to 1 in van der Westhuysen
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(2010), we use here the adaptive approach of Pezerat et al. (2021). Both parametrizations
are compared in section 6.4.1.2. In the bottom friction formulation, the drag coe�cient Cf

is computed according to the eddy-viscosity model of Madsen et al. (1989) (Eq. 3.21). The
default value for the Nikuradse roughness length kn in WWM-II is 0.05m, which relates to
a sandy bottom with bedforms. The spatial distribution of bottom types, and in particular
the extension of the studied rock platform, is here based on the sediment database of the
SHOM (French Naval Oceanographic Service). Considering the direct estimates of kn from
the high-resolution multibeam bathymetric survey (see section 6.2.2), the value of kn on
the platform was then adjusted by minimizing the discrepancies between model predictions
and observations during fair weather conditions (see section 6.4.1.1). Outside of the rocky
area, kn is set to its default value 0.05m. In order to evaluate the in�uence of the bottom
friction formulation on the performance of the model, simulations were also carried out
with the Madsen's formulation using a uniform kn set to 0.05m, and with the widely-used
JONSWAP formulation of Hasselmann et al. (1973), based on a friction coe�cient Cf

spatially uniform and �xed to the empirical value of 0.038 m2.s−3.

The circulation model is forced at its open boundary with the 16 main astronomical consti-
tuents linearly interpolated from the regional model of Bertin et al. (2012). The bottom
roughness length zbot0 in the circulation model is spatially variable to account for the dif-
ferent bottom types in the modelled domain. After a sensitivity analysis (see section 6.4.2),
zbot0 was set to 0.0001m in sandy areas and to 0.02m on the studied shore platform and
other rocky bottoms. The model of Soulsby (1997) is used to compute the bottom stress
under the combined action of waves and currents. The surface stress is wave-dependent
according to the formulation of Donelan et al. (1993). The wave streaming acceleration
(Eq. 3.46) is assumed to decrease upward across the wave boundary layer according to the
vertical function given by Eq. 3.47. In the expression of the decay length kwd, awd = 1
allows to retrieve the theoretical thickness of the wave bottom boundary layer under mo-
nochromatic waves. In this study, awd is �xed to 5, which is discussed in section 6.5.1. We
assume a full conversion of energy from breaking waves to surface rollers with αr = 1.

The unstructured computational grid used in the hindcast of the �eld experiments extends
over the Pertuis Charentais area (Fig. 6.1-a), from the land boundary to ∼ 73 km o�shore
corresponding to a depth of 90m. Such a large extent is necessary to realistically reproduce
the generation and propagation of storm surges over the continental shelf (Blain et al.,
1994; Oliveira et al., 2020). The grid has ∼ 76000 nodes in the horizontal, with a spatial
resolution ranging from 1800m along the open boundary to 10m along the shoreline in the
study area. In the vertical, the grid is discretized in 24 terrain-following S-layers that are
denser close to the bottom and surface. The hydrodynamic time step is set to 15 s while
the wave model is run every 60 s and uses implicit schemes for propagation and source
term integration (Roland et al., 2012).

Over the whole domain, the circulation model is forced with hourly 10m wind speed U10

and sea-level pressure �elds from the Climate Forecast System Reanalysis CFSR (Saha
et al., 2010). The datasets are provided on a regular grid with a spatial resolution of 0.2◦

and 0.5◦ for the wind and the atmospheric pressure respectively. WWM-II is forced with
CFSR wind �elds over the whole domain and time series of directional wave spectra along
its open boundary, which were previously computed from a regional application of the
WaveWatch III spectral wave model also forced with wind �elds from CFSR.
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6.4 Results

In this section, we assess the ability of the modelling system to reproduce the observed
water levels, the transformation of short waves and the associated circulation over the
shore platform. Modelled wave parameters are �rst compared against �eld observations
collected during fair weather conditions in order to determine the Nikuradse roughness
length kn that characterized the platform. Indeed, at high tides during this period, waves
are predominantly dissipated by bottom friction on a large portion of the intertidal shore
platform as the surf zone is located very close to the shoreline, making this period parti-
cularly suitable for analysing wave bottom friction dissipation and the sensitivity of the
model to kn. The value of kn yielding the best-�t results is then used in the simulation
of storm wave conditions, from which short waves, currents and wave setup predictions
are examined. Model errors are quanti�ed by computing for each variable, the BIAS, the
RMSE and the NRMSE (Eqs. 5.1,5.2 and 5.3) .

6.4.1 Wave predictions

6.4.1.1 Fair weather conditions

During the one-day �eld campaign conducted in fair weather conditions, o�shore signi�cant
wave height Hm0 varied between 1.1 and 1.5m at Oléron buoy (see Fig. 6.1-a for its
location), which is well predicted by the model with a RMSE of 0.09m, yielding a NRMSE
of 7 % (not shown). Figure 6.4 compares at the second high tide the cross-shore evolution
of Hm0 measured, and modelled with di�erent bottom friction formulations. At this tidal
stage (water depth of 4.50m at the o�shore sensor), the surf zone is relatively narrow
and starts approximately at x ∼ 225m, implying that wave dissipation at the three most
o�shore sensors principally occurs through bottom friction. The data at these cross-shore
locations are hence suitable to calibrate the Nikuradse roughness length kn in the Madsen's
formulation.
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second high tide along the intertidal transect instrumented during fair weather conditions. The
black crosses correspond to where statistical errors are computed (RMSE, BIAS).
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A sensitivity analysis to this parameter revealed that the value of kn = 0.13m taken
on the platform (and 0.05m outside) best reproduces the observed wave height at the
three o�shore sensors with a RMSE of 0.023m. Keeping the default value kn = 0.05m
uniform over the whole computational domain (model 2 in Fig. 6.4) or using the JONSWAP
bottom friction formulation with Cf = 0.038 m2.s−3 (model 3 in Fig. 6.4) leads to an
underestimation of wave frictional dissipation with RMSE of 0.11 and 0.26m respectively.
Based on these results, the Madsen's formulation with kn set to 0.13m on the platform
was used in the hindcast of the second �eld campaign conducted in storm wave conditions.

6.4.1.2 Storm wave conditions

As in fair weather conditions, simulated o�shore wave parameters are compared against
measurements recorded at Oléron buoy (Fig. 6.1-a). The comparison reveals a very good
agreement between observed and modelled signi�cant wave height Hm0 with a RMSE of
0.26m which corresponds to a 6 % NRMSE. The mean wave period Tm02 was of the order of
8-10 s and the peak period Tp varied between 13 and 17 s during the �eld campaign, which is
well reproduced by the model with RMSE of ∼ 0.40 and 0.50 s respectively, corresponding
to NRMSE less than 5 %. The peak direction Pdir is also well predicted by the model with
a RMSE of 6◦. It is worth noting that Hm0 reached almost 6m during the �eld campaign,
a value reached 5 times since January 2020, therefore corresponding to energetic but not
exceptional winter conditions (Fig. 6.5).
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Figure 6.5 � Assessment of the model at the o�shore Oléron buoy with comparisons of the modelled
(blue line) against observed signi�cant wave height Hm0, peak direction Pdir (black dots), mean wave
period Tm0,2 (red dots) and peak period Tp (green dots).

In the nearshore region, the water levels at PT 1 and PT 2 are well reproduced by the
model with RMSE of 0.08 -0.09m (Fig. 6.6). At both sensors, Hm0 is tidally-modulated
withHm0 decreasing as the water depth decreases, suggesting that wave breaking is already
signi�cant at these depths. Maximum Hm0 values were measured at PT 1 in the morning
of 10/02 at high tide, with a value of 3.60m for a corresponding mean wave period Tm02

of ∼ 7.5 s. At PT 1, Hm0 is predicted relatively accurately with RMSE of 0.30m, yielding
a 13 % NRMSE although Hm0 is slightly over-estimated during the whole period with a
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positive bias of 0.26m. At PT 2, Hm0 is well predicted by the model with a NRMSE of
9.6 %. Mean wave periods Tm02 are slightly over-estimated at PT 1 with a positive bias
of ∼ 0.40 s, while at PT 2, it is accurately reproduced by the model with a NRMSE of 3.6
%. Similar to the signi�cant wave height, Tm02 also exhibits a tidal modulation at both
sensors, which is slightly more pronounced at PT 2, with Tm02 being smaller at low tides by
up to 2 s. When the triad interactions source term is turned o� in the simulation, the wave
period exhibits an inverse and weaker tidal modulation, revealing that the observed tidal
modulation is due to triad interactions in shallow waters. At a given sensor, more energy
is transferred from the primary peak to super harmonics as the water depth decreases,
explaining the lower wave period.
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Figure 6.6 � Assessment of the model at the subtidal sensors (PT 1 and PT 2) with comparisons
of the modelled (blue line) against observed water depth, Hm0 and Tm0,2 (black dots).

As a general trend, wave heights in the intertidal zone (Fig. 6.7-b to Fig. 6.7-g) are highest
at the most seaward sensor (PT 4) and decrease across the platform towards the shoreline.
At the �rst sensor in the intertidal zone (PT 4, Fig. 6.7-b), the wave height is depth-limited
over the �rst 6 tidal cycles. Over the last one, the same behaviour can be observed from low
to mid tidal stages while from mid to high tidal stages, the wave height does not increase
when the water depth increases (water depth at PT 1, Fig. 6.7-a), suggesting that this
sensor was located outside the surf zone. At the landward sensors (from PT 5 to PT 10 ;
Fig. 6.7-c to Fig. 6.7-g), short waves are depth-limited during the whole period, so that
they were always located in the surf zone. The comparison with the model shows that
wave heights at all stations are well predicted by the model with NRMSE ranging from 8
to 14 %. In more details, Hm0 is slightly underestimated by 0.15 to 0.20m at PT 9 and
10 at high tides over the last two days of the experiment, which is possibly due to wave
re�ection on the 1:10 sloping beach, a process not represented in the model. Note that
using a default parameterization for depth-induced breaking (B = 1), wave predictions
considerably deteriorate at PT 2 (negative bias of 0.60m and NRMSE of 30 %) and in the
intertidal zone with a negative bias of 0.40m resulting in a NRMSE of 43 % in average. On
the contrary, using a default parameterization for bottom friction (JONSWAP formulation
with Cf = 0.038 m2.s−3) results in positive bias of 0.70m and 0.17m and NRMSE of 30 %
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and 20 % in average, at the sensors of the subtidal and intertidal zones respectively. The
importance of accurately representing short-wave dissipation on wave setup is discussed in
sections 6.4.3 and 6.5.1.
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(g) PT 10 BIAS = -0.06 m  RMSE = 0.098 m  NRMSE = 14 %

Figure 6.7 � Modelled (blue line) against observed water depth at the subtidal sensor PT 1 (panel
a) and assessment of the model at the intertidal sensors (from PT 4 to PT 10) with comparisons
of the modelled (red line) against observed Hm0 (black dots) (panels b to g).

6.4.2 Cross-shore and long-shore current predictions

The ability of the model to reproduce mean currents is assessed through a comparison
with currents measured at the ADV (corresponding to PT 7 location), located at a height
of 0.25 m above the seabed. The use of the ADCP in the surf zone provided incoherent
patterns, possibly owing to the presence of air bubbles in the wave column a�ecting or even
blocking the acoustic signal, which did not allow to analyse mean currents at this location.
At the ADV, measured velocities and modelled quasi-Eulerian velocities at 0.25m above
the bed (vertical position of the ADV) were time-averaged over bursts of 20 min. The
measured cross-shore velocity is always seaward-oriented, which suggests the presence of
an undertow, reaching up to -0.20m.s−1 (Fig. 6.8-b). Also, a slight asymmetry can be
observed between �ood and ebb in the measured cross-shore velocity, which suggests the
in�uence of tidal currents (Fig. 6.8-a and b). The negative values of the longshore velocity,
up to -0.12m.s−1 indicate the presence of a weak longshore drift to the South-East of Oléron
Island (Fig. 6.8-c). As in previous studies (Longuet-Higgins, 1970a,b; Thornton and Guza,
1986), the reproduction of longshore currents is very sensitive to zbot0 . Best agreements
in longshore currents between the model and the measurements were obtained with zbot0
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= 0.02m (RMSE of 0.030m.s−1), while halving this value yields an error twice as large.
Predictions of the cross-shore velocity depart more from the measurements, mostly owing
to a negative bias of 0.06m.s−1 with local underestimations up to 0.10m.s−1 (Fig. 6.8-b),
yielding a RMSE of 0.064m.s−1.
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Figure 6.8 � Water depth at PT 6 (a). Measured cross-shore (b) and longshore (c) currents
(black dots) against modelled quasi-Eulerian velocities (blue line) at the vertical position of the
ADV (0.25m above the bed, PT 7 location).

6.4.3 Storm surge and wave setup predictions

Figure 6.9 presents modelled against observed surges at the di�erent intertidal stations.
Similar to the surge computed from the measurements, the modelled surge was calculated
as the di�erence between mean free surface elevations at each PT in the intertidal zone
and the most seaward sensor (PT 1). The modelled and observed surges comprise the wave
setup and a part of the wind-induced surge that developed from PT 1 to the shoreline.
According to the model results, the atmospheric surge ranged from 0.00 to 0.03m most of
the time during the �eld campaign but could reach up to 0.06m at low tide during episodic
strong wind events of up to 15m.s−1 recorded at the meteorological station of Chassiron
(see Fig. 6.1-a for its location). Besides this e�ect, the surge was mainly due to the wave
setup, representing at least 80 % of the surge. The measured surge reached up to 0.30m
at low tide during energetic wave conditions in the evening of the 9th of February. The
comparison between the surge measured and simulated with the baseline model shows a
relatively good agreement with RMSE of the order of 0.02-0.03m for all the PTs. In more
details, the model displays local underestimations of up to 0.08m at certain low tides. In
comparison, the model using a default parameterization for depth-induced breaking (B =
1) results in an underestimation of the wave setup at the water line, with negative bias up
to 0.04m at PT 10 and RMSE increased by 50 to 90 % compared to our baseline model. In
opposite, using the default JONSWAP bottom friction formulation (Cf = 0.038 m2.s−3)
leads to a wave setup overestimated at all sensors in the intertidal zone with a positive
bias of 0.065-0.085m and RMSE 2 to 4 times larger compared to our baseline model (Fig.
6.9).
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Figure 6.9 � Observed (black dots) against modelled storm surges with the baseline model (blue
line), with the default JONSWAP formulation (red dashed line) and with B = 1 in the depth-
induced breaking formulation (orange dashed dotted line), at the intertidal PTs.

6.5 Discussion

6.5.1 Model sensitivity to parameterizations

The accurate modelling of short-wave energy dissipation and the associated wave setup
over the studied shore platform largely relies on the correct representation of the depth-
induced breaking and bottom friction processes. Recently, Pezerat et al. (2021) reported
that common parameterizations for depth-induced breaking in spectral wave models yield
signi�cant over-dissipation of storm waves propagating over gently-sloping shorefaces, po-
tentially leading to an underestimation of the wave setup at the shoreline. In line with
their �ndings, our results showed that the approach proposed by these authors (Eq. 3.19)
strongly improves wave height and wave setup predictions (Fig. 6.9). Regarding frictional
wave dissipation, the evolution of the wave height on the shore platform is only correctly re-
presented with a parameterization that accounts for its roughness, which here corresponds
to the Madsen's formulation with kn = 0.13m. This value is close to the platform rough-
ness length of 0.15m obtained from our centimetre-scale bathymetric survey (see section
6.2.2), which is in the range of the values measured by Poate et al. (2018) on contrasting
shore platforms (0.07 to 0.17m). This value is also comparable to the values of 0.10m used

113



Chapitre 6. Wave dissipation and mean circulation on a shore platform

by Delpey et al. (2014) and 0.12m used by Roland and Ardhuin (2014) to represent ro-
cky bottoms in their modelling systems. In these studies, together with the one of Guillou
(2014), representing shallow rough areas in spectral wave models was also found to improve
nearshore waves predictions. In addition, the present results showed that an inadequate
modelling of the dissipation by bottom friction impacts wave setup predictions (Fig. 6.9).
Once well represented, the strong frictional e�ects occurring on the platform seaward o�
the surf zone dissipate more wave energy before wave breaking, which modi�es wave ac-
celerations and results in a decreased wave setup, a process that was already reported by
Buckley et al. (2016) on a fringing reef. In spite of the limitations suggested above, the
JONSWAP bottom friction formulation with the constant value Cf = 0.038 m2.s−3 is still
commonly used in spectral wave models implemented at regional scales, possibly because
sediment distribution in many coastal zones is not available (Siadatmousavi et al., 2011).

Wave dissipation by friction at the bottom also a�ects the nearshore circulation through
the generation of a near-bottom streaming along the wave propagation direction (Longuet-
Higgins, 1953).Wang et al. (2020) suggested that a high bottom roughness, which enhances
the dissipation by wave bottom friction, can result in a stronger bottom streaming that
can weaken the undertow close to the surf zone. A similar behaviour was observed in our
study, in which both the undertow and the wave setup were found to be sensitive to the
vertical distribution of the bottom streaming (Eq. 3.47), and particularly to the decay
length kwd. While kwd with awd taken to 1 corresponds to the theoretical thickness of the
turbulent wave bottom boundary layer, the laboratory experiments of Klopman (1994)
suggest that awd can signi�cantly increase under random waves. A value of 5 for awd was
here retained, which is close to the value of 3 used by Reniers et al. (2004). Taking such
a small value of awd may excessively reduce the undertow in the surf zone, which could
partly explain the underestimated cross-shore current velocities at the ADV (Fig. 6.8).
This hypothesis was veri�ed by running the model with a uniform vertical distribution
of the bottom streaming acceleration, which indeed increased the undertow and almost
cancelled out the remaining bias in the wave setup. The present approach to represent
the e�ects of the bottom streaming on the nearshore circulation follows Uchiyama et al.
(2010) and is based on theoretical analyses for progressive waves propagating in deep to
intermediate water depths. However, several studies reported that the bottom streaming
is reduced under asymmetric oscillatory �ows (e.g. non-linear waves) and can even become
o�shore-directed (Trowbridge and Madsen, 1984; Kranenburg et al., 2012; Xie et al., 2021).
Hence, the present modelling approach of the bottom streaming might not be adapted
in the surf zone, which is characterized by strongly asymmetric �ows. Further research is
needed to better understand the contribution of the bottom streaming to the surf zone mean
circulation, and in particular, the vertical distribution of the associated acceleration should
be veri�ed. Other potential processes might also contribute to the discrepancy between
modelled and measured cross-shore current at the ADV. The latter exhibits an asymmetric
form between �ood and ebb, suggesting the presence of tidal currents in addition to the
undertow. A detailed inspection of the intertidal zone indicates that the rock topography is
very complex, likely driving speci�c patterns of tidal-induced currents and locally forcing
rip currents of small amplitude. In addition, the ADV location is surrounded by topography
features of the same order of magnitude than the setting height of the ADV (0.25 m from
the bed ; see the photo of the ADV site, Fig. 2), locally a�ecting the circulation. However,
this topography is not well represented with the 10 m grid resolution, possibly explaining
a limited prediction of these processes.
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6.5.2 Relative importance of wave breaking to frictional dissipation on

the platform

The importance of wave breaking and wave bottom friction processes is analysed by calcu-
lating rates of wave energy dissipation Dbr/ρ and Dfr/ρ along a cross-shore pro�le at high
tide during both fair weather and storm wave conditions (Fig. 6.10). Dbr/ρ and Dfr/ρ
are then integrated along the cross-shore pro�le to analyse their relative contribution to
the total wave dissipation. In both contrasting wave energy conditions (calm/storm), the
analysis reveals that wave energy dissipation is dominated by bottom friction outside the
surf zone. In more details, during fair weather conditions, bottom friction occurring on the
subtidal part of the platform and on a major part of the intertidal region accounts for 40
% of the total wave energy dissipation, before wave breaking becomes the leading process
of dissipation in the surf zone located very close the shoreline (from x = 1500m, Fig. 6.10-
e). In storm wave conditions, wave breaking occurs locally in the subtidal zone but with
dissipation rates weaker than bottom friction, the latter in this region representing ∼ 25
% of the total wave energy dissipation (from x = 0 to x = 1100m, Fig. 6.10-f and 6.10-h).
Closer to shore and in the intertidal zone, wave breaking mostly dominates the dissipation,
particularly when the bottom slope increases from x = 1100 to 1400m with a maximum
dissipation rate 8 times larger compared to bottom friction (Fig. 6.10-f). This zone is very
e�ective in dissipating wave energy through wave breaking, acting similarly to the sharp
seaward edge that characterized near-horizontal platform in micro-tidal settings (Ogawa
et al., 2011). Overall, it should be noted that bottom friction across the entire platform
represents approximately 50 and 42 % of the total wave energy dissipation in fair wea-
ther and storm wave conditions respectively (Fig. 6.10-g and 6.10-h). The latter represents
signi�cant dissipation e�ects as the total wave energy dissipated under storm wave condi-
tions is large. In their analysis, Poate et al. (2018) found that bottom friction is negligible
in the surf zone of these environments, being only important outside the surf zone for very
rough, low-gradient platforms, during small wave conditions. Hence, they suggested that
for the majority of Type A platforms, bottom friction could be discarded when investiga-
ting short wave transformation on shore platforms. While the dominance of wave breaking
dissipation in the surf zone is also observed in the present study, high frictional dissipation
occurs in the subtidal part of the platform during storm wave conditions which signi�cantly
decreases wave height before wave breaking. This notable e�ect of platform roughness on
wave dissipation was not reported by Poate et al. (2018), as they instrumented intertidal
shore platforms only. In addition to bottom friction, the complex nearshore bathymetry
can enhance shallow-water processes such as refraction and di�raction (Stephenson and
Kirk , 2000b; Marshall and Stephenson, 2011; Kowalczyk , 2016), which also control wave
energy that reaches the intertidal zone of the platform.
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Figure 6.10 � Water levels (a,b), Hm0 (c,d), rates of wave energy dissipation by depth-induced
breaking and bottom friction normalized by the water density (e,f) and their contribution to total
wave energy �ux dissipation (g,h) along the transect from the subtidal to the intertidal zone, in fair
weather and storm wave conditions. The instrumented pro�les during the two �eld campaigns were
not exactly the same (200m spacing), explaining the di�erences observed in the bathymetry (black
lines in (a) and (b)).

6.5.3 E�ect of the wave-induced circulation on wave setup

Several studies showed that the wave setup near the shoreline does not only result from wave
dissipation but can also be increased by the wave-driven, depth-varying circulation in the
surf zone of sandy beaches (Apotsos et al., 2007; Guérin et al., 2018) or alongshore-uniform
fringing reefs (Buckley et al., 2016). On sandy beaches, Guérin et al. (2018) suggested that
the wave-driven circulation could have a larger contribution to the wave setup when the
bottom slope increases. A similar trend is expected to occur on shore platforms, although
the presence of a rougher bottom could result in substantial di�erences compared to the
mechanisms identi�ed by Guérin et al. (2018). To investigate this process, the wave setup
obtained with our 3D baseline model is �rst compared to the one obtained with a 2DH
simulation using the radiation-stress formalism of Longuet-Higgins and Stewart (1964),
which does not represent the depth-varying circulation induced by waves (Fig. 6.11). To
perform a consistent comparison between 3D and 2DH simulations, the bottom drag co-
e�cient is computed similarly using the formulation of Bretschneider et al. (1986) as in
Zheng et al. (2013). The comparison reveals that the wave setup predictions are improved
with the 3D simulation with a RMSE reduced by 26 % and up to 30 % for values of wave
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setup superior to the 90th percentile (Fig. 6.11). These results suggest a non-negligible
contribution of the wave-induced circulation to the wave setup.
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Figure 6.11 � Observed against modelled surges with a 3D (blue circles) and a 2DH simulation
(red squares). The dashed lines correspond to the 0.8:1 and 0.7:1 lines.

To understand the underlying mechanisms of this contribution, an analysis of the 3D cross-
shore momentum balance is conducted. The complex topography (i.e. subtidal rocky shoals
and alongshore non-uniformity of the bathymetry, see cross-shore transects of Fig. 6.10)
of our study site induces locally strong longshore advection that can contribute to the
wave setup and which are represented in both the 2DH and 3D simulations. To discard
these e�ects unrelated to 2DH/3D di�erences and also the non-stationnarity of the wave,
tide and wind forcings, we apply the 3D model to idealised cases with an alongshore
uniform bathymetry. Six simulations are performed with three di�erent constant slopes of
1:200, 1:50 and 1:20 and two di�erent bottom types, a sandy beach and a rock platform
(hereafter SB and RP respectively), such that the in�uence of both the gradient and
nature of the bottom can be analysed. The SB is characterized by a zbot0 of 0.0001m in the
hydrodynamic model and a kn of 0.05m in the Madsen's formulation in the wave model
while the RP is represented with the parameters of our real case (zbot0 = 0.02m and kn
= 0.13m). Wave dissipation by depth-induced breaking is also calculated with van der
Westhuysen (2010). The grid resolution ranges from 15m at the open boundary to 2m at
the shoreline. A JONSWAP spectrum is prescribed at the ocean boundary, characterized by
shore-normal incident waves of signi�cant wave height of 3m and peak period of 13 s. Tidal
and atmospheric forcings are turned o�. Under steady state, the wave setup is balanced
by the following depth-integrated terms in the cross-shore momentum equation :

g
∂η

∂x
=

1

h

∫ η

−d

(
−û∂û

∂x
− v̂

∂û

∂y
− ŵ

∂û

∂z
+

∂

∂z

(
ν
∂û

∂z

)
+ Fw,x

)
dz (6.1)

where η is the mean free surface elevation and Fw,x is the cross-shore component of the
wave forces (see Eq. 3.41). Following the methodology of Guérin et al. (2018), the analysis
is carried out by computing the contribution of each right-hand side (hereafter RHS) term
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of Eq. 6.1 to the wave setup along a cross-shore pro�le from a water depth of 35m to
the shoreline (Fig. 6.12). On this �gure, ηû, ηŵ, ην correspond to the contribution of
the terms associated with the wave-induced circulation, which are the horizontal (cross-
shore) advection, the vertical advection and the vertical viscosity terms respectively. ηwf

is the contribution of the wave forces term. One should note that the contribution of
the alongshore advection term (ηv̂) is nil as waves are shore-normal. In Figure 6.12, the
sum of the contribution of the RHS terms of Eq. 6.1, ηû+ŵ+ν+wf , compares well with the
wave setup obtained from the model, ηmodel, which shows that our momentum balance is
accurately closed.

For all the simulations, wave forces are the main contributors to the wave setup, with ηwf

representing between 74 % and 92 % of the total wave setup ηû+ŵ+ν+wf (Fig. 6.12). On
both bottom types, the absolute value of the wave setup due to wave forces increases with
the slope while their relative contribution decreases in favour to the terms associated with
the wave-induced circulation. Among these terms, the vertical advection term becomes
dominant for steeper SB, accounting for 15% of the wave setup for a 1:20 slope (ηŵ, Fig.
6.12-a, -c and -e). Note that Guérin et al. (2018) found a larger contribution of horizontal
advection to wave setup, but these authors employed a simpler parameterization for vertical
mixing, which results in more sheared currents and hence, a larger horizontal advection
compared to the present study. For RP, the vertical viscosity term contributes the most to
the wave setup (after wave forces), with larger importance as the slope steepens, reaching
up to 16 % on the 1:20 slope (ην , Fig. 6.12-b, -d and -f). Regarding the di�erences between
SB and RP, one can note that for a given slope, the contribution of the vertical advection
term ηŵ is more important for SB than RP, which is explained by a higher (negative)
vertical velocity in the surf zone of SB. In addition, the maximum of the undertow on RP
is reached higher in the water column than on SB. As vertical gradients of the cross-shore
velocity are negative from the bottom up to this point, the contribution of the depth-
integrated vertical advection term to the wave setup is reduced for RP. Conversely, the
vertical viscosity term appears to be more relevant on RP than on SB for a given slope.
The increased bottom roughness zbot0 modi�es the vertical pro�le of the eddy viscosity and
the vertical gradient of the cross-shore velocity in the lower part of the water column,
which yields a greater contribution of the vertical viscosity term (ην).

Overall, the wave-induced circulation increasingly contributes to the wave setup with the
slope, accounting for 20 % for 1:20 sloping SB, which is in line with the results of Guérin
et al. (2018), and up to 26 % for 1:20 sloping RP. Therefore, this analysis reveals that a
higher roughness enhances the contribution of the wave-induced circulation to the wave
setup (mainly through the vertical viscosity term). Contrarily, wave dissipation by friction
reduces the wave height before depth-induced breaking, resulting in a weaker wave setup
due to wave forces for RP than SB of 1:200 slope, with ηwf = 15.2 and 13.6 cm respectively
(Fig. 6.12-a and -b). As the slope increases, less wave energy is dissipated by friction prior
to wave breaking, yielding a comparable contribution of wave forces to wave setup for SB
and RP.
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Figure 6.12 � Contribution of each right-hand side terms of Eq. 6.1 to the wave setup (ηû, ηŵ,
ην and ηwf ), total contribution of these terms (ηû+ŵ+ν+wf ), compared to the wave setup obtained
from the model (ηmodel), on a sandy beach and on a rock platform for 1:200, 1:50 and 1:20 slopes.

In conclusion to this analysis, the roughness of the shore platform in�uences wave setup
dynamics through two opposing mechanisms : (1) wave frictional e�ects prior to breaking
reduce the wave setup and (2) the wave-induced circulation increases the wave setup, this
process being enhanced by interactions with a rough bottom. These two counteracting
e�ects of platform roughness on the wave setup corroborate the results of Buckley et al.
(2016) on fringing reefs. Process (1) appears to be dominant on gently-sloping rock plat-
forms, as shown by the smaller wave setup for RP than SB of 1:200 slope (Comparison of
ηû+ŵ+ν+wf between Fig. 6.12-a and -b). As the slope steepens, the e�ect of process (1) is re-
duced and that of process (2) increases, the latter becomes hence predominant over process
(1), which leads to a larger wave setup for RP than SB (Comparison of ηû+ŵ+ν+wf bet-
ween Fig. 6.12-e and -f). However, depending on the environment, its geometry, roughness
magnitude and distribution, the contribution and relative importance of these processes
can be di�erent, as discussed by Buckley et al. (2016) and Rijnsdorp et al. (2021) for reef
environments.
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6.6 Conclusion

This study investigated the role of bed roughness on wave dissipation, mean circulation,
and wave setup dynamics on a gently-sloping shore platform. Two �eld experiments were
conducted under fair weather and storm wave conditions. Data analysis was complemented
with numerical simulations conducted with the fully-coupled modelling system SCHISM
with the vortex force formalism to represent the e�ects of short waves on the mean circu-
lation. The results showed �rst that a bottom friction formulation that accounts for the
bottom roughness of the platform is required to adequately model associated frictional
e�ects. The correct representation of wave bottom friction, together with the adaptive
depth-induced breaking formulation of Pezerat et al. (2021), led to quite accurate wave
and wave setup predictions at the coast. Further analysis conducted on the relative contri-
bution of depth-induced breaking to wave bottom friction revealed that wave breaking is
dominant in the surf zone, but frictional e�ects that occur from the subtidal zone account
for 50 % and 42 % of the total wave energy dissipation in fair weather and storm wave
conditions respectively. As an important e�ect, wave bottom friction decreases wave height
before breaking, which in turn reduces the wave setup (mechanism 1). Conversely, an ana-
lysis of the cross-shore momentum balance on idealised rock platforms and sandy beaches
revealed that the contribution of the wave-induced depth-varying circulation to the wave
setup is enhanced over rough bottoms (mechanism 2), explaining up to 26 % of the wave
setup at the shoreline of 1:20 sloping shore platforms (mechanism 2). While mechanism
1 appears dominant over mechanism 2 on gently-sloping shore platforms, a steeper slope
would induce less wave frictional dissipation before breaking and a larger contribution
of the depth-varying circulation to the wave setup, resulting in an increased wave setup
compared to a sandy beach.

This study provides new insights into waves, currents and wave setup dynamics on shore
platforms. Although wave transformation processes and the associated circulation were well
predicted overall, further research is needed to better understand the contribution of the
bottom streaming to the surf zone mean circulation and to verify the vertical distribution
of the associated acceleration. This will imply new �eld experiments on shore platforms
with high-resolution velocity measurements at several positions in the water column. In
addition, the processes a�ecting wave setup dynamics on shore platforms highlighted in
this study, in particular the contribution of the wave-induced circulation to the wave setup,
will have to be veri�ed on steeper shore platforms.
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Wave dissipation and mean

circulation on a salt marsh

7.1 Introduction

The combined e�ects of climate change and increasing anthropic pressure on the coasts
stress the urgent need for adapting current coastal protection strategies. While the cost
and environmental impact of hard engineering solutions is expected to become locally
unsustainable (Bulleri and Chapman, 2010; Hinkel et al., 2014), nature-based solutions are
progressively identi�ed as alternative or complementary solutions to address disaster risk
reduction (Morris et al., 2018). In particular, vegetation developing in coastal zones have
received a growing attention owing to their natural ability in mitigating coastal hazards
(Duarte et al., 2013; Leonardi et al., 2018). Aquatic vegetation in the coastal zone such
as salt marshes, seagrass, kelp or mangroves, can e�ciently dissipate wave energy (e.g.,
Knutson et al., 1982; Fonseca and Cahalan, 1992; Quartel et al., 2007; Dubi and Tørum,
1995; Möller et al., 1999), and reduce wind-induced storm surges (e.g., Loder et al., 2009;
Wamsley et al., 2010; Sheng et al., 2012; Temmerman et al., 2012) and mean �ow velocities
(e.g., Shi et al., 1995; Nepf , 1999). The latter process promotes sedimentation and retention
of suspended sediments, thereby limiting coastal erosion (Gacia and Duarte, 2001; Madsen
et al., 2001; Le Hir et al., 2007; Van der Wal et al., 2008) and providing adaptation to sea
level rise (French, 1993; Duarte et al., 2013). In addition to their mitigation capacities,
these ecosystems provide cobene�ts, including water quality improvements, �shery habitat
and carbon sequestration and storage (Barbier et al., 2011).

The attenuation of waves by aquatic vegetation has been investigated through several �eld
and laboratory experiments, with a particularly active research on salt marshes. In these
ecosystems, signi�cant attention has been paid to the Spartina plant community, which is
widely developed in the upper part of the intertidal zones along the Atlantic coast of the
USA and Western Europe (Jackson et al., 1985). Hydrodynamic conditions such as water
depth, wave height and period along with wave-current interactions have been demonstra-
ted to have a determinant role on the capacity of the intertidal vegetation in dissipating
wave energy. In addition, energy dissipation rate has been observed to vary with plant
characteristics such as density, sti�ness, height and spatial con�guration, which are in turn
often controlled by seasonal cycles (Möller and Spencer , 2002; Lambert , 2009; Paul and
Amos, 2011) and local hydrodynamics (Mork , 1996; Koehl , 2015). While a few of the expe-
riments conducted on wave-vegetation interactions have been conducted in the �eld (e.g.,
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Möller et al., 1999; Yang et al., 2012; Jadhav et al., 2013; Garzon et al., 2019), the majo-
rity are based on laboratory measurements with vegetation mimics (e.g., Dubi and Tørum,
1995; Løvås and Tørum, 2001; Augustin et al., 2009; Anderson and Smith, 2014; Wu and
Cox , 2015). Yet, one can question up to which extent the conclusions based on these lab
experiments are valid in realistic physical conditions. A �rst limitation resides in the use
of vegetation mimics, which cannot realistically reproduce the plant morphology and its
mechanical behaviour (Lara et al., 2016; Maza et al., 2015). In addition, many studies have
been performed in either current conditions (e.g., Bouma et al., 2013) or waves (e.g.,Möller
et al., 2014), while aquatic vegetation such as salt marshes are exposed to their concomi-
tant actions. In an attempt to address these shortcomings, some laboratory studies used
real vegetation such as Möller et al. (2014) or Maza et al. (2015). The latter authors grew
Spartina anglica and Puccinellia maritima and examined wave-current-vegetation inter-
actions in an large scale experimental basin. Among their �ndings, the authors reported
that higher vegetation sti�ness, density and biomass increase dissipation rates. While such
hybrid approaches (i.e. true vegetation in the lab) substantially contributed to advance
the understanding of vegetation-hydrodynamic interactions, they were conducted under
small waves and do not reproduce the spatial variability in plant characteristics of a real
salt marsh (Garzon et al., 2019). Nevertheless, �eld and particularly laboratory measure-
ments have been used to support the development of numerical models necessary to further
represent the dynamics between waves and vegetation.

While several studies successfully represented wave energy damping by vegetation in terms
of an equivalent bottom roughness (e.g., Bradley and Houser , 2009; Paul and Amos, 2011),
early pioneering studies have developed analytical models with a more physically-based
approach to predict wave dissipation across a submerged vegetation �eld (Dalrymple et al.,
1984; Dubi and Tørum, 1997; Kobayashi et al., 1993;Mendez et al., 1999). The widely-used
formulation of Dalrymple et al. (1984) is based on the determination of the wave energy
losses owing to the work done by the drag force on a �eld of rigid cylinders, assuming
linear wave theory and monochromatic waves propagating over a �at bottom. Mendez and
Losada (2004) extended the approach of Dalrymple et al. (1984) to account for irregular
breaking and non-breaking waves and bottom slope variations. Based on the calibration
and validation of their model on the �ume experiments of Dubi and Tørum (1997) for non-
breaking waves and by Løvås and Tørum (2001) for breaking waves, they found that the
bulk drag coe�cient C̃dv is inversely related to the local Keulegan�Carpenter number for
a speci�c type of plant (Eq. 3.29). The parameterisation of Mendez and Losada (2004) has
been implemented in phase-averaged models such as Xbeach surf-beat (van Rooijen et al.,
2016), TOMAWAC (Bacchi et al., 2014), CMS-Wave (Wu, 2014) and SWAN (Suzuki et al.,
2012), the latter including a vertical layer schematization of the vegetation. However, only
a few studies have analysed the e�ect of the vegetation on a combined wave-current �elds
through fully-coupled wave-current modelling systems (Wu, 2014; Beudin et al., 2017).
Alternatively, several phase-resolving models have been developed or extended to account
for the e�ects of the vegetation, such as the model of Li and Yan (2007) based on the RANS
equations, COULWAVE (Augustin et al., 2009), NHWAVE (Ma et al., 2013), XBeach non-
hydrostatic (van Rooijen et al., 2016) or SWASH (Suzuki et al., 2019). Phase-resolving
models allow to study in details the wave �eld and the velocity structure at the intra-
wave scale, but are more computationally expensive than phase-averaged models. Most
of the existing models, either phase-resolving or phase-averaged models, are based on the
assumption of a rigid vegetation. Yet, the plant �exibility implies a more complex wave
attenuation process, which led to the development of methods and models that accounts
for it (Abdelrhman, 2007; Mullarney and Henderson, 2010; Yin et al., 2021). Some studies
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have shown that a �exible vegetation can reduce its potential to dampen waves compared
to a more rigid canopy (Ri�e et al., 2011; Paul et al., 2016; van Veelen et al., 2020). For
instance, van Veelen et al. (2020) found that wave dissipation by �exible vegetation is up
to 70% less than by rigid vegetation.

While the direct e�ect of the vegetation on waves is now well recognized, additional complex
wave-vegetation interactions changing the dynamics of the wave setup have been more
recently identi�ed. Dean and Bender (2006) showed theoretically that the wave setup
can be reduced in case of emergent vegetation and/or non-linear waves propagating in
a vegetation �eld. This process and other mechanisms through which the vegetation can
a�ect the wave setup, are described in details by van Rooijen et al. (2016) :

1. In the coastal zone, the vegetation dissipates wave energy from relative deep water,
which tends to decrease wave heights before breaking compared to a case without
vegetation. Hence, similarly to wave bottom friction studied in the previous chapter,
this decreases the contribution of wave forces to the wave setup, which is in turn
reduced.

2. The presence of an undertow induces a net mean drag force acting on the plants,
which causes an onshore-directed reaction acting on the water column. Similarly
to the bottom stress generating by the interactions of the undertow with a rough
bottom studied in the previous chapter, the mean drag force is expected to increase
the wave setup.

3. The drag force exerted by waves on the plants causes a resulting vegetation force ac-
ting on the water column which reads (neglecting plant swaying and inertial forces)
(Morison et al., 1950; Dalrymple et al., 1984) :

FD =
1

2
ρCdvbvNv|u|u (7.1)

where Cdv is the drag coe�cient, bv is the plant diameter, Nv is the vegetation
density and u is the horizontal velocity in the vegetation region due to wave motion.
Considering linear wave theory and fully submerged vegetation, Eq. 7.1 integrated
over a wave period leads to a zero net force on the water column. However, in case of
emergent vegetation, this net force is not nil since the height of the plant interacting
with the water column varies over a wave cycle (Dean and Bender , 2006; van Rooijen
et al., 2016). This force is directed in the opposite direction of wave propagation
and hence, tends to decrease the wave setup. The propagation of non linear, skewed
waves in a vegetation �eld (even entirely submerged) leads to a similar e�ect on the
wave setup. Indeed, in case of skewed waves, the orbital velocity under the wave
crest is larger than under the wave trough, which results in an asymmetric pro�le
of the vegetation drag force over a wave cycle (Eq. 7.1). Hence, the integration of
the drag force over a wave period results in a non-zero net force that acts opposite
to the wave direction and decreases the wave setup (Dean and Bender , 2006; van
Rooijen et al., 2016).

It should be noted that the relative contribution of these processes and their e�ects on
the wave setup depend on the local environment, i.e. the topographic features such as the
bottom slope and elevation, vegetation characteristics such as height and location, and
incident conditions (water depth, wave height, bandwidth and period).

In their study, van Rooijen et al. (2016) compared numerical simulations conducted with
XBeach surf-beat (that solves the wave action on the scale of wave groups) and XBeach non-
hydrostatic (phase-resolving) with observations originating from experiments conducted in
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wave �umes. While the e�ects on non-linear wave shape and emergent vegetation are
directly accounted for in the phase-resolving model, they are accounted for with a wave
shape model in surf beat mode. The authors found that the wave setup is overpredicted
in surf beat mode when the wave shape model is not included, while the prediction is
improved once accounted for. In line with Dean and Bender (2006), this result showed that
non-linear waves propagating in a vegetation �eld and/or emergent vegetation can decrease
the mean water level through a reduction of the wave setup and can even cause a set-down.
These important �ndings have yet to be con�rmed in naturally-vegetated bottoms, where
measurements of the e�ect of the vegetation on the wave setup are currently lacking.

Overall, laboratory studies provide quanti�able insights to the underlying mechanisms of
wave energy dissipation by vegetation and more recently to wave setup dynamics, but the
applicability of their outcomes in �eld conditions should be veri�ed. In parallel, conside-
rable e�orts have been devoted to develop numerical models in order to reproduce and
understand the e�ect of the vegetation on waves and currents. However, these models are
rarely applied to �eld conditions, in particular phase-averaged models, while the latter are
used for storm surge modelling in coastal areas and operational purposes. This study inves-
tigates wave dissipation by vegetation and wave setup dynamics on a cross-shore transect
in the salt marsh of Moëze-Brouage (France) in moderate-energy wave conditions. This
salt marsh comprises several plant species including Halimione portulacoides, which e�ect
on waves has been rarely studied. Field data measurements collected in 2016 before this
PhD thesis are analysed and used to test the ability of the modelling system SCHISM
to reproduce wave transformation and wave setup dynamics in the vegetation �eld. The
study area and the �eld campaign are �rst detailed in sections 7.2 and 7.3 respectively,
followed by the description of the model implementation in section 7.4. The results are
then presented in section 7.5, and discussed in section 7.6. This last section also exposes
future perspectives considered in this research work.

7.2 Study area

The study area is the salt marsh of Brouage, located in the central part of the French
Atlantic Coast in the Bay of Marennes-Oléron (Fig. 7.1). According to Dodet et al. (2019),
the tidal regime is semi-diurnal and macrotidal in the region, with a tidal range varying
from 1.10 to 6.60m. The salt marsh develops in the supratidal zone of the mud�at of
Brouage, which is 4 km-wide for a total surface area of 42 km2, with a mean slope of ∼
1:800 and tidal currents that reach ∼ 0.3 and 0.5m.s−1 during neap and spring tides
respectively (Le Hir et al., 2000). Although the mud�at is protected from the action of
Atlantic swell by the Oléron Island (Fig. 7.1) (Bassoullet et al., 2000), northwest winds
can develop a fetch of several tens of kilometres which generates wind sea of signi�cant
wave height Hm0 reaching up to 1m (Le Hir et al., 2000). The salt marsh is composed of
several plant species organized in successive �oors, which are from the lower to the upper
part of the salt marsh : Spartina maritima, Puccinellia maritima, Halimione portulacoides
and Suaeda maritima (Fig. 7.2).
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Figure 7.1 � (a) Location of the study area in the Bay of Biscay (red square), open boundary of
the computational grid (blue line) and Oléron buoy (blue triangle). (b) Study area with location of
the studied transect on the salt marsh of Brouage (red star).
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Figure 7.2 � Photos of (a) Spartina maritima and (b) Halimione portulacoides. (c) Location of
the sensors and plant species along the cross-shore transect.

7.3 Field campaign

The �eld campaign was conducted from March 8 to 11 2016 during spring tides. On the
9th during the high tide of the afternoon, northwest winds with a sustained wind speed up
to 17m.s−1 (and wind gusts up to 24m.s−1) induced the development of a wind sea with
a maximum Hm0 of 0.65m on the study area (Fig. 7.3).
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Figure 7.3 � (a) Wind speed, (b) wind direction, (c) tides at the nearby tide gauge of Aix Island
and (d) signi�cant wave height at the ADV.

A 160m-long cross-shore transect with a mean slope of 1:125 was instrumented with an
altimeter (ALTUS), 6 pressure transducers (PT) measuring at 4Hz, a 6MHz ADV and
a 2MHz ADCP, both equipped with internal PTs measuring at 16 and 2Hz respectively.
The instruments were placed at 20m intervals (Fig. 7.2-c). The PTs were positioned in
stainless steel tubes, which were vertically buried 0.80m deep (Fig. 7.4-b), while the ADV
and ADCP were disposed on stainless steel structures screwed into the soil (Fig. 7.4-a).
Unfortunately, the �rst pressure sensor PT 1 stopped recording at 05:00 pm on March 09. A
GNSS receiver was used to survey the cross-shore transect and measure the position of each
sensor. Note that this �eld campaign was carried out in 2016, in the scope of the Master2
internship of Antoine Lechevalier supervised by Xavier Bertin. A new �eld campaign should
have been conducted on the salt marsh during this thesis, which is discussed at the end of
this chapter (section 7.6).
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Figure 7.4 � Deployment of (a) the ADCP and (b) a pressure sensor on the cross-shore transect
(credits : Antoine Lechevalier).

Bottom pressure measurements are analysed following the procedure described in section
4.2.3.5. The reconstruction method of the free surface the most adapted for this applica-
tion is the TFM. Indeed, preliminary data analysis indicates dispersive conditions, which
does not allow to apply the non-linear weakly-dispersive method of Bonneton et al. (2018).
Accounting for non-linear e�ects, which can e�ectively occur under strong wind seas (Mit-
suyasu et al., 1979), could be considered through the non-linear fully-dispersive method of
Martins et al. (2021b). However, the application of this method requires the knowledge of
the dominant wavenumber spectra of the wave �eld, which is not the case here. At this
time, the approach used by the authors to approximate the dominant wavenumber spectra
when the latter are not available is based on Boussinesq theory (Herbers et al., 2002),
whose assumptions are not respected here (see the end of section 4.2.3.6). This explains
why we retained the TFM in this application. A visual inspection of the spectra calculated
with the TFM showed that it blows up above 0.5Hz, this frequency is thus de�ned as the
cut-o�. The cut-o� frequency between infragravity and short waves is set to 0.04Hz.

An issue that we particularly faced here is the instrument noise. As it will be shown later,
energy levels on the second half part of the transect were very low. In high frequencies,
they can be hardly distinguished with the noise �oor, which was important with the NKE
sensors used for this �eld experiment (Fig. 4.7). The uncertainties on the high-frequency
part of the spectrum related to the use of the TFM and instrument noise are discussed in
the perspectives of this study.

The PTs and the ADV were split into consecutive bursts of 15min while bursts of 8min
30 are considered for the ADCP. Hydrostatic surface elevation spectra were computed by
averaging estimates from 13 Hanning-windowed segments overlapping by 50%. The TFM
is then applied to account for non-hydrostatic e�ects. Note that the currents reached a
maximum of 0.17 m.s−1 at the ADCP and were mostly longshore during the �eld cam-
paign. Accounting for them in the linear dispersion relation resulted in minor di�erence
in the wavenumber k (<6%) compared to the case where they are neglected. We thus do
not consider currents in the dispersion relation since they were not measured at all sen-
sors locations. The reconstructed sea surface elevation energy density spectra are used to
compute the signi�cant wave height Hm0 and mean wave period Tm02. From PT 3 to PT
6, waves were less than 0.01m during the whole �eld campaign. Since the resolution of the
pressure sensors used during the �eld campaign did not allow to measure such small waves,
the data from PT 3 to PT 6 are considered with low con�dence but are still retained to
show that waves were almost fully dissipated at these PTs.
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7.4 Model implementation

In this study, wave dissipation along the transect has been simulated with the wave model
WWM-II coupled to the hydrodynamic module of SCHISM. This study constitutes one of
the �rst applications of SCHISM/WWM-II that simulates the e�ect of the vegetation on
waves. In this context, the circulation model is used in a 2DH con�guration and the wave
forces are represented with the radiation stress formalism.

In WWM-II, the depth-induced breaking is computed according to the formulation of
Battjes and Janssen (1978). In this parameterization, the breaking index γ is adjusted
to 0.55, after a sensitivity analysis conducted at the ADV, which is located outside the
vegetation. The breaking coe�cient B′ is computed as a function of the local bottom
slope (Eq. 3.19) following Pezerat et al. (2021). Note that wave surface rollers are not
accounted for in this application. The bottom friction is computed here with the JONSWAP
formulation of Hasselmann et al. (1973) with a dissipation coe�cient Cf of 0.038 m2.s−3.
Preliminary sensitivity tests with the formulation of Madsen et al. (1989) indicate that
a spatially-variable Nikuradse roughness length kn is needed to account for the di�erent
bottom substrates in the model domain, and particularly the bottom nature of the mud�at.
At this time, we use the JONSWAP formulation, while keeping in mind future simulations
with Madsen's formulation.

Wave energy dissipation by vegetation is computed according to the formulation ofMendez
and Losada (2004) (Eq. 3.25), which requires the de�nition of the plant height hv, density
Nv and diameter bv. We consider in the model the two main species present over the
salt marsh, that is Spartina maritima and Halimione portulacoides. Spartina maritima is
located from x = 30m to 75m on the transect while Halimione portulacoides covers the
region from x = 75m to 160m (Fig. 7.6-b). The characteristics of these plants have been
measured in the �eld and are presented in Table 7.1. The drag coe�cient C̃dv has been
computed as a function of the Keulegan Carpenter number following Mendez and Losada
(2004) (Eq. 3.27). We applied here constant drag coe�cients by considering the mean
values obtained from this formulation, equal to 0.09 and 0.54 for Spartina maritima and
Halimione portulacoides respectively.

Spartina maritima Halimione portulacoides

Height hv (m) 0.27 ± 0.05 0.80 ± 0.20
Density Nv (plants.m−2) 990 ± 10 680 ± 10
Diameter bv (m) 0.032 ± 0.002 0.03 ± 0.01

Table 7.1 � Characteristics of the main plants along the cross-shore transect.

The hydrodynamic time step is �xed to 60 s while WWM-II is run every 600 s and uses
implicit schemes for propagation and source term integration. The unstructured grid ex-
tends over the Pertuis Charentais area, with a spatial resolution ranges from 1300m along
the open boundary to 5m in the study area (Fig. 7.1-a). The circulation model is forced at
the open boundary by the 16 main tidal constituents linearly interpolated from the global
tidal model FES 2014 (Lyard et al., 2017). Over the whole domain, the circulation model
is forced with hourly 10m wind speed and sea-level pressure �elds from CFSR (Saha et al.,
2010). The datasets are provided on a regular grid with a spatial resolution of 0.2◦ and
0.5◦ for the wind and the atmospheric pressure respectively. WWM-II is forced with CFSR
wind �elds over the whole domain and time series of directional wave spectra along its
open boundary, which were computed from a regional application of the WaveWatch III
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spectral wave model also forced with wind �elds from CFSR.

7.5 Results

7.5.1 Incident wave conditions

Data analysis shows that the incident signi�cant wave height Hm0 at the ADV reached
up to 0.65m during the high tide on March 09 afternoon, with a mean wave period Tm02

of 3-4 s. The model well reproduces the water depth, Hm0 and Tm02 with NRMSE of 10,
16 and 20% respectively (Fig. 7.5). These results also suggest that the model correctly
captures the bi-modal sea state characterized by a North-West swell with a peak period of
11 s and Hm0 of 5m recorded at the Oléron wave buoy (see Fig. 7.1-a for its location), and
a wind sea locally generated by North-West winds up to 17m.s−1. Note that these results
show the good predictions of the incident wave conditions on the salt marsh but do not
assess the ability of the model to reproduce wave dissipation by vegetation since the ADV
is not yet located in the vegetation �eld (Fig. 7.2-c).
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Figure 7.5 � Comparison between modelled and observed (a) water depth, (b) signi�cant wave
height Hm0 and (c) mean wave period Tm02 at the �rst sensor (ADV) on the studied transect. The
black dashed line corresponds to the time of the time-series presented in Figure 7.6.

7.5.2 Wave transformation along the cross-shore transect

In order to analyse the e�ect of the vegetation on wave transformation along the transect,
the model is run with (VEG), and without (NOVEG) wave dissipation by vegetation.
Figure 7.6 shows the comparison between the observed wave height along the transect and
the results from the simulations VEG and NOVEG at high tide on March 09 afternoon (the
selected time step is slightly before high tide, which corresponds to the last burst recorded
at PT 1). As it can be clearly seen, wave heights along the transect are well predicted when
wave dissipation by vegetation is accounted for in the model with a RMSE of 0.045m and
a bias lower than 0.015m. In contrast, when the vegetation source term is turned o�, the
predictions strongly deteriorate with a RMSE about 4 times higher and a bias of 0.14m.
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The contribution of wave dissipation by vegetation is examined by integrating the asso-
ciated rate of wave energy dissipation along the cross-shore pro�le for this water depth
conditions. This analysis reveals that vegetation e�ects represent 65% of the total wave
energy dissipation from the ADV to the upper salt marsh edge. Note that the depth-induced
breaking explains the remaining 35% of the dissipation, bottom friction and whitecapping
contributions being almost nil.
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Figure 7.6 � (a) Comparison between observed and modelled signi�cant wave height Hm0 obtained
from VEG (blue line) and NOVEG (red dashed line) simulations, along the studied transect during
the high tide of March 09 afternoon. (b) Bathymetry (black line) and surface elevation (blue line)
along the transect (both given relative to the topographic elevation of the �rst sensor). The water
depth is computed as the di�erence between the blue and black lines along the transect.
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Figure 7.7 � (a) Measured against modelled wave height obtained from (a) VEG and (b) NOVEG
simulations at all sensors during the entire experiment period. The dashed lines correspond to the
0.8:1 and 1.2:1 lines. The statistical errors at calculated at the ADCP and the PTs.

The comparison of measured and modelled wave height obtained from VEG and NOVEG
simulations during the whole experiment are presented in Figure 7.7. Although the results
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at all sensors are plotted, the statistical errors are only computed at the ADCP and the
PTs, since the ADV is located outside the vegetation �eld. The NOVEG simulation yields
a positive bias of 0.13m and a RMSE of 0.15m, while with the VEG simulation, the
bias is almost cancelled out and the RMSE divided by 3. However, we can note a slight
underestimation of the signi�cant wave height at the ADCP with the NOVEG simulation,
which worsens with the VEG simulation (Fig. 7.6 and Fig. 7.7).

7.5.3 Energy density spectra evolution along the cross-shore transect

We have considered so far mean quantities to evaluate the e�ect of the vegetation on
the wave �eld. Further analyses are conducted by inspecting the evolution across the salt
marsh of the observed wave spectra including in a period of 2 hours centered on the high
tide of March 09 afternoon (Fig. 7.8). At the ADV and the ADCP, the peak frequency is
located at 0.25Hz. The evolution of the energy density spectra along the transect shows
that losses of wave energy predominantly occur at the peak frequency at the ADCP, PT 1
and PT 2. For higher frequencies and at PTs located shoreward (PT 3 to 6), the PSD is too
close to the level of noise of the sensors, which prevents from any reliable analysis. By the
end of the transect, wave energy in the gravity band is almost fully dissipated while wave
energy persists in the infragravity band (f<0.04Hz). The most important gravity energy
loss occurs between PT 2 and PT 3 where energy levels decrease by 3 orders of magnitude.

Figure 7.8 � Evolution of the measured energy density including in a period of 2 h hours centered
on the high tide of March 09 afternoon. At PT 1, the spectra are truncated since the sensor stopped
measuring at that time. The black lines correspond to a change in order of magnitude.

The model performance is now evaluated through a spectral comparison between measured
and modelled energy density spectra from VEG and NOVEG simulations at a burst during
this high tide (same time as Fig. 7.6). First, it is worth noting that the underestimation of
the low-frequency part in the gravity wave spectra is related to the fact that the spectral
model does not account for the energy in the infragravity frequency band. Both simulations
VEG and NOVEG very well reproduce the incident bi-modal spectrum, characterized by
a swell and wind-sea components with peak period of 11 s and 4 s respectively (Fig. 7.9-a).
At the ADCP, both simulations underestimate the measured spectrum from 0.1 to 0.5Hz
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while the NOVEG gives slightly better results, in line with the bulk analysis (Fig. 7.9-b).
Closer to shore however, the observed energy spectra are poorly predicted with the NOVEG
simulation, with an increasing positive bias as waves propagate into the vegetation �eld
(Fig. 7.9-c to d). While the VEG simulation globally better represents the evolution of
the measured spectra, discrepancies can be noted among frequencies. At the ADCP, the
VEG simulation underestimates the energy, particularly in the high frequency part of the
spectrum between 0.4 and 0.5Hz, which is also observed at PT 1 and PT 2. In contrast, the
model overestimates the energy levels at the peak frequency (between ∼0.2 and 0.3Hz), by
a factor of 5 at PT 2 and then over 2 orders of magnitude at the following sensors. In the
model, wave dissipation by vegetation is computed according to the formulation of Mendez
and Losada (2004), in which the action density is multiplied by a constant factor across
all frequencies, this factor depending on the mean wavenumber and mean frequency. This
could explain the limited skills of the model in representing the di�erent dissipation rates
among frequencies.
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Figure 7.9 � Comparison between measured and modelled energy density spectra with VEG and
NOVEG simulations (from the ADV to PT 4) at high tide on March 09 afternoon. The vertical
orange dashed lines correspond to the cut-o� frequencies. The grey curves in panels (e) and (f)
indicate energy associated with instrument noise.

7.5.4 Water level predictions along the cross-shore transect

In this section, we examine the e�ect of the vegetation on the wave setup development
in the nearshore. Similarly to the previous analysis, results from the VEG and NOVEG
simulations are compared. However, they cannot be validated against wave setup observa-
tions. Indeed, variations in mean water levels on the transect were very small during the
experiment (<0.05m), such that they were close to the experimental uncertainty range
(pressure sensors measurements and vertical referencing of the PTs). It was thus preferred
to discard these observations. Alternatively, we use these numerical simulations (VEG and
NOVEG) to examine the di�erent e�ects that can have the vegetation on the wave setup.
At this time, we focussed on the e�ect of wave dissipation on the wave setup, since wave
assymetry and emergent vegetation e�ects being not yet accounted for in the model.

133



Chapitre 7. Wave dissipation and mean circulation on a salt marsh

In the VEG simulation, the wave setup increases more rapidly than in the NOVEG si-
mulation at x = 30m, that is the beginning of the vegetation. However, at x = 80m, the
opposite occurs, and the wave setup becomes more important in the NOVEG simulation
than in the VEG run at x = 120m, resulting in a 30% higher wave setup in the NOVEG
simulation. These di�erences are explained by the fact that waves start to be dissipated
in deeper water in the VEG simulation, which causes the radiation stress gradients to be
higher in deeper water and reduced in shallow water. As in the momentum equations, the
radiation stress gradient term is inversely proportional to the water depth, the maximum
wave setup along the shoreline is reduced. A similar e�ect has been observed on the rock
platform, where the bottom friction reduces the wave height before breaking, which tends
to reduce the wave setup.

The di�erence observed in the wave setup between the VEG and NOVEG simulations
shows a relatively marginal e�ect of the vegetation on the wave setup. However, wave
energy conditions were moderate during this �eld experiment. As the wave setup directly
scaled with the incident wave energy, it is expected that the e�ect of vegetation could be
more important in storm wave conditions.
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Figure 7.10 � (a) Topography (black line) and surface elevation (blue and red lines) along the
transect (both given relative to the topographic elevation of the �rst sensor). The water depth is
computed as the di�erence between the blue/red and black lines along the transect. (b) Observed
and modelled signi�cant wave height with VEG and NOVEG simulations. (c) Modelled wave setup
that develops from the ADV, computed as the change in mean free surface elevations between the
ADV and shoreward computational grid nodes.
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7.6 Discussion and perspectives

7.6.1 Discussion

The comparison of the simulations with and without wave dissipation by vegetation clearly
demonstrates that the wave dissipation cannot be solely attributed to depth-induced brea-
king. Indeed, vegetation damping e�ects represent 65% of the total wave energy dissipation
along the transect at the studied high tide.

From the bulk parameters analysis, the model accounting for the vegetation shows quite
good skills in predicting wave transformation along the transect. It can be noted however
that the wave height at the ADCP is always underpredicted with underestimations up to
40% (Fig. 7.6 and Fig. 7.7-a). In the present model, the vegetation on the salt marsh has
been represented by the two main plant species, with a spatially constant density for each
along the transect. Yet, the density of Spartina maritima seems to be lower at the transition
between the mud �at and the salt marsh (Fig. 7.2-c), that is few meters before the ADCP,
which might explain the model negative bias at this sensor. Another simpli�cation has been
made by considering only the two main species that inhabit the salt marsh while there are
several other plants. In a next stage of this research, it would be relevant to better account
for the di�erent plant species and their respective spatial variation.

If vegetation characteristics are available, the (bulk) drag coe�cient C̃dv is the only remai-
ning parameter that needs to be calibrated in the wave dissipation by vegetation model
of Mendez and Losada (2004). While C̃dv is set to a constant value in the original for-
mulation of Dalrymple et al. (1984), several authors developed di�erent formulations to
estimate realistic C̃dv values. In that sense, processes that are neglected in the original
formulation of Dalrymple et al. (1984) can be accounted for based on a physical approach.
For instance, C̃dv has been related to the local Keulegan-Carpenter number (K) (e.g.,Men-
dez and Losada, 2004) or Reynolds number (e.g., Augustin et al., 2009; Lara et al., 2016)
which allows to consider the variations of C̃dv with hydrodynamic conditions. In our study,
C̃dv was estimated using the K number following Mendez and Losada (2004). For now,
the mean value obtained from this relation was de�ned in the model. Nevertheless, the
use of a variable drag coe�cient based on the local K number computed in the model at
each time step should be further tested. Also, approaches that account for the �exibility
and the buoyancy of the vegetation (not represented in the rigid cylinders concept used by
Dalrymple et al. (1984)) could be considered (e.g., Luhar and Nepf , 2016).

Previous studies have reported contrasting dissipation rates of wave energy among the
spectral components (e.g., Bradley and Houser , 2009; Jadhav et al., 2013; Lowe et al.,
2007; Anderson and Smith, 2014), with a more e�cient dissipation for the high frequency
part of the spectrum. For instance, Bradley and Houser (2009) reported that wave energy
was preferentially dissipated in the range of 0.75-1Hz. Through cospectral analysis bet-
ween oscillatory and seagrass blade velocities, they suggested that these quantities were
in phase at the lower secondary frequency, while moving out of phase at the higher peak
frequency which promotes wave attenuation. In contrast, Nowacki et al. (2017) observed
a greater attenuation in lower frequencies. They suggested that this can be in part due
to other wave processes including nonlinear wave-wave interactions, frequency-dependent
frictional dissipation and wave generation by wind, which can overcome possible frequency-
dependent rates of dissipation by vegetation. In our study, the evolution of the measured
energy density spectra also suggests a frequency-dependent dissipation with a maximum
dissipation at the spectral peak. By the end of the transect, wave energy in the gravity band
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is almost fully dissipated while wave energy in the infragravity band penetrates the vegeta-
tion �eld more easily and becomes dominant. Similarly, Phan et al. (2014) showed through
numerical experiments that infragravity waves become dominant over short waves after a
certain distance of propagation into mangrove trees. In that sense, the vegetation can act
as a low-pass �lter. In regards to our modelled results, they show that the model does not
correctly reproduce the di�erent dissipation rates among frequencies, which can be likely
explained by the use of mean wavenumber and frequency in the parameterization of wave
dissipation by vegetation in the model. The frequency-dependent dissipation suggested
by the observations cannot be reproduced in the absence of frequency-dependent quanti-
ties in the parameterization. Nowacki et al. (2017) reported a similar limitation in their
spectral analysis. Further research is hence required on the way dissipation by vegetation
is represented in the spectral model, particularly on the need for a frequency-dependent
formulation.

In this study, we focus on the e�ect of the vegetation on waves and wave setup dynamics
but did not considered its concomitant action on mean and turbulent �ows. In SCHISM,
Zhang et al. (2020) developed a �ow-vegetation module to represent the 3D e�ects of the
vegetation on surrounding �ows, the vegetation term being treated implicitly to enable
numerical e�ciency and stability, even if strong shear develops around the vegetation.
Conducting 3D simulations representing wave-current-vegetation interactions could be used
to model and investigate the nonlinear interdependancy between mean �ow and waves in
a vegetation �eld (Beudin et al., 2017).

7.6.2 Future �eld campaign

The �eld campaign presented in this work was the �rst �eld campaign conducted by our
team on the salt marsh of Brouage. While rather convincing results on the role of the
vegetation on the nearshore hydrodynamics have been obtained, we identi�ed several li-
mitations to the experimental protocol used during this campaign and propose potential
improvements to further assess the e�ect of the vegetation. First, it appears that Halimione
portulacoides has a stronger capacity in dissipating wave energy than Spartina maritima,
due in part, to a higher relative vegetation height to water depth ratio. However, waves
entering Halimione portulacoides area were already strongly attenuated (<0.20m). Hence,
the capacity of Halimione portulacoides to dissipate larger waves cannot be evaluated in
the scope of this campaign, while the incident wave height has been shown to in�uence
wave damping rates (e.g.,Maza et al., 2015; Garzon et al., 2019). Storm conditions are thus
required with higher water levels on the salt marsh to observe larger waves on Halimione
portulacoides area. In addition, more pressure sensors should be deployed at the transition
between Spartina maritima and Halimione portulacoides to e�ciently identify the e�ect
of Halimione portulacoides. A pressure sensor has to be installed further o�shore on the
mud�at, since the �rst sensor in this �eld campaign (the ADV) was already located in the
surf zone during the most energetic conditions. Storm wave conditions, together with the
new disposition of the pressure sensors, would be the opportunity to measure quanti�able
waves setup/set-down on the salt marsh, and properly investigate the di�erent underlying
mechanisms.

Waves were very short and dispersive on the salt marsh, and an accurate description of this
wave �eld requires to correctly resolve the high-frequency part of the spectrum. Resolving
this part of the spectrum is limiting with the TFM, since it requires the use of a cut-
o� frequency relatively low due to the limitations of the dispersion relation in predicting
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wavenumbers in the presence of non-linearities. As mentioned in the section relative to
the �eld campaign, accounting for these non-linearities is not feasible yet without the
knowledge of the wavenumbers in this dispersive wave regime. Hence, it appears di�cult
to both account for the high-frequency energy levels associated with the wind sea and non-
linear e�ects in this nearshore application. In addition, the pressure sensors used during
this �eld campaign were of relatively low resolution and with a high level of noise (Fig. 4.7),
which limits the possibility to measure small waves in the vegetation zone. In this context,
it appears that bottom pressure sensors are not the most appropriate technique to measure
waves and spectral transformation across the vegetation �eld. The solution proposed is the
use of techniques capable of directly measuring the free surface such as acoustic sensors
located above the surface (e.g., Turner et al., 2008). Also, capacitive or resistant type wave
gauges could be considered (e.g., Flick et al., 1979). The lidar scanner could be another
option. Lidar scanners require the presence of air bubbles (as this is usually the case in
surf zones) (Blenkinsopp et al., 2010) or turbid water (Blenkinsopp et al., 2012; Martins
et al., 2017b) to return a continuous signal. Here, while the presence of air bubbles seems
to be limited on the vegetation area, the turbidity of the water is important (see Fig. 7.11),
which could allow the collection of reliable data with a lidar scanner.

Figure 7.11 � Photo of waves propagating on the salt marsh of Brouage during the �eld campaign
conducted in 2016. We can note a net decrease in the wave height when waves entering the vege-
tation �eld (credits : Antoine Lechevalier).

Based on these considerations, a secondary �eld campaign should have been conducted du-
ring this thesis. However, we faced di�culties that prevent us to carry out this campaign.
First, the study of wave transformation on this salt marsh requires to meet very speci�c
hydrodynamic and atmospheric conditions. The experiment has to be conducted during
spring tides and/or storm conditions inducing a storm surge, such that the salt marsh,
located in the supratidal part of the mud�at, should be su�ciently inundated. At the same
time, a wind sea should be generated in the Pertuis Charentais area by northwest winds
since the salt marsh is protected from Atlantic swells by the Oléron Island. Vegetated coas-
tal habitats usually develop in fetch-limited low-lying coastal environments characterized
by low wave energy conditions as in our case, but can however experience strong wave
energy during extreme events (Bernatchez et al., 2011; Didier et al., 2015). Overall, these
particular conditions required to develop a wind sea in the study area only occur 2 to 3
times during winter, which makes challenging the execution of this �eld campaign. And,
last but no least, the sanitary crisis that we faced further limited our possibilities to deploy
the instruments. Hence, this �eld campaign is scheduled for the winter 2021/2022.
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Conclusions and perspectives

Synthesis of this research

The main goal of this work was to gain a better understanding of the contributions of short
waves to storm surges, with a particular attention paid to the wave setup in contrasting
coastal environments. Previous studies reported that the breaking of short waves occurring
close to and over the ebb deltas of shallow inlets or large estuaries can induce a wave
setup that extends at the scale of the whole lagoon or estuary. Despite these �ndings, the
possible contribution of the wave setup to the water level in wave-sheltered environments
is not clearly recognized in the scienti�c community. The �rst goal of this work was to
identify and quantify the contribution of the wave setup to storm surges in two wave-
sheltered environments during storm conditions, and provide an explanation to this process
by analysing the underlying mechanisms.

At a more local scale, the phenomenon of wave setup has been well documented and
described in sandy environments but received much less attention in other common coastal
environments such as shore platforms and salt marshes with comparatively very few �eld-
based studies. However, wave setup dynamics can be substantially di�erent from that on
sandy beaches, namely due to a higher bed roughness on shore platforms or the interactions
between waves and vegetation on salt marshes. Better understand these speci�c dynamics
by combining �eld measurements and numerical modelling was the second main goal of
this PhD thesis.

Through these di�erent objectives, this comprehensive work covered a wide range of spatial
and temporal scales. The main results of this PhD thesis are recalled below.

• Spatial extension of the wave setup in estuaries and lagoons
The fully-coupled wave-current modelling system SCHISM using a vortex force formalism
has been �rst used to hindcast the sea state and storm surge associated with the storm
Klaus that made landfall in the southern part of the Bay of Biscay in January 2009. This
storm produced the most energetic waves ever recorded in this region and the largest
storm surges observed over the last 20 years in the Arcachon Lagoon and the Adour
Estuary (France). In that sense, Klaus represented a unique opportunity to investigate
the contribution of the wave setup to storm surges in wave-sheltered environments. After
the veri�cation of the model with wave and water level observations available during the
storm, the analyses of the modelled results revealed that the wave setup contributed by
up to 40% and 23% to the storm surge peak in the Adour Estuary and the Arcachon
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Lagoon respectively. Hence, accounting for wave forces in the circulation model improved
storm surge predictions by 50 to 60%. In regards to the Arcachon Lagoon, wave forces
reached values one order of magnitude larger than the bottom and surface stress terms at
the inlet, which explains their major impact on the hydrodynamics there, and particularly,
the extension of the wave setup outside the surf zone which signi�cantly raised the water
level at the scale of the whole lagoon. The wave setup is found to be tidally-modulated in
the Arcachon Lagoon and the Adour Estuary, although the magnitude of this phenomenon
is contrasted between the two study areas and other large estuaries. The tidal modulation
of the wave setup is thus site-speci�c and depends on the morphology of the inlet and
the subsequent degree of wave dissipation. Finally, a sensitivity analysis of the wave setup
calculation to the grid resolution was conducted. Along the adjacent open-ocean coasts
of the Lagoon, the wave setup prediction is strongly deteriorated when using a 1000m
grid resolution, such that the storm surge predicted with this coarse resolution is 65%
lower than the one obtained with a 35m grid resolution. In the lagoon, the wave setup and
storm surge are found to be reasonably predicted with the 1000m grid resolution, while the
tidal propagation cannot be accurately represented with such resolution. This contrasting
behaviour between the open-ocean and inner lagoon is directly explained by the cross-shore
extension of the surf zone. As a rough guideline, accounting for wave setup in storm surge
models should require at least 5 grid elements across the surf zone, whose width is controlled
by the bottom slope and the wave height. This study demonstrates that the wave setup can
signi�cantly contribute to the water level in wave-sheltered environments under energetic
wave conditions. More generally, these �ndings show that accounting for wave breaking
in storm surge modelling and forecasting is essential to accurately predict storm surges,
provided that the grid resolution is adapted to the surf zone width to correctly resolve
the wave setup. We note that, depending on the resolutions needed and the extension of
the computational domain, the resolution of the wave setup can still be computationally
challenging for operational storm surge forecasting.

• Wave dissipation and mean circulation on a shore platform
In this application, the dynamics of the wave setup have been studied at a �ner scale on a
shore platform, where the bottom roughness e�ects on hydrodynamics can be much more
important than on sandy beaches. Yet, the role of bed roughness on wave dissipation and
wave setup dynamics in these environments has been little addressed. In this context, we
conducted two �eld experiments under fair weather and storm wave conditions on a gently-
sloping shore platform located on the western coast of Oléron Island. Data analysis was
complemented with 3D numerical simulations conducted with the fully-coupled modelling
system SCHISM with the vortex force formalism to represent the e�ects of short waves
on the mean circulation. The accurate representation of wave dissipation by both bottom
friction, that should account for the roughness of the platform, and depth-induced brea-
king, is found essential to reproduce the transformation of short waves across the platform
and the resulting wave setup. Wave energy dissipation by bottom friction is dominant in
the subtidal part of the platform and contributes to about 40% of the total wave energy
dissipation. The enhanced wave bottom friction on the platform decreases the wave height
for a given water depth, which, compared to a smooth bottom, decreases the contribution
of wave forces to the wave setup, which is in turn reduced. Comparison of 2DH and 3D
simulations showed a limited contribution of the wave-induced, depth-varying circulation
to the wave setup on the studied shore platform. An idealised analysis of the cross-shore
momentum balance revealed that this contribution increases as the slope steepens. In more
details, the contribution of the wave-induced circulation to the wave setup occurs mostly
through the vertical advection term on a smooth bottom while the contribution of the
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vertical mixing term becomes dominant for a rougher bottom. Overall, a high roughness
enhances the contribution of the wave-induced circulation to the wave setup. The latter
process counteracts wave frictional e�ects on the wave setup and becomes dominant as the
bottom slope increases, accounting for up to 26% of the wave setup for a 1:20 sloping shore
platform. The identi�cation of these processes provides new insights into the understan-
ding of waves, currents and wave setup dynamics on shore platforms, while raising new
perspectives of research.

• Wave dissipation and mean circulation on a salt marsh
Vegetated coastal ecosystems such as salt marshes are known to dissipate wave energy
and limit storm surges, which explains the growing interest they receive as a nature-based
solution for coastal protection. While several experiments have been conducted on wave-
vegetation interactions, a majority corresponds to laboratory conditions with vegetation
mimics, whose �ndings can be questioned in real physical conditions. In addition, several
processes through which the vegetation can a�ect wave setup dynamics have been recently
identi�ed, which have not yet been veri�ed in the �eld. In this context, analysis of �eld
data collected on the salt marsh of Brouage in 2016 under moderate-energy wave conditions
were combined with numerical simulations. The results showed that the vegetation explains
65% of wave dissipation on the salt marsh. The model accounting for the vegetation quite
well predicted bulk parameters such as the evolution of the signi�cant wave height along
the transect. However, the model was not adapted to represent the frequency-dependent
dissipation observed in the measured energy density spectra. This is likely explained by
the use of the mean frequency and mean wavenumber in the parameterization of wave
dissipation by vegetation. Unfortunately, the wave setup observations collected during this
�eld campaign were too close to the experimental uncertainty range, such that they could
not be used. However, the numerical results allowed to identify one of the e�ect of the
vegetation on the wave setup. Wave dissipation by vegetation is found to reduce wave
height before breaking, which reduces the contribution of the wave forces to the wave
setup compared to a case without a vegetation, and in turn decreases it. Other processes
such as nonlinear intrawave drag forces can further reduce the wave setup while additional
research is needed to quantify these e�ects.

Perspectives

3D wave-current modelling approach

For a long time, 2DH approaches have been used to model storm surges, including modelling
systems where waves and currents are fully coupled to account for the wave setup. The
2DH approach has been shown to well describe the main characteristics of the storm surge
and are cheaper in terms of computational time compared to 3D models. However, 3D
models allow a more realistic representation of the hydrodynamics, namely the vertical
structure of currents. Therefore an important question rises here : in which conditions a
2DH approach would lead to a limited representation of the processes driving the wave
setup and hence the storm surge, such that a 3D approach should be rather used ?

In this work, comparisons between 2DH and 3D simulations have been conducted to quan-
tify the potential di�erences between both approaches, analyse them and try to give some
responses to this complex question. In the regional study conducted in the Arcachon La-
goon and in the Bayonne Estuary, improved storm surge predictions are obtained in 3D
before and during the storm peak, which is due to a better representation of the Ekman

141



Chapitre 8. Conclusions and perspectives

transport. In the study conducted on the shore platform, the representation of the wave-
induced depth-varying circulation results in a modest but signi�cant improvement of wave
setup predictions. These modest di�erences were explained by the gently-sloping bottom
of the shore platform. Thus, further 3D idealised simulations with varying bottom slopes
and roughnesses have been conducted to better understand through which mechanisms
the wave-induced depth-varying circulation contributes to the wave setup. This analysis
allowed us to identify certain con�gurations in which the 3D model should be preferred to
compute the wave setup, although this choice also depends on the desired level of accuracy.
Our results indicate that the contribution of the wave-induced depth-varying circulation
increases as the slope steepens. As an indication, for a 1:20 slope, the wave-induced depth-
varying circulation explains already 20% of the wave setup on a sandy beach and 26%
on a shore platform, a contribution which cannot be represented with a 2DH approach.
Hence, in environments such as steep rocky shores (e.g., Dodet et al., 2018), where these
3D e�ects on the wave setup are potentially more important, a 3D modelling approach
would be more adapted.

One point should be however noted. The previous �ndings were based on idealised cases.
Hence, there is an essential need to verify these conclusions in the �eld, in particular on
steeper shore platforms, so that the wave-induced circulation would have a larger e�ect on
the wave setup. The �eld campaign presented in this work was based on measurements of
currents at a single point in the water column. To go one step further into the understanding
of the hydrodynamics on shore platforms, measurements of vertical currents pro�les should
be conducted in the future �eld campaigns. This would allow to thoroughly analyse the
e�ect of the wave-enhanced vertical mixing on the vertical shear of cross-shore currents,
but also better understand the contribution of the bottom streaming to the surf zone mean
circulation, in particular, the vertical distribution of the associated acceleration.

Vegetation e�ects on waves and wave setup : future measurements

This is well recognized that aquatic vegetation can dissipate wave energy and reduce wind-
induced storm surges by slowing their advance, but there is a need to better quantify these
e�ects in naturally vegetated coastal environments in various geomorphological con�gura-
tions and hydrodynamic conditions of waves, currents and water depths. The �eld campaign
presented in this work was the �rst one that our team conducted on a salt marsh. While
�eld data analysis complemented with numerical simulations allowed to investigate the
e�ect of the vegetation on waves and showed promising results, several limitations rela-
ted to the experimental protocol have been raised. First, stronger energetic conditions are
needed to study the capacity of Halimione portulaciodes in dissipating wave energy, which
is very little documented. More energetic wave conditions can induce larger variations of
the mean water level through wave setup/set-down, providing more reliable measurements.
While pressure sensors seem appropriate to measure mean sea level variations, they ap-
peared to be limited to measure the high-frequency part of the wave spectrum in these
environments. Indeed, the dispersive regime of the wave �eld restrained the choice of the
reconstruction method to the TFM. With this method, non-linear e�ects are not accounted
for and uncertainties remain on the high-frequency part of the wave spectrum. To address
these shortcomings, we propose the use of techniques capable of directly measuring the free
surface elevation such as acoustic sensors deployed above the sea surface, or lidar scanners.
Such a campaign should have been conducted during this PhD thesis, however, its execu-
tion requires speci�c atmospheric and hydrodynamic conditions, which were reached only
a limited number of times and our possibilities were further limited by the sanitary crisis
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that we face.

Overall, these investigations can help to assess the potential of halophytic vegetation as
a viable alternative or complementary solutions for coastal protection. For instance, the
e�ect of the vegetation on the wave setup is not yet accounted for in �ood risk assessments.
Also, research can contribute to the design of hybrid engineering projects combining hard
infrastructures with natural ecosystems (Spalding et al., 2014; Sutton-Grier et al., 2015).
Vegetated foreshores can attenuate storm wave impacts on hardened �ood defence infra-
structures, which can in turn reduce their construction and maintenance cost (Vuik et al.,
2016; Keimer et al., 2021).
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