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Synthèse 

Les traitements actuels des tumeurs cérébrales par radiothérapie incluent la double acquisition 

d’un scanner et d’une Imagerie par Résonance Magnétique (IRM). Le scanner est nécessaire à 

la délinéation de certains organes à risque (OAR) ainsi que pour la dosimétrie. En effet, ses 

intensités, les Unités Hounsfield (UH), sont directement reliées aux densités électroniques via 

la courbe de calibration implémentée dans le logiciel de planification de traitement. L’IRM, 

quant à elle, est préférée durant la segmentation des volumes cibles ainsi que des OAR de par 

son excellent contraste dans les régions contenant des tissus mous. 

Cette double acquisition impose un recalage spatial, qui a pour but de placer les deux images 

dans le même référentiel. Cependant, Ulin et al. ont prouvé qu’un recalage rigide de l’IRM sur 

le CT pouvait induire des erreurs jusqu’à 3mm. Celles-ci sont actuellement prises en compte à 

l’aide d’une augmentation des marges de sécurité, et engendrent donc une irradiation potentielle 

des tissus sains environnants. Dans ce contexte, il apparait pertinent de générer un pseudo 

scanner (pCT) directement à partir de l’IRM, afin d’éviter cette étape de recalage. Cette thèse 

avait pour but de générer des pCT à partir d’IRM à l’aide de Deep Learning (DL) pour des 

patients atteints de tumeurs cérébrales traitées par radiothérapie. 

La première étude a consisté à investiguer l’impact de paramètres clés de l’image ainsi que du 

réseau de neurones. Les données de 402 patients atteints de tumeurs cérébrales, représentant 

182 couples scanner/IRM pondérée en T1 (T1), 180 couples scanner/IRM pondérée en T1 avec 

injection de produit de contraste (T1-Gd) et 40 scanners/T1/T1-Gd, ont été rétrospectivement 

collectées. Les IRM ont été acquises à l’aide de cinq machines différentes afin d’assurer la 

robustesse du modèle développé. Le réseau de neurones utilisé par défaut était une version 

modifiée du HighResNet 3D (Li et al.), se caractérisant notamment par ses connexions 

résiduelles et ses filtres de convolution dilatés. L’impact de la taille du jeu d’entrainement a 

tout d’abord été investigué, à l’aide de jeux de données d’entrainement de taille variable, i.e. 

242, 121, 60, 30 et 15 patients. L’impact de la séquence IRM utilisée en entrée du réseau a été 

analysé en entrainant deux réseaux en parallèle basés sur des séquences T1 ou T1-Gd 

uniquement. Trois méthodes de standardisation des IRM ont fait l’objet d’analyses, à savoir 

une harmonisation basée sur des histogrammes, imposant une moyenne à zéro et une variance 

à 1 ou white stripe. L’impact du filtre N4 de correction d’inhomogénéités de champ a été 

quantifié. Enfin, le HighResNet 3D a été comparé au UNet 3D, afin d’en extraire l’architecture 



 

du réseau optimale. Les images ont été évaluées à l’aide d’une métrique basée sur les intensités, 

à savoir l’Erreur Absolue Moyenne (EAM). De plus, une étude dosimétrique a été réalisée sur 

une sous-cohorte du jeu de test, composée de 39 patients traités à l’aide d’une radiothérapie 

conformationnelle par modulation d’intensité. Le plan initial du CT a été transféré sur le pCT 

dans le but de recalculer la dose sans optimisation des paramètres, à l’aide d’un algorithme 

pencil beam. Les gamma index globaux sans seuil 1%/1mm, 2%/2mm et 3%/3mm ainsi que les 

différences sur les grandeurs D2%, D50%, D95% and D98% dérivées des Histogrammes 

Dose/Volume (HDV) pour le Planning Target Volume (PTV, Volume de Planification de 

Traitement) ont été calculés. Des performances dosimétriques équivalentes ont été prouvées 

pour tous les paramètres testés, excepté pour la taille du jeu d’entrainement. Concernant ce 

dernier, une amélioration notable de l’EAM avec l’augmentation du nombre de patients 

considéré dans le jeu d’entrainement a été observée. Une possibilité de travail futur consisterait 

à évaluer l’impact dosimétrique de chaque taille du jeu d’entrainement. 

Dans le but final d’implémenter une dosimétrie sur pCT en clinique ainsi que de prouver la 

non-infériorité d’une planification de traitement de radiothérapie basée uniquement sur IRM 

vis-à-vis de celle conventionnellement basée sur scanner, les métriques dosimétriques les plus 

pertinentes pour une évaluation dosimétrique des pCT, c’est-à-dire non biaisées par le volume 

des volumes cibles, ont été déterminées lors d’une seconde étude. Les différents gamma index 

globaux impliqués étaient les 1%/1mm avec des seuils de dose égaux à 0%, 10%, 20%, 50%, 

80%. Des critères locaux 1%/1mm avec seuils de 0% et 10% ont aussi été étudiés. Concernant 

les données, les jeux d’entrainement et de validation du réseau de l’étude 1 ont été réutilisés. 

71 patients représentant une large diversité en termes de localisation tumorale, i.e. cervelet (4 

patients), encéphale in toto (26 patients), lésion frontale (14 patients), lésion occipitale (3 

patients), lésion pariétale (12 patients), lésion temporale (12 patients), et de techniques de 

traitement, à savoir arc dynamique conformationnel (17 patients), radiothérapie 

conformationnelle 3D (27 patients) et arcthérapie volumétrique modulée (27 patients), ont été 

utilisés en jeu de test. Le réseau de neurones et ses hyperparamètres associés étaient ceux 

utilisés dans l’étude 1. Là encore, les plans de traitement initiaux ont été transférés sur les pCT, 

sans optimisation. La dose a été recalculée à l’aide des algorithmes pencil beam (17 patients) 

ou collapsed cone (54 patients). Des analyses de corrélations à l’aide du test Spearman entre les 

taux de passage du test du gamma index et les volumes des PTV ont été réalisées afin de 

sélectionner deux critères pour la suite de l’étude présentant un score de corrélation faible. Les 

corrélations entre ces deux gamma index, l’EAM ainsi que les coefficients de Dice, ont ensuite 



 

été calculées pour établir le lien entre gamma index et métriques d’évaluation basées sur les 

intensités. Enfin, trois différentes qualités de pCT ont été générées en stoppant l’entrainement 

du réseau à différentes itérations (epochs), à savoir 3, 14 et 48, afin de simuler des scenarios 

d’erreurs extrêmes et quantifier leurs impacts dosimétriques. Les gamma index 1%/1mm global 

et local avec seuils de 50% et 10% respectivement ont été définis comme métriques 

dosimétriques optimales. Ils doivent donc être préférentiellement reportés pour qualifier la 

qualité de pCT cérébraux, ainsi que les différences de métriques basées sur les HDV pour le PTV 

et les organes à risque. Concernant l’impact des trois scenarios d’erreurs de pCT, les métriques 

définies préalablement ont prouvé leur caractère discriminant en termes de qualité d’image. 

Enfin, une troisième étude, visant à évaluer la généralisabilité du modèle de génération de pCT 

préalablement développé sur des adultes à une cohorte pédiatrique traitée par protonthérapie, a 

été réalisée. Pour ce faire, 18 patients atteints de craniopharyngiomes ont été inclus. Pour 

chaque patient, un scanner et une IRM T1-Gd ont été acquis, avec un délai moyen égal à 2.0 

jours +/- 3.0 jours. Le modèle préalablement obtenu en standardisant les IRM à l’aide d’une 

moyenne à zéro et d’une variance à 1 a ensuite été utilisé pour générer les pCT. Dans un premier 

temps, les images ont été évaluées à l’aide de l’EAM. Dans un second temps, une étude 

dosimétrique impliquant un transfert de plan et un re-calcul de dose à l’aide de l’algorithme 

pencil beam a été réalisée. Les critères d’évaluation dosimétrique appliqués étaient ceux 

recommandés par l’étude 2. Des performances dosimétriques acceptables ont été atteintes pour 

la plupart des patients, suggérant une transférabilité et une robustesse du modèle développé. 

Les travaux futurs consistent à évaluer 4 méthodes d’entrainement et de validation du réseau, 

i.e. basées sur des patients pédiatriques uniquement, sur des patients adultes uniquement, sur 

des cohortes mixtes adultes/pédiatrie, ou sur un pré-entrainement du réseau sur une cohorte de 

patients adultes suivi d’un ajustement des paramètres sur une cohorte pédiatrique. Les quatre 

modèles générés sont ensuite appliqués à la même cohorte de test pédiatrique. L’originalité de 

cette approche réside dans les données du réseau utilisées pour calculer la fonction coût, qui ne 

sont pas les Unités Hounsfield, mais les cartes de pouvoirs d’arrêt, afin de s’affranchir de 

l’influence de chaque scanner sur l’image, et donc de potentiellement générer des bases de 

données plus importantes et des modèles généralisables. 

Ainsi, une caractérisation précise des paramètres influençant la qualité de pCT générés par DL 

a été réalisée dans cette thèse, ainsi qu’une compréhension complète des métriques utilisées 



 

pour les évaluer en dosimétrie. Cette dernière pourra jouer un rôle clé dans la quantification des 

critères d’évaluation, lors de la mise en place d’essais cliniques, tels que GliopCT. 
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Introduction 

Cancer is one of the leading causes of death worldwide, with 19.3 new million cases and a 

mortality of 10.0 million in 2020 (2). Main locations among the new patients are female breast 

(11.7%), lungs (11.4%), colorectum (9.8%) and prostate (7.3%). Brain and nervous system 

tumors represented 308 102 new cases in 2020, and a mortality equal to 251 329, and are the 

first cause of solid tumors for paediatric patients (3).  

Conventional treatments for brain tumors require the acquisition of a Computed Tomography 

(CT) and Magnetic Resonance Imaging (MRI) sequences. The first is used during the 

delineation step, and due to its acquisition process, has the advantage to have its units directly 

related to Electron Densities (ED). The latter presents an excellent soft tissue contrast, enabling 

a highly accurate target volume delineation. 

Yet, Ulin et al. (4) proved that the MRI to CT registration applied to place the MRI in the CT 

spatial frame, resulted in errors up to 2mm +/- 1mm. They are currently considered in the whole 

radiotherapy workflow through a margins increase, and thus induce a potential irradiation of 

healthy tissues. 

As a result, generating pseudo Computed Tomography (pCT) from MRI appears appealing 

since the synthetic image would directly be in the MRI spatial frame, avoiding a registration 

application. 

The aim of the thesis was to generate brain pCT from MRI with Deep Learning (DL), and to 

extensively quantify the associated intensity-based and dosimetric quality to assess optimal 

network and preprocessing-based parameters as well as evaluation metrics enhancing 

performances. 

Chapter 1 presents a general overview of head tumors treated with radiotherapy, including the 

whole workflow description and the urgent need for a more accurate patient care. 

Chapter 2 is an introduction to Artificial Intelligence (AI), and more specifically to DL. 

Overview of basic concepts and AI-based implementation into clinics are provided. 

Chapter 3 introduces the concept of brain pCT generated from MRI. Commonly evaluation 

metrics are reported, as well as a literature review of main approaches developed for such a 

task. 
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Chapter 4 is a study performed to quantify the impact of key parameters on the pCT quality. 

These parameters were the training set size, the MR input sequence, the strategy used for MRI 

standardization and biased correction, as well as the network architecture. The computed error 

was evaluated with an intensity-related metric and dosimetry analysis. 

Chapter 5 is an investigation of Planning Target Volume (PTV)-unbiased dosimetry metrics, as 

well as the assessment of their relationships with intensity-based metrics. In this study, 

dosimetry impacts of extreme errors scenarios are analysed via the generation of three different 

pCT qualities. 

Chapter 6 is the generalizability evaluation of the Chapter 4 pCT model to paediatric patients 

treated with protontherapy. Obtained pCT are evaluated with an intensity-based metric and 

Chapter 5 recommended dosimetry metrics. 

Chapter 7 is a global discussion about the remaining challenges of MRI-only radiotherapy 

workflow implementation into clinics. 
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1. Central nervous system tumors 

1.1. Pathology 

Central nervous system tumors refer to abnormal cells amounts which can be benign or malign. 

The latter comprises either primary tumors, i.e. deriving from brain or spinal cord cells, or 

secondary tumors (metastases). 

A classification and grading system have been introduced and were recently updated by the 

World Health Organization (WHO) to describe a tumor based on its histological and molecular 

characteristics (5). Seventeen main categories were defined, namely: diffuse astrocytic and 

oligodendroglial tumors, other astrocytic tumors, ependymal tumors, other gliomas, choroid 

plexus tumors, neuronal and mixed neuronal-glial tumors, tumors of the pineal region, 

embryonal tumors, tumors of the cranial and paraspinal nerves, meningiomas, 

mesenchymal/non-meningothelial tumors, melanocytic tumors, lymphomas, histiocytic tumors, 

germ cell tumors, tumors of the sellar region, metastatic tumors. 

Regarding primary tumors, 85% to 95% are located within the brain (6). In France, primary 

brain tumors represent approximately 5000 new cases each year. Typical brain tumor symptoms 

can involve headaches, confusion, convulsions, nausea, vomiting. Various causes were 

reported, including sex, radiotherapy dose exposure and genetics (7). The latter comprises 

diseases such as neurofibromatosis types 1 and 2, respectively linked to NF1 and NF2 genes, 

Von Hippel-Lindau syndrome associated to VHL gene or Li-Fraumeni syndrome referring to 

TP53 gene (8,9). Mutations in these genes known as tumor suppressors would fatally lead to 

the development of cancers. 

Surgery is one of the pillars to totally or partially remove a tumor. For instance, low grade 

gliomas often require only surgery. This method is a balance between removing the maximum 

of tumor and protecting vital surrounding organs to avoid neurologic disorders. It has benefitted 

from technology advances, such as cortical mapping, which is based on electrostimulation to 

recognize functional areas (10) or the endoscopic endonasal approach, consisting in the tumor 

removal through natural cavities, such as the nose. It is particularly effective for 

craniopharyngiomas (11,12), meningiomas (13,14) and chordomas (15,16) and has the 

advantage to be less invasive than the standard transcranial approach. 

Regarding chemotherapy, drugs are used to achieve three different purposes: either the 

chemotherapy is adjuvant, after a surgery for instance to ensure the tumor vanishing, or it is 

neoadjuvant, i.e. prescribed before the surgery in case the tumor is too large for resection, or it 

is palliative, to improve patients life conditions without a total tumor removal (17). Standard 
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drugs used in clinics are temozolomide, lomustine, procarbazine, vincristine and carmustine, 

and depend on the brain tumor histology. Doses are usually based on the Body Surface Area 

calculated in m2, and range from 0.4mg/m2 to 200mg/m2 per day. 

Lastly, radiotherapy using high particles energy beams to destroy tumor cells can be adopted, 

possibly in combination with the previous approaches. Prescribed doses for low and high grades 

tumors respectively range from 45Gy to 54Gy and from 54Gy to 60Gy, according to Société 

Française de Radiothérapie Oncologique guidelines of 2007 (18). It depends on the histology, 

patient age and patient general condition. 

For glioblastomas treated with concomitant chemotherapy based on Temozolomide (75mg/m2 

per day, 7 days per week, during the whole radiotherapy process), the standard treatment 

consists in delivering 60Gy to the tumor, with 2Gy/session and 5 sessions per week. Adjuvant 

chemotherapy with Temozolomide, for 5 days every 28 days, is finally administrated (19). This 

Stupp protocol is designed for people less than 70 years old, in a good condition (WHO score 

≤ 2) (20). Older people, still in good condition, may benefit from hypo-fractionated 

radiotherapy, i.e. delivering 40.5Gy in 15 fractions (20). 

Regarding grade III glioma, delivered doses for patients with bad prognosis characteristics, 

such as wild type isocitrate dehydrogenase status (21), are similar to the doses delivered for 

glioblastomas (22). Good conditions patients and older than 70 years old may benefit from a 

dose decrease to 40.5Gy, delivered in 15 fractions. 

Concerning grade II gliomas, a total dose varying from 45Gy to 50.4Gy should be delivered in 

fractions of 1.8Gy (20). 

Medulloblastomas are usually treated with doses comprised between 30Gy to 36Gy (with a 

maximum of 54Gy in the posterior fossa), delivered in 15 to 18 fractions. Worse prognosis 

patients may also benefit from chemotherapy (etoposide and carboplatin) before and after 

radiotherapy (23). 

Lastly, primary CSN lymphomas are treated with 23Gy to 40Gy, delivered in fractions of 1.8 

to 2Gy, 5 fractions per week (24). 

Life expectancy depends on various parameters, such as histology, age, tumor location, surgery, 

genes mutations, etc. In UK, 20% and 5% patients with grade III and IV patients survive 5 years 

or more (25). In US, five-year survival rates for grade III gliomas are respectively equal to 29% 

and 15% for patients ages comprised between [45; 54] and [55; 64] (26). Regarding 

glioblastomas, rates decrease to 9% and 6%, according to the American Cancer Society (26). 
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1.2. Radiotherapy workflow 

1.2.1. Images acquisition 

1.2.1.1. CT 

1.2.1.1.1. History 

Scanners were first developed in 1972, by Godfrey Newbold Hounsfield, based on 

mathematical theory introduced by Allan McLeod Cormack. So far, four different CT 

generations have been developed. 

In 1970, an X-ray tube producing a pencil beam was placed in front of a single detector. Due to 

the narrow beam, the source had to translate through the whole slice before applying 1° rotation. 

The whole process was repeated, leading to long acquisition times (~5 minutes per rotation). 

Second generation of CT was composed of a source producing a fan beam with an angle 

comprised between 5° and 10° and arrays containing about 30 detectors. The beam coverage 

was still limited, leading to a translation/rotation approach, as described for the first CT 

generation. Acquisition times were significantly reduced to 20 seconds to 2 minutes per slice. 

Note that due to these long times to acquire one image, first and second generations CT were 

only used for the head. 

In 1976, third CT generation was developed, based on a rotate-rotate process. Indeed, a wide 

fan beam, whose angle ranged from 30° to 50°, was used to completely cover the patient. 

Hundreds curved detectors were placed in front of the source, and rotated similarly to it. Time 

to acquire a slice was equal to 1 second. 

The fourth CT generation was a rotate-stationary process. The detectors formed a closed ring 

around the patients, and were more numerous than the third generation CT (between 600 and 

4800 elements). Regarding the source, which was still a fan beam, two designs were described: 

either rotating within or outside the detectors ring. In the latter case, detectors positions were 

adapted, to avoid irradiating electronics behind the detectors (27). Acquisition times were still 

equal to 1 second. 

Figure 1 presents the four CT generations, and was reported by Luke et al. (28). 
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Figure 1: 1rst, 2nd, 3rd and 4th CT generations respectively presented in A, B, C and D. Reprinted 

from “Comparison of Spiral Computed Tomography and Cone-Beam Computed Tomography”, 

Luke AM, Shetty KP, Satish SV, Kilaru K, 2013, J Indian Acad Oral Med Radiol., 25(3). CC 

BY-NC-SA (2013). 

As properly stated by McCollough et al. (29), attenuation coefficients depend on various 

parameters, such as material properties, beam energy, etc, resulting in the potential assignment 

of equal coefficients for different materials. Dual energy CTs have been recently introduced to 

overcome this issue and rely on two acquisitions with different tube voltages, such as 80kVp 

and 140kVp. For instance, iodine, representing the contrast product used in CT, has a K edge 

of energy of 33.2keV. A tension of 80kVp enables to obtain photons with energies close to 

33.2keV, leading to an increased attenuation (30) and a better visualization than with a single 

energy CT device. 

 

1.2.1.1.2. X-Ray beam production 

To produce the X-ray beam, a tungsten filament is heated to 2400K, and electrons are emitted 

via thermionic effect at the cathode. They are accelerated to the anode, often constituted of 

Tungsten, with a tube voltage, often ranging from 90kV to 140kV. They enter the tungsten 

target to a depth of approximately 0.5mm resulting into two types of interactions with atoms. 
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First, the accelerated electrons interact with the target nucleus electric field via the Coulomb 

force, leading to an energy loss as a X-ray, an incident particle deceleration and deviation 

(Bremsstrahlung). The emitted X-ray energy ranges from 0 to the incident electron energy, 

resulting in a continuous spectrum. The associated cross section is proportional to Z2/m2, with 

Z and m the target atomic number and the incident particle mass. 

Second, electrons interact with the anode inner shell atoms electrons. For inelastic collisions, 

an energy transfer E occurs, with a cross section proportional to 1/E2. If E is inferior to 10eV, 

it results in excitations and heat transfers. Atoms ionizations occur for energies comprised 

between 10eV and 100eV. Energies above 100eV correspond to delta electrons, i.e. remote 

electrons trajectories for incoming particle. Processes such as ionizations lead to electron 

knocks out, whole filling with superficial shells electrons associated to energy release. The 

emitted X-ray energy is the difference between the two binding energies of the two enrolled 

shells. This phenomenon is named fluorescence. 

Krestel et al. (31) defined the X-ray production efficiency  as: 

𝜂 = 𝑎𝑈𝑍 Equation 1 

With U, Z, a, respectively representing the tube kilovoltage, the target atomic number and a 

constant equal to 1.1x10-9V-1. Michael et al. (32) reported a relevant example of a tube 

kilovoltage of 100kV associated with a Tungsten target leading to an efficiency lower than 

0.1%, the rest of the energy being transformed into heat. 

 

1.2.1.1.3. Detection 

Three main generations of detectors have been developed so far. 

Gas detectors are composed of an ensemble of chambers containing gas under pressure. The 

incident photon, which has a probability of 60% to 87% to be absorbed by the detector, interacts 

with the gas via Photoelectric effect, resulting in a gas ionization. The electric field applied 

between the chambers leads to a collection of charges and the creation of a current (27,33). 

Note that the gas usually used is xenon, due to its stability when pressurized. 

The second detectors category corresponds to solid-state, i.e. the combination of a scintillator 

and a photodiode. The former, usually CsI, BGO or VdWO4, converts the X-ray into visible 

light. This process can be split into three main stages. First, the incident beam creates 



 

10 
 

hole/electron couples in the valence and conduction bands respectively, interacting with the 

crystal via Photoelectric, or Compton interactions. Second, the hole/electron pairs travel in the 

crystal to reach specific sites to scintillate. Finally, the electron gets trapped and emits visible 

radiation light. It is then transformed into electric signals by the photodiode via Photoelectric 

effect. A final analog-to-digital converter has the role transform the electric signals into digits 

to enable computers interpretation. 

More recently, full electronic detectors have been introduced, such as Stellar Detector (Siemens 

Healthineers, Erlangen, Germany) (34). Contrary to solid-state detectors, the photodiode and 

analog-to-digital converter are combined into one component, highly limiting the signal path. 

Noise is also drastically decreased, enabling images acquisition at lower mAs to obtain a similar 

noise level. For instance, an initial 300mAs-based image noise is achievable with a tube current 

of 250mAs, resulting in a reduction of 20%. 

 

1.2.1.1.4. Image reconstruction and visualization 

The Radon transform of a function f represents all the projections for angles ranging from 0 to 

, as described by: 

𝑝(𝑢, 𝜃) =  ∫ 𝑓(𝑥, 𝑦)𝑑𝑣

+∞

−∞

 Equation 2 

With p the projection and f the signal representing attenuation. 

The goal in reconstruction is to assess f from the multiple p projections. 

Two main approaches have been described in the literature for image reconstruction, i.e. 

transforming a set of projections, corresponding to different angles, to an attenuation map. 

First, analytic solutions, relying on continuous approach of the problem, have been introduced. 

The most popular is the Filtered Back Projection (FBP), corresponding to (35): 

𝑓(𝑥, 𝑦) =  ∫ 𝑝̂𝜃(𝑡)𝑑𝜃

𝜋

0

 Equation 3 

With 𝑓(𝑥, 𝑦) the signal linked to the attenuation,  the acquisition angle, 𝑝̂𝜃 the filtered 

projection 𝑝𝜃 corresponding to an angle . 
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First, it consists in calculating the Fourier transform of the input sinogram. The signal is then 

filtered to obtain the exact Radon transform, before calculating the Fourier inverse and back 

propagating the signal, to achieve the attenuation associated to each voxel. As a result, it appears 

it is a simple approach, easily and quickly implemented. However, several limitations have been 

highlighted, such as the noise quantity which is directly proportional to the delivered dose. 

Thus, low dose CT, presenting a higher patient safety, result in non-satisfying quality images 

(36). 

Second type of algorithms are iterative, and correspond to a discrete problem formulation as: 

𝑝 = 𝑅 × 𝑓 Equation 4 

With p the projection, R the Radon transform and f the signal from spatial frame representing 

attenuation. 

They consist in iteratively projecting the ith-image to be reconstructed. The error with the 

ground truth projection is then calculated, before forwarding it to the spatial frame. This error 

is finally applied on the image, to obtain the i+1th image. These algorithms have the advantage 

to strongly reduce noise and artefacts, compared to FBP. However, their computational time is 

high, and this approach presents an over smoothing risk, potentially leading to the removal of 

fine objects, as highlighted by Stiller (37). 

The beam attenuation deriving from the two previous reconstruction approaches is finally 

converted into Hounsfield Units (HU) via the formula: 

𝑁𝐻𝑈  =  
𝜇 −  𝜇𝑒𝑎𝑢

𝜇𝑒𝑎𝑢
 ×  1000 Equation 5 

With NHU the HU number of a given voxel,  the voxel measured attenuation, eau the water 

attenuation. 

HU for several tissues are provided in Table 1. 

Table 1: Tissues and corresponding HU. 

Tissue HU 

Air -1000 

Lung -600 to -400 

Fat -100 to -50 

Water 0 
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Muscle 10 to 40 

White matter 20 to 30 

Grey matter 37 to 45 

Bone 700 (spongy) to 3000 (dense) 

 

For an adapted visualization to the investigated tissues, CT are observed via a window width 

and a window level, respectively corresponding to the HU range and the HU window centre. 

The HU lower than the minimum and higher than the maximum window are respectively 

displayed in black and white. Two main windows are commonly used for head tumors. First, 

bone window displays bone related injuries such as calcification. Regarding brain window, 

differences in soft tissues, such as blood and brain, are clearly visible as well as bone fractures 

(38). Usual bone and brain couples of width and level windows are respectively equal to (1800, 

400) and (80, 40). Figure 2 presents a head CT in the two previously described contrasts. 

Figure 2: Head CT in bone (A) and brain (B) windowings. 

 

1.2.1.1.5. Image quality 

1.2.1.1.5.1. Spatial resolution 

Resolution refers to the smallest distance required by the imaging system to distinguish two 

adjacent points. It can be quantified by Full Width Half Maximum of the Point Spread Function 

(PSF), representing how blurry a perfect object point becomes when passing through the 

imaging system. It is defined as (39): 

𝑃𝑆𝐹(𝑥, 𝑦) =  ℱ−1 (
ℱ(𝐼(𝑥, 𝑦))

ℱ(𝑂(𝑥, 𝑦))
)  Equation 6 

With ℱ, ℱ−1, I, O the Fourier Transform, inverse Fourier Transform, the image and object 

functions respectively. 
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A second approach to quantify resolution relies on the Modulation Transfer Function (MTF), 

describing the imaging system ability to preserve small details. More formally, the MTF is the 

PSF Fourier Transform amplitude and is defined as (40): 

𝑀𝑇𝐹(𝑢, 𝑣) =  
|𝑂𝑇𝐹(𝑢, 𝑣)|

|𝑂𝑇𝐹(0,0)|
Equation 7 

With 𝑂𝑇𝐹(𝑢, 𝑣) = ℱ(𝑃𝑆𝐹(𝑥, 𝑦)) 

To measure CT spatial resolution, a phantom using a point source, such as for instance thin 

wires or spheres, is the most popular technique (41). 

Current CT devices reach performances equal to 0.5mm and comprised between 0.5mm and 

0.625mm for the in-plane and transverse resolutions (42). 

 

1.2.1.1.5.2. Noise 

Noise corresponds to random fluctuations around a mean value. It can be quantified with the 

Signal to Noise Ratio (SNR), or the Contrast to Noise Ratio (CNR). The former represents the 

ideal signal divided by the noise. For periodic signals, the latter, also known as Michelson 

contrast, can be defined as: 

𝐶𝑁𝑅 =  
𝑆1 − 𝑆2

𝑆1 + 𝑆2
Equation 8 

With S1 and S2 representing the signals from two distinct regions. 

Different noise origins exist. First, X-rays exhibit quantum properties. Photons distribution 

follows a Poisson law, resulting in heterogeneous photons beams on detectors (43). This 

phenomenon is known as quantum noise and is proportional to the inverse of the photons 

number square root. Second category is the electronic noise, deriving from detection system, 

and more specifically when converting the analog signal form the photodiode to digital signal 

(44). Third category corresponds to the noise originating from reconstruction. In several studies, 

iterative methods have been proved to create less noisy images. Kuo et al. reported a noise 

reduction of up to 53.7% for the bladder when using iterative model reconstruction than FBP 

for abdomen CT reconstruction (45). In 2013, Shuman et al. compared model-based iterative 

reconstruction and FBP for liver lesions CT, respectively leading to CNR equal 34.4 +/- 29.1 

and 6.3 +/- 6.0 (46). 

 

1.2.1.1.5.3. Artefacts 

Artefacts are a misrepresentation of the reality, potentially leading to biased diagnoses. 

Different types of artefacts exist, as precisely investigated by Barrett et al. (47). 



 

14 
 

First category is hardware-based, such as detector miscalibrations resulting in concentric dark 

or white circles and corresponding to rings artefacts (48). Solid state detectors are more 

sensitive to this artefact than gas detectors. A proper detector calibration associated with a 

maintenance software are key for ring artefacts avoidance. 

Moreover, out-of-field artefacts can occur, when the body part to examine is not in the CT Field 

Of View (FOV), leading to missed projections and streaking artefacts. Dotson et al. recently 

reported promising decrease in out of field artefact severity mean from 2.6 to 0.2 for water and 

iodine density images respectively, highlighting the potential of the iodine density images from 

dual energy CT (49). 

 

Second class concerns physics-related artefacts. One of them is beam hardening. It is associated 

with the polychromatic X-ray energy spectrum and corresponds to a higher attenuation of low 

energetic photons compared to high energetic ones. It leads to streaking and cupping artefacts. 

Regarding the former, different source/detector angular positions result in beam hardening 

differences leading to artefacts. The latter is well described by Barrett et al. (47) and can be 

simulated with a photons beam irradiating a cylinder phantom. Photons at the centre are more 

hardened than at the extremities. It results in an increase of their mean energy when passing 

through the detectors and thus an artificially smaller attenuation than in the cylinder edges. 

Physical filters are usually placed by the vendors to reduce this effect. For instance, Davis et al. 

reported that 6mm of Aluminium are enough for a 90kV standard beam to exhibit similar 

attenuation properties as a monoenergetic beam (50). 

Partial volume effect occurs when different tissues attenuations are gathered in one voxel, 

leading to an assignment of the attenuation average. A possible approach to reduce this effect 

is to acquire thinner slices, remembering noise is inversely proportional to slice thicknesses. In 

2016, Monnin et al. investigated the optimal slice thicknesses, and reported a size equal to 75% 

of the object width (51). 

 

Third type is related to the patient. Mobile tumors owing to patient motion result in blurring, 

streaking or shading artefacts. For voluntary movements, contentions should be used for 

immobilization. Involuntary motions, such as breathing, are handled during 4D CT, which 

consists in a 3D CT acquired at different periods of the respiratory cycle. To do so, various 

different approaches exist, including breathing holding or Respiratory Adaptive Computed 

Tomography (REACT) technique designed to acquire only when the patient breathing is regular 

(52). This approach has recently been introduced into clinical workflow (53). 
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Streaking artefacts, deriving from metal, happen when high-density material is scanned for a 

dental filling or prostheses for instance. Note that it can also generate physics-related artefacts 

such as beam hardening which was previously described. Operators may first optimize the 

acquisition parameters to avoid the metallic area (especially for dental filling cases). In addition, 

techniques are available for metal artefact reduction such as for instance Iterative Metal Artefact 

Reduction method (iMAR, Siemens Oncology Care Systems, Erlangen, Germany) (54) or more 

recently on convolutional neural networks (55). 

 

1.2.1.1.6. Parameters influencing image quality 

Beam energy spectra have two main contributions. First, the accelerated electrons interacting 

with the anode nucleus result in X-rays emissions via Bremsstrahlung. It is represented via a 

continuous spectrum, with energies ranging from 0 to the maximum electrons energy, i.e. the 

tube kilovoltage. 

Second contribution are characteristics X-rays emitted when an electron of anode inner shells 

atoms is ejected, resulting in a vacancy. It is then filled with a higher-level electron, resulting 

in the emission of a specific X-ray. Its energy is equal to the binding energies differences 

between the two shells involved. These specific X-rays are thus dependent on the anode 

material. 

A last influence concerns the filtration, whose goal is to remove low energy photons useless for 

image reconstruction, and results in a mean energy beam increase. Two types of filtrations exist, 

namely inherent and additional. The former is constituted by any non-removable X-ray tube 

components attenuating the beam, such as the window or the cooling oil. The latter is a non-

permanent additional beam filtration having the role to decrease the entrance skin exposure, 

commonly with several millimetres of aluminium. 

All these three parameters, namely tube kilovoltage, anode material and filtration, influence the 

final beam spectrum delivered to the patient. An example is provided in Figure 3, with a 

tungsten anode and a tube kilovoltage of 90kVp (56) 
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Figure 3: Beam energy spectra in case of no filtration (a), inherent filtration of 1mm Beryllium 

only (b) and combined with additional 2.5mm equivalent Aluminium (c). The tube anode is in 

Tungsten, and the potential difference is 90kVp. Reprinted from “Diagnostic Radiology 

Physics: A Handbook for Teachers and Students”, Dance D, Christofides S, Maidment A, 

McLean I., © IAEA, 2014. 

 

As a result, the function used to convert the HU into ED, named the calibration curve is also 

affected by these parameters. An example of such a curve is provided in Figure 4. 

Figure 4: Calibration curve available for intracranial irradiation in the software iPlan RT 4.5 

Dose (Brainlab, Munich, Germany). The associated CT device was a SOMATOM Sensation 
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Open (Siemens Healthineers, Erlangen, Germany) composed of a STRATON X-Ray tube used 

in this case with a kilovoltage of 120kVp. 

 

1.2.1.2. MRI 

1.2.1.2.1. Principles 

MRI is non-radiating technology relying on the Nuclear Magnetic Resonance (NMR). This 

section focuses on the particular case of a flip angle equal to 90°. Under this assumption, the 

NMR process is presented in Figure 5. The upper and lower parts respectively represent the 

rotating spins and the main magnetization. Due to its large quantity in human body, hydrogen 

is commonly used. However, other nuclei, including phosphorus, fluorine or sodium, can be 

imaged. 

Protons are composed of an intrinsic magnetic momentum, named spin. Initially, the protons 

spins have different directions and no magnetization exist (Figure 5.A). From the patient’s point 

of view, it corresponds to the protons state before entering the MRI magnet. 

Then, the patient is placed at the centre of a bore creating a uniform B0 magnetic field along the 

z axis. It results in an alignment of all the protons spins either up or down, corresponding to 

two different energy levels: −
1

2
𝛾ħ𝐵0 and 

1

2
𝛾ħ𝐵0, with 𝛾 the gyromagnetic ratio, ħ the reduced 

Planck constant and B0 the magnetic field. The energy gap ∆𝐸 between the two levels is equal 

to: 

∆𝐸 =  𝛾ħ𝐵0 Equation 9 

To assess the spins distribution between these two energy levels, Maxwell-Boltzmann statistics 

is used, defined as: 

𝑁𝑙𝑜𝑤

𝑁ℎ𝑖𝑔ℎ
= 𝑒

Δ𝐸
𝑘𝑇 Equation 10 

With E, k, T, Nlow, Nhigh, the energy difference between the two levels, the Boltzmann 

constant, the temperature, the numbers of protons aligning spins up and down respectively. 

For a magnetic field of 1.5T, hydrogen proton-based MRI and a temperature of 37°C, the 

previous ratio is equal to 1.00001, highlighting the low sensitivity of the NMR process. 

It results in the creation of a main magnetization M, equal to M0 and parallel to B0 (Figure 5.B). 
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In addition, the Planck-Einstein formula is defined as follows: 

∆𝐸 = ℎ𝑓 Equation 11 

Thus, the required wave frequency f to disturb the previously described equilibrium state is 

named Larmor frequency and is calculated as: 

𝑓 =  
𝛾

2𝜋
𝐵0 Equation 12 

As a result, certain protons spins go from the low energy level to the high energy level, i.e. 

spins down, resulting in the disappearance of the longitudinal magnetization Mz (Figure 5.C). 

Moreover, the spins synchronize in phase, leading to a transversal magnetization Mxy (Figure 

5.D). This magnetization generates a temporally variable magnetic field.  It leads to a potential 

difference, according to the Faraday law, across the receiving coil. 

When no radiofrequency is delivered, the spins stop the synchronization phase and return to the 

initial state. This step corresponds to the relaxation, and is described by the Bloch equation as: 

𝑑𝑀

𝑑𝑡
 =  𝛾𝑀 Λ 𝐵0 −  

𝑀𝑥𝑦

𝑇2
+  

𝑀0 −  𝑀𝑧

𝑇1
Equation 13 

 

Regarding the solution for the transversal Mxy magnetization, it is described, in the moving 

frame, as: 

𝑀𝑥𝑦(𝑡) =  𝑀0𝑒
−

𝑡
𝑇2 Equation 14 

 

Thus, the transversal magnetization first disappears (Figure 5.E) via a T2 damped sinusoidal 

function. It corresponds to the T2 relaxation, or spin-spin relaxation. 

Second part of the relaxation focuses on Mz magnetization appearance via a T1 exponential 

calculated as: 

𝑀𝑧(𝑡) =  𝑀0 (1 − 𝑒
−

𝑡
𝑇1) Equation 15 

It represents the T1 relaxation, or spin-lattice relaxation, and is accompanied by an energy 

release to the surrounding tissues (Figure 5.F). 
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Figure 5: NMR process. First, spins, represented by black arrows, randomly rotate (A). When 

applying a B0 magnetic field (blue arrow), the spins align either up or down, leading to a 

longitudinal magnetization M0 (red arrow) appearance (B). The perturbation consists in 

applying a RF wave (green array) which first changes the energy state from low to high for 

some protons, implying the reduction of the magnetization along z (C). After a spins 

synchronization, a transversal magnetization Mxy appears in the xy plane (D). The last step, 

namely relaxation, is first composed of a disappearance of the transversal magnetization Mxy 

(E) and an appearance of the longitudinal magnetization Mz combined with an energy release 

(yellow array) as shown in F. 

As a result, tissues are directly characterized by their relaxation times T1 and T2. Table 2 

presents relaxation times for various tissues, as reported in the literature review recently 

performed by Zavala Bojorquez et al. (57). 
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Table 2: T1 and T2 relaxation times of various tissues categories in ms at 3T in case of healthy 

volunteers. For each tissue and time, the minimum and maximum values investigated by Zavala 

Bojorquez et al. (57) are reported. 

Tissue T1 T2 

Fat 
[253 +/- 42; 450 +/- 

26] 
[41; 371 +/- 8] 

White matter 
[728 +/- 433; 1735 +/- 

205] 
[65 +/- 6; 75 +/- 3] 

Gray matter 
[968 +/- 85; 1815 +/- 

170] 
[83 +/- 4; 109 +/- 11] 

 

1.2.1.2.2. Image acquisition 

To acquire the whole image and enable a signal localization, three different magnetic gradients 

are required. 

In 2D, a first gradient along the z-axis has the role to select the slice to be imaged. Indeed, the 

RF pulse tips every proton whose Larmor frequency is equal to the emitted frequency wave. 

Thus, a gradient 𝐺𝑧 along z is applied simultaneously to the RF wave, to ensure a linear B0 

variation as defined by: 

𝐵0(𝑧) =  𝐵0 +  𝐺𝑧𝑧 Equation 16 

Replacing in the Larmor frequency formula results in: 

𝑓(𝑧) = 𝑓0 + 
𝛾

2𝜋
𝐺𝑧𝑧 Equation 17 

With 𝑓0 equal to 
𝛾

2𝜋
𝐵0. 

Deriving according to z leads to: 

∆𝑓

∆𝑧
 =  

𝛾

2𝜋
𝐺𝑧 Equation 18 

It appears that the slice thickness ∆𝑧 is selected through the frequency span ∆𝑓 of the incoming 

RF pulse. 
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Second, a phase encoding gradient is applied, conventionally along the y-axis. During its 

application, protons frequencies increase or decrease, depending on their locations on the y-

axis. When turned-off, protons return to their initial frequencies. However, dephasing occurs 

between two different given lines perpendicular to the gradient (along x for instance). This shift 

is proportional to the gradient strength and application duration. Thus, at the end of this step, 

protons from lines perpendicular to the gradient rotate at the same frequency, but with different 

phases. 

Third, a frequency-encoding gradient is turned-on, usually along the x-axis, creating variations 

in frequencies along this direction. This step corresponds to the signal collection. 

Steps 1, 2 and 3 are repeated, with increasing phase encoding time durations or strengths, until 

acquiring the signal for the whole selected slice. 

In 3D, the whole acquisition process slightly varies. First, the gradient along the z-axis excites 

a whole volume representing a thick slice, instead of a thin slice. Second, an extra phase 

encoding gradient, with varying strengths or application times, is applied along the z-axis. 

Concerning phase encoding along the y direction and frequency encoding along x-axis, they 

remain unchanged. Owing to the addition of a new phase encoding gradient, large acquisition 

durations are observed, being equal to the Repetition Time (TR, section 1.2.1.2.4.) times the 

number of steps of phase encoding gradient 1 times the number of steps of phase encoding 

gradient 2 (58). 

 

1.2.1.2.3. Image reconstruction 

The collected signal S corresponds to the echoes obtained from different dephasing and 

frequency gradients, represented in the 2D k-space. 

Its two axes are the spatial frequencies, kx and ky, respectively defined as: 

𝑘𝑥 =  
𝛾

2𝜋
𝐺𝑥𝑡 Equation 19 

 

𝑘𝑦 =  
𝛾

2𝜋
𝐺𝑦𝜏 Equation 20 
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With t, Gx, , Gy, the application time and strength of the signal collection gradient, the 

application time and strength of the dephasing gradient. 

The k-space needs to be totally or partially filled in, to re-create a MRI slice. The k-space filling 

is a function of the MRI sequence. A first k-space completion, corresponding to gradient echo, 

is presented in Figure 6.A. The initial state is represented as the blue dot, at the centre of the 

space. Then, a dephasing gradient is applied combined with a negative read-out gradient, 

corresponding to the orange arrow. Finally, a positive read-out gradient is turned on, to collect 

signal (green arrow). A second k-space fill, obtained with a spin echo sequence, is presented in 

Figure 6.B. Dephasing and read-out gradients are first turned on (orange arrow). A 180° RF is 

then applied leading to the opposite vector direction. A read-out gradient is finally applied, and 

signal is collected (green arrow). 

Figure 6: k-space completions with gradient echo (A, section 1.2.1.2.4.2.) and spin echo (B, 

section 1.2.1.2.4.1.) MRI sequences. 

More generally, the low k-space centre frequencies are linked to the general shape of the head. 

Remaining high frequencies correspond to finer MRI details. 

The collected signal is equal to:  

𝑆(𝑡, 𝜏) =  ∬ 𝑀(𝑥𝑘, 𝑦𝑙)𝑒−𝑖𝛾𝐺𝑥𝑡𝑥 𝑒−𝑖𝛾𝐺𝑦𝜏𝑦𝑑𝑥 𝑑𝑦 Equation 21 

With M(xk, yl) the transversal magnetization of coordinates xk and yl in the image frame. 

Thus, the transversal magnetization, directly representing the pixel-wise intensities, is obtained 

via an inverse Fourier transform of the collected signal. 
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1.2.1.2.4. Main MRI sequences 

Two main sequences have been defined so far, namely gradient echo and spin echo. For each 

type, three key parameters are defined. First, the TR is the time between two RF pulses. The 

Echo Time (TE) represents the time between the application of the RF signal and the signal 

collection peak. Lastly, the flip angle represents the angle between the main magnetic field and 

the initial magnetization, before the application of the radiofrequency wave. 

 

1.2.1.2.4.1. Spin echo 

Figure 7.a presents a common spin echo pulse sequence (59). It is first composed of a 

radiofrequency excitation associated with a flip angle commonly equal to 90°. Simultaneously, 

the slice selection gradient is turned on. A negative re-phasing gradient is then applied, to offset 

the dephasing induced by the previous gradient. To induce dephasing between spins, a phase 

encoding gradient is turned on. Note that its strength is not constant during the MRI 

examination. This phase encoding gradient is combined with a positive read-out gradient to 

induce differences in spins frequencies. A 180° radiofrequency pulse is applied at TE/2 to 

reverse the spins. Thus, the smallest frequencies spins are actually the closest to the optimal 

common phase for signal collection, and reversely. An echo is finally obtained TE/2 later, and 

the read-out gradient is simultaneously turned on to acquire the signal. 

Figure 7: Spin echo (a) and gradient echo (b) pulse sequences. RF: radiofrequency pulse. Grd: 

read-out gradient. Gpe: phase-encoding gradient. Gss: slice selection gradient. Reprinted from 

“Cardiovascular magnetic resonance artefacts”, Ferreira P, Gatehouse P, Firmin D, 2013, 

Journal of cardiovascular magnetic resonance: official journal of the Society for Cardiovascular 

Magnetic Resonance. CC BY 2.0 (2013). 
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One major advantage of spin echo sequences is the application of the refocusing 180° pulse, 

ensuring a pure T2 signal decay, without magnetic field imperfections or effects based on 

susceptibility differences considerations for instance (60). 

 

1.2.1.2.4.2. Gradient echo 

A standard gradient echo pulse sequence is presented in Figure 7.b (59). A radiofrequency pulse 

with a flip angle commonly inferior to 90° is first applied associated with a positive slice 

selection gradient. As in spin echo sequences, a re-phasing gradient is then turned on, before 

applying the phase encoding gradient, with a strength varying between each signal acquisition. 

Finally, a first read-out gradient is applied to pre-dephase the spins, resulting in spins dephasing 

speed up. A second read out gradient, equal to the first one but with an opposed polarity, is 

applied. It leads to an echo and the signal collection. 

Regarding the optimal flip angle to apply, i.e. leading to the maximum signal for a given tissue 

characterized with a T1, Ernst et al. proposed to calculate it as (61): 

∝ =  arccos (𝑒−𝑇𝑅/𝑇1) Equation 22 

Note that the Ernst angle optimizes the signal for a given tissue, but does not automatically 

provide the best contrast between two tissues. 

Markl et al. investigated the key role of the flip angle in gradient echo sequences (60). As 

illustrated in Figure 8, intermediate flip angles ranging from 40° to 50° lead to T1 MRI (section 

1.2.1.2.5.1.) with a strong signal. Larger flip angles, comprised between 60° and 80°, result in 

a high T1 contrast between tissues and a low SNR. 

Figure 8: MRI contrast as a function of the flip angle. For every case, a gradient echo sequence 

was acquired with static parameters (TR = 500ms, TE = 4ms). Adapted by permission from 

John Wiley and Sons: Wiley, Journal of Magnetic Resonance Imaging, “Gradient echo 

imaging”, Markl M, Leupold J., Copyright (2012). 
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In gradient echo sequences, the apparent transversal relaxation time T2* is shorter than the T2 

relaxation time occurring under perfect conditions, owing to the absence of refocusing pulses 

and the presence of main magnetic field inhomogeneities. According to Chavhan et al. (62), the 

latter can either be classified as macroscopic (e.g. metal implants, air/tissue interfaces) or 

microscopic (e.g. contrast product, iron accumulation). Tang et al. proposed to calculate the 

T2* as (63): 

1

𝑇2 ∗
 =  

1

𝑇2
+  𝛾 𝛥𝐵 Equation 23 

With  and B the magnetogyric ratio and the variations of the main magnetic field respectively. 

It leads to reduced spin-spin relaxations and potential signal loss. 

 

1.2.1.2.5. MRI weighting 

Three different types of weighted MRI can be acquired: T1, T2 or proton density images, but 

only T1 and T2 are detailed in this study, since they are the most common for the pCT synthesis 

task. 

 

1.2.1.2.5.1. T1 

T1 contrast aims to highlight differences between tissues T1 relaxations and relies on short TR 

and TE. Thus, tissues quickly recovering i.e. with a low T1, such as fat for instance, have a 

larger longitudinal magnetization than water before the application of the next RF pulse. It leads 

to a higher signal on the final image. In air, there is no protons, resulting in an absence of signal. 

Concerning short T2 tissues, such as for instance cortical bone, no signal can be acquired since 

the conventional MRI TE are longer than the T2, meaning that the signal has disappeared by 

the time of signal collection. Cakirer et al. investigated the brain diseases associated to 

hypersignal in T1 and classified them (64). A non-exhaustive list is presented below: 

• Blood rupture vessel: primary tumors (e.g: pituitary adenoma, anaplastic astrocytoma, 

oligodendroglioma) or secondary tumors (e.g: from melanoma) 

• Lesions composed of proteins (e.g: craniophryngioma) 

• Lesions composed of fat (e.g: intraventricular lipoma, lipomatous meningioma) 

• Calcified lesions (e.g: craniophryngioma, oligodendroglioma, choroid plexus 

papilloma, meningioma) 

• Lesions composed of melanin (e.g: melanoma metastases) 

• Other (e.g: Neurofribromatosis type I) 
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1.2.1.2.5.2. Enhanced T1 weighted MRI 

MRI can be acquired with contrast agent to locally modify the tissue magnetic properties 

resulting in an improved lesion visualization. These agents are usually either superparamagnetic 

or paramagnetic (65). 

The former is almost not used in clinics any longer, and is not detailed in this thesis. 

Regarding the latter, it refers to chelates of ions with unpaired electrons, such as Fe3+, Mn2+ or 

Gd3+, which is actually the most widely used due to its stability. It has the role to reduce T1 and 

T2 relaxation times within the tissue they accumulate. However, in clinical imaging, T1 

relaxation reductions are predominant. It results in a faster longitudinal magnetization 

relaxation. After applying the RF pulse, there is a larger amount of transverse magnetization in 

the xy plane, and thus a hypersignal, leading to a positive contrast on T1 images. The relaxation 

time decrease is defined by the formula (66): 

1

𝑇𝑖
 =  

1

𝑇𝑖
0 +  𝑟𝑖  × 𝑐 ; 𝑖 = 1 𝑜𝑟 2 Equation 24 

With Ti, Ti
0, ri, c representing the tissue relaxation time after contrast agent administration, the 

initial tissue relaxation time, the contrast agent specific relaxivity and concentration. Typical r1 

and r2 of Magnevist (Schering AG, Berlin, Germany), a contrast agent used for intra and 

extracranial lesions investigation, are respectively equal to 4.1L.mmol-1.s-1 and 4.6L.mmol-1.s-1 

at 37°C and 1.5T (67). 

Gadolinium belongs to the extracellular agents category. In case of Blood Brain Barrier (BBB) 

disruption, occurring when a tumor is present for instance, contrast product enters brain and 

accumulates in neurons and neuronal interstitium (68). 

On an enhanced T1 weighted contrast MRI with gadolinium image (T1-Gd), normal, abnormal 

vessels are visible as well as BBB lesions. 

 

1.2.1.2.5.3. FLAIR 

Regarding T2, long TR and TE are applied. As a result, long T2 relaxation time tissues, such 

as cerebro-spinal fluid, have a stronger collected signal leading to bright contrast. On the other 

hand, quickly T2 recovering tissues, such as white matter, appear in dark. Clinically, T2 is used 

to visualize ventricular system, vasogenic edema and vessels. 
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T2 image contrast can be improved removing specific signal, such as water, corresponding to 

a T2 Fluid Attenuated Inversion Recovery MRI (FLAIR). It is composed of an inversion 180° 

RF pulse, leading to a longitudinal magnetization oriented along –B0. Then, a long inversion 

time TI (e.g. TI ~ 2000ms) and corresponding to the delay for the water longitudinal 

magnetization to be equal to zero, is required. At this time, a 90° RF is applied, leading to 

images with suppressed signal for water. The T2 weighting is obtained applying long TR and 

TE. On a FLAIR image, cerebro-spinal fluid containing water appears in black, whereas the 

cortex is in light grey. FLAIR is clinically used to assess the vasogenic edema. 

Figure 9 presents different MRI sequences, namely T1 (A), T1-Gd (B) and T2 FLAIR (C). 

Figure 9: T1 (A), T1-Gd (B) and T2 FLAIR (C). 

 

1.2.1.2.6. Artefacts in MRI 

Various MRI artefacts have been described in the literature: truncation, motion, aliasing,  

chemical shift (69) and susceptibility-based (70). 

First, truncation artefacts derive from the inverse Fourier transform used to reconstruct the final 

image. According to Fourier’s theorem, every continuous and periodic signal can be 

decomposed into an infinite sum of sinusoid signals. Yet, in MRI reconstruction, a finite 

sampling corresponding to discrete spatial frequencies, is used to approximate the final image 

(Figure 6), leading to k-space truncations at the boundaries. For small changing areas, no effect 

is visible. However, for high contrast interfaces, an ensemble of parallel lines appears (Figure 

10.A). A method to reduce this effect consists in extrapolating the collected signal to introduce 

extra data and obtain smooth k-space boundaries (71). 

Second, motion-related artefacts mostly appear as ghosting on the MRI, i.e. noisy translated 

replications of the original image (Figure 10.B). This artefact is due to the k-space periodic 

lines modifications, which are directly equal to the final number of ghosts (72). Since phase 
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and frequency encodings have different duration times, several seconds and milliseconds 

respectively, this phenomenon is more prominent in the dephasing gradient direction. Motion 

artefacts can be overcome via the removal of specific moving tissue signals, such as fat for 

instance or more recently with DL network based on residual connections (73). 

Aliasing occurs when the FOV is too small. Only the phase encoding direction can be affected, 

owing to the application of an analogical or numerical filter reducing aliasing in the frequency 

encoding direction. For instance, regarding phase encoding, extra body parts located on the 

right and left sides of the image also experience a dephasing gradient. For these regions, the 

phase shifts for the first encoding step are inferior to 0° and superior to 360° respectively, i.e. 

out of the range. The final affected shift would be equal to initial shift modulo 360. For instance, 

a 400° phase shift, located on the image left side, leads to a shift of 40°, placed on the image 

right side. It results in a superimposition of extra body parts on opposite image sides (Figure 

10.C). Possible ways to reduce it are to enlarge the FOV, use specific software or apply a DL 

network (74). 

Chemical shifts (Figure 10.D) are based on different chemical environment between air and fat 

protons. It results in slight differences between water and fat local magnetic fields and thus 

precession frequencies. This relative difference is equal to 3.5ppm, which was reported to be 

equal to 220Hz and 440Hz at 1.5T and 3T respectively (75). This leads to localization and/or 

amplitude artefacts. To reduce them, fat suppression sequences have been proved to overcome 

chemical shifts for cerebral lesions, especially for those located near optic nerves (76). 

A material susceptibility refers to the material capability to be magnetized when a magnetic 

field is applied. If a weak magnetization occurs, the material is characterized as diamagnetic or 

paramagnetic. Most tissues are diamagnetic, such as air and fat compartments presenting low 

volume magnetic susceptibility being respectively equal to -9ppm and -7.8ppm in SI units.  On 

the contrary, nickel, composing prostheses, exhibits a relative magnetic susceptibility superior 

to 10 000ppm. Thus, the material is highly magnetized when undergoing a magnetic field, and 

is classified as ferromagnetic. When two materials with different susceptibilities are close to 

each other, a magnetic field gradient is created and is superimposed on imaging gradients. It 

results in susceptibility artefacts, represented either as image distortions or blooming (Figure 

10.E). Such artefacts can be reduced by increasing the frequency gradient strength or decreasing 

the dephasing time, i.e. the TE. 

Figure 10 presents the previously described MRI artefacts. 
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Figure 10: MRI artefacts, namely truncation (77) (A), motion (B), aliasing (78) (C), chemical 

shift (D) (79) and susceptibility magnetic-related (E). White arrows highlight some of the 

images distortions. 

 

1.2.1.2.7. Standardizing MRI 

 MRI weighting, such as T1 or T2, depends on the site and the selected protocol (TR, TE and 

flip angle). In addition, applied scales during DICOM images records vary between MRI 

vendors. As a result, it appears necessary to standardize the MRI. Various methods have been 

introduced in the literature. A popular approach described by Nyul et al. (80) consists in a 

histogram-based standardization (HB). It relies on the matching of image percentiles to pre-

defined template values derived from the MR images of the cohort, ideally corresponding to 

the training set. The intensity match is then obtained via a piece-wise linear transformation 

applied to the image intensities. A second approach is a normalization of the intensity 

distribution within the head (skull stripped or not) of each patient to zero mean and unit variance 

(ZMUV) (81). Lastly, White Stripe (WS) (82) is similar to the ZMUV approach, but based on 

the Normal Appearing White Matter (NAWM), as it is known to be homogeneous. Based on 

T1 images, the NAWM mean NAWM is first selected on the histograms and corresponds to the 

highest peak (81). The associated standard deviation is defined by a stripe whose extremities 

are equal to +/- 5% of NAWM. Recently, DL has also been proposed to standardize MRI across 

devices. For instance, DeepHarmony introduced in 2019 by Dewey et al. (83) relied on a 2.5D 

UNet  for brain MRI contrast harmonization. Twelve subjects were enrolled, either classified 

as healthy (2 subjects) or presenting multiple sclerosis (10 subjects). Each subject was imaged 

with two different Philips Achieva (Philips Healthcare, Best, The Netherlands) and different 

protocols. Regarding the network, the selected loss function was the Mean Absolute Error 

(MAE, section 3.2.1.1.) and the optimizer was the Adaptive Momentum Estimation (Adam, 

section 2.3.4.2.). DeepHarmony presented volumes differences between devices 1 and 2 
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comprised between -1.89% +/- 19.53% (white matter lesions) to 0.35% +/- 0.88% (cerebral 

white matter), proving the high potential of such approach. 

 

1.2.2. Images registration 

Registration is a crucial step consisting in defining a function T to transform a source image 

onto a target image. Theoretically, registration algorithms seek for maximizing a similarity 

criterion or minimizing a distance metric between the transformed source image and the target 

image, being described as: 

arg min
𝑇 ∈ τ

𝑓(𝑌, 𝑇(𝑋)) Equation 25 

With Y the target image, X the source image, T the investigated transformation,  the domain 

of all possible transformations, f the distance metric. 

In head tumors clinical practices, the target and source images respectively refer to the CT and 

MRI. 

 

Different types of transforms have been developed. First type of transform is rigid, and 

corresponds to six degrees of freedom, i.e. three representing translations and three for 

rotations, leading to distances conservation. The 3D transformation is presented below (84): 

𝑋′ =  𝑇𝑟𝑖𝑔𝑖𝑑𝑋 Equation 26 

Where X’, X respectively represent the new and old image coordinates. Trigid is defined as: 

𝑇𝑟𝑖𝑔𝑖𝑑 = (

𝑟11 𝑟12 𝑟13 𝑡𝑥

𝑟21 𝑟22 𝑟23 𝑡𝑦

𝑟31 𝑟32 𝑟33 𝑡𝑧

0 0 0 1

) 

Whith tx, ty, tz respectively refering to the translations along x, y and z. Regarding the rotation 

matrix, each element is defined as: 

𝑟𝑖𝑙 =  𝑟𝑖𝑗
𝑥𝑟𝑗𝑘

𝑦
𝑟𝑘𝑙

𝑧  

With axis-specific rotations matrices, calculated as: 

𝑟𝑥 = (
1 0 0
0 cos 𝛼𝑥 − sin 𝛼𝑥

0 sin 𝛼𝑥 cos 𝛼𝑥
); 𝑟𝑦 = (

cos 𝛼𝑦 0 sin 𝛼𝑦

0 1 0
− sin 𝛼𝑦 0 cos 𝛼𝑦

); 𝑟𝑧 = (
cos 𝛼𝑧 − sin 𝛼𝑧 0
sin 𝛼𝑧 cos 𝛼𝑧 0

0 0 1
) 

 

With i, ri the rotation angle around axis i and the rotation matrix around axis I respectively. 
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No significant changes occur for head radiotherapy patients due to the skull rigidity, except 

when comparing before/after surgery images. Thus, this type of transform is sufficient for intra-

patient images registration. 

 

Second type is non-rigid deformations. They can be split into parametric, i.e. the transformation 

can be parametrically represented, or non-parametric, typically represented by voxel-wise 

deformation fields. Regarding the parametric approach, affine registrations refer to rigid 

registration combined with correction factors. They correspond to scaling and shear, both 

adding three degrees of freedom to the transform T. Shear factors are particularly useful when 

dealing with CT since tilted gantries result in such distortion (85). Rueckert et al. (86) and 

Penny et al. (87) precisely described the equation: 

𝑇𝑎𝑓𝑓𝑖𝑛𝑒 = 𝑇𝑠ℎ𝑒𝑎𝑟𝑇𝑠𝑐𝑎𝑙𝑖𝑛𝑔𝑇𝑟𝑖𝑔𝑖𝑑 Equation 27 

With Tshear, Tscaling, Trigid, the shearing, scaling and rigid transformations respectively. 

𝑤𝑖𝑡ℎ 𝑇𝑠ℎ𝑒𝑎𝑟 = (

1 ℎ1 ℎ2 0
0 1 ℎ3 0
0 0 1 0
0 0 0 1

)  𝑎𝑛𝑑 𝑇𝑠𝑐𝑎𝑙𝑖𝑛𝑔 = (

𝑞1 0 0 0
0 𝑞2 0 0
0 0 𝑞3 0
0 0 0 1

) 

 

Another parametric approach is the spline-based registration and belongs to the free form 

deformation category. It relies on the definition of matching points in the two involved images. 

Regarding non parametric methods, diffeomorphic registrations, based on bijective 

differentiable transforms whose inverses are also differentiable, have been widely used to 

deform brain MRI (88,89). 

 

1.2.3. Segmentation 

1.2.3.1. Basics 

Second step of a radiotherapy treatment is the segmentation, i.e. locating and individually 

contouring target and Organs At Risk (OAR) volumes. 

Regarding target volumes, they were defined by the International Commission of Radiation 

Units and Protection (ICRU), Reports 50, 62 and 83 (90–92), and were accurately detailed by 

Chavaudra et al. (93). The Gross Tumor Volume (GTV) corresponds to the macroscopic 

volume, visible on imaging such as MRI. If a surgery is required, it corresponds to the volume 

which is resected. The second volume, namely Clinical Target Volume (CTV), refers to the 
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microscopic extension of the GTV. It is calculated considering the past disease history, 

knowledge about general tumor growth and predicted progression. Lastly, margins are added 

to the CTV to create the PTV, considering radiotherapy process geometric uncertainties related 

to the non-reproducible set up, beam delivery fluctuations, registration errors, etc. The margins 

extension from CTV to PTV may not be isotropic, owing to OAR proximities for instance. 

Lastly, note that for some tumors locations such as lungs, an intermediate volume 

corresponding to Internal Target Volume (ITV) is created to account for internal CTV 

movements, related to breathing, bladder filling variations, etc. This volume is comprised 

between CTV and PTV. Figure 11 illustrates the different volumes used in radiotherapy (94). 

Figure 11: GTV (red), CTV (red+orange), ITV (red+orange+dark green) and PTV 

(red+orange+dark green+light blue) constituting the different target volumes. Three scenarios 

are illustrated. Scenario A involves GTV, CTV, ITV and PTV margins. Scenario B illustrates 

a reduced PTV to avoid healthy tissue irradiation. Scenario C presents a higher probability 

assigned to uncertainties risks linked to CTV and PTV margins. Reproduced from Kantor G, 

Maingon P, Mornex F, Mazeron JJ. Contours des volumes cibles en radiothérapie. Généralités. 

Cancer/Radiothérapie 2002; 6:56-60. Copyright © 2002 Elsevier Masson SAS. All rights 

reserved. 
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Delineation guidelines depend on the tumor type, age, tumor location, etc, and are commonly 

performed on MRI for target volumes. For instance, for glioblastomas, ESTRO-ACROP 

recommends to consider, for GTV, the resection cavity and hypersignal areas on T1-Gd (95). 

CTV are derived applying 20mm of margins, in high tumor spread probability directions. 

However, in some cases such as bone, this margin can be reduced to 0mm. Regarding 

peadiatrics receiving cerebro-spinal irradiation, SIOPE guidelines should be followed (96). 

They recommend considering the frontal lobe combined with cribriform plate for the CTVcranial 

delineation. A second CTV, corresponding to spine and including the intervertebral foramina, 

is also defined. Regarding PTV calculations, CTVcranial and CTVspinal are usually extended by 

margins respectively ranging from 3mm to 5mm and from 5mm to 8mm.  

Concerning brain tumors OAR, CT is used to segment optic nerves, cochlea and lenses are 

usually contoured. Chiasma and brainstem are assessed with MRI. 

Figure 12 presents an example of software clinically used for delineation (RayStation, 

RaySearch Laboratories, Stockholm, Sweden). 

Figure 12: Segmentation panel from RayStation version 8B(R) (RaySearch Laboratories, 

Stockholm, Sweden). The red, green, blue colours respectively represent the GTV, CTV and 

PTV of a glioblastoma, assessed on the T1-Gd. 

Common clinical practises include the delineation of external contour via automatic methods, 

based on foreground/background thresholding. For head tumors, the remaining contoured 



 

34 
 

volumes are either manually or semi-automatically (e.g. smart brush) segmented. Thus, 

segmentation is a time-consuming task, raising the issue of inter-operators reproducibility. 

Recently, new approaches have been developed to automatically and rapidly generate contours 

based on DL (97–100). 

 

1.2.3.2. Evaluation metrics 

Volumetric Dice-Sørensen Coefficient (VDSC) is commonly assessed. It is calculated as: 

𝑉𝐷𝑆𝐶 =  2 ×  
| 𝐴 ∩ 𝐵 |

|𝐴| + |𝐵|
Equation 28 

With A and B are the two structures to be compared, |X| represents the number of elements in 

X. 

VDSC directly reflects the overlap between the structures A and B. It ranges from 0, i.e. the 

two contours are completely different, to 1 implying a perfect contours match. 

In addition, several metrics, relying on the comparison of tested and gold standard contours, 

have been introduced. These concepts evaluate a segmentation-based discrimination between 

two distributions, via the sensitivity, specificity, Positive Predictive Value (PPV) and Negative 

Predictive Value (NPV). 

Sensitivity reflects the probability for a given voxel to belong to the evaluated segmentation 

when it belongs to the gold standard contour. It is defined as: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
Equation 29 

Specificity is a voxel probability not to belong to the evaluated contour when it does not belong 

to the gold standard one. It is calculated with: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
Equation 30 

PPV refers to the probability for a voxel to belong to the gold standard contour when it belongs 

to the evaluated contour. 

The formula is as follow: 
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𝑃𝑃𝑉 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
Equation 31 

Lastly, NPV describes the probability for a voxel not to belong to the gold standard contour 

when it does not belong to the evaluated contour and is assessed with: 

𝑁𝑃𝑉 =  
𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
Equation 32 

 

1.2.4. Dosimetry 

1.2.4.1. Basics 

Third step is the dosimetry and consists in calculating the dose and optimizing it to deliver the 

prescribed energy to the target volume while sparing OAR. It is performed on the CT, since HU 

are directly linked to the ED via the calibration curve. 

Concerning dose constraints, ICRU report 62 recommends the dose to the PTV to range from 

95% to 107% of the prescribed dose for 3D Conformal Radiation Therapy (3DCRT, section 

1.2.4.5.1.) (101). In case of Intensity Modulated Radiation Therapy (IMRT, section 1.2.4.5.2.) 

for instance, ICRU Report 83 recommends maintaining a maximum absorbed dose of 5% 

difference for 85% of the target volume in low gradients areas, i.e. regions with dose changes 

inferior to 20% per cm (92). OAR dose constraints, in 2Gy equivalent fractionation, are 

provided in Table 3. 

Table 3: OAR dose constraints in 2Gy equivalent fractionation. 

Structures Dose constraints 

Optic nerves Dmax < 54 Gy 

Chiasma Dmax < 54 Gy 

Cochlea Dmean < 45 Gy 

Brainstem 

Dmax < 54 Gy 

Dmax < 60 Gy* 

D59Gy < 10 cc* 

Lenses Dmax < 6 Gy 

*: Applicable for tumors located near brainstem or invaded brainstem. 
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1.2.4.2. Dose calculation algorithms 

1.2.4.2.1. Monte Carlo (MC) 

Monte Carlo (MC) is a highly precise statistical method, which consists in probabilistic 

simulations, for a finite number of particles, of total tracks through per-defined media. Discrete 

photon/matter and electron /matter interactions potentially combined with dose depositions are 

randomly reproduced based on their cross sections. As a result, the particle trajectory is 

computed step by step, until reaching a residual energy. 

MC approach mainly relies on physics modelling, cross sections tables, random numbers 

generation, and final statistics scoring (102). 

Numerous physics models are available, with varying application domains. One of the most 

popular model is Livermore. Its data are extracted from three different databases: Evaluated 

Atomic Data Library, Evaluated Electrons Data Library and Evaluated Photons Data Library. 

It has been designed for particles energies ranging from 250eV to 1GeV and models electrons 

and gamma only. No representation of the positron is provided, representing a limitation for 

pair production interaction. Atomic numbers from 1 to 100 can be considered. Lastly, the 

representation of fluorescence and Auger mechanisms occurring in most of atom shells is 

available (103). Note that this model template is changeable, as well as other models, turning 

on/off mechanisms or modifying cut off energies for instance. 

Interactions tables store information for photon and electron individual interactions. Regarding 

photon, specific cross sections for each interaction are provided, as well as the total cross section 

𝜎𝑡𝑜𝑡 calculated via (102): 

𝜎𝑡𝑜𝑡 =  𝜏 +  𝜎 + 𝜍 +  𝜅 𝑛 +  𝜅 𝑎 + 𝜎𝑝ℎ𝑜𝑡𝑜 𝑛𝑢𝑐𝑙 Equation 33 

With 𝜏, 𝜎, 𝜍, 𝜅 𝑛, 𝜅 𝑎, 𝜎𝑝ℎ𝑜𝑡𝑜 𝑛𝑢𝑐𝑙 the cross sections of photoelectric effect, Compton effect, 

Rayleigh scattering, pair production in the nucleus and atoms fields, photonuclear, all 

depending on parameters such as the photon energy or the atomic number. Concerning electrons 

interactions, collisions can occur, either classified as soft or hard. The former corresponds to 

excitations or outer shell ionizations. The latter refers to inner shells ionizations. Interactions 

between the incoming electron and the nucleus are known as Bremsstrahlung, and correspond 

to the emission of a X-ray combined with an incident electron trajectory deviation. Associated 

stopping powers are required for dose calculation, as well as extra information such as 

fluorescence and Auger shell-wise cross sections (102). 
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Note that in practice, and to ensure repeatability, pseudorandom numbers are generated, 

meaning relaunching the experience with the same initial seed N0, leads to the same random 

numbers placed in the same order (104). 

Final statistics refer to the dose computation, from each individual history. Since MC is based 

on a stochastic approach, large number of incident particles should be simulated to decrease 

errors, leading to long computation times. As a result, it is often used in second step, for a last 

accurate dose calculation. 

MC has the advantage to be highly realistic and to offer a satisfying secondary particles 

transport. In addition, dose calculation in case of heterogeneities or small beams are available. 

However, a detailed geometry knowledge is required for unbiases dose calculations. In addition, 

achieving accurate results is time-consuming, due to the simulation of high particles number. 

A last limitation relies on statistics, since an uncertainty is associated to each computed result. 

A possible approach to reduce it, consists in increasing the incident particles. However, it also 

results in a computation time increase. Variance reduction techniques have been introduced to 

achieve a limited uncertainty in delays in agreement with a clinical use. The Russian Roulette 

is a method to combine particles resulting in timesaving. This technique is often used for 

electrons in linac head, which are not of major interest for the ROI dose deposition. The particle 

has a probability p to survive to the Russian Roulette. If so, its weight is increased by a 

multiplicative factor equal to 1/p. The probability for the particle to be removed is equal to 1-p 

(105). 

This method is often combined with an additional highly effective variance reduction technique, 

namely Directional Bremsstrahlung photon splitting, first introduced by Kawrakow et al. (106). 

It relies on the fact that tracking photons outside the ROI is time-consuming and useless. On 

the contrary, photons within the ROI should be as numerous as possible, to reduce uncertainty 

(107). The directional Bremsstrahlung photon splitting consists in splitting every resulting X-

ray photon resulting from Bremsstrahlung interactions, into N photons assigned with a weight 

equal to 1/N. For each sub-photon, its direction is analysed. If it is towards the ROI, the photon 

is kept, and named as “non-fat photon”. Otherwise, the Russian roulette is applied. First, a 

random number is selected. If it is superior to a given threshold T, the photon is removed. If it 

is inferior to T, the photon is kept with a new weight multiplied by 1/T (108). To implement 

this approach, three parameters are required namely N, the ROI radius and the source to surface 

distance. 
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1.2.4.2.2. Convolution/superposition algorithms 

1.2.4.2.3. General approach 

This approach relies on separation between primary particles, i.e. photons, and secondary, 

namely photons and electrons. 

First important concept is TERMA T and refers to the total energy released in the matter. In 

dose algorithms, T concerns primary photons only, and is proportional to the primary fluence. 

In a given point placed in r⃗′, it is calculated as: 

𝑇(𝑟′, 𝐸) =  
𝜇

𝜌
 𝛹(𝑟′, 𝐸) Equation 34

With    and  the total linear attenuation coefficient, the density, the primary energy 

fluence, the beam energy. 

Second, a point kernel, referring to secondary particles, represents the deposited energy in r⃗ 

from a thin beam of mono energy E whose primary photon interacts in r⃗′, denoted as K(r⃗, r⃗′, E) 

(109). They are commonly pre-calculated using MC. The final dose in r⃗ is obtained superposing, 

i.e. integrating, contributions from all r⃗′ positions and all energies beam, as shown below (109): 

                                               𝐷(r⃗) =  ∫ 𝑑𝐸′ ∫ 𝑑3𝑟′𝑇(r⃗′, 𝐸′) 𝐾(r⃗ ,  r⃗′, 𝐸′)                       Equation 35 

 When hypothesizing the medium homogeneity, the above expression can be described as the 

following convolution (109): 

                                            𝐷(𝑟) =  ∫ 𝑑𝐸′ ∫ 𝑑3𝑟′𝑇(r⃗′, 𝐸′) 𝐾(|r⃗ −  r⃗′| , 𝐸′)                  Equation 36 

Figure 13 presents an example of dose calculation using the convolution approach (110). 
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Figure 13: Absorbed dose in r⃗ (grey square) results from the convolution of the TERMA T in 

r⃗′ (black dots) and the corresponding kernel value in r⃗. The process is repeated for every 

interaction point r⃗′. Reprinted from “3D dose computation algorithms”, Knöös T, 2017, J Phys 

Conf Ser. CC BY 3.0 (2017). 

This approach has the advantage de consider electrons transport and is well-suited for 

modulated treatment deliveries. However, this convolution approach is relatively time-

consuming. Indeed, it has been shown that for a phantom containing 106 voxels, corresponding 

to a size of 30 × 30 × 30cm3, combined with a resolution of 3mm, 1012 calculations were 

needed, leading to duration times of several minutes (111). It enhanced the need for 

approximations to simplify convolution/superposition equations and enable a use into clinics. 

 

1.2.4.2.4. Collapsed Cone (CC) 

The Collapsed Cone (CC) was first introduced in 1989 by Ahnesjo (112). It consists in 

considering point kernel distribution K(r⃗, r⃗′, E) as a finite number of cones, centred on r⃗′. For a 

given cone, the energy transportation occurs in the central axe, and is thus “collapsed”. Figure 

14 illustrates the process (113). 
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Figure 14: An example of cone (light blue) for a given interaction voxel (black square). It is 

defined via spherical coordinates. Energy collapsed along the cone central axis (blue arrow) 

(A). Global view of the discretized kernel (B). Adapted by permission from Springer Nature 

Customer Service Centre GmbH: Springer, J Korean Phys Soc, “Practical implementation of a 

collapsed cone convolution algorithm for a radiation treatment planning system”, Cho W, Suh 

T-S, Park J-H, Xing L, Lee J-W, Copyright, 2012. 

Required calculations for the dose assessment are now equal to 𝑀 × 𝑁3, where M is the 

number of cones and N is the cube calculation size (114), resulting in faster dose calculations 

than convolution/superposition method. In addition, CC offers an approximate electrons 

transport and secondary photons transport in 3D heterogeneous media, as properly reported by 

Fogliata et al. (115). They enrolled 20 patients with left breast tumors. Different lungs air filling 

was used. The prescribed dose was equal to 50Gy, delivered in 25 fractions. Half of the patients 

were planned with two conventional tangential beams, while the remaining 10 patients were 

treated with a 3-field technique. Regarding free breathing, mean lung doses were respectively 

equal to 8.4Gy +/- 1.8Gy and 8.9Gy +/- 1.8Gy for CC and MC, the latter representing the 

ground truth. Thus, high agreement was proved between CC and MC approaches. 

 

1.2.4.2.5. Pencil Beam 

A pencil beam corresponds to the pre-integration of all the kernels along a narrow beam in the 

depth direction. As a result, dose of a given point located in r⃗, is considered to derive only from 

interactions occurring along this beam. To simulate larger beams, the pre-integration is 

duplicated, leading to a series of pre-integrated kernels. Such pencil beam is illustrated in Figure 

15 (116). 
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Figure 15: Pencil beam, with a primary photon reaching the studied volume (black arrow). 

Adapted from “What should we know about photon dose calculation algorithms used for 

radiotherapy? Their impact on dose distribution and medical decisions based on TCP/NTCP”, 

Chaikh A, Khamphan C, Kumar T, Garcia R, Balosso J, 2016, Int J Cancer Ther Oncol., 4(4). 

CC BY 3.0 (2016). 

The dose assessment is then performed convoluting previously described pencil beam with the 

energy fluence, as described (110): 

𝐷(𝑥, 𝑦, 𝑧) =  ∫ ∫ Ψ(𝑥′, 𝑦′) ∙ 𝑃(𝑥 − 𝑥′, 𝑦 − 𝑦′, 𝑧)𝑑𝑥𝑑𝑦 Equation 37 

With , P, the energy fluence and the pencil beam with kernels integrated along z. 

In case of heterogeneities, no modulation of the energy fluence maps is performed. Regarding 

kernel adaption to densities discrepancies, radiological scaling has been developed. It consists 

in basing the dose calculation on the radiological depth Zrad, instead of the standard depth, which 

is defined as (117): 

𝑍𝑟𝑎𝑑 =  ∫
𝜌(𝑡)

𝜌𝑤𝑎𝑡𝑒𝑟

𝑍

0

𝑑𝑡 Equation 38 

With , water the tissue and water ED, respectively. 

However, this scaling has the disadvantage to consider only ED variations along the integration 

direction (in this thesis z), and not those from surrounding tissues, potentially leading to biases 

(118). 

 

1.2.4.3. Optimization 

Two approaches are proposed by the current Treatment Planning System (TPS) software. First, 

direct planning implies a definition of numerous parameters values, such as the number of 
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beams, the energy, the collimators, to enable the dose calculation. The plan is finally either 

validated or modified to agree with the official guidelines. This approach is used for 3DCRT 

(section 1.2.4.5.1.). 

Second, inverse planning has been proposed for delivery techniques such as IMRT. A large 

number of degrees of freedom are introduced from the decomposition of treatment fields into 

multiple individual unit field with a specific weight (119). Thus, inverse planning role is to 

enable a robust and easier dosimetry task. This approach mainly relies on the specification of 

dose constraints on both target and OAR volumes by the user and the parameters optimization 

to satisfy these criteria. Automatic optimization of technical parameters is performed either with 

physical cost functions, such as DVH, or biological cost functions, including Poisson statistics 

cell kill model (120). The latter offers the possibility to estimate the impact of radiation onto 

tissues, and thus being more realistic. 

Different approaches have been developed for the objective function minimization, such as 

Simulated Annealing (SA) which is well-adapted for large dimensional data problems. It is 

inspired by solid-state physics theory (121). The object is first heated to a given temperature T, 

before stopping and observing the temperature t decrease (122). For each t<T, the energy is 

computed, and the atoms configuration is either accepted or rejected. In IMRT, SA iteratively 

generates a variation in the beam weights. If the cost function decreases, the variation is kept. 

If the cost function increases, the variation is also accepted with a given probability. Owing to 

its stochastic approach, SA is less prone to fall in local minimum, contrary to classical gradient 

descent. This approach has recently been applied to beam angles optimization by Dias et al. 

(123). Ten head and neck patients were included. They were beforehand characterized as 

critical cases, partly owing to the balance between satisfying PTV coverage and parotid glands 

sparing. The treatment beam was delivered at 5 different angles. Ground truth was calculated 

considering uniformly distributed beams. Concerning PTV1 receiving 70Gy, minimum D95% 

were equal to 65.4Gy and 65.2Gy for the ground truth and best SA model respectively. 

Regarding left parotid, Dmean reductions from ground truth model to best SA model were 

comprised between 0.1Gy and 3.2Gy, except for 3 patients. It potentially suggested that SA 

improved OAR sparing, while keeping unchanged target-related metrics.  

 

1.2.4.4. Plan quality evaluation metrics 

Several criteria can be used to evaluate the plan quality. 
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Dose Volume Histograms (DVH) are commonly computed. They present, for a given studied 

volume, the volume against the absorbed dose. Two types of DVH are currently available: 

• Differential: The dose for a given volume is the dose received by this volume (Figure 

16.A). 

• Cumulative: The dose for a given volume is the minimal dose received by this volume 

(Figure 16.B). This DVH type is more commonly used in clinics. 

Figure 16: Differential (A) and cumulative (B) DVH. The red and blue lines respectively 

represent the CTV, i.e. a target volume, and the cord, an OAR. Adapted by permission from 

Springer Nature Customer Service Centre GmbH: Springer, Practical Radiation Oncology, 

“Plan Evaluation in 3D Conformal Radiotherapy”, Pandit S., Copyright (2020). 

Concerning cumulative DVH, DX% represents the dose received by X% of the given structure. 

As one can notice, no spatial information is provided constituting a non-negligible limitation to 

this metric. 

Following ICRU 83 guidelines (92), three additional quality metrics, corresponding to 

conformity indexes, can be computed. First, the quality of coverage is calculated as follows: 

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =  
𝐼𝑚𝑖𝑛

𝑅𝐼
Equation 39 

With Imin and RI representing the minimal isodose around the target and the reference isodose. 

Coverage ideal value is equal to 1. An index inferior to 1 indicates a smaller volume than the 

PTV is irradiated. Values greater than 1 signify the irradiation of a larger volume than the PTV 

(124).  



 

44 
 

The tumor homogeneity index HI reflects the PTV dose distribution homogeneity. It is assessed 

as (125): 

𝐻𝐼 =  
𝐷2% −  𝐷98% 

𝐷50%
Equation 40 

Acceptable HI are inferior or equal to 2. HI ranging from 2 to 2.5 and superior to 2.5 

respectively represent small and important protocol transgressions (125,126). 

For the specific case of stereotactic treatments, the conformity index refers to the amount of 

non PTV volume receiving radiations. It is computed as follow (125): 

𝐶𝑜𝑛𝑓𝑜𝑟𝑚𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 =  
𝑉𝑅𝐼

𝑉𝑡
Equation 41 

With VRI, Vt the reference isodose volume and the target volume. 

 

1.2.4.5. Delivery techniques 

1.2.4.5.1. 3DCRT 

3DCRT is based on a small number of fixed beams which deliver 3D uniform dose distributions 

adapted to the tumor shape. Beams parameters are optimized via direct planning. If a MultiLeaf 

Collimator (MLC) is present, it remains static during the irradiation. 

3DCRT has been proved to outperform 2D, by Trignani et al. (127). More specifically, they 

investigated the parotid glands avoidance, in case of whole brain radiotherapy. The cohort was 

composed of seven patients with brain metastases, who received 30Gy in ten fractions. 2DCRT 

and 3DCRT techniques were used, with two lateral beams. For six patients out of seven, the 

average CTV minimum dose was equal to 49.47%, being highly inferior to 95%, and leading 

to a smaller target volume coverage than expected with 2DCRT planning. 

 

1.2.4.5.2. IMRT 

IMRT relies on a heterogeneous dose distribution based on the decomposition of each beam, 

into beamlets, whose weights are adjusted via inverse planning. This non-uniform intensities 

delivery is enabled via the MLC. The optimization is performed via inverse planning. 
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Two approaches exist. First, sliding window (also known as dynamic IMRT) consists in 

dynamically moving the MLC while delivering the beam.  Its current clinical implementation 

is based on Convery et al. (128). For simplicity, two leaves, A and B, are considered, as well as 

a 2D intensity profile. The leaves movement direction is from left to right. Let txB represent the 

beginning of a point x irradiation, and txA the end. It has been shown that any point x fluence 

was proportional to txB - txA (129). Thus, reaching a given intensity is achievable manipulating 

leaves latencies. Figure 17 illustrates such a process (130). 

Figure 17: Moving leaves A and B along a patient axis x. Reprinted from “Intensity modulated 

radiation therapy: A review of current practice and future outlooks”, Rehman J ur, Zahra, 

Ahmad N, Khalid M, Noor ul Huda Khan Asghar HM, Gilani ZA, et al., 2018, J Radiat Res 

Appl Sci., 11(4). CC BY-NC-ND 4.0 (2018). 

 

The second approach is known as step-and-shoot and corresponds to the sequential 

decomposition of the previous sliding window approach. Treatment beams are commonly 

decomposed into 2 to 20 segments (131). For each segment, the leaves are placed while the 

beam is off. It is then turned on, while the leaves remain static. 

To compare IMRT approaches, Iqbal et al. (132) constituted a cohort composed of 13 prostate 

patients. Sliding window and step-and-shoot plans were generated for every patient, for 5, 7, 9 

and 13 IMRT fields. All prescribed doses were equal to 50Gy. Means PTV coverages ranged 

from 0.95 to 0.96, with non-significant differences. Concerning bladder, maximum mean doses 

obtained for sliding window and step-and-shoot IMRT respectively were equal to 38.11% +/- 

2.6% and 37.0% +/- 2.3% respectively. Regarding rectum, these values were equal to 42.92% 

+/- 10.7% and 42.44% +/- 9.1%. Homogeneity indices were equal to 0.12 +/- 0.02 and 0.13 +/- 

0.02 for sliding window and step-and-shoot approaches. As a result, target performances were 

similar for both IMRT techniques. However, concerning OAR, lower doses and thus higher 

safety was observed for step-and-shoot technique. 
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The last step before transferring plan to the treatment device and irradiating the patient 

corresponds to the fluences sequencing. It aims at assessing the mechanically feasible fluence, 

from the ideal fluence determined during optimization. It is mostly performed with the MLC 

whose leaves positions must be optimized based on the initial fluence map, to reach the lowest 

treatment time. To do so, two types of constraints must be considered, namely dosimetry-based 

(e.g. transmission through the leaves and their extremities) and mechanics-based (e.g. 

maximum leaves speed, possible extreme positions), as reported by Marchesi (133). A possible 

evolution to face the high number of local minima deriving from the MLC modelling problem 

was proposed by Kelly et al. (134) in 2019. First, the leaves trajectories over time were 

represented with splines. Second, the leaf blocking irradiation function was not a sharp step, 

but a smooth function. More recently, Medeiros et al. (135) proposed a theoretical approach of 

the leaf sequencing problem consisting in the decomposition of an incoming dose matrix into a 

weighted sum of binary matrices, corresponding to the MLC positions leaves. Regarding the 

weights, they referred to the monitor units. In case of step-and-shoot IMRT, they proposed an 

optimization algorithm based on the reduction of three key parameters, namely the numbers of 

monitor units, MLC configurations (i.e. segment) and leaves travelling distances. It was first 

based on randomized solutions generation, followed by re-arrangement of segments, before 

optimizing the distance-related objective function. To evaluate the tool performance, 15x15 

random virtual dose matrices were generated for decomposition. Values ranged from 0 to L, 

with L the maximum matrix comprised between 3 and 16. For each L, 1000 matrices were 

simulated. For L equal to 7 for instance, means of the numbers of segments and total distance 

travelled by the leaves were respectively equal to 12.69 and 91.262cm. For comparison, an 

additional algorithm proposed by Lust et al. (136) respectively resulted in rates equal to 13.08 

and 100.54cm, proving the superiority of the approach proposed by Medeiros et al. (135). 

 

1.2.4.5.3. Volumetric Modulated Arc Therapy (VMAT) 

VMAT is one of the latest technologies which offers the highest degrees of freedom, via a 

continuous treatment delivery with one, two or three arcs generally. It is characterized by three 

main beam-on varying parameters, namely the MLC, the linac gantry speed and the dose rate 

(137). It enables a high number of entry points, reducing the dose to the OAR. 

A major point concerns the gantry sampling and the corresponding MLC movements and 

positions, which has been extensively described by Otto et al (138). Suppose a single VMAT 

arc. Initially, low number of source positions are defined, namely a, b, c, d, e, f (Figure 18.A). 

After several optimization algorithm iterations, a first extra sample is equally distance-placed 
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between a and b samples (Figure 18.B). The novel MLC position is obtained linearly 

interpolating a and b samples positions. New monitor units for the first, a and b samples are 

then defined as: 

𝑀𝑈1
𝑛𝑒𝑤 =  

𝑀𝑈𝑎
𝑜𝑙𝑑

3
+  

𝑀𝑈𝑏
𝑜𝑙𝑑

4
Equation 42 

 𝑀𝑈𝑎
𝑛𝑒𝑤 =  

2𝑀𝑈𝑎
𝑜𝑙𝑑

3
Equation 43 

𝑀𝑈𝑏
𝑛𝑒𝑤 =  

3𝑀𝑈𝑏
𝑜𝑙𝑑

4
Equation 44 

With 𝑀𝑈𝑖
𝑛𝑒𝑤, 𝑀𝑈𝑖

𝑜𝑙𝑑 respectively the new and old monitor units for sample i. 

Weights equal to 3 and 4 are used to overcome non-consistent weights between two consecutive 

samples. It occurs when a new sample is added, resulting in a non-uniform samples distribution. 

Additional samples are then added to reach the last defined sample, i.e. sample f (Figure 18.C). 

The whole process is then re-iterated, with for instance the addition of a sixth extra sample 

between sample a and sample 1 (Figure 18.D), until obtaining the sought samples number. 

Figure 18: Gantry sampling process, based on a first sampling (A), the addition of the first extra 

sampling (B), the addition of four extra samples to reach the last sample, the beginning of a 

new similar process, with the addition of a sixth sample (D). Adapted by permission from John 

Wiley and Sons: Wiley, Med Phys., “Volumetric modulated arc therapy: IMRT in a single 

gantry arc”, Otto K., Copyright (2008). 

 

Compared to IMRT, VMAT has the advantage to present smaller treatment sessions durations 

and a reduced number of monitor units delivered (139). According to Wagner et al. (140), stages 

III and IV glioma treatment sessions were proved to be five times higher for IMRT sliding 

window with 5 to 9 beams, than for 1 arc-based VMAT. Regarding monitor units, Shaffer et 

al.(141) selected 10 high grade glioma patients and performed a double planification, either 

with VMAT based on a single arc or with a 7-beams sliding window IMRT. A significant 
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decrease in the monitor units to deliver 2Gy was shown, from 789 +/- 112 to 363 +/- 45 for 

IMRT and VMAT approaches respectively. 

Figure 19 presents 3DCRT, IMRT and VMAT dose distributions for a patient with orbital 

lymphoma (142). As one can notice, a superior conformity to target volume is achieved with 

IMRT and VMAT. Higher dose levels are delivered to surrounding healthy tissues for 3DCRT, 

than with IMRT and VMAT. The latter appears to present the lowest irradiated region, reducing 

the secondary malignant tumors risk. 

Figure 19: 3DCRT (left), IMRT (middle) and VMAT (right) dose distributions comparison. 

Reprinted from “EP-1567: Inverse planning versus forward planning for orbital lymphoma”, 

Rey EMA, Muñoz AR, Jiménez DN, Pardos RG, Truyols MC, 2017, Radiother Oncol. CC BY-

NC-ND (2017). 

Finally, note that VMAT, similarly to IMRT, requires a fluences sequencing step (section 

1.2.4.5.2.). 

 

1.2.4.5.4. DYNamic conformal ARC (DYNARC) 

DYNARC approach is based on a rotating gantry and moving MLC. However, it induces PTV 

conformation and not dose modulation (143), as illustrated by Bokrantz et al. in Figure 20 (144). 

The optimization of arcs parameters is based on direct planning. 



 

49 
 

Figure 20: Example of MLC (brown), jaws (blue) and target volume (red) for DYNARC (A) 

and VMAT (B) cases. Adapted from “Dynamic conformal arcs for lung stereotactic body 

radiation therapy: A comparison with volumetric-modulated arc therapy”, Bokrantz R, 

Wedenberg M, Sandwall P., 2020, J Appl Clin Med Phys. CC BY 4.0 (2020). 

Various studies compared the different treatment deliveries, investigating the best strategies. 

Morales-Paliza et al. (145) compared DYNARC and IMRT plannings for 15 patients either with 

prostate or brain or neck or thoracic tumors. Focusing on prostate patients, IMRT was either 

composed of 7 fields (3 patients) or 5 fields (9 patients). DYNARC consisted in two arcs with 

coplanar beams. Maximum doses to PTV were equal to 105.4% +/- 2.6% and 104.3% +/- 2.5% 

of the prescribed dose (76Gy) for IMRT and DYNARC respectively. Mean monitor units used 

for IMRT were about five times higher than DYNARC, suggesting its high potential. 

Concerning VMAT, Uto et al. (146) collected ten craniopharyngioma patients who were 

planned with DYNARC (2 coplanar and 2 non-coplanar arcs), coplanar VMAT (2 coplanar 

arcs) and non-coplanar VMAT (1 coplanar and 2 non-coplanar arcs). Prescribed dose was equal 

to 52.2Gy, delivered in 29 sessions. HI were equal to 0.114 +/- 0.010, 0.103 +/- 0.008 and 0.099 

+/- 0.005 for DYNARC, coplanar arcs VMAT and non-coplanar arcs VMAT (p ≤ 0.005), 

suggesting the superiority of the latter approach. A similar study was performed by Molinier et 

al. (147) enrolling 25 cranial lesions patients, planned with DYNARC (3 to 4 non-coplanar arcs 

per lesion), VMAT_1 (2 coplanar arcs), VMAT_2 (if 1 lesion, configuration similar to 

DYNARC; else, 4 non-coplanar arcs combined with one isocentre), VMAT_3 (2 coplanar arcs, 

10° and 350° table rotations). Regarding patients with one lesion, DYNARC provided the 

lowest volumes receiving 10Gy, equal to 8.35cc +/- 5.61cc. For patients with more than one 

lesion, VMAT_2 presented a monitor units rate of 4746MU +/- 792MU, which was lower than 

the other techniques. Lastly, for patients with a lesion close to an OAR, VMAT_3 achieved the 

highest conformity index, being equal to 0.72 +/- 0.06. As a result, lesions number and location 

should be considered to assess the optimal delivery treatment. 
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1.2.4.5.5. Stereotactic Radiation Therapy (SRT) 

Stereotactic Radiation Therapy (SRT) is a highly precise treatment relying on the large dose 

delivery into one (Stereotactic radiosurgery, SRS) or a few sessions (Hypofractionated 

Stereotactic Radiation Therapy, HSRT) to small extra or intracranial targets, such as for 

instance unresectable metastases. In the latter case, treatment sessions number varies from 2 to 

5, with dose per session comprised between 5 to 9Gy (148). However, SRT treatment has the 

disadvantage to result in radionecrosis for 3% to 24% of the patients (149). Thus, it appears of 

upmost interest to define prognosis factors linked to SRT. To this aim, Gu et al. (150) collected 

161 patients with brain metastases comprised between 1 and 7, treated either with SRT alone 

(99 patients) or SRT combined with a whole brain radiation therapy (62 patients). Biological 

effective dose E(D,N,t) to SRT were assessed, representing the biological effect of a dose per 

fraction D delivered N times to a tissue t with an associated / ratio. E(D,N,t) superior to 50Gy 

were reported to be good prognosis factors. 

 

1.2.5. Treatment – Patient set up 

1.2.5.1. Contentions 

Contentions are immobilization devices ensuring reproducible patient set up. Their types 

depend on the tumor location and patient health condition. 

For brain tumor treatment, a plastic mask is commonly used. Two types are commercially 

available. First, mesh plastic masks (Figure 21), being the most popular type, are contentions 

first requiring to be heated, before being placed on the patient head. During cooling, the mask 

is adjusted to perfectly fit the anatomy. Second type corresponds to Perspex masks and are 

less commonly used in clinics. Paris bandage plaster stripes are applied on the patient face to 

create the mould used to derive the Perspex mask. 

Figure 21: Thermoplastic head mask (151). Adapted by permission from Elsevier, Radiother 

Oncol J Eur Soc Ther Radiol Oncol., “Repositioning accuracy of a commercially available 

thermoplastic mask system”, Fuss M, Salter BJ, Cheek D, Sadeghi A, Hevezi JM, Herman TS, 

Copyright, 2004. 
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Masks are placed on the patient for every treatment session, potentially being stressful for the 

patient. Thus, Arino et al. (152) investigated mask-related anxiety for 19 patients with either 

head and neck or brain or lymphoma tumors. They reported low levels, with averages ranging 

from 26 to 31, and a patients mask positive representation for 12 patients. 

 

1.2.5.2. Image Guided Radiation Therapy (IGRT) 

1.2.5.2.1. Concept 

Radiotherapy images and planning are performed before beginning the treatment and 

correspond to one snapshot of the patient anatomy and position. Since numerous changes occur, 

including weight loss, tumor shrinking or differences in patient set up, the computed dose 

differs from the real absorbed dose. To consider this fact, margins are currently applied between 

CTV and PTV, potentially leading to healthy tissues irradiation (153). However, frequently 

imaging the patient could be a solution to monitor changes and ensure treatment reproducibility. 

Image Guided Radiation Therapy (IGRT) consists in acquiring in-room images and 

consequently optimizing the treatment accuracy, via couch position adjustments or re-planning 

for instance. It assumes that improved accuracy and precision signify a possibility to reduce 

CTV to PTV margins. 

IGRT process is three-step based, including the in-room image acquisition, the performance of 

a registration to the original CT, and the application of correction methods. 

In the case of brain tumors, the goal mostly consists in evaluating the position “of the day” and 

adapting it to reproduce the initial radiotherapy CT configuration. To this aim, three 

translational shifts, in x, y and z respectively, and up to three rotational shifts, namely pitch, 

roll and yaw are applied. Note that, for most of standard couches, only yaw rotations are 

mechanically feasible. 

 

1.2.5.2.2. Imaging devices 

1.2.5.2.2.1. 2D kV X-ray 

Two main designs have been developed.  

First, the X-ray source and the flat-panel amorphous silicon detector can be mounted on two 

arms of the linac. It concerns the Varian On-Board Imager (OBI) system (Varian Medical 
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Systems, Palo Alto, CA) whose main possibilities are 2D X-ray, Cone Beam Computed 

Tomography (CBCT, see 2.5.2.2.2), tracking and fluoroscopy (154). Another commercially 

available solution is the Elekta X-ray Volumetric Images (XVI) system (Elekta AB, Crawley, 

UK), proposing 2D, 3D and motion imaging options (155). Two 2D orthogonal images, such 

as for instance in the anterior/posterior and right/left directions, are acquired. 

Second type of systems is independent of the linac gantry, such as Brainlab ExacTrac 

(BrainLAB AG, Feldkirchen, Germany) for instance. The patient is set up via a first system, 

composed of two infrared cameras fixed to the ceiling and emitting infrared signal (156). It is 

reflected on spheres located on a frame previously placed on the patient’s head. Signal is 

collected and analysed via the cameras. ExacTrac second components are the two X-ray tubes, 

located in the ground, and two detectors suspended from the ceiling. Sources and detector are 

fixed, and 3.62m apart (157). This configuration enables the delivery of two oblique X-ray 

beams with an angle of 45°. 

The acquired images are bony structures-based registered to 2D Digitally Reconstructed 

Radiographs (DRR), obtained projecting the planning 3D CT onto a 2D plan. 

Figure 22 illustrates the DRR, acquired X-ray and the output warped image of a cranial tumor 

patient (158). 

Figure 22: DRR, acquired X-ray and the output warped image for both X-ray tubes. Adapted 

from “ExacTrac X-ray 6 degree-of-freedom image-guidance for intracranial non-invasive 

stereotactic radiotherapy: comparison with kilo-voltage cone-beam CT”, 93(3), Ma J, Chang Z, 

Wang Z, Jackie Wu Q, Kirkpatrick JP, Yin F-F, Radiother Oncol J Eur Soc Ther Radiol Oncol, 

602-608, Copyright 2009, with permission from Elsevier. 
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1.2.5.2.2.2. 3D CBCT 

Kilovoltage X-ray imaging systems mounted on the linac also offer the possibility to acquire 

volumetric images, namely CBCT, based on one rotation around the patient. This technology 

differs from a standard CT in terms of beam shape, being a cone, not a fan. Thus, it covers a 

larger part and results in acquisition length ranging from 14cm to 26cm and duration times from 

1 to 2 minutes. Concerning average dose, it has been proved that it was comprised between 0.2 

and 2cGy (159). To assess the image quality, Stützel et al. (160) compared various IGRT 

devices, including the Primatom (Siemens Oncology Care Systems, Erlangen, Germany) CT 

with a tube kilovoltage of 130kVp, and the Artiste prototype (Siemens Oncology Care Systems, 

Erlangen, Germany) providing the possibility to perform kV CBCT. Regarding the latter 

configuration, the source produced X-ray of 121kV and was located 100cm apart from the 

isocentre. Final slice thicknesses were respectively equal to 3mm and 4mm for the CT and 

CBCT. Concerning in-plane resolutions, a value of 0.75mm was obtained for the two different 

devices. Achieved SNR were equal to 144.50 and 66.73 for CT and CBCT respectively. These 

same devices led to 0.67% and 1.51% noise percentages. As a result, CBCT presents lower 

performances than CT, mostly attributed to its larger scatter proportion. 

The acquired CBCT is registered to the planning CT, based on both bone and/or soft tissues. 

Figure 23 presents planning CT, CBCT and warped images for a cranial tumor patient (158). 
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Figure 23: Planning CT, CBCT and registered images in the axial, coronal and sagittal views. 

Adapted from “ExacTrac X-ray 6 degree-of-freedom image-guidance for intracranial non-

invasive stereotactic radiotherapy: comparison with kilo-voltage cone-beam CT”, 93(3), Ma J, 

Chang Z, Wang Z, Jackie Wu Q, Kirkpatrick JP, Yin F-F, Radiother Oncol J Eur Soc Ther 

Radiol Oncol, 602-608, Copyright 2009, with permission from Elsevier. 

 

1.2.5.2.2.3. Portal imaging 

Portal imaging consists in acquiring images with treatment beam. Owing to both the high 

megavoltages used in therapy and the predominance of Compton effect at this energies range, 

and thus the non-negligible scattered photons, image quality is very low. Historically, it was 

performed with films, and nowadays via Electronic Portal Imaging Devices (EPID). EPID are 

mounted on gantries of recent linacs. First EPID were either ionization chambers matrices-

based, no longer commercially available, or video-based devices (161). The latter consists in 

copper associated to a gadolinium oxysulfide phosphor interacting with incident beams and 

producing a signal, which is then deviated with mirrors to reach a camera (162). Nowadays, 

EPID have evolved towards flat panels. Most of them are based on indirect conversion, i.e. 

copper associated to a scintillator (163). They respectively have the main roles to block 

scattered photons/secondary electrons and to convert signals into visible light. The latter is then 

absorbed by photodiodes located on a flat panel imager whose purpose is to convert light into 
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charges. EPID have the advantage to be instantaneously displayed enabling a fast patient set up 

and beam re-positioning (164). A second major advantage is its digital format, facilitating 

software postprocessing and analysis. 

 

1.3. Radiotherapy process deviations 

1.3.1. Errors deriving from registration and patient set up 

1.3.1.1. Concept 

The error is defined as the distance between the true and measured values. Errors are classified 

into systematic or random. The former implies a constant shift between the measured and true 

values. Concerning the latter, shifts with the true value unpredictably vary (165). 

Based on this observation, it appears of most interest to define appropriate PTV margins to 

ensure a satisfying dose CTV coverage. In 2000, Van Herk et al. (165) proposed: 

𝑃𝑇𝑉𝑚𝑎𝑟𝑔𝑖𝑛 = 2.5Σ + 1.64𝜎 − 1.64𝜎𝑝 Equation 45 

With , , p the total standard deviation of systematic errors, the total standard deviations of 

random errors, the beam penumbra width. 

The latter formula ensures to deliver at least 95% of the specified point dose to the PTV for 

90% of the patients cohort. 

Previously defined errors have non-negligible impacts on the final dose. Random errors result 

in dose distribution blurring (166). Assuming fluctuations arise only from patient set up 

variations, Leong modelled the 2D blurred dose via a convolution (167). The 3D adaption is 

computed as follows: 

𝔇(𝑥′, 𝑦′, 𝑧′) =  ∭ 𝐷(𝑥, 𝑦, 𝑧)𝑔(𝑥 − 𝑥′)ℎ(𝑦 − 𝑦′)𝑖(𝑧 − 𝑧′)𝑑𝑥𝑑𝑦𝑑𝑧 Equation 46 

With D, g, h, i the dose distribution, the dose probability distributions functions characterizing 

translations in x, y, z directions respectively. 

However, according to Van Herk et al. (168,169), a proper representation of random errors on 

dose distribution should be performed via a Gaussian penumbra, with a width proportional to 

the standard deviation of the random errors divided by the square root of the fractions number. 

Concerning systematic errors, they result in a shift between planned and absorbed doses. 

In 2021, Abubakar et al. (170) released a MATLAB-based algorithm to calculate geometric 

errors in case of offline IGRT, with the final goal to reduce PTV margins. To do so, 25 head 

and neck tumor patients treated with IMRT were collected. Prescribed doses ranged from 60Gy 

to 70Gy, all delivered in 2Gy per fraction. CBCT were performed on fractions 1, 2 and 3. Each 
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CBCT was registered to the CT and mean set up errors were calculated. Then, two possibilities 

were presented: either the previous errors were used to correct the rest of the fractions (No 

Action Level protocol, NAL); or, the errors were used to correct only the remaining week 

fractions, i.e. fractions 4 and 5. In this case, corrections were then weekly updated, with the 

acquisition of CBCT on every first fraction of the remaining weeks (extended No Action Level 

protocol, eNAL). Concerning the algorithm, it took as input the shifts for all the patients and 

for all the fractions. It resulted in a mean and standard deviation for every patient, respectively 

corresponding to individual systematic and random errors. Population systematic errors 

corresponded to the standard deviation of the means. Population random errors were calculated 

as the root mean square of standard deviations. Finally, PTV margins were assessed with Van 

Herck formula (Equation 45). Maximum population systematic errors were 1.0mm, 0.8mm and 

0.5mm for no correction, NAL and eNAL methods respectively. Regarding individual 

systematic errors, largest deviations occurred along the z direction, and were equal to 2.4mm, 

2.2mm and 1.2mm for no correction, NAL and eNAL approaches respectively. The 

corresponding maximum individual random errors were 1.1mm, 1.6mm and 1.4mm, suggesting 

that offline IGRT was able to reduce systematic but not random errors. In addition, PTV 

margins along z were equal to 3.2mm, 3.0mm and 2.2mm without correction, NAL and eNAL 

methods respectively, highlighting a non-negligible reduction of the margins with offline IGRT. 

 

1.3.1.2. Example 1 of a systematic errors process: segmentation 

Segmentation induces systematic errors owing to the well-established variability between 

observers preventing a reproducible delineation. Observer variability has been quantified based 

on various metrics, such as delineated volumes standard deviations or  ratio of the largest over 

smallest volumes (171,172). A quick literature review of this variability applied to brain tumors 

is presented in Table 4. 

Table 4: Review of brain tumor delineation inter-observer variability. 

Authors Tumor type 

Delineate

d 

structures 

Number of 

volumes to 

contour per 

clinician 

Number 

of 

clinician

s to 

contour 

Evaluation 

metrics and 

associated 

results 

Weltens et 

al. (173) 

Supratentorial 

brain tumor 
GTV 5 9 

Ratios 

largest/smallest 
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volumes varied 

from 1.5 to 2.7 

for a CT and 

MRI-based 

delineation 

Coles et al. 

(174) 

Medulloblastom

a 
CTV 1 17 

CTV = 198mL 

+/- 21mL 

(posterior fossa) 

and 12mL +/- 

6mL (tumor 

bed) 

Stanley et 

al. (175) 
Brain metastases 

Brain 

metastases 
14 8 

Ratios 

largest/smallest 

volumes 

comprised 

between 1.26 

and 4.47 after 

removing one 

outlier 

Cattaneo et 

al. (176) 

Glioblastoma (7 

patients) and 

oligodendroglio

ma (2 patients) 

CTV 7 5 

Intersection 

volume = 67% 

+/- 15% of the 

mean volume in 

the case of 

registered CT 

and MRI 

Sandström 

et al. (177) 

Cavernous sinus 

meningioma (1 

patient), 

pituitary 

adenoma (1 

patient), 

vestibular 

Targets 

and OAR 
6 12 

Contoured 

volumes were 

comprised 

between 

[5.29cm3; 

7.80cm3] 

(meningioma), 
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schwannoma (1 

patient), 

large metastasis 

(1 patient), 

medium 

metastasis (1 

patient), 

small metastasis 

(1 patient) 

[1.67cm3; 

2.15cm3] 

(adenoma), 

[3.56cm3; 

4.48cm3] 

(schwannoma), 

[10.30cm3; 

14.55cm3] (large 

metastasis), 

[1.27cm3; 

3.33cm3] 

(medium 

metastasis), 

[1.42cm3; 

2.26cm3] (small 

metastasis) 

 

 

1.3.1.3. Example 2 of a systematic errors process: image registration 

Image registration is a key task inducing non-negligible errors in the workflow, depending on 

the software used, the approach (rigid or non-rigid), the optimization algorithm, the optional 

use of immobilization devices, tumor location, etc. 

This error has been quantified by Ulin et al. (4) in 2010 in case of a small left occipital lobe 

lesion. First, a couple of CT and MRI, from the same patient, were provided to 45 institutions. 

The lesion was only visible on two MRI slices. Institutions were requested to register via their 

own clinical software the MRI to the CT, to delineate the target volume on the MRI and to 

report its centre coordinates in the CT spatial frame. The ground truth target location was 

defined as the mean of all reported coordinates, considering only centres whose coordinates 

differences with the mean were inferior to two standard deviations. In total, 11 different 

registration software were used in association with various methods, such as manual or 

automatic. Illustration of quantitative deviations in the three views is presented in Figure 24. 

Mean distances between reported coordinates and true value were equal to 1.8mm +/- 2.2mm, 

proving that registration induced errors. 
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Figure 24: Distances between the real value at the centre of the scatter plot, and reported 

distances by institutions in the axial (A), coronal (B) and sagittal (C) views. Adapted from 

“Results of a multi-institutional benchmark test for cranial CT/MR image registration”, 77(5), 

Ulin K, Urie MM, Cherlow JM, Int J Radiat Oncol Biol Phys, 1584-1589, Copyright 2010, with 

permission from Elsevier. 

 

1.3.1.4. Example 3 of a systematic and random errors process: patient set up 

Global uncertainties related to head tumors patient set up were reported to range from 1 to 2 

mm by the International Atomic Energy Agency (IAEA), report number 31 (178). This 

observation is in agreement with a recent study published by Kanakavelu et al (179) in which 

twenty brain IMRT radiotherapy patients were included and frequently imaged with MV 2D X-

ray and MV CBCT. Deviations along x, y and z were recorded, respectively leading to averages 

of 0.57mm +/- 1.13mm, -0.95mm +/- 1.09mm and -0.01mm +/- 0.54 mm for the whole cohort. 

Since most of the radiotherapy contention masks used nowadays are non-invasive, 

misalignments and errors can occur potentially leading to target underdosage and OAR 

overdosage. Assessment of specific Raycast©-HP thermoplastic mask (Orfit Industries, 

Wijnegem, Belgium) performances has been performed by Fuss et al. (151) for 22 head lesions 

patients. One to four CT control CT were acquired per patient, enabling the assessment of the 

target isocentre displacements. Translations and rotations along x, y and z were respectively 

equal to 0.74mm +/ 0.53mm, 0.75mm +/- 0.60mm, 0.93mm +/- 0.78mm and 0.67° +/- 0.66°, 

0.61° +/- 0.63°, 0.67° +/- 0.61°. 

Quantifying systematic and random errors set up is not trivial. Tryggestad et al. (180) proposed 

a method to investigate four different immobilization configurations accuracies dedicated to 

intracranial lesions radiotherapy patients. To do so, 121 patients with intracranial lesions were 
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collected. The detailed configurations are presented in Figure 25. kV CBCT were performed as 

imaging guidance. Interfraction systematic errors were patient-wise determined as the mean of 

all deviations occurring during treatments. Random interfraction errors were computed 

subtracting the deviation “of the day” to the previous systematic error. Systematic errors 

associated to the last configuration, including the mouthpiece, were the lowest, with deviations 

of 0.34mm +/- 0.70mm, 0.34mm +/- 1.20mm, 0.56mm +/-0.90mm along the medio-lateral, 

cranio-caudal, anterior-posterior directions. Based on the same directions, reported random 

errors were equal to 0.9mm, 1.0mm and 0.8mm. All the masks were concluded to be suitable 

for IGRT. 

Figure 25: Immobilization configurations. Reprinted from “Inter- and intrafraction patient 

positioning uncertainties for intracranial radiotherapy: a study of four frameless, thermoplastic 

mask-based immobilization strategies using daily cone-beam CT”, 80(1), Tryggestad E, 

Christian M, Ford E, Kut C, Le Y, Sanguineti G, et al., Int J Radiat Oncol Biol Phys, 281-290, 

Copyright 2011, with permission from Elsevier. 

 

1.3.2. Uncertainties in radiotherapy measurements 

1.3.2.1. Concept 

The uncertainty reflects the dispersion of a measurement. For instance, in radiotherapy, the 

absorbed dose is assumed to be represented as a Gaussian centred on the prescribed dose. 

Two types of uncertainties have been defined: either type A or type B. The former is evaluated 

via statistical approaches implying the repetition of an experiment and the associated standard 

deviation computation, the latter via other approaches requiring critical skills. 

The final uncertainty combined is obtained combining previously described uncertainties as 

follows: 

𝜎𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 =  √𝜎𝐴
2 + 𝜎𝐵

2 Equation 47 

With A, B, types A and B uncertainties. 
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1.3.2.2. Quantitative approach 

Typical uncertainties magnitudes associated to the bilateral beam 3DCRT treatment delivery 

were provided by Mijnheer et al. (181). It included, for instance, the calibration of the ionization 

chamber (Type A = 0.9%, Type B = 1.1%), the assessment of the absorbed dose at given patient 

points (Type A = 1.0%, Type B = 1.3%) and the patient irradiation with two parallel MV beams 

(Type A = 1.5%, Type B = 0%). The obtained combined uncertainty was reported to be equal 

to 4.2%. 

Similarly, Castro et al. (182) investigated the uncertainties associated to two chambers, namely 

a cylindrical PTW 30013 (PTW, Freiburg, Germany) and a plane-parallel Markus (PTW, 

Freiburg, Germany) used to measure the absorbed dose to water. Reproducibility, representing 

the variation of a given measurement when repeating the same experiment, is a well-established 

Type A uncertainty. Irradiations were performed with a 60Co device, producing gamma rays 

with energies equal to 1.17MeV and 1.33MeV. Reproducibility was found to be equal to 0.03% 

for both detectors. Additional uncertainties linked to Type B, were reported for these chambers. 

For instance, leakage, potentially resulting in smaller measurements, was overestimated to 

ensure encompassing the true value. A value of 0.01% was assigned for both chambers. Long-

term stability, evaluating detectors consistency over time, were equal to 0.29% and 0.48% for 

PTW 30013 and Markus chambers respectively. Regarding linearity, rates were equal to 0.03% 

for both chambers, based on a 90Sr source. Final uncertainties, combining Types A and B, were 

0.29% and 0.48% for PTW 30013 and Markus chambers, suggesting the superiority of PTV 

30013. 

 

1.4. MRI-Linac opportunities 

1.4.1. Description 

As previously mentioned, in the standard radiotherapy workflow, MR-imaging and treatment 

are performed with two independent devices, at different treatment times. Recently, hybrid 

devices combining a linac to a MRI have been developed, offering an optimal guidance and 

enhancing personalized patient care. Technically, two MRI-linac designs have been proposed, 

i.e. placing the irradiation beam perpendicular or parallel to the magnetic field (Figure 26 

(183)). 
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Figure 26: Perpendicular (27.A) and inline (27.B) MRI-Linac configurations. Adapted by 

permission from Springer Nature Customer Service Centre GmbH: Springer, “MRI Linac 

Systems”, Whelan B, Oborn B, Liney G, Keall P, Copyright, 2019. 

In 2017, the first human treatment MRI-Linac based occurred in Utrecht, The Netherlands with 

the Elekta Unity device (184). Four patients with spine metastases were enrolled in the study. 

Reported geometric accuracies derived from MRI were comprised between 0.2mm and 0.4mm 

proving the high device precision. 

Nowadays, four different MRI-linac types have been developed, including the Elekta Unity, 

MRIdian, Australian MRI linac and Aurora RT. Technical details are provided in Table 5. 

Table 5: MRI-linac characteristics. 

Devices 
Commercial 

availability 

Magnetic field 

strength 

Photon energy 

beam 

Technical 

configurations 

possibilites 

Elekta Unity 

(Elekta, 

Stockholm, 

Sweden) 

Yes 1.5T Philips 

Ingenia (Philips 

Healthcare, 

Best, The 

Netherlands) 

7 MV flattening 

filter free linac 

Perpendicular 

MRIdian 

(Viewray, 

Oakwood, 

United States) 

Yes 0.35T 3 Co60 sources 

() or 6 MV 

flattening filter 

free linac 

Perpendicular 
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Australian 

MRI-Linac, 

(Liverpool, 

Australia) 

No 1T MRI (Agilent 

Technologies, 

Oxford UK) 

4 and 6MV 

flattening filter 

free (Varian 

Linatron-MP) 

Both 

Aurora RT 

(MagnetTx, 

Edmonton, 

Canada) 

No 0.6T open bore 

magnet 

6 MV Inline 

 

 

1.4.2. Advantages 

MRI offers a higher soft tissues contrast than CT, and enables an access to the anatomy, but 

also to physiology (185). The latter provides numerous and meaningful information concerning 

the tumor, such as the quantity of hypoxic tissues, whose radio-resistance is two to three times 

higher than normal tissue (186). Similarly, Diffusion weighted MRI representing water 

molecules diffusion in the body, provides apparent diffusion coefficients whose increase has 

been proved to correlate with tumor response, since treatments induce cell deaths and improved 

water mobility (187). 

This enhanced contrast allows for real time MRI. Combining it with MLC tracking enables the 

continuous tumor imaging while the beam is on. This technique is particularly adapted for 

mobile tumors located for instance in liver or lungs, ensuring an access to target intrafraction 

movements and ensuring a high treatment delivery accuracy. However, note that this approach 

requires latency times between the MRI acquisition and the MLC adaption to be low, to avoid 

wrong irradiation delivery. This latency was quantified by Borman et al. (188), who reported 

durations of 0.5 times the acquisition time for radial k-space sampling sequences. 

Lastly, MRI-linac allows for Adaptive Radiation Therapy (ART), whose goal is to modify the 

treatment based on the patient variations related to the positioning, OAR or target volumes 

(189). Three types of strategies have been developed. First, offline approach relies on the 

acquisition of the MRI “of the day”, and possibly re-planning before the next treatment session. 

This method is clinically acceptable as long as changes do not occur during fractions or between 

two fractions (190). Second approach is online, and consists in adapting the treatment before 

delivering the fraction “of the day”. Elekta proposes for instance the adapt to shape option. 
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First, the online MRI is acquired. The planning CT is then deformably registered to the MRI 

“of the day”. Contours are projected from the CT to the online MRI, and possibly corrected to 

match the anatomy of the day. Then, the crucial pCT generation step occurs. Finally, the plan 

is re-calculated or re-optimized (191). Thus, online ART combined with a MRI-linac is a 

promising pCT generation application. Last approach is real-time adaption, i.e. during a 

fraction. Its first clinical linac implementation feasibility occurred in 2018, as reported by Keall 

et al. (192). To do so, 8 prostate tumor patients were enrolled, with associated prescribed dose 

equal to 36.25Gy. Real time imaging relied on Kilovoltage Intrafraction Monitoring (KIM) and 

MLC tracking respectively to identify the target location and accordingly adapt the treatment 

beam. Reported KIM geometric accuracy were equal to -0.1mm +/- 0.4mm, 0.2mm +/- 0.2mm 

and -0.1mm +/- 0.6mm for left/right, superior/inferior and anterior/posterior directions. In 

addition, 100% and 95% of CTV received the prescribed dose when applying real-time ART 

and without, proving the high efficiency of real-time ART. 

 

1.4.3. Challenges 

The MRI-Linac devices raise various physical and technological issues, since the linac impacts 

the MRI and vice versa. 

First, moving electrons, deriving from photons with matter interactions, in an electro-magnetic 

field result in a Lorentz force F⃗⃗, defined as: 

F⃗⃗ = 𝑒E⃗⃗⃗ +  𝑒v⃗⃗ ∧ B⃗⃗⃗ Equation 48 

With E⃗⃗⃗, B⃗⃗⃗ v⃗⃗, e, the electric field, magnetic field, electron velocity and electron charge.  

Since the Lorentz force is perpendicular to the electrons displacement, it results in electrons re-

entering the volume they exit at water/air interfaces, known as Electron Return Effect (193). 

Raaijmakers et al. (194) quantified the dose increase, based on both MC simulations and the 

irradiation of a phantom containing a Kodak X-Omat V film and placed in an electromagnetic 

field. They reported a rate of 40% on the surface where the beam exits the phantom. A 

possibility to reduce this extra dose is to place a bolus on the patient (195). 

The integration of the electron return effect into clinical TPS has mainly be performed with 

MC. In 2019, Chen et al. (196) investigated the Monaco Research version (Elekta, Stockholm, 

Sweden) TPS ability, which is based on MC, to calculate the dose for a pre-clinical MRI-linac 
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(Elekta, Stockholm, Sweden). An inhomogeneous phantom was designed, assembling various 

ED tissues to mimic lung, soft tissues and bones. The selected ionization chamber was A26MR 

(Standard Imaging, Middleton, WI, United States). Two hundred monitor units were delivered 

with a 10cm2x10cm2 field size. Difference between the measured dose and the calculated dose 

was equal to 0.98%, highlighting a high agreement between simulated and measured values. 

More recently, Shortall et al. (197) confirmed this observation especially close to air cavities 

evaluating Monaco (Elekta, Stockholm, Sweden) TPS. The Unity (Elekta, Stockholm, Sweden) 

was used to irradiate four phantoms, respectively containing air sphere of diameters equal to 

0cm, 0.5cm, 3.5cm and 7.5cm. Ground truth measurements were performed with GafChromic 

EBT3 films. 3D global gamma indices with 20% dose threshold were calculated. It resulted in 

3%/3mm pass rates equal to 98.3%, 95.7%, 98.3% and 95.6% for respectively phantoms with 

air sphere of diameter 0cm, 0.5cm, 3.5cm and 7.5cm, confirming the clinical use feasibility. 

Another major MRI-linac limitation has been reported by Liney at al. (183) and concerns 

interactions occurring between the treatment beam and the MRI receiver antenna, leading to a 

beam attenuation, dose skin increase and electronic disequilibrium. To overcome this issue, 

they proposed a radiation transparent RF coil designed for 1T magnetic field (Magnetica Pty 

Ltd, Australia) and reported a high SNR of 42.6 +/- 0.9 (198). 

Lastly, measuring the absorbed dose with dosimeters, such as air filled-ionization chambers, is 

challenging owing to the impact of the magnetic field on the air contained in the detectors (199). 

Indeed, as previously described, the Lorentz force deviates secondary electrons especially at 

air/water interfaces, resulting in dose changes. In 2013, Smit et al. (200) investigated this 

variation for the NE2571 Farmer-type ionization chambers (NE Technology Limited, Berkshire 

RG7 5PR, England). The MR-Linac was an Elekta prototype, with a 6MV beam. The presence 

of the 1.5T magnetic field strength was proved to increase the measured dose by a factor of 

4.9% +/- 0.2%. One possible approach to overcome this limitation consists in applying 

correction factors. O’Brien et al. (201) recently reported corrections for various detectors placed 

parallel to the magnetic field in case of the Elekta Unity (Elekta, Stockholm, Sweden). For 

instance, PTW30013, PTW30012 and PTW30011 corrections were respectively equal to 0.994, 

0.992 and 1.000 (PTW-Freiburg, Freiburg, Germany). 

 

To conclude, current brain radiotherapy workflows are complex procedures requiring the dual 

acquisition of a CT and a MRI, used during segmentation/dosimetry and segmentation-only 
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steps respectively. Errors, uncertainties or inter-observer variabilities arise from most of the 

processes, including registration algorithm, targets and OAR delineations, dose calculation and 

patient set up resulting in a large treatments variability. A possible option to overcome certain 

of the previously listed limitations consists in drastically reducing human intervention via tasks 

automation with state-of-the-art AI-based algorithms. 
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2. AI 

2.1. General concept 

AI aims to mimic human’s intelligence. The latter precise concept was first introduced in 1950, 

by Alan Turing with the imitation game (202). Three characters were defined: Person A, Person 

B and Computer. Person A was in a room apart, with two terminals. Each terminal corresponded 

either to Person B or Computer. Person A asked questions to find out who the terminal belonged 

to (203). The test was considered to be passed if the machine was able to fool 30% of test 

people. The machine was then considered as intelligent.  

Nowadays, this technology is present in the daily life via multiple aspects, such as Natural 

Language Processing (NLP), which aims at developing sophisticated mechanisms to enable 

computers a human language comprehension (204). It is not a trivial task, owing to numerous 

traps, including the undertones, expressions, hyperboles, etc. One example of technologies 

relying on NLP are chatbots, consisting in robots designed to discuss with real human. Many 

firms have already developed their own technologies, such as Eno (Capital One), Blue Bot 

(KLM) and Anatole (SNCF), to quickly and accurately answer to customers. Yet, note that 

humans/chatbots conversations have been reported to be inferior, in terms of all various  

intelligence types, than humans/humans ones (205). A second application are self-driving cars, 

developed for various objectives, such as decreasing car accidents and enabling a smoother 

traffic (206). For example, Waymo developed by Google, is an autonomous car composed of 

Lidar sensor placed on the roof, additional sensors placed around the car, radars associated with 

a hardware design to enable a constant evaluation of the environment and a prediction of what 

will happen next. AI has been proved to be involved in various steps, such as the motion 

monitoring, traffic sign recognition, obstacle apprehension, etc (207). 

 

2.2. Machine Learning (ML) 

AI sub-category is Machine Learning (ML). Learning refers to the ability for a machine to 

improve itself with experience, as mentioned by Mitchell (208). ML can be mainly split into 

four classes, depending on the experience type. 
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First, supervised learning requires to provide the algorithm with couples of data, composed of 

the input x and the output y. The goal is to find a function transforming the input into the output 

and minimizing a loss function L, as described below (209): 

min
𝑓

1

𝑁
∑ 𝐿(𝑓(𝑥), 𝑦)

(𝑥,𝑦)

Equation 49 

With f, L, N the investigated function, the loss function, the total number of points used to build 

the model. 

Supervised leaning is used for two tasks. First, classification predicts discrete output and aims 

at defining a threshold to separate 2 or more classes. It is for instance implemented in the anti-

spam system of a mailbox. The input are features extracted from the email, and the output is 

either 0 or 1, respectively indicating a non-spam and spam emails (209). Second type is the 

regression and corresponds to continuous predictions. The simplest regression is linear and 

hypothesizes a linear relationship between x and y. Figure 27 illustrates a classification problem 

between blue squares and red triangles (A) and a regression task (B) (210). 

Figure 27: Classification (A) and regression tasks. Adapted from “Regression Analysis With 

Differential Privacy Preserving”, Fang X, Yu F, Yang G, Qu Y, 2019, IEEE Access. CC BY 

4.0 (2019). 

Since collecting labelled data is time-consuming, unsupervised learning has been developed 

and consists in providing the machine with data without label. The goal of the machine is to 

define robust features re-usable on an unseen cohort, to predict an output (211). Unsupervised 

learning offers the possibility to explore unexpected domains, contrary to supervised learning 

requiring to guide the machine with ground truth data (212). One type of unsupervised learning 

is clustering and consists in gathering data into groups, sharing similar properties. It relies on 

the reduction of inter-elements distances within a same group. On the contrary, distance 
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between groups is augmented. This domain has been successfully applied to genomics, by 

Battistella et al. (213). 4615 genomics samples were retrieved from the public database The 

Cancer Genome Atlas, representing various tumors locations including head and neck, liver, 

breast, rectum, etc. The optimized signature, based on LP-stability and composed of 27 genes, 

was proved to be at least equivalent or even superior to the K-Means signature (30 genes) for 9 

tested tumor types out of 10. 

Semi-supervised approaches are hybrid methods relying on both labelled and unlabelled data 

collection, introduced for classification tasks. The required condition is the pertinence of the 

unlabelled data for the task. More formally, Chapelle et al. (214) suggested that p(y|x), 

representing the probability of predicting y knowing x, must benefit from p(x), corresponding 

to the information derived from unlabelled data. One possible approach for semi-supervised 

consists in first applying a clustering algorithm to the large unlabelled data amount. For each 

cluster, the centroid is selected and annotated. Thus, it results in the labelling of smaller dataset, 

corresponding to the number of clusters. A supervised approach, such as neural networks, are 

finally applied for classification model assessment. 

A last ML category is Reinforcement Learning (RL). It is composed of an agent evolving in an 

environment. RL goal is to teach the agent with the action it has to perform in the environment 

via rewards. More precisely, it is an iterative process, first requiring the agent to detect the 

environment. Then, it performs an action. The latter is either positively or negatively rewarded 

(Figure 28 (215)). The agent accordingly upgrades a function (216), i.e. learns. RL have been 

used in various fields, such as robotics (217), chemistry (218) and finance (219). 

Figure 28: Whole RL process including the environment state observation by the agent, the 

action onto it and the reward. Reprinted from “A Sarsa(λ)-Based Control Model for Real-Time 

Traffic Light Coordination”, Zhou X, Zhu F, Liu Q, Fu Y, Huang W, 2014, Scientific World 

Journal. CC BY 3.0 (2014). 
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2.3. DL 

2.3.1. Artificial neurons 

DL is a ML sub-category in which the network automatically extracts features for the 

prediction. DL mostly relies on artificial neurons. Historically, this concept was first introduced 

by Rosenblatt (220), with the description of a single unit neuron, i.e. a perception, developed 

for a binary classification task. It was inspired by biological neurons, which are entities 

composed of several entries, a cell and a single output signal. It consists in an ensemble of 

weights and a bias, and can be described as: 

𝑦𝑛 = 𝜑 (∑ 𝑥𝑝 × 𝑤𝑝 + 𝑏𝑛

𝑖

𝑝=1

) Equation 50 

Where yn is the output of neuron n, φ the activation function, xp is the input from neuron p, wp 

the corresponding weight applied to input p, and bn the bias associated to neuron n.  

An illustration of the perceptron is provided in Figure 29. 

Figure 29: A perceptron, composed of i input, carrying the signal xi. Different weights wi are 

applied to each input, which are then summed. The network bias is added, before applying the 

activation function φ. 

Table 6 presents common activation functions, and corresponding formulas. 
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Table 6: Examples of activation functions. 

Activation functions Formula 

Linear 𝜑(x) = ax 

Sigmoid 𝜑(x) =
1

1 + 𝑒−x
 

Tanh 𝜑(x) = 2 sigmoid(2x) − 1 

Rectified Linear Unit (ReLu) 𝜑(x) = max (0, x) 

 

The most popular activation function is ReLu, since there is no gradient convergence to zero, 

and thus no gradient vanishing effect. Another advantage of the function is its low computation 

cost, compared to the exponential in sigmoid function for instance. 

 

2.3.2. Networks design 

Two types of configurations have been proposed to organize neurons. 

First, feedforward networks being currently the most frequently used, are characterized by the 

unidirectional information path, i.e. from the input to the output. No back loops are integrated. 

Neurons are assembled into several layers. Concerning the simplest architecture, namely the 

multilayer perceptron, all neurons of two consecutive layers are connected, as illustrated in 

Figure 30. 

Figure 30: Multilayer perceptron, composed of i neurons on the input layer (green), j neurons 

on the hidden layer (red) and k output neurons (blue). 
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Concerning the ability of the network to predict the output, Hornik (221) reported about the 

Universal Approximation Theorem, stating that any continuous function on compact sub-

ensembles can be approximated with a one-hidden layer feedforward multilayer perceptron. In 

other words, when dealing with multilayer perceptron, networks failures to achieve the desired 

output cannot be attributed to the architecture. 

Second type of architecture is feedback networks where signal can go forward, i.e. from input 

to output, and backward, i.e. from output to input. Figure 31 presents an example of feedback 

network, with backward connections from the output Y(j) to two input nodes, Out1(i,j) and 

Out1(i,j+1) for instance, representing output signals from Y(j) to layer i (222). 

Figure 31: Feedback network, with four backward connections represented. Reprinted from 

“Image Hash using Neural Networks”, 63(22), Desai V, Rao D, Int J Comput Appl., Copyright 

2013, with permission from IJCA Edition. 

These networks have three main advantages, as reported by Zamir et al. (223). First, it enables 

quicker predictions. Indeed, backward networks are based on an iterative process, meaning that 

output are first computed, before being fed back to the network, etc. On the contrary, for a 

forward network, the output is computed once, at the end of the prediction. Second advantage 

concerns the prediction configuration, which is performed hierarchically, becoming finer and 

finer with increasing iterations. To predict a French Bulldog for instance, the network at first 

iteration identifies the general category, namely animals, among other categories such as person 

or food. Then, it selects dogs among other pet classes, such as cats or horses. Finally, the correct 

bulldog output is predicted, among highly specific categories, Labradors Retrievers and 

Siberian Huskies. Last major advantage concerns curriculum learning which can be applied. It 
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consists in selecting the data to present to the network and its order to iteratively boost 

complexity and decrease duration times (224). Thus, the feedback connections can be presented 

as the memory of previous actions. 

 

2.3.3. General process 

The whole process can be split into three sub-tasks, namely, training, validating and testing a 

model. Since supervised algorithms are more common for pCT generation task than 

unsupervised, the description has been adapted to this learning category. 

 

2.3.3.1. Network training 

The basic training idea relies on the calculation of a distance between the network prediction 

and the ground truth via a loss function. Network parameters, namely weights and biases, are 

then accordingly modified to achieve the loss function minimum. 

Concerning the workflow, weights and biases are first initialized, before defining the input layer 

signals based on the training set. Information is then propagated forward, with the calculation 

of increasingly deep layers output with Equation 50. When obtaining the output signal, the loss 

function is calculated, comparing the prediction with the ground truth provided in the training 

set. Finally, the error is backpropagated from the output to the first hidden layer nodes to enable 

weights and biases update (section 2.3.4.). 

Various loss functions have been introduced, depending on the DL task to solve. Concerning 

general classifications tasks, the categorical cross entropy CE has been widely used, and is 

calculated as follows: 

𝐶𝐸 = − ∑ 𝑦𝑖
𝑔𝑑

𝐶

𝑖=1

log(𝑦𝑖
𝑝𝑟𝑒𝑑) Equation 51 

With C, yi
gd and yi

pred the number of classes, the ground truth and the network prediction for 

class i. 

Concerning regression tasks, the Mean Squared Error (MSE) is commonly used, and defined 

as: 

𝑀𝑆𝐸 =  
1

𝑁
∑(𝑦𝑖

𝑔𝑑
− 𝑦𝑖

𝑝𝑟𝑒𝑑)
2

𝑁

𝑖=1

Equation 52 
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With N, yi
gd and yi

pred the total number of samples, the ground truth value and the predicted 

value. 

In theory, MSE could be used in combination with a softmax activation to get probabilities for 

a classification task. However, in practice, distances between continuous ranges of predicted 

values and ground truth values result in lower loss function and thus a lower penalization than 

cross entropy. 

 

2.3.3.2. Network validation 

Validation aims at optimizing the hyperparameters, i.e. the parameters accessible by the 

operator such as the loss function or the optimal data preprocessing. An additional parameter 

requiring optimization is the number of epochs corresponding to the number of times the whole 

training dataset pass through the network. To avoid defining a threshold, early stopping has 

been introduced. Its role is to prevent overfitting referring to a model which is not generalisable 

to other sets than the training one. It is performed selecting the model corresponding to the 

lowest validation error. This task is not always trivial, as highlighted by Figure 32 which 

presents training and validation loss function curves under ideal (A) and real (B) conditions 

(225). 

Figure 32: Error against time for training (continuous line) and validation (dotted line) in 

idealistic conditions (A) and for validation set in reality (B). Adapted from “Automatic early 

stopping using cross validation: quantifying the criteria”, 11(4), Prechelt L, Neural Netw., 761-

767, Copyright 1998, with permission from Elsevier. 
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A pseudo code describing the process implemented for the studies below is provided, from an 

initial epoch N equal to 2: 

Initialisation: A = 0; N=2; Reference_error = error(N=1); Stopping_criterion=S; 

Loss_function=L 

• error(N) = L(Validation set, N) #Compute the error on validation set, for epoch N 

• if error(N) < error(N-1): 

o Reference_error = error(N) #Reference error is the lowest achieved error 

o A=0 #Assign 0 to A, representing the number of epochs from reference error 

epoch to current epoch 

• else: 

o A=A+1 #A is incremented 

o if A > S: 

▪ Stop training #If A superior to a pre-defined threshold S, for instance 8, 

stop the training to avoid overfitting 

• iterate the process with N=N+1 #Otherwise, continue training with the following 

epoch N+1 

 

An additional parameter to be optimized is the batch size and refers to the number of elements 

fed to the network before calculating the loss, and updating the weights and biases. This 

parameter is a trade-off between decreasing duration computing time and enhancing 

convergence speed respectively occurring when the batch size increases and decreases (226). 

 

2.3.3.3. Network testing 

Finally, the model is tested on an unseen cohort, and performance is evaluated to assess the 

model quality. To avoid biases, the testing set should be fed to the network once, i.e. at the end 

of the training and validation optimization processes. Otherwise, the risk is to learn on the 

testing set. 

 

2.3.4. Optimization 

2.3.4.1. Standard gradient descents 

Gradient descent aims at identifying the global minimum of a loss function via network 

parameters upgrades and optimal rates achievement. This is performed via successive gradients 
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computations, i.e. loss function derivative estimations. The velocity to upgrade weights and 

biases is based on the learning rate. Caution must be observed when selecting this parameter. 

Indeed, an excessively low learning rates imply small displacements along the loss function, 

and the possibility to get trapped in a local minimum. On the contrary, large learning rates mean 

large displacements associated to the risk of missing the global minimum. Figure 33 presents a 

1D illustration of the global gradient process (227). 

Figure 33: Gradient descent approach, with the loss function (black curve), gradient a given 

point (pink dotted line) and successive parameters updates (blue arrow). Adapted from 

“Synergy of physics-based reasoning and machine learning in biomedical applications: 

Towards unlimited deep learning with limited data”, Gavrishchaka V, Senyukova O, Koepke 

M, 2019, Adv Phys X. CC BY (2019). 

Three different types of gradient descents have been developed (228). First Vanilla, or batch 

gradient descent, calculates the error for each training element. However, the parameters update 

is performed once the whole training data is passed through the network, as follows: 

𝜃𝑡 = 𝜃𝑡−1 − 𝜂∇𝜃𝐿(𝜃𝑡−1; 𝜏) Equation 53 

Where , , i,  refers to the whole training set, the learning rate, the parameter to be updated 

(weight or bias) and the derivative of L per . 

The main disadvantage of this approach is the long computation time, especially for large 

training datasets. 

To overcome this limitation, stochastic gradient descent has been introduced, relying on an 

error calculation and parameters update performed for each training element, randomly selected 

in the training set, as described: 

𝜃𝑡 = 𝜃𝑡−1 − 𝜂∇𝜃𝐿(𝜃𝑡−1; (𝑥𝑖; 𝑦𝑖)) Equation 54 
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With (xi, yi) a training couple composed of xi the network input, and the corresponding ground 

truth yi. 

An intermediate approach is the mini batch gradient descent, consisting in updating the 

parameters for every N training elements contained in a mini-batch B with: 

𝜃𝑡 = 𝜃𝑡−1 − 𝜂∇𝜃𝐿(𝜃𝑡−1; 𝐵) Equation 55 

The main advantage of such approach compared to stochastic gradient descent, is the variance 

decrease, since a more representative sample is used for optimization. 

 

2.3.4.2. Adam 

Adam was first introduced by Kingma et al. (229) in 2014. It aims at computing gradient first 

and second orders and relies on a learning rate specific to each parameter. First and second 

moments definitions are calculated as follows: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔(𝐿, 𝑤𝑡) Equation 56 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔(𝐿, 𝑤𝑡)2 Equation 57 

With mt, g(L,wt), vt the gradient first moment at time t, the gradient of the loss function L 

regarding the weight wt at time t, second gradient order at time t. 1 and 2 are two 

hyperparameters, commonly equal to 0.9 and 0.999. 

The previously described equations are valid for t=1. Thus, concerning t=0, m0 and v0 are equal 

to 0, leading to a bias. To overcome it, the authors proposed corrected first and second order 

gradients, namely 𝑚̂ and 𝑣, definition: 

𝑚̂𝑡 =
𝑚𝑡

1 − 𝛽1
𝑡 Equation 58 

𝑣𝑡 =
𝑣𝑡

1 − 𝛽2
𝑡 Equation 59 

The final parameters  update is performed with: 

𝜃𝑡 = 𝜃𝑡−1 − 𝜂
𝑚̂𝑡

√𝑣𝑡 + 𝜀
Equation 60 

With  a constant, whose possible value is 10-8. 
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This optimizer has been successfully applied to numerous radiotherapy fields, such as target 

and OAR segmentation (230), beam orientation for planning optimization (231) and brain pCT 

generation (232). 

 

2.3.5. Architectures examples 

2.3.5.1. UNet 

UNet was first introduced in 2015, by Ronneberger et al. (233) and was initially designed for 

medical image segmentation. Reported network parameters are equal to 7.76M. This network 

is a 2D fully convolutional neural network composed of two main parts, namely the encoder 

and decoder. 

The former is composed of four blocks, each containing two convolutions. Convolutions consist 

in applying filters, composed of network weights, to a given image. In this case, the filter, i.e. 

kernel, size was equal to 3x3. The two convolutions are followed by a ReLu activation function, 

which was previously described. Last block element is a MaxPooling operation. It is a 2x2 filter 

selecting the maximum of the four wrapped elements, to decrease by two the features maps 

sizes. Thus, the encoder results in a decrease of the input image from 572x572 to 32x32. In the 

mid time, the kernels number increases implying a learning of gradually deep features. 

Finally, the decoder has the role to reconstruct the high level 32x32 features maps. To do so, 

four blocks are consecutively applied. Each block is composed of two convolutions with a 3x3 

filter, ReLu activation function and an up-convolution with a filter size of 2x2 to increase 

feature maps sizes. Two 3x3 and one last 1x1 convolutions are applied to obtain the final 

classification maps. Finally, note that for each block, skip connections enable features maps to 

be transferred from the encoder to the decoder ensuring a proper image reconstruction. Figure 

34 presents the original network architecture (233). 
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Figure 34: UNet architecture. Reprinted by permission from Springer Nature Customer Service 

Centre GmbH: Springer, Medical Image Computing and Computer-Assisted Intervention – 

MICCAI 2015. Lecture Notes in Computer Science, “U-Net: Convolutional Networks for 

Biomedical Image Segmentation”, Ronneberger O, Fischer P, Brox T, Copyright, 2015. 

Despite its great success in medical field, UNet faces several limitations, such as for instance 

difficulties to handle images with various scales. To overcome this issue, Ibtehaz et al. (234) 

proposed to view the two consecutive 3x3 convolutions present in the architecture as a 5x5 

convolution, and to perform 3x3 and 7x7 convolutions in parallel. Second limitation is the low 

high level information amount contained in the first network layers, resulting in non-

informative skip connections and difficulties in construction. A Channel Attention Gate was 

reported by Khanh et al. (235) to overcome this issue aiming at collecting information from 

both encoder and decoder to assess meaningful characteristics. 

 

2.3.5.2. Residual neural networks 

During error backpropagation, the derivative of the loss function L with respect to the weight 

w associated to the layer l is proportional to the product of all layers norms deeper than l. Thus, 

in the case of these norms are inferior to 1 and a large layers number, the error derivative tends 

to zero. This phenomenon, referred as vanishing gradient, results in a significant decrease in 

the velocity to train the superficial networks layers. To overcome this issue, residual 
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connections have been introduced and consist in summing the output layers block with the input 

as illustrated in Figure 35 (236). 

Figure 35: Residual connection summing a block input x to the output F(x). Reprinted from 

“Camera-Based Blind Spot Detection with a General Purpose Lightweight Neural Network”, 

Zhao Y, Bai L, Lyu Y, Huang X, 2019, Electronics. CC BY (2019). 

This concept has been re-used by Li et al. (237) to generate a 3D HighResNet, designed for a 

classification task. To enable pCT generation, the network was adapted, modifying the output 

channel number to 1, removing the softmax layer, and applying instance normalization instead 

of batch normalization layers (238). It is first composed of a sub-block of 3x3x3 convolution, 

instance normalization and ReLu activation. Then, there are nine residual blocks, each 

containing two sub-blocks of instance normalization, ReLu and 3x3x3 convolutions with a 

dilation factor of 1, 2 or 4. Finally, two last sub-blocks containing instance normalization, ReLu 

and either 3x3x3 convolution with a dilated factor of 1 or 1x1x1 convolution are placed at the 

end of the architecture. The resulting architecture is presented in Figure 36. 

Figure 36: Modified 3D HighResNet. 

 

2.3.5.3. Generative Adversarial Networks (GAN) 

GAN are composed of two opposite models. First, the generator takes as input a random noise 

to compute highly realistic images. Concerning the discriminator, its role is to differentiate 

between real, i.e. from the training set, and fake images, i.e. from the generator. Its output is a 

probability for the image to be real. Training a GAN is a dynamic process, in which both the 
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generator and discriminator aim at improving themselves. A balance should exist between the 

two models performances. Once the training and validation are performed, the discriminator 

is removed to keep a realistic images generator. Figure 37 presents a GAN illustration (239). 

Figure 37: GAN composed of a generator (blue) computing fake images (dark grey) which are 

compared to ground truth images (light grey) by the discriminator (green) to predict the image 

type, i.e. real or fake. Reprinted by permission from Springer Nature Customer Service Centre 

GmbH: Springer, Deep Learning with Azure, “Generative Adversarial Networks”, Salvaris M, 

Dean D, Tok WH, Copyright, 2018. 

Conditional GAN are one evolution of traditional GAN, and were first introduced by Mirza et 

al. (240). They consist in providing the generator and discriminator with additional information 

mostly to guide the generation of the fake image from noise ensuring higher performances. 

Conditional GAN have been widely used in radiotherapy, especially for pCT from MRI 

synthesis (232,241,242), prostate MRI fiducials detection (243) and linac and MLC treatment 

plan parameters prediction (244).  

An additional GAN evolution is the cycle GAN designed for image-to-image transformation 

and not requiring paired data. It is composed of two generators and two discriminators. 

Generator 1 produces images from domain A to B via a function f. Generator 2 takes as input 

images from domain B to transform them into A with a function g. Associated Discriminators 

1 and 2, as in a common GAN, have the role to assess the trueness of input images which are 

either generated or real. The crucial condition is the bijectivity of f and g. In other words, let 

image b in domain B represent the transformation of image a from domain A with f. Applying 

function g on b should lead to the initial image a. More theoretically, a cycle consistency loss 

is added to the common GAN loss function to ensure the one-to-one mapping (245). Main 
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radiotherapy-related tasks were the generation of pCT from MRI (246–248), image quality 

improvements such as CT metallic artefact (249) and CBCT artefact (250) reductions. 

Concerning architectures, GAN generators are commonly fully convolutional neural networks, 

i.e. architectures where fully connected layers have been replaced by 1x1 convolutions. 

Discriminators are simple convolutional neural networks according to Nie et al. (251). This 

observation is in agreement with GAN strategies in radiotherapy, since reported networks 

architectures for the generator are the original UNet (252,253) and modified UNet versions 

(254–256). Regarding the discriminator, consecutive convolutions layers (254) have been used 

as well as Patch GAN (253,255,256) consisting in predicting 2D maps where each voxel is 

assigned a probability to be real or fake. 

 

2.4. AI in radiotherapy 

AI potential applications in radiotherapy have been widely investigated these past few years.  

In 2020, Huynh et al. (257) proposed a global overview of  AI integration in radiotherapy and 

the associated consequences on the clinical members staff. For instance, regarding radiation 

therapists, the treatment session dedicated to each patient will probably be shortened owing to 

automated set up and beam delivery. Dosimetrists were predicted to spend more time on 

difficult cases since the easiest ones would be automatically computed. Combinations between 

AI approaches and radiotherapy workflow tasks were also proposed, such as fully convolutional 

neural networks for segmentation and GAN for dose distribution prediction.  

Regarding the underlying mathematical concepts, they have been introduced by Siddique et al. 

(258). Technical AI concepts useful for radiotherapy were provided, such as support vector 

machine and K-nearest neighbour approaches, both potentially playing a key role during 

segmentation or K-mean clustering to evaluate the patients who would benefit from ART.  

Chan et al. (259) investigated the specific integration of AI in Quality Assurance (QA). One of 

its main roles is to ensure that prescribed and minimum doses are respectively delivered to 

target and OAR. Concerning machine-related QA, a possible reported AI application consisted 

in predicting a linac time stability with a neural network composed of one hidden layer with 6 

neurons. More generally, ML was proved to have a great potential for both IMRT and VMAT 

plans QA with tasks such as gamma indices computation, dosimetry-derived errors 

classification, assessment of factors influencing dosimetry accuracy, etc. 
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2.4.1. Images synthesis and preprocessing 

Many radiotherapy workflow steps can largely benefit from AI. First, images generation, such 

as synthetic CT (260,261) or synthetic MRI (262,263), has been successfully investigated with 

the promise to reduce the number of examinations per patient. A DL-based synthetic CT 

generation pipeline named MRI Planner (Spectronic Medical AB, Helsingborg, Sweden) is 

already CE-marked, and thus commercially available (section 3.3.3.). An additional application 

consists in preprocessing the acquired images for an improved quality, such as metal artefact 

reduction (264,265), still not implemented in clinics. 

 

2.4.2. Brain registration 

Regarding brain registration, various lines of research have been proposed tackling both 

monomodal (266,267) and multimodal transformations (268,269) with DL. A recent study 

published by Islam et al. (270) consisted in first artificially augmenting data via random 

rotations and translations. An initial symmetry-based alignment was optionally applied on fixed 

and moving images, before training a 3D registration convolutional network and developing a 

second network to classify the input images as fixed or moving. VDSC superior to 0.99 were 

obtained when evaluating CT to MRI registrations performances, suggesting the high efficiency 

of the proposed method. Figure 38 presents the registration output for six patients. 

Figure 38: Initial fixed CT (purple) and moving MRI (green) images (A). Registration output 

without and with the symmetry alignment (B and C). Adapted from “A deep learning based 

framework for the registration of three dimensional multi-modal medical images of the head”, 

Islam KT, Wijewickrema S, O’Leary S, 2021, Sci Rep, 11(1). CC BY 4.0 (2021). 
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2.4.3. Segmentation 

Segmentation is also a task where DL has been introduced (271), leading to fast, reproducible 

and robust delineations. Metastases lesions were segmented by Xue et al. (272) with a 3D fully 

convolutional network. 1652 brain metastases patients, collected from institution 1 (1201 

patients), institution 2 (231 patients) and institution 3 (220 patients), were included. The 

acquired MRI were 3D T1. For each institution, cross validation was performed splitting the 

dataset into 4 folds. Three were used for training, wherein random 10% were assigned to 

validation. The remaining fold was dedicated to test. VDSC performances were equal to 0.85 

+/- 0.08, 0.84 +/- 0.07 and 0.83 +/- 0.06 for institutions 1, 2 and 3 respectively. Figure 39 

presents qualitative segmentation qualities, for 4 cases. 

Figure 39: Qualitative performances of Brain Metastases Detection and Segmentation network 

(BMDS) for four given cases. First and second rows respectively present ground truth and 

BMDS predicted segmentations. Reprinted from “Deep learning-based detection and 

segmentation-assisted management of brain metastases”, 22(4), Xue J, Wang B, Ming Y, Liu 

X, Jiang Z, Wang C, et al., 505-514, Copyright 2020, with permission from Oxford University 

Press. 

Regarding OAR, Mlynarski et al. (273) proposed a modified version of the 2D UNet to segment 

the brain, hippocampus, brainstem, pituitary gland, eyes, lenses, optic nerves and chiasm from 

T1 MRI. VDSC comprised between 0.58 and 0.97 were respectively obtained for the pituitary 

gland and the brain. Similarly based on MRI, Dolz et al. (274) achieved better performance, i.e.  

VDSC respectively equal to 0.83 +/- 0.06, 0.76 +/- 0.06, 0.77 +/- 0.08, 0.78 +/- 0.05, 0.80 +/- 

0.06 for chiasm, pituitary gland and stalk, left and right optic nerves. 
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Note that hybrid methods, combining different tasks, have also been investigated. Estienne et 

al. (275) proposed to associate an encoder and two decoders to generate both the reference and 

moving 3D MRI segmentation masks and the corresponding displacement fields. 

Regarding AI-based segmentation commercially available, various software including for 

instance ART-Plan (TheraPanacea, Paris, France), RayStation (RaySearch Laboratories, 

Stockholm, Sweden), MVision AI (MVision AI Oy, Helsinki, Finland), are already available. 

 

2.4.4. Dosimetry 

DL has been applied to dosimetry enabling a fast and reproducible process. An original two-

step method was proposed by Chen et al. in 2019 (276) for head and neck patients treated with 

step and shoot. First, a residual network predicted a coarse dose map from CT and associated 

segmentations. Then, a convolution was applied to generate the final fine dose map. Lowest 

3%/3mm global gamma index was obtained for the larynx, and was equal to 75.3% +/- 11.9%, 

highlighting the presented approach potential. The dose map computation time was lower than 

10 seconds. More recently, DeepDose was proposed by Kontaxis et al. (277) which is a 3D 

UNet, to predict dose maps for IMRT-treated prostate patients. 5 input maps were required, 

namely a ray tracing-based segment mask representing different field sizes effects on scattering 

in case of non-square beams, distance from source, central beam distance, radiological depth 

and volume densities. Mean 3%/3mm gamma index with 10% dose threshold of 99.9% +/- 

0.3% was achieved. Testing a patient was a fast process and lasted approximately one minute. 

Low computation times are highly important in oncology, especially for online adaptive 

radiotherapy where the patient is lying on the table, and a plan recalculation is performed based 

on the anatomy of the day. Figure 40 illustrates the ground truth and predicted dose maps 

comparison for a transversal slice. 
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Figure 40: Axial slices of the reference (A) and predicted (B) dose distributions. Femoral heads 

(blue and red lines), PTV (black line), rectum (orange line) and bladder (white line) 

segmentations are also presented. From “DeepDose: Towards a fast dose calculation engine for 

radiation therapy using deep learning”, 65(7), Kontaxis C, Bol GH, Lagendijk JJW, 

Raaymakers BW, Phys Med Biol., 2020. DOI: 10.1088/1361-6560/ab7630. © Institute of 

Physics and Engineering in Medicine. Adapted by permission of IOP Publishing.  All rights 

reserved. 

Concerning clinics, RayStation (RaySearch Laboratories, Stockholm, Sweden) was the first to 

propose in 2019 a ML-based treatment plan option, which was tested on 100 prostate cancer 

patients, and recently reported (278). The first 50 patients were all treated with human-derived 

plans. They were retrospectively compared to ML-derived plans. Concerning the remaining 50 

patients, both plans were generated for each patient, the best being blindly assessed by a 

physician. 72% of the ML-derived plans were finally selected over human ones, suggesting 

their high accuracy. 

 

2.4.5. QA 

QA integration into radiotherapy has been strongly advised by IAEA (279). QA is a task which 

can be automated via AI. A pioneer research study presented by Tomori et al. (280) consisted 

in predicting gamma indexes, for prostate patients QA time saving. 2D convolutional neural 

network predictions were obtained from verification plans on a QA phantom and were 

compared to measurements deriving from GAFCHROMIC EBT3 films. Global 2%/2mm 

predicted and measured pass rates with 30% dose threshold were respectively equal to 86.78% 

+/- 2.55% and 88.03% +/- 2.00%. The associated Spearman coefficient was 0.62 (p < 0.01). 

More generally, all the prediction-measurement comparisons led to a Spearman coefficient 

https://doi.org/10.1088/1361-6560/ab7630
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superior or equal to 0.51 (p=0.02) except for the 3%/3mm criterion (Spearman coefficient = 

0.32, p = 0.16), suggesting the correlation between the two values. 

 

2.4.6. Patient set up 

Lastly, patient set up task has been impacted by AI. Studies investigated approaches to improve 

its imaging quality via DL. In 2018, Kida et al. (281) proposed a modified 2D UNet to learn a 

correspondence between prostate CBCT and original CT, and generate CBCT_1. They 

compared it to a CBCT_2 enhancement approach based on a scatter a priori correction.  The 

spatial non-uniformity root mean square differences between CT and original CBCT were equal 

to 109HU and 57HU in fat and muscle respectively. Concerning CT and CBCT_2 same tissues, 

differences of 14HU and 7HU were achieved. Differences between CT and proposed improved 

CBCT_1 were 13HU and 11HU for the same tissue categories, highlighting a spatial uniformity 

increase, at least in fat. Figure 41 presents qualitative comparison of the three image types. 

Figure 41: Original CBCT (a), planning CT (b), CBCT_1 (c), CBCT_2 (d), planning CT – 

original CBCT (e), CBCT_1 – original CBCT (f), CBCT_2 – original CBCT (g), planning CT 

– CBCT_1 (h), planning CT – CBCT_2 (i). Adapted from “Cone Beam Computed Tomography 

Image Quality Improvement Using a Deep Convolutional Neural Network”, Kida S, Nakamoto 

T, Nakano M, Nawa K, Haga A, Kotoku J, et al., 2018, Cureus, 10(4). CC (2018). 

More recently, Zhang et al. (282) developed a 2.5D GAN with feature mapping which was 

trained and validated on 150 pairs of pelvic CT-CBCT couples. The derived model was tested 

on 15 patients, leading to MAE of 43.8HU +/- 6.9HU and 23.6HU +/- 4.5HU for CT-original 

CBCT and CT- DL CBCT comparisons respectively. Similarly, a test on 10 head and neck 

patients, was conducted and led to 32.3HU +/- 5.7HU and 24.1HU +/- 3.8HU MAE, suggesting 

the considerable CBCT quality improvement. 
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3. Pseudo CT 

3.1. Introduction 

Generating pCT from MRI has been widely studied these past few years, implying pCT are 

placed in the MRI spatial frame. No CT/MRI registration is required, theoretically leading to a 

decrease in the global treatment error. Additional advantages are costs reduction and an 

improved patient comfort. However, clinical reality, including MRI artefacts, MRI 

contraindications (e.g. pacemakers wearing patients), claustrophobia, results in a non-

straightforward hospitals implementation. 

Numerous pCT applications exist. As previously mentioned, online ART, i.e. a re-planning 

when the patient is on the couch, requires the transformation of the online MRI into a CT to 

enable a dose calculation and a patient treatment (283). A second application refers to combined 

Positron Emission Tomography/MRI devices, which are nuclear medicine imaging 

technologies, and in which the attenuation map computation is needed for uptake quantification 

(284). Lastly, a recent study published by Zijlstra et al. (285) presented pCT generated in the 

context of orthopaedics. 

In section 3.2., commonly reported metrics for pCT quality evaluation are presented. Section 

3.3. focuses on three main pCT generation techniques as well as their associated performances. 

 

3.2. Evaluation tools as summarized by Vandewinckele et al. (1) 

3.2.1. Intensity-based metrics 

3.2.1.1. Mean Error (ME) and MAE 

According to Largent al. (286), ME is calculated as: 

𝑀𝐸 =  
1

𝑁
∑ 𝑝𝐶𝑇𝑖 − 𝐶𝑇𝑖

𝑁

𝑖=1

Equation 61 

MAE is defined as: 

𝑀𝐴𝐸 =  
1

𝑁
∑|𝑝𝐶𝑇𝑖 − 𝐶𝑇𝑖|

𝑁

𝑖=1

Equation 62 

With, for both formulas, N, CTi, pCTi the total number of voxels of the considered ROI, CT 

intensity of voxel i, pCT intensity of voxel i. 
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For brain pCT evaluation, MAE is commonly computed within the head contour (232,260,261), 

which is also the case for ME (261,287–289). Additionally, several studies reported these 

metrics in bone (261,288,289), air and water tissues (261), defined based on a thresholding 

approach. ME and MAE have the advantage to be easily computed. However, since they are 

voxel-wise metrics, they are impacted by the registration quality. Indeed, satisfying fusions 

imply a good CT/pCT correspondence leading to lower ME/MAE than poor quality 

registrations, where different tissues are superimposed. 

Most of the studies report the MAE based on the cohort, reflecting a group performance. Thus, 

no information regarding mis-reconstructed patients is provided, preventing to elaborate MRI-

only radiotherapy workflow exclusion criteria. A possible way to overcome this issue consists 

in reporting mean and standard MAE, as well as minimum and maximum. 

 

3.2.1.2. Peak Signal to Noise Ratio (PSNR) 

PSNR is a similarity metric mostly applied to quantify images reconstruction performance, in 

case of loss-associated image compression for instance (290). It is calculated as follows: 

𝑃𝑆𝑁𝑅 = 10 log10

𝐿2

𝑀𝑆𝐸
Equation 63 

With L the maximum gray value intensity in the CT (291). 

High PSNR reflects low MSE, and thus high correspondence between CT and pCT. On the 

contrary, low PSNR implies low CT/pCT similarity. One major PSNR limitation is its low 

correlation with human image visualization and representation (292). 

 

3.2.1.3. Structural SImilarity Metric (SSIM) 

To overcome the issue raised by PSNR, SSIM has been introduced. Malpica et al. presented a 

detailed approach of such metric calculation (293). Let CTf and pCTf represent the two full 

images to be compared. The calculation is performed in a sliding-window fashion, usually of 

size 11x11. Let CT and pCT represent the CTf and pCTf extracted windows respectively. First, 

luminance similarity l is defined as: 

𝑙(𝐶𝑇, 𝑝𝐶𝑇) =  
2𝜇𝐶𝑇𝑓

(𝐶𝑇, 𝑝𝐶𝑇)𝜇𝑝𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇) + 𝐶1

𝜇𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇)2 + 𝜇𝑝𝐶𝑇𝑓

(𝑐𝑡, 𝑝𝐶𝑇)2 + 𝐶1
Equation 64 

Where C1 refers to a constant. 𝜇𝐼 associated to image I is computed as: 

𝜇𝐼(𝐶𝑇, 𝑝𝐶𝑇) =  ∑ ∑ 𝑤(𝑝, 𝑞)𝐼(𝐶𝑇 + 𝑝, 𝑝𝐶𝑇 + 𝑞)

𝑄

𝑞=−𝑄

𝑃

𝑝=−𝑃
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Where w is a weighting function such that: ∑ ∑ 𝑤(𝑝, 𝑞) = 1
𝑄
𝑞=−𝑄

𝑃
𝑝=−𝑃 . 

Second function is the contrast similarity c, and is computed as: 

 

𝑐(𝐶𝑇, 𝑝𝐶𝑇) =  
2𝜎𝐶𝑇𝑓

(𝐶𝑇, 𝑝𝐶𝑇)𝜎𝑝𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇) + 𝐶2

𝜎𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇)2 + 𝜎𝑝𝐶𝑇𝑓

(𝐶𝑇, 𝑝𝐶𝑇)2 + 𝐶2
Equation 65 

With C2 is a constant. 𝜎𝐼 is the contrast of image I obtained calculating the standard deviation, 

as follows: 

𝜎𝐼
2(𝐶𝑇, 𝑝𝐶𝑇) =  ∑ ∑ 𝑤(𝑝, 𝑞)[𝐼(𝐶𝑇 + 𝑝, 𝑝𝐶𝑇 + 𝑞) − 𝜇𝐼(𝐶𝑇, 𝑝𝐶𝑇)]2

𝑄

𝑞=−𝑄

𝑃

𝑝=−𝑃

 

Lastly, the structural similarity function s is defined: 

𝑠(𝐶𝑇, 𝑝𝐶𝑇) =  
2𝜎𝐶𝑇𝑓 𝑝𝐶𝑇𝑓

(𝐶𝑇, 𝑝𝐶𝑇) + 𝐶3

𝜎𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇) + 𝜎𝑝𝐶𝑇𝑓

(𝐶𝑇, 𝑝𝐶𝑇) + 𝐶3
Equation 66 

With C3 a constant and 𝜎𝐶𝑇𝑓 𝑝𝐶𝑇𝑓
 is calculated as: 

𝜎𝐶𝑇𝑓 𝑝𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇)

= ∑ ∑ 𝑤(𝑝, 𝑞) [𝐶𝑇𝑓(𝐶𝑇 + 𝑝, 𝑝𝐶𝑇 + 𝑞) − 𝜇𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇)] [𝑝𝐶𝑇𝑓(𝐶𝑇 + 𝑝, 𝑝𝐶𝑇

𝑄

𝑞=−𝑄

𝑃

𝑝=−𝑃

+ 𝑞) − 𝜇𝑝𝐶𝑇𝑓
(𝐶𝑇, 𝑝𝐶𝑇)] 

Structural comparison relies on the ZMUV approach, obtained subscripting the mean  to the 

window, and then dividing it by the standard deviation . 

The final SSIM is finally obtained as follows: 

𝑆𝑆𝐼𝑀(𝐶𝑇, 𝑝𝐶𝑇) = 𝑙(𝐶𝑇, 𝑝𝐶𝑇) 𝑐(𝐶𝑇, 𝑝𝐶𝑇) 𝑠(𝐶𝑇, 𝑝𝐶𝑇) Equation 67 

SSIM is then iteratively calculated for other windows. The final value ranges from -1 to 1, 

respectively referring to low and high degrees of similarity between CT and pCT. This metric 

has been reported to face several limitations when used in the medical imaging field, such as 

undervaluing distortions next to certain edges for instance (294). 

 

3.2.1.4. VDSC 

Last intensity-based metric is VDSC and has been previously defined. It is commonly assessed 

in bone regions. The latter is commonly obtained thresholding the image, with values of 200HU 

(232,288,295), 250HU (261,289), 300HU (296) and 500HU (297). 
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3.2.2. Dosimetry-based metrics 

Most of the dosimetry-based studies (232,255,261,287,289,295,298) transferred the treatment 

plan from the initial brain CT onto the pCT for evaluation, enabling a direct estimation of the 

proposed model performance. Tang et al. (299) performed both the plan transfer and the 

optimization on the pCT, investigating the dosimetry differences between the two approaches. 

Lastly, Prabhakar et al. (300) and Weber et al. (301) generated treatment plans optimized on 

pCT. The most common evaluation metrics used to assess the resulting dosimetry performance 

are presented in the following sections. 

 

3.2.2.1. Gamma index 

Gamma index summarizes global dosimetry performances. More precisely, it enables an 

evaluation of the dosimetry agreement between two dose maps, in the present case a reference 

CT and a testing pCT. A 1D illustration is presented in Figure 42, and was provided by Hussein 

et al. (302). 

First, two acceptability criteria r and D are defined, respectively associated to the distance (in 

mm) and the dose (in Gy). They are reported on the graph, respectively on the r and D axes. Let 

the reference CT point be represented as a blue cross point at the centre of the figure. The tested 

pCT-based dose curve corresponds to the blue curved line. To simplify the problem, only three 

pCT tested points are defined: DE(rR), DE(rE) and DE(rE1). The gamma index algorithm 

iteratively evaluates the distances between the reference point and the different tested points. A 

reference point passes the test if it exists a combination (reference point, tested point) which 

satisfies the two criteria previously defined, i.e. a spatial distance lower than r and a dose 

difference lower than D.  More concretely, it implies that only a tested point located within 

the ellipse (blue dotted line), representing the combination of the Euclidian distance and dose 

difference criteria, passes the test. In Figure 42, (DR(rR), DE(rE)) passes while (DR(rR), DE(rR)) 

and (DR(rR), DE(rE1)) fail. 
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Figure 42: 1D gamma index calculation principle. The cross point, blue line, dotted line 

represent the reference point, the tested curve and the acceptance ellipse respectively. Reprinted 

from “Challenges in calculation of the gamma index in radiotherapy – Towards good practice”, 

36, Hussein M, Clark CH, Nisbet A, Phys Med., 1-11, Copyright 2017, with permission from 

Elsevier. 

More formally, the gamma value  for a CT reference point RCT is calculated as follow (302): 

γ(𝑅𝐶𝑇) = min (√
ΔD2(𝑅𝐶𝑇 , 𝑅𝑝𝐶𝑇)

δD2
+

Δr2(𝑅𝐶𝑇 , 𝑅𝑝𝐶𝑇)

δr2
;  ∀ 𝑅𝑝𝐶𝑇) Equation 68 

With RpCT the evaluated pCT dose map point, D the dose difference between the reference 

and tested points doses, r the distance between the reference point and the tested point, D the 

dose acceptance criterion, r the distance acceptance criterion. 

Results can either be presented with gamma values maps. Additionally, a gamma index can be 

reported, corresponding to the percentage of points passing the test, i.e. points with gamma 

values  lower than 1. Thus, the objective is to obtain a gamma index close to 100%. 

Typical r values are equal to 1mm, 2mm, 3mm. Similarly, widely used D values are 1%, 2% 

and 3% of the dose. In a global gamma index approach, the dose percentage is applied to the 

reference dose matrix maximum. For a local gamma index, the dose percentage of the reference 

point dose is considered. As a result, low doses located in OAR easily pass the gamma index 

criterion for a global approach, leading to a less restrictive test than local. Applying a dose 

threshold on the CT dose map is commonly performed to disregard all these low dose regions 

and focus on target volumes. If the latter is small, it is advantaged with low thresholds, since 
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many points are considered. A dose error in the target volume would be compensated by the 

surrounding healthy tissues gamma indices. On the contrary, large PTV benefit from high dose 

thresholds, since a target volume dose error is compensated by the remaining PTV points. 

 

3.2.2.2. DVH differences 

Relative DVH-based differences D are commonly performed between CT and pCT with: 

∆𝐷 = 100 ×  
|𝐷𝐶𝑇 − 𝐷𝑝𝐶𝑇|

𝐷𝐶𝑇
Equation 69 

Where DCT and DpCT the DVH-derived metrics associated to CT and pCT respectively. 

PTV differences are usually based on D95% and D98% metrics, referring to minimum doses 

received by 95% and 98% of the PTV respectively. Concerning optic nerves, chiasma, 

brainstem and lenses, the metric is Dmax, representing the maximum dose received by the 

structure. Lastly, cochlea DVH differences are assessed between Dmean, i.e. the cochlea 

structures mean dose. 

DVH differences are accurate for a specific structure dose performance investigation. However, 

contrary to gamma values maps, no spatial information is provided. 

 

3.2.2.3. IGRT accuracy 

IGRT accuracy has been increasingly computed, since set up performances assessment is vital 

for an end-to-end MRI-only radiotherapy workflow. Two main approaches have been described 

so far in the literature. The first consists in rigidly registering CBCT to CT and pCT (289,298).  

Second approach is 2D, and relies on the rigid registration of 2D kV images to DRR extracted 

from CT and pCT (298). In both approaches, registrations are compared to assess discrepancies 

in the six degrees of freedom, namely translations along x, y, z and pitch, roll and yaw rotations. 

 

3.3. Literature review 

3.3.1. Bulk Density Assignment (BDA) 

Bulk Density Assignment (BDA) first requires segmenting the MRI into categories of tissues. 

A pre-defined ED is then assigned to each delineated area. 
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Several studies included one segmented category, i.e. water, such as Prabhakar et al. in 2007 

(303). A total of 25 brain tumor patients were enrolled in the study. Three different plans were 

compared, namely CT without heterogeneity correction (method 1), CT combined with 

heterogeneity correction (method 2) and MRI-only (method 3). In method 3, a water-equivalent 

pCT was generated assigning the value of 0HU to the external contour. Plans were calculated 

with pencil beam. Mean doses of 98.85% +/- 0.76%, 98.97% +/- 0.70% and 98.89% +/- 0.71% 

were obtained for methods 1, 2, 3 respectively leading to a p-value of 0.492 and a non-

significance of the observed differences. 

Similarly, in 2008, Weber et al. (301) collected data from ten glioblastoma patients to compare 

different approaches, namely a dosimetry based on CT without heterogeneity correction 

(method 1), a dosimetry based on CT with heterogeneity correction (method 2) and a MR-based 

dosimetry (method 3). The latter approach consisted in assigning a water density to the MRI. 

Maximum percentage differences between doses per fraction for methods 1-2, 1-3, 2-3 were 

equal to 0.4% +/- 0.1%, 0.3% +/- 0.9%, -0.01% +/- 0.4% proving the feasibility of the MR-only 

radiotherapy workflow. 

Yet, assigning ED to only one tissue category is not optimal, as proved by Kristensen et al. 

(304). They investigated three different dosimetry methods, namely CT-based (method 1), MR-

based with unit water density assigned (method 2) and MR-based with bone and water assigned 

densities (method 3). Bone assigned value was set to 1.61g/cm3. Plans were optimized on CT 

combined with a heterogeneity correction. The workflow was tested for eleven patients with 

brain tumors. The isocentre dose differences between methods 1 and 2, 1 and 3, led to 

percentages of 1.4% +/- 0.4% and 0.4% +/- 0.3% respectively, suggesting the dual ED 

assignment superiority. 

Stanescu et al. (305) also applied a two categories-based pCT generation to compare the 

standard MRI and CT-based workflow to an MR-only process. Brain, scalp and bone of four 

patients suffering from glioblastoma multiforme were semi-automatically contoured. Brain and 

scalp were considered as water equivalent. Bone was assigned the density of 1.47g/cm3. 

Treatment plans were optimized using CT and MRI data, before being transferred to the 

generated pCT. DVH differences were computed for the OAR and did not exceed 1% 

potentially suggesting the equivalence of the two compared approaches. In 2008, they 

performed a similar study (306) and enrolled the same types of patients. Comparison was made 

between the standard workflow based on both CT and MRI plan uncorrected from distortion 

and the MRI-only distortion-corrected approach. The latter was generated applying a distortion 
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correction on the MRI and assigning to scalp, brain and bone regions the ED corresponding to 

0HU, 0HU and 1000HU. As in their previous study, treatment plans were not optimized on 

pCT. Differences in Dmax between both methods were below 1% for all the four patients, 

proving the MRI-based workflow feasibility. 

The bulk density approach presents several disadvantages. First, it is based on the contouring 

of various tissues categories, raising the issue of quality, reliability and reproducibility, even 

though an increasing number of software currently offer the ability to automatically delineate. 

Moreover, segmenting the bone from conventional MR sequences, is not straightforward. 

Indeed, bone T1 and T2 range from 0.001 to 1ms (307), i.e. are low. Thus, standard MRI 

sequences cannot capture contrasted bony structures. One possibility to overcome this issue 

may consist in acquiring exotic sequences such as Utrashort Echo Time (UTE), presenting TE 

ranging from 0.008ms to 0.50ms (308). Recently, Zero Echo Time MR sequences have been 

introduced, offering a TE of 8s and a better SNR than UTE (309). In this case, the bulk density 

approach can be time-consuming since it can require extra MRI, not routinely acquired. 

 

In 2016, Philips presented its first commercially available Magnetic Resonance for Calculating 

ATtenuation (MRCAT) software for prostate tumors location. The MRI input images are T1-

weighted mDixon and T2-weighted Turbo Spin Echo. Dixon approach enables four contrasts 

MRI, namely in phase, i.e. water + fat, opposed phase, i.e. water – fat, water-only and fat-only. 

The mDixon approach proposed by Philips is a modified version of Dixon, relying on a single 

image reconstruction to speed up the acquisition process. The bulk density assignment relies on 

the segmentation of five categories, namely air, compact bone, spongy bone, fat and water. 

Bratova et al. (310) investigated the quality of the computed image, compared with a water 

equivalent pCT involving 10 prostate tumors patients. The 2D gamma indexes were larger than 

79.4% and 97.5% with a water equivalent approach and MRCAT respectively, for 7 patients 

out of 10. It proved the dosimetry accuracy of such approach. In 2019, Philips launched 

MRCAT Pelvis (Philips Healthcare, Best, The Netherlands), suitable for both male and female 

patients. An evolution of the generation method has been recently proposed to enhance pCT 

quality and consists in continuous bulk density assignments (311). Indeed, water and fat Dixon 

MRI are used to define water and fat clusters and associated centres. The continuous function 

passing through the two clusters centres is assessed, enabling the ED assignment of intermediate 

intensity voxels located outside of water and fat clusters. Regarding bone, the final assigned 

ED value depends on the distance between the intensity point, which does not belong to the 
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water-rich and fat-rich tissues clusters, and the mapping function previously determined. The 

whole cohort was composed of 77 prostate, 43 rectum and 27 gynaecological patients. A 

dosimetry analysis involving IMRT and VMAT plans was performed for further evaluation. 

The reported MAE on 12 patients was equal to 38.8HU +/- 4.0HU for the body contour. PTV 

and OAR averages DVH differences were all below 1%, highlighting the accuracy of the 

proposed method. 

Regarding Elekta (Stockholm, Sweden), as mentioned in Section 1.4.2., pCT are required in 

case of online ART. In the Adapt to shape approach, bulk ED are assigned to each contour. 

They correspond to the ED mean wrapped by the deformed contours, potentially adapted to the 

online MRI-derived patient anatomy, on the planning CT (191). Recently, Snyder et al. (312) 

reported the commissioning of the Elekta Unity (Elekta, Stockholm, Sweden), including a 

dosimetry test of the Adapt to shape method. It was compared to another technique, namely 

Adapt to position, which does not require a pCT generation. The latter only accounts for 

translations errors and relies on the rigid registration of the planning CT with the online MRI. 

The isocentre position is then updated, before re-optimizing or re-launching the dose 

calculation. This approach does not necessitate new contours, and thus does not consider the 

patient anatomy “of the day”. For a head and neck irradiation delivered with IMRT, global 

3%/2mm gamma indices with 10% dose threshold were equal to 99.6% and 99.7% respectively 

with Adapt to position and Adapt to shape approaches. Corresponding dose re-calculations 

durations were respectively 171s and 460s. 

Siemens has developed their syngo.via RT Image Suite which presents the ability to generate 

pCT for brain and pelvis. Regarding brain tumors, four MR sequences are required, namely T1 

Vibe Dixon, T2 SPACE, PETRA and FLASH Gradient Echo. They are then classified into 

water, fat, white matter, gray matter, bone. Concerning pelvis, a T1 Vibe Dixon is acquired 

before segmenting water, fat, bone and air. Both types of pCT generation are reported to last 

approximately one minute (313). 

 

3.3.2. Atlas and multi-atlas 

In the pCT generation context, an atlas represents a combination of a CT and a MRI for a given 

patient. Figure 43 presents the global pCT generation workflow (314). First, the CT atlas(es) 

are rigidly registered to the MRI atlas(es) (step 1). Second step consists in applying a 

deformable transformation to register the MRI atlas(es) onto the patient MRI (step 2). The 
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output deformation fields are then applied to the CT atlases to create multiple pCT (step 3). 

Finally, these various pCT are combined to generate a single pCT (step 4). Various 

combinations approaches have been proposed in the literature, such as the median (315), mean 

(316) or a weighted average based on similarity (317). 

Figure 43: Scheme of the multi-atlas workflow, including the registration of the CT atlases on 

the MRI atlases (step 1), deformable registration of the MRI atlases onto the target MRI (step 

2), applying the output deformation fields onto the CT atlases (step 3) and combining the pCT 

to obtain the final pCT (step 4). Reprinted from “Pseudo-CT Generated Through Multi-Metric 

Image Registration and Atlas Fusion (Application to T1-Weighted Brain MRI)”, Boukellouz 

W, Moussaoui A, Taleb-Ahmed A, 2017. Copyright © 2017, IEEE. 

 

The simplest approach consists in constituting atlases cohorts composed of a single CT and 

MRI couple. It is referred as single atlas method, and has been investigated in 2016 by Demol 

et al. (318). They enrolled twenty-two brain tumors patients, and selected the atlas patient based 

on densities, artefacts criteria. The different pCT generations were applied. First, a 5x5x5 patch 

was centred on each MRI voxel of interest. The associated atlas CT wrapped voxels were used 

to generate the pCT values in a weighted average fashion based on the inverse distance. Second, 

a 9x9x9 box centred on each patient MRI voxel was applied, combined with a 10% threshold 

to select the voxels under consideration. These voxels were then weighted averaged (as 

previously performed) from the warped atlas CT to obtain the final pCT voxel value. 

Concerning dosimetry, no optimization on the pCT was performed. Soft tissues presented a ME 

inferior to 50HU. The D98 PTV differences were respectively equal to -0.5% +/- 0.38% and -

0.1% +/- 0.35% for methods based on 5x5x5 and 9x9x9 patches highlighting the superiority of 

the latter. 



 

98 
 

To enhance image qualities, a noise removal filter was applied by Demol et al. (318) on patients 

CT and pCT and on atlas images by Chegeni et al. (315). They selected 10 glioblastoma and 10 

other brain tumors patients. In each category, one patient was kept apart, and the nine remaining 

patients were assigned to the atlases cohort. A 2D deformable registration inspired from 

Demons was used to deform the atlas MRI onto the incoming MRI. The combination of all 

warped CT into a final pCT was performed via the use of the median per pixel. Concerning the 

glioblastoma group, T1 MRI and CT-based brain windowing combination led to a MAE of 

80HU +/- 10.8HU and bone VDSC of 0.83 +/- 0.05. Concerning the other tumor group, 80HU 

+/- 9.7HU and 0.85 +/- 0.04 were respectively achieved for the MAE and bone VDSC. 

The superiority of multi-atlas over single atlas was proved by Uh et al. (316), in 2014. Twelve 

and 14 brain tumor patients were respectively included in the multi-atlas and testing cohorts. 

They adopted five different approaches to generate the pCT. First, single atlas and 6-atlas 

strategies were adopted, combined with an arithmetic mean final voxel combination for the 

latter. Second, a method reported as “Pattern Recognition with Gaussian Process” by the 

authors was used. For a given voxel under consideration, all the neighbouring voxels 

encompassed by a square matrix were considered for the weighted average to compute the final 

pCT value. The weights were derived from comparisons between patches extracted from atlases 

and patient MRI. This approach was either applied with 6 or 12 atlases patients. Lastly, a water 

equivalent pCT was obtained assigning a 0HU to the body outline. Dosimetry was performed 

transferring the CT dosimetry plan to pCT. Reported root mean square differences were 

respectively equal to 391HU +/- 30HU, 346HU +/- 81HU, 224HU +/- 36HU, 219HU +/- 35HU 

and 207HU +/- 33HU for water, single atlas, 6-atlase approach, pattern recognition with 

gaussian process based on 6 or 12 atlases patients. D95 and Dmean PTV DVH differences were 

respectively inferior to 1.8% and 1.3% for all the methods based on the arithmetic mean and 

pattern recognition with gaussian process.  

The strategy of pCT combination is key in multi-atlas strategies, and has been explored by 

Sjolund et al. (319). To this aim, ten patients treated for a brain tumor with stereotactic 

radiosurgery were retrieved. An important preprocessing step consisted in masking the frame, 

which was highly visible on CT, to avoid affecting final pCT quality. Five different pCT 

generation strategies have been proposed, including the standard mean per voxel combination 

(method 1) and median per voxel combination (method 2). The authors additionally proposed 

a new combination approach, consisting in iteratively calculating the various warped CT means 

per voxel, registrating the warped CT to this mean image, re-estimating a new mean, etc 

(method 3). A similar approach based on the median was investigated (method 4). Lastly, 
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authors compared pCT quality to the lowest MAE single deformed CT (method 5). Reported 

foreground MAE were respectively equal to 123.2HU +/- 18.6HU, 113.4HU +/- 17.6HU, 

117.9HU +/- 20.3HU, 114.5HU +/- 20.5HU and 125.6HU +/- 13.4HU for methods 1, 2, 3, 4 

and 5 respectively. Method 2 was reported to significantly outperform method 3 (p=0.0098) 

and method 5 (p=0.0029). 

Boukellouz et al. (320) also compared mean and median fusion approaches based on eleven 

patients with brain CT/T2 images with previous contrast agent injection. A leave one out cross 

validation was used to assess all uncorrected pCT. Then, a HU-correction method was used 

consisting in applying weights based on MRI intensities, tissues classes and information 

retrieved spatially to uncorrected pCT voxels. Normalized cross correlations between CT and 

pCT averaged for all patients were equal to 0.92 and 0.91 for the mean and median approaches 

respectively. In addition, reported bone VDSC were 0.68 and 0.72 for the two strategies, which 

seemed to be in agreement with Sjolund et al. (319). 

 

More generally, atlas and multi-atlas methods are limited, since the total computation time is 

directly proportional to the number of patients constituting the atlases. Thus, pCT quality is a 

balance between clinical acceptable computing durations and atlases cohort sizes. In addition, 

the atlas patients choice should be performed with caution, as it should be heterogeneous and 

representative of the global patient morphologies diversity. To our knowledge, no CE-marked 

software based on such approach is available. 

 

3.3.3. DL 

In 2017, a study performed by Han (260) was one of the first to explore brain pCT generation 

with DL. Eighteen patients who underwent stereotactic radiosurgery were selected providing 

CT/T1 couples, acquired with the same devices for the whole cohort, which were rigidly 

registered. The network consisted in a modified version of the 2D UNet architecture, initially 

designed for classification tasks. The optimization strategy was on Adam enabling to 

backpropagate the error derived from the MAE loss function. A 6-fold cross validation was 

performed, assigning 5 and 1 folds to the training and testing cohorts respectively. Achieved 

MAE and MSE were respectively equal to 84.8HU +/- 17.3HU and 188.6HU2 +/- 33.7HU2. 

The 2D UNet architecture has indeed been proved to be highly efficient, since it is equivalent 

or even moderately superior to 3D. Neppl et al. (287) retrieved 89 patients treated for brain 

lesions with photons. Investigated networks were the 2D and 3D UNets. A dosimetry analysis 
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was performed transferring treatment plans to the pCT. 57, 28 and 4 patients were respectively 

assigned to the training, validation and testing sets. Reported head MAE ranged from 82HU to 

135HU and from 82HU to 147HU for the 2D and 3D UNets respectively. In parallel, a 

dosimetry analysis was performed applying VMAT treatment delivery. Concerning the two 

architectures, 3D global 1%/1mm and 2%/2mm gamma indexes with a 20% dose threshold 

were respectively superior to 95% and 98%. 

However, the lowest MAE reported in the literature were achieved by Kazemifar et al. (232) 

with a 2D cycle GAN. Seventy-seven brain tumor patients with sizes comprised between 

1.1cm3 and 42.4cm3 and treated with radiotherapy were enrolled. 82% of the data were assigned 

to training and validation, and used to perform a 5-fold cross validation. The testing cohort was 

composed of the remaining data. The GAN generator and discriminator were respectively the 

UNet and the combination of six convolutional and 5 dense layers. The corresponding loss 

functions were the mutual information and the binary cross entropy. Concerning dosimetry, 

VMAT CT original plans were transferred to pCT and re-calculated. MAE computed within 

head contour was equal to 47.2HU +/- 11.0HU. Air and bone VDSC were respectively equal to 

70% +/- 7% and 80% +/- 6%. 99.2% +/- 0.8% and 94.6% +/- 2.9% were respectively achieved 

for 2%/2mm and 1%/1mm 3D gamma indexes. No information regarding the global/local 

approach, as well as dose threshold was provided. Li et al. (321) adopted the same type of 

architecture, namely a 2D cycle GAN, but retrieved data from two hospitals, and three different 

MRI protocols, leading to a highly heterogeneous cohort. Hospital 1 provided couples of CT 

and T2 images of 28 patients, acquired with the same devices. Concerning hospital 2, 19 and 

24 couples of CT/T1 FLAIR and CT/T1-Gd were collected, with varying MRI acquisition 

devices and parameters. Four different scenarios were studied to train and test the network. 

Scenario 1 consisted in training and testing the network with hospitals 1 and 2 data respectively. 

The testing cohort was either composed of 5 T1 FLAIR or 6 T1-Gd patients. Scenario 2 was 

the reverse of scenario 1, i.e. training and testing on images from hospitals 2 and 1. The training 

cohort enrolled 14 T1 FLAIR or 18 T1-Gd. Scenario 3 was an hybrid approach, for which the 

training was based on the 28 patients from hospital 1 and either 14 T1 FLAIR or 18 T1-Gd MRI 

from hospital 2. Corresponding testing sets was composed of 5 T1 FLAIR or 6 T1-Gd 

respectively. Lastly, Scenario 4 was based on transfer learning. A first training with the whole 

hospital 1 data led to a model which was then re-trained with 14 T1 FLAIR or 18 T1-Gd. The 

associated testing cohorts were constituted of 5 T1 FLAIR and 6 T1-Gd patients respectively. 

MAE of 126.81HU +/- 14.97HU, 95.13HU +/- 8.70HU, 94.17HU +/- 8.07HU and 74.56HU 

+/- 8.61HU were respectively achieved for scenarios 1, 2, 3 and 4 when the sub-dataset of T1-
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FLAIR was considered. Regarding T1-Gd data from hospital 2, MAE equal to 109.94HU +/- 

5.67HU, 105.15HU +/- 14.01HU, 88.50HU +/- 24.93HU and 74.89HU +/- 15.64HU, 

suggesting the superiority of the transfer learning-based approach. 

The previously mentioned study built a DL model, including T2, T1-FLAIR and T1-Gd, raising 

the issue of the best suited MRI sequence for brain pCT generation. Massa et al. (297) recently 

investigated the topic, collecting 92 patients with a CT , T1, T1-Gd, T2 FLAIR and T2 where 

fat signal has been removed (T2 FatSat). The selected network architecture was a modified 

version of the UNet. The network optimization relied on Adam, combined with a learning rate 

of 10-4. Regarding the training and testing sets, they were composed of 81 and 11 patients 

respectively. An 8-fold cross validation was further performed among training cohort patients. 

Head SSIM were respectively equal to 0.6107 +/- 0.0395, 0.6453 +/- 0.0466, 0.635 +/- 0.033, 

0.6291 +/- 0.0291 for T2 FLAIR, T1, T1-Gd, T2 FatSat. In the same order, reported rates for 

PSNR in air were 43.813 +/- 1.57, 42.98 +/- 1.668, 43.241 +/- 1.364 and 43.077 +/- 1.29, 

proving the equivalence of the MRI sequences. 

Instead of providing single MRI sequences to the network, Koike et al. (255) decided to 

combine T1, T2 and T2 FLAIR images from 15 patients into a 3-channel input. However, to 

enable performances comparisons, single input composed of T1 MRI were also used to feed the 

network. The latter was a 2D conditional GAN, composed of a UNet and a PatchGAN-based 

architectures as generator and discriminator respectively. To overcome the low number of 

patients, data were synthetically augmented via flips, translations, zooms and rotations. 3DCRT 

and VMAT plans, both combined with dose boosts, were transferred to pCT re-calculated with 

the TPS Eclipse (Varian Medical System, Palo Alto, USA). MAE for single and 3 channel-

based input were respectively equal to 120.1HU +/- 20.4HU and 108.1HU +/- 24.0HU in the 

head, 399.4HU +/- 51.8HU and 366.2HU +/- 62.0HU. 2D 1%/1mm gamma indices were 94.2% 

+/- 4.9% and 95.3% +/- 4.7% for single and multi-channels approaches. Relative differences 

between CT and pCT DVH of PTV and OAR were all inferior to 1%. It highlighted a slight 

increase in the overall pCT quality when combining multiple MRI as input. 

Maspero et al. (295) outperformed Koike et al. (255), since three 2D conditional GAN were 

trained in parallel, one for each view, instead of one. A modified 2D UNet and PatchGAN 

represented the generator and discriminator respectively. Predicted pCT were finally combined 

calculating the median for each voxel. 60 paediatrics were retrieved, leading to 15452, 11584 

and 17456 slices in the axial, sagittal and coronal planes respectively. CT parameters, including 

tube kilovoltage, current, exposure time varied for each patient, ranging from 90kVp to 

120KVp, 94mA to 324mA and 923ms to 1712ms respectively. Concerning MRI, field strengths 
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were 1.5T and 3T for 36 and 24 patients respectively. Contrast agent was injected for only 22 

patients. In addition, VMAT plans, composed of 1 or 2 arcs, were transferred and re-calculated 

on pCT using a MC dose algorithm. Coronal, sagittal, axial and multi-views respectively 

resulted in head MAE of 69HU +/- 15HU, 70HU +/- 15HU, 73HU +/- 17HU and 61HU +/- 

14HU. The multi-views additionally led to 3D global 2%/2mm gamma index of 99.5% +/- 0.8% 

when applying a 10% dose threshold, proving the efficiency of the approach. 

Dinkla et al. (261) also adopted a 2.5D approach to build a DL model from a 10-layer 

convolutional neural network. Kernel dilations were used for layers 2 to 7, with a factor varying 

from 2 to 32. The optimization process was based on Adam. Regarding data, 52 patients treated 

with head radiotherapy were enrolled, providing couples of CT/T1 acquired on the same 

devices. 26 and 26 patients were assigned to the training and testing sets. A two fold-cross 

evaluation was performed, leading to predictions of 52 pCT in total. A dosimetry analysis was 

performed transferring and re-calculating CT plans to pCT with MC dose algorithm. Treatment 

deliveries were VMAT and IMRT for 43 and 9 patients respectively. Head, bone, water and air 

ME were respectively equal to 13HU +/- 9HU, 75HU +/- 41HU, -2HU +/- 3HU, -72HU +/- 

27HU. Head MAE was reported to be 67HU +/- 11HU. VDSC of 0.85 +/- 0.04 and 0.71 +/- 

0.07 were achieved for bone and air. 2%/2mm gamma indices were 99.1% +/- 0.8% and 99.8% 

+/- 0.7% when applying dose thresholds of 10% and 50% respectively. 

Similar performances in terms of MAE were achieved by Tang et al. (299), but with 

significantly less brain tumors patients in the cohort, i.e. 37. The network consisted in a 

conditional GAN, composed of a modified UNet and a series of 5 convolutional layers for the 

generator and discriminator respectively. Adam optimizer combined with a learning rate of 

0.0002 were applied. Dataset was split into training (27 patients) and testing sets (10 patients). 

Five fold-cross validation was performed among training set patients, resulting in 4-fold 

training set and 1-fold validation set. Regarding dosimetry analysis, VMAT plans, as well as 

segmentations, were transferred to pCT. Obtained head MAE and PSNR were respectively 

equal to 60.52HU +/- 13.32HU and 49.23dB +/- 1.92dB over all 5 folds. Relative mean DVH 

differences for PTV and OAR were all comprised between -0.77% and 1.33%. Mean gamma 

indices of 99.76% and 97.25% were respectively achieved for 3%/3mm and 2%/2mm criteria. 

In parallel, pCT-based treatment plans optimization was performed, leading to means equal to 

99.96% and 97.99% for 3%/3mm and 2%/2mm criteria respectively. It might suggest the 

potential equivalence of the two optimization approaches.  

As one can notice, pCT evaluations studies commonly adopt a hybrid approach, i.e. report both 

intensity-based and dosimetry metrics. To our knowledge, Liu et al. (298) were the first to 
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propose in 2021 a study reporting only dosimetry performances. 12 brain tumor patients were 

enrolled, and more precisely, 6 and 6 patients treated with conventional and stereotactic 

radiotherapy respectively. CT and T1-Gd were acquired on the same devices. A GAN 

composed a 9 residual block-generator and a 5 convolution layer-discriminator was used to 

generate pCT. Concerning dosimetry, 3 patients benefited from a boost, resulting in a total of 

15 plans. Treatment deliveries were VMAT and DYNARC for 13 and 2 plans respectively. No 

optimization on pCT was performed. Reported conformity indices for CT and pCT plans were 

respectively equal to 1.14 +/- 0.40 and 1.12 +/- 0.40 (p > 0.05). 2D 2%/2mm and 1%/1mm 

gamma indices were respectively 99.9% +/- 0.2% and 99.0% +/- 1.5% when applying a 10% 

dose threshold. PTV D95% and D99% mean errors were respectively equal to 0.10Gy +/- 

0.04Gy and 0.05Gy +/- 0.04Gy. Concerning OAR, D0.035cc were all inferior to 0.13Gy +/- 

0.04Gy, proving the high similarity between CT and pCT plans. 

 

DL approaches have been proved to be highly efficient for the pCT generation task. They are 

currently implemented into two main software. First, MRI Planner (Spectronic Medical AB, 

Helsingborg, Sweden) is already commercially available for head, head and neck and pelvis. It 

first relies on the estimation of a transfer function parameters via DL. The spatially resampled 

patient MRI is used as input, while a 3D matrix containing information of both tissues labels 

categories and the transfer function parameters constitute the output. According to Cronholm 

et al. (322), the 3D networks benefit from residual connections and large receptive fields, 

ensuring high pCT quality. The derived transfer function is finally applied onto the MRI, to 

predict the final pCT. Recently, Lerner et al. (289) evaluated MRI Planner v2.2 on 10 glioma 

patients, and 10 additional patients with other brain tumors. CT and Dixon MR images were 

acquired on the same devices. VMAT plans containing 1 to 4 arcs were used for planning, 

without optimizing on pCT. Head MAE and ME were respectively equal to 62.2HU +/- 4.1HU 

and -5.6HU +/- 4.6HU. 3D global 3%/3mm, 2%/2mm and 1%/1mm gamma indices were 

100.0% +/- 0.0%, 99.8% +/- 0.2% and 99.1% +/- 0.6% with a 15% dose threshold. 

In July 2021, GE Healthcare officially announced its collaboration with Spectronic Medical 

AB, for a fully dedicated DL radiotherapy framework, involving AIR Recon DL and MRI 

Planner technologies to respectively enhance MRI quality and generate pCT. 

Second, MRCAT Brain (Philips Healthcare, Best, The Netherlands) is currently under 

development and aims at generating pCT from 3D T1 mDixon MRI. It has been reported that 

mean dose differences in the PTV for CT and pCT were lower than 1% for 95% of the 

evaluation cohort (323). 
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Finally, Table 7 presents a non-exhaustive DL-based studies summary. 

Table 7: DL studies to compute pCT from brain MRI. Several network architectures are 

reported such as GAN or convolutional neural network. The main adopted MR sequences are 

T1 and T1-Gd. Finally, the achieved results are presented in terms of MAE, gamma indices and 

DVH computed on OAR and PTV. 

Authors 

Network 

architecture 

Dataset 

size 

MR 

sequence 

MRI bias 

field 

correction 

MRI 

standardization 

Image 

comparison / 

Dosimetry 

results 

Han et al. 

(2017) 

(260) 

2D UNet 

Training: 

15 

Testing: 3 

3D T1 

N3 filter 

(324) 

Dynamic 

histogram 

warping (325) 

Head 

MAE=85HU+/-

17HU 

Wolterink 

et al. 

(2017) 

(326) 

2D cycle 

GAN 

Training: 

18 

Testing: 6 

3D T1 - - 

Head 

MAE=74HU+/-

2HU 

Nie et al. 

(2017) 

(251) 

3D GAN 16 - - ZMUV 

MAE=93HU+/-

14HU 

Kläser et 

al. (2018) 

(327) 

HighResNet 20 

T1 and 

T2 

- - 

Head 

MAE=69HU+/-

15HU 
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Dinkla et 

al. (2018) 

(261) 

2.5D Dilated 

CNN 

Training: 

26 

Testing: 

26 

3D T1 - Linear scaling 

Head 

MAE=67HU+/-

11HU 

1%/1mm 

Gamma 

index=91.1%+/-

3.0% 

2%/2mm 

Gamma 

index=95.8%+/-

2.1% 

3%/3mm 

Gamma 

index=99.3%+/-

0.4% 

Emami et 

al. (2018) 

(328) 

2D GAN 

Training: 

12 

Testing: 3 

3D T1-

Gd 

- - 

Head 

MAE=89HU+/-

10HU 

Kläser et 

al. (2019) 

(329) 

HighResNet 20 

T1 and 

T2 

- - 

Head 

MAE=70HU+/-

32HU 

Liu et al. 2D Training: 3D T1- - - Head MAE 
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(2019) 

(296) 

convolutional 

autoencoder 

40 

Testing: 

10 

Gd =75HU+/-

23HU 

Difference PTV 

Dmax=1.39%+/-

1.31% 

3%/3mm 

Gamma 

index=99.2% 

Kazemifar 

et al. 

(2019) 

(232) 

2D GAN 

Training: 

54 

Validation: 

9 

Testing: 

14 

2D T1-

Gd 

- - 

Head 

MAE=47HU+/-

11HU 

DVHs (mean, 

min, max, 95%, 

5% doses) for 

the PTV and 

OAR < 1% 

3D 2%/2mm 

gamma 

index=99.2%+/-

0.8% 

3D 1%/1mm 

gamma 

index=94.6%+/-
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2.9% 

Lei et al. 

(2019) 

(330) 

3D cycle 

GAN 

Training: 

23 

Testing: 1 

T1 - - 

Head 

MAE=56HU+/-

9HU 
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4. Dosimetry-driven quality measure of brain pseudo 

Computed Tomography generated from DL for MRI-only 

radiotherapy treatment planning – Study 1 

4.1. Context 

A growing number of DL-based pCT generation studies have been performed these past few 

years. High variability in terms of included patients in the cohorts was reported, with rates 

ranging from 12 (298) to 92 (297). Same conclusion was obtained when analysing the MRI 

sequences used as inputs of the networks, which were either T1 (260) or T1-Gd (328) or T2 

FLAIR (321) or T2 (327) or T2 FatSat (297). In addition, the use of MRI as network input 

implies the need to standardize their intensities to a same reference scale. Few studies reported 

the use of a standardization method (260,261). Thus, it remains unclear if this step significantly 

improves the final pCT quality. Similarly, bias field filters are optionally applied to remove 

intensities inhomogeneities. Lastly, no consensus was adopted regarding the best suited 

network architectures, varying between UNet (260), HighResNet (327), GAN (251), cycle 

GAN (326). 

As a result, it appeared of most importance to investigate these parameters, namely the size of 

the training set, MRI sequence, MRI standardization, bias field filter application and network 

architecture. To do so, a DL-based pCT generation pipeline previously developed by 

TheraPanacea (Paris, France) was re-used, and this study benefitted from the algorithm author 

expertise in DL. Varying training set sizes, equal to 242, 121, 60, 30 and 15 patients, with 

validation and testing cohorts remaining unchanged and composed of 81 and 79 patients 

respectively, were retrieved. The default network architecture was the modified 3D 

HighResNet. Regarding MRI sequences, two networks were trained in parallel, considering 

either T1 or T1-Gd sequences. Concerning standardization, three different strategies were 

investigated. Their performances were compared against the ones achieved when using the 

original MRI. Concerning the network architecture impact, the default HighResNet was 

compared with a 3D UNet based on the same patients split as previously described. 

pCT quality was evaluated with MAE, and dosimetry-derived analysis relying on plans transfer 

and dose re-calculation on pCT. PTV-based DVH differences and global 1%/1mm, 2%/2mm 

and 3%/3mm gamma indices without dose threshold were computed. Finally, optimized 

parameters combination was assessed, paving the way for highly efficient pCT generation. 
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Note that the study presented below has been adapted from the original published version. 
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4.2. Abstract 

Purpose: This study aims at evaluating the impact of key parameters on the pCT quality 

generated from MRI with a 3D convolutional neural network. 

Methods: 402 brain tumor cases were retrieved yielding to associations of 182 CT/T1, 180 

CT/T1-Gd and 40 CT/T1/T1-Gd. A 3D convolutional neural network was used to map T1 or 

T1-Gd into CT and evaluate the importance of different components. First, the training set size 

influence on the testing set accuracy was assessed. Moreover, we evaluated the MR sequence 

impact, using T1 only and T1-Gd only cohorts. Then, we investigated four MRI standardization 

approaches, namely HB, ZMUV, WS and no standardization (NS) based on training, validation 

and testing cohorts composed of 242, 81 and 79 patients cases respectively, as well as a bias 

field correction influence. Finally, two networks, namely modified HighResNet and 3D UNet, 

were compared to evaluate the architecture impact on the pCT quality. The MAE, gamma 

indices and dose volume histograms were used as evaluation metrics. 

Results: Generating models using all the available cases for training led to higher pCT quality. 

The T1 and T1-Gd models indicated maximum differences in gamma indices means of 0.07 

percent point. The MAE obtained with WS was 78HU +/- 22HU, which slightly outperformed 

HB, ZMUV and NS (p<0.0001). Regarding the network architectures, 3%/3mm global gamma 

indices without dose threshold equal to 99.83%+/-0.19% and 99.74%+/-0.24% were obtained 

for HighResNet and 3D UNet respectively. 

Conclusion: Our best pCT were generated using more than 200 samples in the training dataset, 

while training with T1 only and T1-Gd only did not significantly affect the performance. 

Regardless of the preprocessing applied, the dosimetry quality remained equivalent and relevant 

for a potential use in clinical practice. 
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4.3. Introduction 

MRI has become prevalent in radiotherapy planning due to its excellent soft tissue contrast 

compared to CT. During a brain tumor radiotherapy process, MRI and CT are complementary 

and play a key role in segmentation and segmentation/dosimetry respectively. Yet, dealing with 

multiple imaging modalities requires to co-register them, leading to errors up to 2mm (4), and 

target volumes margins increase. 

To address this limitation, numerous approaches have been developed to generate a pCT from 

MRI (331,332). First, the bulk density approach (333,334) assigns specific ED to pre-

segmented MRI relying however on the labelling quality. Second, the multi-atlas method 

constitutes a multiple “atlases” database representing rigidly co-registered pairs of CT and MRI 

acquired from different patients. The incoming MRI is first aligned to the atlases MRI through 

a deformable registration. The resulting deformation fields are then applied to the atlases CT 

which are finally combined to generate the pCT (318,319). Due to the computational 

complexity of deformable registrations, the multi-atlas approach is time-consuming. To 

mitigate these limitations, DL methods have been recently introduced, reporting promising 

results (232,261). Compared to the other approaches, DL-based methods efficiently exploit 

large databases to learn a direct mapping from MRI to CT. A deep convolutional neural network 

consists in a composition of convolutional filters and simple non-linear functions organized in 

layers. The parameters of the convolutional neural network are learned using pairs of MRI/CT 

training data via empirical risk minimization and stochastic gradient descent. DL-based 

methods benefit from highly efficient Graphical Processing Unit (GPU) implementations which 

reduce the inference time of the pCT of several orders of magnitude compared to atlas-based 

methods.  Based on a NVIDIA Titan X GPU, Han et al. (260) reported durations of 9 seconds 

and 10 minutes for the DL and atlas-based approaches respectively. 

 

However, there is still no consensus regarding: 1) the optimal training set size, 2) the best-suited 

MR sequence, 3) the optimal MR standardization preprocessing, 4) the use of an inhomogeneity 

correction and 5) the best suited network architecture (Table 7).  Additionally, there is no 

discussion about the approach to evaluate the generated pCT. 

Indeed, training datasets sizes ranging from 12 (298) to 92 patients (297) have been reported, 

raising the issue of the minimal number of training patients required to ensure a satisfying 

generalization to unseen examples. Moreover, most of the studies used either T1 or contrast T1-

Gd. However, the benefit of using a contrast agent in terms of pCT quality is still unclear. 
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Additionally, only few studies applied MRI intensities standardization as preprocessing. Yet, it 

can improve the pCT quality (81). A similar question concerns the bias field correction, as only 

Han (260) applied it. Finally, several convolutional neural network architectures have been used 

in the literature, such as HighResNet (327,329) and UNet (260) for instance, without 

systematically comparing them. 

An additional aspect which it is not explicitly discussed in these works is the influence of these 

parameters on a dosimetry-based pCT evaluation. Numerous studies report their performances 

using peak signal-to-noise ratio or MAE metrics (251,260,326) which can possibly be irrelevant 

to the real clinical scenario. 

 

This study aims at evaluating the impact of significant parameters, namely the training dataset 

size, the input MR sequence, the standardization strategy, the application of an inhomogeneity 

correction and the network architecture, on the computed pCT accuracy and the associated 

clinical dosimetry. The pCT evaluation is based on both the MAE and clinical criteria, namely 

the global 1%/1mm, 2%/2mm and 3%/3mm gamma indices with no dose threshold and 

differences in DVH of the PTV. 

 

4.4. Materials and Methods 

4.4.1. Images acquisition and preprocessing 

402 institutional patients treated between 2006 and 2017 for brain tumors were included in this 

retrospective study. For all of the patients, the delay between the planning CT and T1 or T1-Gd 

MR acquisitions did not exceed eight days. The dataset was composed of 182 CT/T1, 180 

CT/T1-Gd and 40 CT/T1/T1-Gd paired images. It did not contain severe MRI artefacts. 

However, patients presenting discontinuous skulls owing to surgery were not excluded from 

the cohort. 

All the CT were acquired with a Sensation Open scanner (Siemens Healthineers, Erlangen, 

Germany) using a 120kVp tube voltage. The slice thickness was equal to 1mm, 2mm, 3mm and 

5mm for 3, 45, 353 and 1 patients cases respectively. The native X and Y voxel sizes were 

included in [0.50mm; 0.70mm], [0.70mm; 0.90mm] and [0.90mm; 1.10mm] for 208, 76 and 

118 patients respectively. 

The MRI were all acquired with GE Healthcare devices (GE Healthcare, Milwaukee, 

Wisconsin, USA). Two patients cases’ MR sequences were from external institutes and were 

acquired on two different 1.5T devices: Optima MR360 and Discovery MR450. The remaining 
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MRI were institutional images, acquired on a 3T Discovery MR750w (224 patient cases), a 

1.5T Optima MR450w (9 patient cases) and a 1.5T Signa Excite (167 patient cases). Only 3D 

axial T1-weighted images with or without a gadolinium injection were used. Initial slice 

thicknesses were included in [1mm; 1.2mm], [1.4mm; 2mm], [3mm; 3.2mm] and equal to 5mm 

for 234, 10, 157, 1 patients respectively. Regarding the native X and Y voxel sizes, they were 

included in [0.44mm; 0.50mm], [0.50mm; 0.58mm] and equal to 0.94mm for 325, 73 and 4 

patients respectively.  

For each patient, the CT was first rigidly registered to the T1 or T1-Gd images using the Drop 

library (https://github.com/biomedia-mira/drop2). Then, the images were linearly resampled to 

a 1mm×1mm×1mm voxel size, before harmonizing the volumes to 300x300x242 voxels. 

Volumes were placed in a reference frame, re-arranging the matrices axes. Both the MRI 

intensities and the CT HU were clipped, to 0.1 and 99.9 percentiles and [-1000HU, 1800HU] 

respectively. The maximum HU was empirically determined based on CT intensity histograms. 

HU were finally rescaled between [-1, 1]. 

Lastly, 60%, 20% and 20% of the patients were randomly parsed into training, validation and 

testing sets, provided that the T1 and T1-Gd were equal in proportion. Patients with all CT, T1 

and T1-Gd images were automatically assigned to the testing set, to be used for the dosimetry-

based evaluation. 

 

4.4.2. Standardization strategies 

Three different approaches were adopted to standardize the MRI. The first approach was HB 

with a percentiles list of [10, 20, 30, 40, 50, 60, 80, 90]. The second approach was ZMUV, 

applied in every patient head region. The last method, namely WS, required brain masks 

generation, which were first extracted with the HD-BET tool (335). The MR images were then 

normalized with the intensity-normalization package (81). 

 

4.4.3. Network architectures 

Following popular choices of network architectures in the literature, we decided to use the 

modified version of the 3D HighResNet presented by Li et al. (237) (section 2.3.5.2.) and the 

3D UNet (336), respectively composed of 0.8 million parameters and 15 million parameters. 

https://github.com/biomedia-mira/drop2
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To optimize the network parameters, we used the MAE loss function. Due to memory 

constraints, patches of size 96x96x96 voxels and 136x136x136voxels were used as input of the 

HighResNet and 3D UNet respectively. During inference, the 3D MRI were divided into 

patches to reconstruct the whole pCT. A patch margin of length 5 and 1 voxels for the 

HighResNet and 3D UNet respectively, was applied leading to predictions inside sub-patches 

of size 86 x 86 x 86 and 134 x 134 x 134. The motivation of the margins is to guarantee a 

smooth transition between patches prediction. Note that patches overlapped, contrary to sub-

patches. The overlap process is illustrated in Figure 44. 

Figure 44: Adjacent patches overlap. The yellow zone corresponds to the margins. White sub-

patches included in the initial patches represent the prediction region. Patch overlap, 

corresponding to the green area, occurs for the patches, but not for the sub-patches. 

 

For both networks, the learning rate was set to 0.001. Early stopping on the validation set was 

used as stopping criterion to assess the convergence of the convolutional neural network. 

Dropout was used after the penultimate layer during training with a probability of 0.5. 

Note that no data augmentation was used in this study. 

 

4.4.4. Impact of key parameters 

The first experiment consisted in quantifying the impact of the training set size. Five different 

HighResNet networks were trained using 242 (121 T1-121 T1-Gd), 121 (61 T1–60 T1-Gd), 60 

(30 T1–30 T1-Gd, 30 (15 T1–15 T1-Gd) and 15 (8T1–7T1-Gd) patients respectively in the 
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training set. The validation and testing cohorts were the same for all the training set sizes and 

included 81 (41 T1–40 T1-Gd) and 79 (39 T1–40 T1-Gd) cases respectively. All the MR images 

were standardized using the HB method. 

A second experiment was conducted to determine the best suited T1 input sequence to generate 

pCT. We constituted two HB-standardized cohorts: 1) a T1-only cohort with 134, 44 and 40 T1 

MRI cases for the training, validation and testing sets respectively, 2) a T1-Gd-only cohort with 

133, 44 and 40 patients cases respectively. The cases included in the two testing cohorts were 

the same, for a fair comparison. For this experiment, different T1 and T1-Gd histograms 

templates were computed for the HB standardization, based on the 134 and 133 patients 

included in the training cohorts. This experiment was based on the HighResNet. 

The third experiment assessed the role of the MRI standardization using 242 (121 T1–121 T1-

Gd), 81 (41 T1–40 T1-Gd) and 79 (39T1 –40 T1-Gd) cases in the training, validation and testing 

sets respectively. The HighResNet architecture was used in this experiment. Four different 

approaches were investigated: HB, ZMUV, WS and no standardization (NS). 

The fourth experiment was performed to evaluate the role of the bias field correction, using 

HighResNet. Bias field is a low frequency contamination field resulting in intensities 

inhomogeneity. To correct from this signal, the N4 filter (337) was optionally applied on MR 

images. N4 is an improved version of the original nonparametric nonuniform intensity 

normalization N3 (324), expressing the bias field via a multiplicative approach as follows: 

𝑣(𝑥) = 𝑢(𝑥)𝑓(𝑥) + 𝑛(𝑥) Equation 70 

With v, u, f, n, x are the biased image, the originally pure image, the bias field, noise and a 

considered point. 

After applying the log function and considering probability densities functions, Equation 70 is 

further expressed as: 

𝑉(𝑣) =  𝑈(𝑣) ∗  𝐹(𝑣) Equation 71 

With 𝑣, V, U, F the log function applied to v, the probability density functions of v, u, f. 

N3 iteratively deconvolves a sub-Gaussian from V and estimates the bias field, until 

convergence (338). N4, the improved N3 version, relies on a new B-spline based approximator 

enabling smaller distance between control points, and a new optimization approach, based on 

the assessment of a residual bias field at each iteration (337). 

The best standardization technique defined by experiment 3 was used here. The training, 

validation and testing sets were those used in experiment 3. 

The last experiment was conducted to analyse the influence of the network architecture on the 

quality of the generated pCT. To this aim, the HighResNet used in the previous experiments 
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and the 3D UNet, were trained, validated and tested. Best preprocessing strategies highlighted 

by the third and fourth experiments were applied. The split of the dataset was the same as 

experiment 3. 

A summary of the experiments is presented in Figure 45. 

Figure 45: Data repartition into training, validation and testing sets for the experiments 

regarding the training set sizes, the MR sequences, namely T1 and contrast T1-Gd, the MRI 

standardizations, namely HB, ZMUV, WS and NS, the bias field correction and the network 

architectures, namely the HighResNet and 3D UNet. 

 

4.4.5. Evaluation criteria 

First, the initial CT and the pCT were compared using the MAE. It was computed in four 

different areas: whole head, air, bone and water. The head was segmented using the Otsu 
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approach, described in (339). The other regions were obtained thresholding the CT: 𝑥 ≤

−200𝐻𝑈, −200𝐻𝑈 < 𝑥 < 250𝐻𝑈 and 250𝐻𝑈 ≤ 𝑥 for the air, water and bone regions 

respectively. The MAE was calculated from the 3D intensities volumes or the 3D ED volumes 

obtained applying the HU-ED calibration curve. 
Furthermore, we evaluated the pCT quality in terms of dose prediction for all the experiments, 

except the first one, by computing metrics used in clinics. 3D global 1%/1mm, 2%/2mm and 

3%/3mm gamma indices were considered, and no dose threshold was applied. In addition, 

relative differences between CT and pCT DVH (D02%, D50%, D95% and D98%) of the PTV were 

calculated.  

The dosimetry plans from the original CT were transferred and recalculated on the pCT, with 

the pencil beam dose calculation algorithm implemented in iPlan RT 4.5 Dose (Brainlab, 

Munich, Germany) (340). The default grid size was set to 2mm. It is worth noting the grid was 

adaptive, meaning that it became finer for small object. This approach was combined with a 

ray-tracing technique which was applied during the radiological path length calculation. These 

two approaches resulted in a speed up of the dose calculation. For this dosimetry analysis, a 

subset cohort of the testing set, corresponding to cases whose dosimetry had been realized with 

iPlan, was used. It was composed of 39 grades III and IV glioma patients cases (19 T1 - 20 T1-

Gd) treated with a sliding window IMRT approach, delivered with a 6 MV beam. 18, 11, 7, 2 

and 1 patients cases were treated with 5, 6, 7, 8 and 10 beams respectively. An illustration of 

the overall workflow is presented in Figure 46. 
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Figure 46: General workflow of the study. In a first step (training and validation) the parameters 

of the network and other hyperparameters are optimized using preprocessed paired CT and 

MRI. The second step is the test: an MRI is preprocessed before passing through the trained 

network and generating the pCT. For the evaluation, the pCT and the original CT are compared 

based on the MAE metric and a dosimetry analysis based on DVH differences and gamma 

indexes. 

 

Two-sided paired Wilcoxon tests, with a significance level set to 0.05, were performed as 

statistical analysis. 

Only results computed on the testing set are reported. 

 

4.5. Results 

Figures 47.A and 47.B present examples of MRI, CT and pCT with soft tissues and bone 

windows and levels respectively. They were extracted from the third experiment, using the 

HighResNet and the HB intensities standardization. The first line corresponds to a low MAE 

case (head MAE=64HU) and the second line to a high MAE case (head MAE=110HU). Some 

air and bone areas appear to be less accurately reconstructed, as highlighted by the squares. 
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Figure 47: (From left to right) MRI, original CT, and pCT with soft tissue (A) and bone (B) 

windows widths and levels, respectively, for 2 patients. The squares highlight some of the 

incorrect reconstructed areas. 

The intensity-based MAE obtained from different training set sizes, is displayed in Figure 48. 

For the head area, increasing the training dataset resulted in a decrease of the MAE mean+/-

standard deviation from 189HU+/-28HU for the 15 patients-training set model to 92HU+/-

23HU corresponding to the 242 patients-training set model. Bone and air regions reported the 

highest MAE. 
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Figure 48: Evolution of the MAE in HU when modifying the number of training subjects. The 

boxplot corresponds to the first and third MAE quartiles with the MAE median in the middle; 

the whiskers correspond to the range of the MAE distribution after excluding the outliers. 

Differences between all the training size models were significant for the head region (p<0.0001) 

except between 30 and 60 patients (Table 8). 

Table 8: Statistical analysis based on the MAE and concerning the training set size experiment. 

 MAE head 

p-value 242 patients model – 121 patients model <0.0001 

95% Confidence interval 242 patients model – 121 patients 

model 
[-10.31, -6.64] 

p-value 242 patients model – 60 patients model <0.0001 

95% Confidence interval 242 patients model – 60 patients 

model 
[-61.64, -56.16] 

p-value 242 patients model – 30 patients model <0.0001 

95% Confidence interval 242 patients model – 30 patients 

model 
[-62.10, -55.82] 

p-value 242 patients model – 15 patients model <0.0001 

95% Confidence interval 242 patients model – 15 patients 

model 
[-101.27, -90.68] 

p-value 121 patients model – 60 patients model <0.0001 

95% Confidence interval 121 patients model – 60 patients 

model 
[-52.53, -47.35] 

p-value 121 patients model – 30 patients model <0.0001 
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95% Confidence interval 121 patients model – 30 patients 

model 
[-52.85, -47.85] 

p-value 121 patients model – 15 patients model <0.0001 

95% Confidence interval 121 patients model – 15 patients 

model 
[-91.82, -82.51] 

p-value 60 patients model – 30 patients model 0.84 

95% Confidence interval 60 patients model – 30 patients 

model 
[-2.05, 1.52] 

p-value 60 patients model – 15 patients model <0.0001 

95% Confidence interval 60 patients model – 15 patients 

model 
[-41.08, -32.17] 

p-value 30 patients model – 15 patients model <0.0001 

95% Confidence interval 30 patients model – 15 patients 

model 
[-39.90, -33.08] 

 

The ED-based MAE is presented in Figure 49, to more accurately assess the pCT quality with 

respect to its clinical use. A similar behaviour is observed, with a head MAE decrease from 

0.10+/-0.01 to 0.05+/-0.01 when increasing the training set size from 15 to 242. 

Figure 49: Evolution of the MAE in ED when modifying the number of training subjects. Same 

boxplot representation as in Figure 48 was used. 

Table 9 presents the MAE, gamma indices, DVHs differences and Wilcoxon tests values 

derived from the T1-only and T1-Gd only models. The maximum differences between the T1 

and T1-Gd models obtained for the head MAE means and gamma indices means were equal to 

3HU and 0.07 percent point (pp) respectively. 
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Table 9: Means+/-standard deviations of the MAE, gamma indices, DVH differences computed 

for the PTV and statistical analysis derived from the T1 and T1-Gd cohorts comparison. 

 T1 only T1-Gd only p-value 

95% 

Confidence 

interval 

MAE head 84HU+/-25HU 87HU+/-28HU 0.0047 [-3.93, -0.76] 

MAE air 274HU+/-63HU 306HU+/-74HU <0.0001 [-36.51, -22.37] 

MAE bone 228HU+/-63HU 236HU+/-71HU 0.066 [-11.38, 0.48] 

MAE water 38HU+/-11HU 38HU+/-12HU 0.82 [-0.83, 0.73] 

1%/1mm 

gamma index 

97.87%+/-

1.16% 

97.94%+/-

1.07% 

0.59 [-0.12, 0.05] 

2%/2mm 

gamma index 

99.60%+/-

0.33% 

99.63%+/-

0.30% 

0.50 [-0.05, 0.02] 

3%/3mm 

gamma index 

99.84%+/-

0.18% 

99.85%+/-

0.18% 

0.44 [-0.03, 0.01] 

Difference  

PTV D02% 

0.20%+/-0.15% 0.15%+/-0.09% 0.0041 [0.02, 0.08] 

Difference  

PTV D50% 

0.20%+/-0.15% 0.13%+/-0.08% 0.015 [0.02, 0.12] 

Difference  

PTV D95% 

0.20%+/-0.17% 0.14%+/-0.10 0.012 [0.02, 0.12] 

Difference  

PTV D98% 

0.27%+/-0.37% 0.22%+/-0.41% 0.026 [0.01, 0.12] 
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Means+/-standard deviations of the MAE, gamma indices and DVH differences obtained for 

the standardization experiment are provided in Table 10. The statistical analysis is presented in 

Table A1 in Supplementary Materials. WS led to a head MAE of 78HU+/-22HU, which was 

significantly lower than the three other methods (p-values<0.0001). Regarding the dosimetry, 

global 3%/3mm gamma indices of 99.86%+/-0.16%, 99.83%+/-0.19%, 99.85%+/-0.17%, 

99.86%+/-0.18% were respectively achieved for the HB, ZMUV, WS and NS approaches. 

Table 10: Means+/-standard deviations of the MAE, gamma indices and DVH differences 

computed for the PTV derived from the HB, ZMUV, WS and NS cohorts. 

 HB ZMUV WS NS 

MAE head 92HU+/-23HU 83HU+/-22HU 78HU +/- 22HU 96HU+/-23HU 

MAE air 297HU+/-73HU 284HU+/-62HU 253HU+/-65HU 313HU+/-68HU 

MAE bone 251HU+/-61HU 214HU+/-55HU 199HU+/-54HU 252HU+/-60HU 

MAE water 39HU+/-11HU 38HU+/-12HU 36HU+/-11HU 43HU+/-11HU 

1%/1mm 

gamma index 

97.94%+/-

1.06% 

97.90%+/-

1.10% 

98.08%+/- 

1.01% 

97.80%+/-

1.17% 

2%/2mm 

gamma index 

99.63%+/-

0.28% 

99.61%+/-

0.30% 

99.64%+/- 

0.29% 

99.61%+/-

0.31% 

3%/3mm 

gamma index 

99.86%+/-

0.16% 

99.83%+/-

0.19% 

99.85%+/-

0.17% 

99.86%+/-

0.18% 

Difference 

PTV D02% 

0.22%+/-0.17% 0.22%+/-0.16% 0.20%+/-0.13% 0.24%+/-0.20% 

Difference 

PTV D50% 

0.24%+/-0.16% 0.23%+/-0.16% 0.21%+/-0.13% 0.27%+/-0.17% 
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Difference 

PTV D95% 

0.27%+/-0.31% 0.21%+/-0.17% 0.19%+/-0.15% 0.32%+/-0.32% 

Difference 

PTV D98% 

0.38%+/-0.58% 0.27%+/-0.35% 0.20%+/-0.17% 0.38%+/-0.46% 

 

Regarding the fourth experiment based on the combination of the HighResNet with the WS 

standardization, means+/-standard deviations of the MAE and dosimetry metrics are presented 

in Table 11. Applying the bias field correction led to a head MAE of 81HU+/-22HU. 

Concerning the DVH D02%, differences equal to 0.15%+/-0.12% and 0.20%+/-0.13% were 

achieved with and without the application of the N4 filter respectively (p-value=0.026). 

Table 11: Means +/- standard deviations of the MAE, gamma indices, DVH differences of the 

PTV and statistical analysis derived from the WS and WS combined with a N4 bias field 

correction cohorts comparison. 

 WS WS & N4 p-value 

95% 

Confidence 

interval 

MAE head 78HU+/-22HU 81HU+/-22HU <0.0001 [-4.79, -2.57] 

MAE air 253HU+/-65HU 244HU+/-62HU <0.0001 [5.23, 11.84] 

MAE bone 199HU+/-54HU 230HU+/-56HU <0.0001 [-35.81, -27.07] 

MAE water 36HU+/-11HU 34HU+/-10HU <0.0001 [2.02, 2.91] 

1%/1mm 

gamma index 

98.08%+/-

1.01% 

97.92%+/-

1.06% 
0.0035 [0.04, 0.19] 

2%/2mm 

gamma index 

99.64%+/-

0.29% 

99.60%+/-

0.32% 
0.0026 [0.01, 0.06] 

3%/3mm 

gamma index 

99.85%+/-

0.17% 

99.83%+/-

0.19% 
0.012 [0.00, 0.03] 

Difference  

PTV D02% 
0.20%+/-0.13% 0.15%+/-0.12% 0.026 [0.00, 0.13] 

Difference  

PTV D50% 
0.21%+/-0.13% 0.13%+/-0.10% 0.0017 [0.03, 0.15] 
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Difference  

PTV D95% 
0.19%+/-0.15% 0.11%+/-0.12% 0.0034 [0.03, 0.14] 

Difference  

PTV D98% 
0.20%+/-0.17% 0.13%+/-0.13% 0.0088 [0.02, 0.14] 

 

Table 12 provides the MAE and dosimetry values for the last experiment, which was conducted 

to compare the HighResNet with the 3D UNet. For both networks, the WS MRI standardization 

and the N4 filter were applied. Means+/-standard deviations obtained for the head MAE were 

equal to 81HU+/-22HU and 90HU+/-21HU for the HighResNet and 3D UNet respectively (p-

value<0.0001). Significantly higher gamma indices were obtained with the HighResNet (p-

value<0.0001), with a pass rate of 97.92%+/-1.06% for the most restrictive global 1%/1mm 

criterion. 

Table 12: Means+/-standard deviations of the MAE, gamma indices, DVH differences 

computed for the PTV and statistical analysis derived from the WS combined with a N4 bias 

field correction and the initial HighResNet against WS associated with N4 and the 3D UNet 

cohorts comparison. 

 

WS & N4 & 

HighResNet 

WS & N4 & 3D 

UNet 

p-value 

95% Confidence 

interval 

MAE head 81HU+/-22HU 90HU+/-21HU <0.0001 [-9.39, -6.99] 

MAE air 244HU+/-62HU 266HU+/-66HU <0.0001 [-27.18, -15.56] 

MAE bone 230HU+/-56HU 209HU+/-54HU <0.0001 [16.91, 25.79] 

MAE water 34HU+/-10HU 49HU+/-11HU <0.0001 [-15.81, -14.09] 

1%/1mm 

gamma index 

97.92%+/-1.06% 97.28%+/-1.46% <0.0001 [0.42, 0.79] 

2%/2mm 

gamma index 

99.60%+/-0.32% 99.39%+/-0.47% <0.0001 [0.10, 0.24] 
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3%/3mm 

gamma index 

99.83%+/0.19% 99.74%+/0.24% <0.0001 [0.03, 0.11] 

Difference  

PTV D02% 

0.15%+/-0.12% 0.33%+/-0.21% <0.0001 [-0.28, -0.11] 

Difference  

PTV D50% 

0.13%+/-0.10% 0.29%+/-0.19% <0.0001 [-0.22, -0.10] 

Difference  

PTV D95% 

0.11%+/-0.12% 0.28%+/-0.18% <0.0001 [-0.24, -0.13] 

Difference  

PTV D98% 

0.13%+/-0.13% 0.31%+/-0.18% <0.0001 [-0.26, -0.15] 

 

4.6. Discussion 

 This study aimed at evaluating the impact of key parameters of brain pCT generation 

from T1 or T1-Gd images, namely the training set size, the MR input sequence, the 

standardization strategy, the application of a bias field correction and the network architecture. 

Best results were achieved when combining the WS MRI standardization with an 

inhomogeneity correction, the HighResNet, and all our 242 training patients cases. This 

suggests that more training cases could lead to further improvements. In addition, computing 

the gamma indices and DVH performances associated with experiment 1 would have been of 

great interest to assess the impact of varying training set size on dosimetry. 

Regarding the MR sequences experiment, a difference of 3HU was observed between the head 

MAE means of the T1 only and T1-Gd only models, suggesting that the contrast agent resulted 

in a negligible pCT improvement, although a statistically significant difference was proved 

(p=0.0047). The DVH differences led to a similar conclusion, as only 0.07pp maximum 

difference between the two models means was obtained. We conducted an extra experiment to 

evaluate the potential benefit of the T2 FLAIR MR sequence. 134, 44 and 40 patients were 

included in the training, validation and testing sets respectively. The preprocessing described 

for the T1 only and T1-Gd only cohorts was similarly applied. A mean MAE+/-standard 

deviation of 115HU+/-22HU was obtained within the head area. Differences with the T1 only 
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and T1-Gd only cohorts were found significant (p<0.001). Thus, T2 FLAIR appeared to 

generate largest pCT intensities-linked errors. It could be attributed to the lower contrast 

contained in T2 FLAIR images compared to T1/T1-Gd images. A second interpretation could 

be the slice thickness which was larger for most of the T2 FLAIR images compared to T1/T1-

Gd images, resulting in a less informative spatial sampling. Future work includes the 

comparison of T1 and unusual sequences, such as zero echo time in which bone areas are more 

visible, to assess which combination of MRI sequences is optimal for an accurate pCT 

reconstruction in radiotherapy. 

The third experiment concerned the MRI standardization and used the HighResNet as network 

architecture. A mean+/-standard deviation of 78HU+/-22HU was obtained for the head MAE 

when applying the WS standardization, which slightly outperformed HB, ZMUV and NS 

(p<0.0001). Largest errors were located in the air and bone areas, with MAE of 253HU+/-65HU 

and 199HU+/-54HU respectively and seemed to correspond to misaligned regions or areas with 

high dose gradients. 

Dinkla et al. (261) reported competitive head MAE of 67HU+/-11HU.  All the CT and MR 

images used in their study were acquired on the same device. In this work, MR images were 

acquired from five different devices. Table A2 in Supplementary Materials presents the 

composition of the training, validation and test sets in terms of MR devices. As one can notice, 

most of the MRI of the training set, namely 133, were acquired with the DISCOVERY 

MR750w - 3Teslas (T) device. To analyse the impact of this unbalance, the test set was split 

into two subsets: MRI from the DISCOVERY MR750w - 3T (57 patients) and MRI from the 

SIGNA EXCITE – 1.5T (21 patients). The default HB standardization and HighResNet were 

used for this experiment. Mean head MAE+/-standard deviation led to 86HU+/-22HU for the 

DISCOVERY MR750w - 3T and 106HU+/-16HU for the SIGNA EXCITE – 1.5T (p<0.0001). 

It showed pCT computed from the DISCOVERY MR750w - 3T device were of higher quality 

since more MRI acquired with such device composed the training set and since 3T devices offer 

a better images resolution. Thus, we think that the composition of the training set had a non-

negligible impact on the generated pCT. Comparing the literature MAE is however not trivial 

due to the use of heterogeneous datasets, suggesting the need for publicly available datasets. 

Concerning the dosimetry analysis, negligible differences were observed between the different 

standardization approaches. Regarding WS, a mean+/-standard deviation of 99.85%+/-0.17% 

was obtained for the 3%/3mm gamma index, which was not significantly different from the 

ZMUV, HB and NS gamma indices (p-values≥0.14). These non-significant dosimetry results 

can be attributed to the non-linearity of both the HU-ED curve and the radiation matter 
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interactions effects. Several studies reported dosimetry evaluations for brain pCT generated 

with a DL-based approach. Dinkla et al. (261) achieved 91.1%+/-3.0%, 95.8%+/-2.1% and 

99.3%+/-0.4% for 1%/1mm, 2%/2mm and 3%/3mm head gamma indices with no threshold. A 

similar performance was obtained by Liu et al. (296) who reported 99.2% for the 3%/3mm 

gamma index. Recently, Kazemifar et al. (232) achieved state of-the-art 1%/1mm and 2%/2mm 

gamma indices of 94.6%+/-2.9% and 99.2%+/-0.8%. Eventually, dosimetry analyses are crucial 

as they are the only relevant metric for a use in clinics. 

Fourth experiment evaluated the role of an inhomogeneity correction combined with the 

HighResNet and the WS standardization. Although a slight increase of 3HU of the mean head 

MAE was obtained when applying the N4 filter, the DVH metrics analysis showed a negligible 

decrease in the means up to 0.08pp, suggesting the potential use into clinics of both approaches 

even if significant p-value inferior or equal to 0.026 were achieved. It could be justified by an 

acceptable MRI quality or the network ability to handle this issue. 

The last experiment was the evaluation of two different network architectures, namely the 

HighResNet and the 3D UNet. For each model, the WS standardization and the N4 filter were 

applied. Mean head MAE+/-standard deviation were equal to 81HU+/-22HU and 90HU+/-

21HU for the HighResNet and 3D UNet respectively. The lower HighResNet MAE may be 

attributed to two major advantages: the dilated convolution filters which enable a large spatial 

context while retaining the full image resolution and the residual connections which regularize 

the optimization of the model. Regarding the dosimetry, 3%/3mm gamma indices equal to 

99.83%+/-0.19% and 99.74%+/-0.24% were obtained for the HighResNet and the 3D UNet 

respectively. As a result, no significant clinical impact was observed between the two 

architectures, even if significant differences were suggested by the Wilcoxon tests (p<0.0001). 

In the literature, a lower MAE of 47HU+/-11HU was reported by Kazemifar et al. (232) using 

a 2D GAN. In the context of pCT generation, a GAN corresponds to the training of a second 

auxiliary neural network which learns a loss function to estimate the distance between a pCT 

and the distribution of all the true possible CT. This data-driven loss function is used to train 

the main neural network that learns the mapping from MRI to pCT.  Therefore, pCT produced 

by a GAN are not guaranteed to respect the anatomy of the patient. To mitigate this issue, 

CycleGAN using an additional cycle-consistency penalization have been proposed (326,330). 

However, the cycle-consistency implies a one-to-one mapping between the MRI and CT, which 

is not realistic and can lead to artefacts in the pCT (341). As a result, further investigation of 

the errors specific to GAN and CycleGAN is needed for their clinical use in radiotherapy and 

is beyond the scope of this paper. The loss function used to train the network has a knock-on 
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effect on the pCT quality. Here, the MAE was chosen since it was found to generate less blurry 

images than the MSE during preliminary experiments. Kazemifar et al. (232) trained two 2D 

GAN based on the MAE and the mutual information loss functions and obtained head MAE 

means+/-standard deviation of 60HU+/-22HU and 47HU+/-11HU respectively. Therefore, 

exploring different loss functions is of interest as it can heavily impact intensities-linked errors. 

Based on all the dosimetry results, very small discrepancies were obtained between all the 

preprocessing applied. For instance, 3%/3mm gamma indices equal to 99.83%+/-0.19% and 

99.85%+/-0.17% were achieved for the experiments based on the combination of the 

HighResNet with the WS standardization and optionally applying the N4 filter (Table 11). 

Although a significant p-value of 0.012 was obtained, no major clinical impact is expected. As 

a result, it suggests that the proposed pCT generation method may be suitable for an 

introduction into clinics, regardless of the preprocessing applied.  

The dose calculation algorithm used in this study was in pencil beam. An extra experiment was 

conducted to evaluate its relevance against MC, considered as more accurate in taking into 

account heterogeneities (342,343). Since the latter is not commissioned in our institution for 

IMRT plans, we constituted an additional cohort of 8 brain tumor patients treated with 

arctherapy. 4 out 8 patients had a CT and a T1 MRI, the rest had a CT and a T1-Gd MRI. The 

preprocessing previously described in section 4.4. was similarly applied and pCT were 

generated. A dosimetry was performed on the pCT with the two different dose algorithms. No 

significant differences were observed for the DVH differences analysis (p≥0.27). A similar 

conclusion was obtained for the 3%/3mm and 2%/2mm gamma indices (p≥0.40). Concerning 

the 1%/1mm criterion, 98.94%+/-0.68% and 98.40%+/-0.84% gamma pass rates were achieved 

for the pencil beam and MC algorithms respectively (p=0.0078). As a result, pencil beam 

approach is a reliable technique for the head localization, due to the absence of large 

inhomogeneities. 

Regarding the dataset, it was composed of 402 cases. To our knowledge, it is the largest cohort 

ever used in the head pCT generation field. Previous studies involved up to 92 patients (297). 

Our data were split into independent sets, namely training, validation and testing. Note that 

most of the published studies lack a validation set (260,261,296,326,328,330), potentially 

leading to biased results. 

To better exploit this large dataset, data augmentation could have been investigated. It aims at 

synthetizing artificial new images from existing ones to increase a dataset size.  Regarding the 

most standard operations, Han (260) proposed random 3D translations of maximum 20 pixels 

and flips. The latter were similarly used in the left/right direction by Maspero et al. (295). More 
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interestingly, data augmentation specific to the studied domain can be performed, to simulate 

for instance different noise magnitudes derived from a scanner. In 2019, Lei et al. (330) 

proposed to apply elastic deformations, which may represent a variation in patients anatomies. 

MRI-only radiotherapy can remove isotropic 2mm of errors due to registration errors (4), 

potentially resulting in GTV to PTV margins reduction. Head tumors located at the base of the 

skull and treated with 3DCRT or IMRT may benefit from this observation, since current 

ESTRO ACROP guidelines (344) recommend the application of large PTV margins ranging 

from 3mm to 5mm. However, MRI-only radiotherapy workflows heavily rely on the MRI 

quality, potentially suffering from distortions. The latter are either classified as geometric, i.e. 

impacting the voxel location, or intensity-based. In 2016, Weygand et al. (345) investigated 

geometric distortions quantification, and concluded that accuracy up to 2mm was achievable 

after applying a correction algorithm. Therefore, establishing a reliable quality assurance 

(346,347) is the key to unlock the full potential of radiotherapy. 

Several limitations are present in this study. First, our DL pipeline necessitated paired images, 

and thus an intermodality registration which can introduce errors in the training set. To evaluate 

this error, an experienced radiologist placed three landmarks both on the CT and the MRI of 

ten patients. Registrating the CT onto the MR led to a mean distance error+/-standard deviation 

of 3.0mm+/-1.1mm. Further investigation may focus on rigid registration errors and evaluate 

different algorithms, such as the FLIRT (348,349) tool for comparison. Second, no analysis of 

the interplay effect of preprocessing steps and networks architecture was performed. Indeed, 

the use of a bias field correction and the selection of WS as the best standardization was based 

on experiments performed using HighResNet. This may have introduced a bias in the 

comparison between HighResNet and 3D Unet. 

 

4.7. Conclusion 

In this study, we aimed at optimizing relevant parameters to achieve high quality pCT for MR-

only radiotherapy. The large variety of imaging devices and the considerable patients number 

constituting the training set appear to have a great impact on the pCT quality. All the remaining 

parameters, such as the MR sequence, intensities standardization, bias field correction, network 

architecture, have minor dosimetry influence as the gamma indices and DVH differences 

remained clinically convincing for every technique in our cohort. It suggests the efficiency of 

the model and its possible introduction into clinics. Future work includes the previously 
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developed adults-based model testing on unseen paediatric patients treated with protontherapy, 

potentially representing a dataset more sensitive to HU. 
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5. Assessment of the best dosimetry metrics to characterize 

quality of pCT generated from MRI for brain 

radiotherapy – Study 2 

5.1. Context 

Dosimetry analyses are widely used in the literature to quantify pCT qualities. However, no 

clear guidelines exist regarding the optimal metrics to select. Thus, for gamma index for 

instance, criteria corresponding to 1%/1mm (232,287), 2%/2mm (255,299) and 3%/3mm 

(289,296) are commonly reported, regardless of the treatment technique. A similar 

heterogeneity is observed for applied dose thresholds, ranging from 0% to 90% (261,295). 

Lastly, the approach is either global (289,295) or unspecified (261,298). To our knowledge, no 

study has performed local gamma indices. All this variability deriving from the absence of 

recommendations results in difficulties when comparing inter-studies performances. 

In addition, note that precisely detailed cohort description, including the tumor volumes, the 

tumor locations, etc, are rarely reported. However, some gamma indices criteria were proved 

to be advantaged in some situations, such as a global gamma index without dose threshold 

calculated in case of small target volumes. Indeed, target dose errors represented a small number 

of voxels, easily compensated with low doses surrounding healthy tissues. 

Thus, with the collaboration of two medical physicists, the defined goals were to assess the 

optimal dosimetry criteria, i.e. presenting no correlation with PTV volumes, and to raise 

awareness about each metric limitation. To do so, training and validation sets were re-used from 

Study 1, and a new testing cohort was collected to exhaustively reproduce clinical situations in 

terms of tumor locations and treatment delivery. The new testing cohort was composed of 71 

brain radiotherapy patients treated with either DYNARC (17 patients), or 3DCRT (27 patients) 

or VMAT (27 patients). The best preprocessing derived from Study 1, namely WS 

standardization combined with a bias field correction, was applied to input MRI. The previously 

presented modified HighResNet was used to generate pCT. Evaluation relied on MAE, VDSC 

calculation as well as dosimetry. With the help of a research engineer, plans were re-calculated 

either with pencil beam (17 DYNARC patients) or collapsed cone (27 3DCRT and 27 VMAT 

patients). First, DVH differences for PTV and OAR were calculated. Second, global 1%/1mm 

with 0%, 10%, 20%, 50% and 80% dose thresholds were assessed as well as local 1%/1mm 
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with 0% and 10% dose thresholds. To estimate the PTV-unbiased metrics, Spearman 

correlations between the previous gamma indices and PTV volumes were performed. 

The PTV volume-uncorrelated gamma indices were further analysed computing their Spearman 

correlations with intensity-based metrics, namely head/air/bone MAE and air/bone VDSC. 

Lastly, the network training was stopped twice before reaching the best model, to simulate 

extreme errors scenarios. The previously selected gamma indices, as well as DVH differences 

for PTV and OAR, were evaluated to assess clinical impacts of these generation errors. 
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5.2. Abstract 

Purpose: Generating pCT from MRI has been increasingly investigated these past few years, 

commonly reporting the MAE metric and gamma indices for evaluation. This study aimed at 

defining the dosimetry metrics the less sensitive to PTV volume, analysing whether such criteria 

correlate with intensity-based metrics and assessing the clinical impact of low, intermediate and 

high pCT qualities. 

Methods: 242 and 81 brain radiotherapy patients were used to train and validate a modified 

HighResNet network to generate pCT. The testing cohort contained 17, 27 and 27 patients 

respectively treated by DYNARC, 3DCRT and VMAT. Spearman correlations between the 

PTV volumes and 1%/1mm global gamma indices with 0%, 10%, 20%, 50%, 80% dose 

thresholds, local gamma indices with 0%, 10% dose thresholds were investigated to define PTV 

unbiased dosimetry criteria. The correlations of these criteria with MAE and VDSC were 

calculated. Additional pCT were computed stopping the network training earlier to generate 

low and intermediate qualities and evaluate their impact on dosimetry metrics. 

Results: Based on their low treatment-wise correlations with PTV volumes (|| ≤ 0.53), global 

gamma index with 50% dose threshold and local criterion with 10% dose threshold were 

selected as optimal criteria. Their absolute correlations with head MAE were intermediate to 

strong (||≥0.43, p≤0.026). For worst and best models, pass rates ranging from 70.00%+/-4.97% 

to 83.82%+/-5.60% and 63.10%+/-4.90% and 78.20%+/-6.19% were obtained for previously 

selected global and local criteria respectively. 

Conclusion: Global and local 1%/1mm gamma indices should be preferentially computed, with 

avoidance of 0% and 80% extreme dose thresholds, for gamma indices-based analyses 

independent of PTV volumes. Extreme pCT errors generation did not result in large dosimetry 

discrepancies with original CT. 
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5.3. Introduction 

Brain tumor radiotherapy treatments are based on two complementary imaging modalities, 

namely CT and MRI. The former, whose intensities are the HU, is easily linked to the electron 

densities via a calibration curve and is used for dose calculation. The latter has the advantage 

to present an excellent soft tissue contrast, enabling a higher quality of annotation of target 

volumes when combined with contrast agent. However, Ulin et al. (4) proved that the 

registration process used to place the different images in the same spatial frame, induces errors 

up to 3mm currently taken into consideration with increased PTV margins. 

Generating pCT from brain MRI appears to be the most reliable and state of the art approach to 

overcome this issue. Methods based on DL have proved high efficiency in such a task (350). 

The process consists in an ensemble of layers with parameters to optimize, namely weights and 

biases. First, the forward cycle relies on passing the input through the network and calculating 

a loss function to evaluate the distance between the prediction and the ground truth. Commonly 

reported loss functions are MAE (255,260,299), MSE (296,297), L1-norm (261,295), and 

mutual information (232). The error is then backpropagated leading to parameters adjustments. 

Mostly reported networks architectures are UNet (260,287), GAN 

(232,251,255,295,298,299,328) and cycle GAN (321,326,351). DL requires large databases to 

ensure accuracy and robustness (232,261) and offers an inference computation time 

independent of the cohort size, contrary to other techniques, such as multi-atlas.  

Recently, Vandewinckele et al. (1) investigated the clinical implementation of AI-based tools, 

such as the segmentation, treatment planning and pCT generation. More precisely, pros and 

cons of commonly used evaluation metrics for synthetic CT were summarized. They are briefly 

reminded here. First, MAE and ME representing a voxel-wise distance have the advantage to 

be easily implemented, but result in difficult inter-studies comparisons, and often hide spread 

in HU errors at a patient scale. Peak signal to noise ratio is calculated dividing the maximum of 

a signal by the power of the corrupting noise that affects its quality, leading to a loss of spatial 

information. Structural similarity metric measures the similarity between two images and has 

the advantage to take into account voxels interdependencies. VDSC characterizes the 

overlapping between two structures and has been widely considered for autocontouring tools 

evaluation (352–355). VDSC corresponding to bony structures has been highlighted as a 

relevant metric for dose calculation by the authors but suffers from being dependant on the 

threshold used for structure delineation and on the structure volume. 
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Regarding dose metrics, DVH differences have the advantage to be easily accessible. However, 

interpretation should be performed with caution, since pCT failure is not the only cause leading 

to DVH differences (356). Concerning gamma indices, difficulties are encountered when 

comparing pass rates across studies, partly due to the small information provided about gamma 

indices calculation methodology (whether it is global or local and if a dose threshold is applied, 

etc). Note that the two main pCT dosimetry approaches, either consisting in transferring the 

initial plan on the pCT without parameter change or re-optimizing directly on pCT, may not 

result in the same DVH and gamma indices performances (299). Finally, matching accuracy 

metrics have been proposed, aiming at assessing the potential pCT use for patient set up. 

However, residual misregistrations are difficult to analyse as no ground truth exists. 

In the literature, most of the pCT quality investigations have been based on the calculation of 

the MAE (232,251,255,260,261,296,326–330,350), ME (261,287–289) and on a dosimetry 

analysis (232,255,261,287,289,295,296,298,299). Regarding the latter, most commonly used 

metrics involved 1%/1mm (232,255,261,287,289,298), 2%/2mm 

(232,255,261,289,295,298,299) and 3%/3mm (255,261,289,295,296,299) gamma indices 

criteria with the application of dose thresholds equal to 0% (261,295), 1% (261), 10% 

(261,295,298), 15% (289), 20% (287), 50% (261), and 90% (261,295). Yet, depending on the 

approach used to calculate the index, namely global or local, the dose threshold optionally 

applied, the pass rate meaning drastically changes. This information was provided by few 

studies (287,289,295,298), all reporting a global gamma index calculation. Thus, this article 

throws light on the true dosimetry criteria signification and investigates which gamma metrics 

are more suited for brain pCT quality assessment for radiotherapy and their link with intensity-

based metrics.  

This study approach is three-fold: to propose PTV volume-unbiased dosimetry metrics for 

photon radiotherapy, investigate their correlations with intensity-based metrics and evaluate 

these metrics on pCT of various qualities. 
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5.4. Materials and Methods 

5.4.1. Data acquisition and split 

The training and validation sets were re-used from a previously published study (238) 

evaluating the impact of training dataset size, image preprocessing and network parameters on 

the pCT quality for brain tumor patients.  

In brief, 242 patients, composed of 121 T1 and 121 T1 Gd, were used as training set of the 

network. The validation set contained 81 patients (41 T1 and 40 T1Gd). All CT were acquired 

with a Sensation Open (Siemens Healthineers, Erlangen, Germany), associated with a 120kVp 

tube kilovoltage. Slice thicknesses were equal to 1mm, 2mm, 3mm and 5mm for 2, 4, 316 and 

1 patient respectively. MRI were exclusively GE Healthcare devices (Chicago, United States) 

and were composed of Discovery MR750w (167 patients), Optima MR450w (8 patients), Signa 

Excite (146 patients), Optima MR360 (1 patient) and Discovery MR450 (1 patient). Slice 

thicknesses were comprised between (1mm; 1.2mm), (1.4mm, 2mm), (3mm, 3.2mm) and equal 

to 5mm for 175, 10, 137 and 1 patient. 

Seventy-one patients were retrospectively included in the testing dataset. Six different radiation 

locations composed the cohort, namely cerebellum (4 patients), Whole Brain (WB, 26 patients), 

frontal (14 patients), occipital (3 patients), parietal (12 patients), and temporal (12 patients). 

DYNARC, 3DCRT, and VMAT techniques were used to deliver the treatment. Table 13 

presents the distribution of patients, both in terms of radiation location and treatment technique, 

and the associated prescribed doses and PTV volumes. 
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Table 13: Number of patients per radiation location, i.e. cerebellum, WB, frontal, occipital, 

parietal, and temporal and treatment delivery technique namely DYNARC, 3DCRT, and 

VMAT. Prescribed doses and PTV volumes are also reported. 

 

Sixty-nine patients had one PTV, the remaining patients had two PTV. PTV volumes were 

respectively equal to 25cm3 +/- 41cm3, 1663cm3 +/- 335cm3 and 236cm3 +/- 135cm3 for 

DYNARC, 3DCRT and VMAT reflecting local practices. Volumes were comprised between 

(1cm3; 100cm3), (100cm3; 250cm3), (250cm3; 500cm3), (500cm3; 1000cm3), (1000cm3; 

1800cm3) and (1800 cm3; 2500 cm3) for 22, 10, 13, 2, 17 and 9 PTV respectively. Mean +/- 

standard deviation prescribed doses were equal to 32.0Gy +/- 6.9Gy, 29.3Gy +/- 2.7Gy and 

51.5Gy +/- 9.4Gy for the DYNARC, 3DCRT and VMAT treatments respectively. Additional 

information concerning imaging CT and MRI parameters are provided in Table 14. 

 
Cerebel

lum 
WB Frontal 

Occipit

al 
Parietal 

Tempo

ral 

Prescri

bed 

dose 

(Gy) 

PTV 

Volume 

(cc) 

Number 

of 

DYNARC 

patients 

2 0 5 3 2 5 
32.0 +/- 

6.9 

25 +/- 

41 

Number 

of 3DCRT 

patients 

0 26 0 0 1 0 
29.3 +/- 

2.7 

1663 

+/- 335 

Number 

of VMAT 

patients 

2 0 9 0 9 7 
51.5 +/- 

9.4 

236 +/- 

135 

Prescribe

d dose 

(Gy) 

34.63 

+/- 4.42 

29.23 

+/- 

2.72 

46.07 

+/- 

13.28 

25.59 

+/- 6.69 

46.17 

+/- 

11.74 

45.87 

+/- 

12.47 

- - 

PTV 

volume 

(cc) 

74 +/- 

109 

1718 

+/- 

174 

187 +/- 

188 
6 +/- 6 

167 +/- 

110 

182 +/- 

142 
- - 
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Table 14: CT and MRI acquisition information concerning devices, acquired images types and 

voxels sizes. 

 
CT MRI 

Imaging device 

Siemens 

Healthineers, 

Erlangen, 

Germany 

Sensation 

Open (71 

patients) 

GE Healthcare (Chicago, 

United States) 

Discovery MR 750w (21 

patients) 

Optima MR 450w (21 

patients) 

SIGNA Architect (3 patients) 

SIGNA Artist (1 patient) 

Signa EXCITE (6 patients) 

SIGNA Premier (1 patient) 

Signa HDxt (3 patients) 

SIGNA Explorer (3 patients) 

Discovery MR 750 (2 

patients) 

Siemens Healthineers  

(Erlangen, Germany) 

MAGNETOM Aera (4 

patients) 

MAGNETOM Avantofit (2 

patients) 

MAGNETOM Avanto (2 

patients) 

MAGNETOM Lumina (1 

patient) 

Canon Medical Systems 

(Ōtawara, Japan) 

Vantage Elan device (1 

patient) 

Tube 

kilovoltage 
120kVp 

Echo times 
(2.0ms; 6.0ms) (69 patients) 

(10.0ms; 17.0ms) (2 patients) 

Repetition times 

(6.0ms; 800ms) (62 patients) 

(800ms; 1600ms) (4 patients) 

(1600ms; 2300ms) (5 

patients) 

Magnetic field strength 
1.5T (43) 

3T (28) 

Image type Unenhanced contrast CT (71 

patients) 

T1 (38 patients) 

T1-Gd (33 patients) 

Slice 

thicknesses 
2mm 

(0.50mm; 1.90mm) (63 patients) 

(1.90mm; 3.40mm) (6 patients) 

(3.40mm; 5.00mm) (2 patients) 

In-plane voxels 

sizes 

(0.68mm; 0.78mm) (17 

patients) 

(0.78mm; 0.88m) (26 

patients) 

(0.43mm; 0.60mm) (62 patients) 

(0.60; 0.80) (1 patient) 

(0.80; 1.06mm) (8 patients) 
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(0.88mm; 0.98mm) (28 

patients) 

 

5.4.2. Images preprocessing 

CT were first rigidly registered to the MR using the drop2 library (https://github.com/biomedia-

mira/drop2). All the images were then spatially resampled to a 1mm x 1mm x 1mm voxel size, 

before harmonizing them to a size of 300x300x242 voxels. Axes were re-arranged, to place the 

images in the same standard frame. CT and MRI intensities were respectively clipped between 

[-1000HU; 1800HU] and [0.1 percentile; 99.9 percentile]. HU were re-scaled between -1 and 1 

for network stability. A N4-based filter (357) obtained from SimpleITK library was applied on 

the MRI to correct from bias field. Lastly, a brain extraction achieved with HD-BET tool (358) 

was performed on the MRI before applying a WS-based standardization (359) via the intensity-

normalization package (81). 

 

5.4.3. pCT generation 

The architecture was detailed in a previous study (238) and was a modified 3D HighResNet 

version adapted from Li et al. (237). A constant learning rate of 0.001 was used. The selected 

loss function was the MAE. Early stopping was applied to identify convergence, meaning if no 

improvement in the validation set MAE computation was obtained during 8 consecutive epochs, 

the training was automatically stopped. To simulate three distinct pCT qualities, the training 

was stopped at epochs 3, 14 and 48 corresponding to validation set head MAE equal to 

186.81HU +/- 28.12HU, 149.09 +/- 24.09HU, 100.05HU +/- 29.22HU respectively. Epoch 48 

represented the best achieved image quality, as obtained using early stopping. 

 

5.4.4. pCT evaluation 

pCT were first evaluated with intensity-based metrics. The MAE was computed in four areas: 

- the whole head region was computed via the Otsu approach (360) applied on 38 T1 and 

33 T1-Gd MRI sequences. 

- sub-volumes corresponding to the air, water and bone regions were respectively 

https://github.com/biomedia-mira/drop2
https://github.com/biomedia-mira/drop2
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obtained applying the same HU thresholds as in Study 1.  

- VDSC within the three previous areas were also computed, between CT and pCT 

contours and relative confusion matrices were obtained, as proposed in Massa et al. 

(297), for each patient to accurately quantify the misclassifications related to the air, 

bone and water tissue categories. 

Second, a dosimetry analysis was performed to further assess the pCT quality. The workflow 

consisted in rigidly registering the pCT to the CT used for treatment planning before 

transferring the treatment plan and re-calculating the dose. The 27 3DCRT and 27 VMAT plans 

were calculated with RayStation Research 8.B. (RaySearch Laboratories, Stockholm, Sweden) 

with a collapsed cone approach. The 17 DYNARC dosimetries were computed using the pencil 

beam algorithm from iPlan RT 4.5 Dose (Brainlab, Munich, Germany). From cumulative DVH, 

D95% and D98% were extracted for the PTV, respectively representing the dose received by 

95% and 98% of the volume. Maximum doses (Dmax) were calculated for lenses, optic nerves, 

chiasm, brainstem. Mean doses (Dmean) were calculated for cochleae (361). Note that the OAR 

DVH evaluation was performed on a sub-cohort of the testing set enrolling all the 45 patients 

with complete segmentation, and more precisely 15 ARCDYN, 4 3DCRT and 26 VMAT cases. 

Relative and absolute DVH differences were respectively computed for PTV and OAR. 3D 

global 1%/1mm gamma indices with dose thresholds equal to 0%, 10%, 20%, 50% and 80% 

were computed. Additional 3D local gamma indices were obtained applying 0% and 10% dose 

thresholds. 

Several statistical analyses were performed. First, Spearman’s tests were done to assess 

correlations between global 1%/1mm gamma indices with 0%, 10%, 20%, 50%, 80% 

thresholds, local 1%/1mm gamma indices with 0%, 10% thresholds and PTV volumes 

treatment-technique wise and cohort-wise. PTV-unbiased criteria, i.e. presenting small 

correlations with PTV volume, MAE and VDSC correlations were calculated to establish a 

relationship between intensity-based and dosimetry metrics. Intermediate, strong and very 

strong correlations respectively corresponded to significant coefficients comprised between 

[0.4; 0.70[, [0.70; 0.90[ and [0.90; 1.00[, inspired by (362). Lastly, statistical paired Wilcoxon 

tests were performed between treatment-wise head MAE performances to evaluate the observed 

HU differences significance. All significance thresholds were set to 5%.  

 

Note that all the reported results were derived from the testing set. 
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5.5. Results 

5.5.1. PTV-unbiased dosimetry metrics determination 

Table 15 provides the Spearman’s correlation coefficients between dosimetry criteria and PTV 

volumes for the best model, i.e. model 48. Global 1%/1mm gamma index with 0% threshold 

presented intermediate to strong correlations with PTV volumes, respectively equal to -0.71 

(p=0.0015), and -0.65 (p=0.00012) for the DYNARC and VMAT techniques. Correlations 

between the two variables remained significant for the 3DCRT technique when an 80% 

threshold was applied (=-0.44, p=0.021). As a result, these gamma indices metrics were not 

selected for the rest of the study. 

In addition, not applying a dose threshold implies to consider all the points within the head, and 

thus give weight to non-clinically relevant areas. Thus, the local 1%/1mm gamma index without 

dose threshold was disregarded. 

Figure 50 shows the remaining PTV-unbiased gamma indices versus PTV volume. A 

dependency between PTV volumes and global 1%/1mm gamma index with 10% and 20% dose 

thresholds variables was visible (Figures 50.A and 50.B). On the contrary, thresholding with 

50% appeared to reduce this effect (Figure 50.C). This observation was confirmed by 

Spearman’s tests resulting in values equal to -0.83, -0.81 and -0.77 (p < 0.0001) for correlations 

between PTV volumes and global 1%/1mm gamma index with 10%, 20% and 50% dose 

threshold respectively, regardless of the technique. Thus, among the considered global criteria, 

the 1%/1mm gamma index with 50% dose threshold was arbitrary selected for the next study 

steps. It was combined with the local 1%/1mm gamma index with 10% dose threshold, 

reporting no correlation with DYNARC, 3DCRT and VMAT (|| ≤ 0.35, p ≥ 0.075). 
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Figure 50: Pass rates against PTV volumes for four dosimetry criteria, namely global 1%/1mm 

10% (A), 20% (B) and 50% (C) dose thresholds and local 1%/1mm 10% dose threshold (D). 

Treatment techniques are also provided, i.e. DYNARC (blue), 3DCRT (orange) and VMAT 

(yellow). 

 

5.5.2. Correlation with intensity-based metrics 

Correlations between global 1%/1mm gamma index with 50% dose threshold, and head and 

bone MAE respectively resulted in rates equal to -0.43 and -0.40 for VMAT technique 

(p≤0.038, Table 15). On the contrary, DYNARC presented insignificant correlations between 

the same criteria (p≥0.39). Regarding the correlation between the global 1%/1mm gamma index 

with 50% dose threshold and air/bone VDSC, only 3DCRT bone VDSC showed a significant 
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correlation of 0.52 (p=0.0054). Intermediate and strong correlations equal to -0.52 (p=0.034), -

0.60 (p=0.00084) and -0.72 (p<0.0001) were respectively achieved for DYNARC, 3DCRT and 

VMAT when analysing the local 1%/1mm gamma with 10% dose threshold with head MAE. 

Correlations between local 1%/1mm gamma index with 10% dose threshold and VDSC bone 

led to 0.54 (p=0.025), 0.55 (p=0.0032) and 0.74 (p<0.0001) values for DYNARC, 3DCRT and 

VMAT respectively. 

 

Table 15: Spearman’s coefficients and corresponding p-values for 1%/1 mm gamma indices, 

PTV volume, MAE, and VDSC correlations based on model 48. Bold rates correspond to 

statistically significant correlations (p<0.05). 

 
Delivery 

technique 

Correlation coefficient (p-

value) 

1%/1mm global no threshold & PTV 

All -0.91 (< 0.0001) 

DYNARC -0.71 (0.0015) 

3DCRT 0.093 (0.65) 

VMAT -0.65 (0.00012) 

1%/1mm global threshold 10% & PTV 

All -0.83 (< 0.0001) 

DYNARC -0.21 (0.42) 

3DCRT 0.32 (0.11) 

VMAT -0.23 (0.23) 

1%/1mm global threshold 20% & PTV 

All -0.81 (<0.0001) 

DYNARC -0.13 (0.63) 

3DCRT 0.36 (0.068) 

VMAT -0.081 (0.67) 

1%/1mm global threshold 50% & PTV 

All -0.77 (<0.0001) 

DYNARC -0.53 (0.028) 

3DCRT 0.38 (0.048) 

VMAT -0.040 (0.84) 

1%/1mm global threshold 80% & PTV 

All -0.69 (<0.0001) 

DYNARC -0.48 (0.052) 

3DCRT 0.44 (0.021) 

VMAT -0.068 (0.72) 

1%/1mm local no threshold & PTV All -0.33 (0.0049) 
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DYNARC 0.18 (0.49) 

3DCRT 0.29 (0.14) 

VMAT 0.26 (0.18) 

1%/1mm local threshold 10% & PTV 

All -0.67 (<0.0001) 

DYNARC -0.26 (0.30) 

3DCRT 0.35 (0.075) 

VMAT -0.14 (0.48) 

1%/1mm global threshold 50% & Head 

MAE 

All -0.27 (0.025) 

DYNARC -0.22 (0.39) 

3DCRT -0.58 (0.0014) 

VMAT -0.43 (0.026) 

1%/1mm global threshold 50% & Air 

MAE 

All -0.37 (0.0016) 

DYNARC -0.34 (0.19) 

3DCRT -0.51 (0.0060) 

VMAT -0.18 (0.37) 

1%/1mm global threshold 50% & Bone 

MAE 

All -0.20 (0.099) 

DYNARC -0.16 (0.53) 

3DCRT -0.27 (0.18) 

VMAT -0.40 (0.038) 

1%/1mm global threshold 50% & 

VDSC air 

All 0.24 (0.043) 

DYNARC 0.42 (0.097) 

3DCRT 0.30 (0.13) 

VMAT 0.16 (0.41) 

1%/1mm global threshold 50% & 

VDSC bone 

All 0.038 (0.75) 

DYNARC 0.15 (0.55) 

3DCRT 0.52 (0.0054) 

VMAT 0.34 (0.087) 

1%/1mm local threshold 10% & Head 

MAE 

All -0.47 (<0.0001) 

DYNARC -0.52 (0.034) 

3DCRT -0.60 (0.00084) 

VMAT -0.72 (< 0.0001) 

1%/1mm local threshold 10% & Air 

MAE 

All -0.55 (<0.0001) 

DYNARC -0.38 (0.13) 



 

146 
 

3DCRT -0.55 (0.0032) 

VMAT -0.54 (0.0037) 

1%/1mm local threshold 10% & Bone 

MAE 

All -0.39 (0.00081) 

DYNARC -0.50 (0.042) 

3DCRT -0.31 (0.11) 

VMAT -0.66 (0.00017) 

1%/1mm local threshold 10% & VDSC 

air 

All 0.42 (0.00023) 

DYNARC 0.22 (0.40) 

3DCRT 0.34 (0.082) 

VMAT 0.56 (0.0021) 

1%/1mm local threshold 10% & VDSC 

bone 

All 0.27 (0.022) 

DYNARC 0.54 (0.025) 

3DCRT 0.55 (0.0032) 

VMAT 0.74 (< 0.0001) 

 

 

5.5.3. Extreme errors scenarios impact on intensity-based metrics 

As presented in Table 16, head MAE equal to 172.1HU +/- 19.2HU, 185.0HU +/- 20.8HU and 

195.0HU +/- 28.9HU were obtained for DYNARC, 3DCRT and VMAT patients based on 

model 3 (worst quality). Wilcoxon statistics resulted in p-values respectively equal to 0.073 and 

0.0083 when comparing DYNARC/3DCRT and DYNARC/VMAT. Regarding model 14, 

observed differences between the three delivery techniques were all found significant (p ≤ 

0.039). Model 48 led to 104.8HU +/- 30.7HU, 109.2HU +/- 22.8HU and 116.8HU +/- 24.9HU 

for the same treatment techniques (p ≥ 0.11). 

VDSC for the air region were equal to 0.41 +/- 0.09, 0.48 +/- 0.11 and 0.68 +/- 0.08 for models 

3, 14 and 48 respectively, considering all the 71 patients. Relatively small improvement through 

epochs was observed for VDSC in water, with rates equal to 0.89 +/- 0.02, 0.91 +/- 0.02 and 

0.93 +/- 0.02 for models 3, 14 and 48 respectively.  
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Table 16: Technique-wise MAE and VDSC corresponding to models 3, 14 et 48. 

 
Delivery 

technique 
Model 3 Model 14 Model 48 

Head MAE 

(HU) 

All 185.7 +/- 25.2 153.5 +/- 23.5 111.0 +/- 25.8 

DYNARC 172.1 +/- 19.2 140.1 +/- 21.7 104.8 +/- 30.7 

3DCRT 185.0 +/- 20.8 152.7 +/- 19.7 109.2 +/- 22.8 

VMAT 195.0 +/- 28.9 162.7 +/- 24.8 116.8 +/- 24.9 

Air MAE (HU) 

All 569.3 +/- 69.7 519.3 +/- 66.1 340.0 +/- 73.7 

DYNARC 519.5 +/- 51.4 461.1 +/- 41.0 305.0 +/- 57.4 

3DCRT 581.3 +/- 64.9 531.0 +/- 55.0 351.6 +/- 61.8 

VMAT 588.8 +/- 71.3 544.2 +/- 68.7 350.4 +/- 87.9 

Bone MAE 

(HU) 

All 540.3 +/- 79.4 407.3 +/- 66.0 245.9 +/- 62.8 

DYNARC 499.4 +/- 70.5 370.3 +/- 62.3 231.6 +/- 83.0 

3DCRT 539.9 +/- 58.0 406.5 +/- 57.3 242.0 +/- 54.9 

VMAT 566.5 +/- 93.5 431.6 +/- 67.5 258.9 +/- 55.3 

Water MAE 

(HU) 

All 50.9 +/- 8.2 47.5 +/- 8.0 51.1 +/- 13.0 

DYNARC 51.4 +/- 5.9 47.6 +/- 7.0 51.3 +/- 12.7 

3DCRT 51.0 +/- 9.6 47.1 +/- 9.8 49.4 +/- 14.4 

VMAT 50.4 +/- 8.2 47.7 +/- 6.7 52.6 +/- 12.1 

VDSC air 

All 0.41 +/- 0.09 0.48 +/- 0.11 0.68 +/- 0.08 

DYNARC 0.45 +/- 0.08 0.54 +/- 0.09 0.70 +/- 0.07 

3DCRT 0.40 +/- 0.08 0.46 +/- 0.11 0.67 +/- 0.08 

VMAT 0.40 +/- 0.09 0.47 +/- 0.11 0.69 +/- 0.09 

VDSC bone 

All 0.56 +/- 0.10 0.71 +/- 0.07 0.83 +/- 0.06 

DYNARC 0.53 +/- 0.13 0.70 +/- 0.08 0.82 +/- 0.08 

3DCRT 0.58 +/- 0.08 0.72 +/- 0.07 0.84 +/- 0.06 

VMAT 0.56 +/- 0.10 0.69 +/- 0.07 0.83 +/- 0.05 

VDSC water 

All 0.89 +/- 0.02 0.91 +/- 0.02 0.93 +/- 0.02 

DYNARC 0.89 +/- 0.02 0.91 +/- 0.02 0.93 +/- 0.02 

3DCRT 0.89 +/- 0.01 0.91 +/- 0.02 0.94 +/- 0.02 

VMAT 0.89 +/- 0.02 0.90 +/- 0.02 0.93 +/- 0.02 

 

The mean confusion matrix obtained for all the testing set patients is presented in Table A3. 
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5.5.4. Extreme errors scenarios impact on dosimetry-based metrics 

Dosimetry analyses are provided in Table 17. For comparison purpose, global 1%/1mm gamma 

index with 10% dose threshold is additionally presented to the selected gamma indices. The 

best improvement through epochs regarding the global 1%/1mm gamma index criterion with 

50% dose threshold corresponded to 3DCRT and led to pass rates equal to 70.00% +/- 4.97%, 

75.79% +/- 4.77% and 83.82% +/- 5.60% for models 3, 14 and 48 respectively. However, in 

most of the cases, the highest pass rates were obtained for the global 1%/1mm gamma index 

with 10% dose threshold, and corresponded to 94.01% +/- 9.53%, 97.17% +/- 2.22% and 

98.35% +/- 1.30% for models 3, 14 and 48 respectively, combined with a DYNARC treatment 

technique. Pass rates of 78.93% +/- 12.35%, 84.20% +/- 12.53% and 91.26% +/- 4.16% were 

respectively obtained for models 3, 14 and 48, for the local 1%/1mm 10% dose threshold 

gamma index for the DYNARC patients. Regarding VMAT, the same criterion led to indices 

of 76.63% +/- 6.74%, 80.79% +/- 6.56% and 86.56% +/- 5.24% for models 3, 14 and 48 

respectively. Mean PTV D98 differences ranged from 0.33% to 0.66% for the three models and 

techniques. Regarding OAR, maximum mean deviation was equal to 0.31Gy for chiasma, 

lenses and optic nerves. For brainstem and cochleas, maximum mean deviations were 

respectively equal to 1.61Gy and 1.30Gy (Model 3). 

Table 17: Gamma indices (1%/1mm local 10% threshold) and DVH differences for models 3, 

14 et 48. Results are technique-wise presented. Mean DVH difference inferior to 1% for the 

PTV or 0.30Gy for the OAR is represented as green. Orange values correspond to mean DVH 

differences comprised between 1% and 2% for the PTV and between 0.30Gy and 0.60Gy for 

the OARs. Values superior to 0.60Gy for the OAR are presented in red. 

 
Delivery 

technique 
Model 3 Model 14 Model 48 

1%/1mm global 

10% threshold 

(%) 

DYNARC 94.01 +/- 9.53 97.17 +/- 2.22 98.35 +/- 1.30 

3DCRT 69.30 +/- 4.32 75.16 +/- 4.45 83.64 +/- 5.22 

VMAT 92.34 +/- 3.65 93.73 +/- 3.17 95.19 +/- 2.38 

1%/1mm global 

50% threshold 

(%) 

DYNARC 82.92 +/- 23.06 92.13 +/- 13.78 98.04 +/- 1.66 

3DCRT 70.00 +/- 4.97 75.79 +/- 4.77 83.82 +/- 5.60 

VMAT 89.67 +/- 5.51 91.84 +/- 5.27 93.99 +/- 3.81 

1%/1mm local 

10% threshold 

(%) 

DYNARC 78.93 +/- 12.35 84.20 +/- 12.53 91.26 +/- 4.16 

3DCRT 63.10 +/- 4.90 68.90 +/- 4.91 78.20 +/- 6.19 

VMAT 76.63 +/- 6.74 80.79 +/- 6.56 86.56 +/- 5.24 
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PTV D95 

relative 

differences (%) 

DYNARC 0.68 +/- 0.50 0.50 +/- 0.45 0.29 +/- 0.22 

3DCRT 0.22 +/- 0.20 0.38 +/- 0.52 0.29 +/- 0.32 

VMAT 0.28 +/- 0.21 0.23 +/- 0.17 0.25 +/- 0.24 

PTV D98 

relative 

differences (%) 

DYNARC 0.64 +/- 0.46 0.49 +/- 0.45 0.64 +/- 1.02 

3DCRT 0.51 +/- 0.79 0.66 +/- 0.72 0.54 +/- 0.61 

VMAT 0.42 +/- 0.50 0.36 +/- 0.52 0.33 +/- 0.47 

*Brainstem 

Dmax absolute 

differences (Gy) 

DYNARC 0.02 +/- 0.03 0.03 +/- 0.08 0.01 +/- 0.02 

3DCRT 1.61 +/- 0.32 0.18 +/- 0.13 0.31 +/- 0.20 

VMAT 0.22 +/- 0.19 0.17 +/- 0.16 0.09 +/- 0.08 

*Chiasm Dmax 

absolute 

differences (Gy) 

DYNARC 0.00 +/- 0.01 0.01 +/- 0.05 0.01 +/- 0.01 

3DCRT 0.05 +/- 0.01 0.09 +/- 0.03 0.07 +/- 0.04 

VMAT 0.20 +/- 0.29 0.14 +/- 0.22 0.09 +/- 0.12 

*Lens Left 

Dmax absolute 

differences (Gy) 

DYNARC 0.01 +/- 0.03 0.02 +/- 0.05 0.00 +/- 0.01 

3DCRT 0.22 +/- 0.32 0.09 +/- 0.11 0.22 +/- 0.25 

VMAT 0.05 +/- 0.08 0.06 +/- 0.08 0.06 +/- 0.10 

*Lens Right 

Dmax absolute 

differences (Gy) 

DYNARC 0.01 +/- 0.01 0.00 +/- 0.01 0.00 +/- 0.00 

3DCRT 0.31 +/- 0.50 0.23 +/- 0.45 0.22 +/- 0.31 

VMAT 0.09 +/- 0.14 0.07 +/- 0.10 0.08 +/- 0.16 

*Optic Nerve 

Left Dmax 

absolute 

differences (Gy) 

DYNARC 0.01 +/- 0.03 0.03 +/- 0.09 0.00 +/- 0.01 

3DCRT 0.15 +/- 0.15 0.15 +/- 0.11 0.12 +/- 0.07 

VMAT 0.25 +/- 0.38 0.19 +/- 0.30 0.12 +/- 0.21 

*Optic Nerve 

Right Dmax 

absolute 

differences (Gy) 

DYNARC 0.00 +/- 0.01 0.01 +/- 0.02 0.00 +/- 0.01 

3DCRT 0.30 +/- 0.17 0.28 +/- 0.13 0.17 +/- 0.04 

VMAT 0.22 +/- 0.34 0.17 +/- 0.31 0.11 +/- 0.19 

*Cochlea Left 

Dmean absolute 

differences (Gy) 

DYNARC 0.04 +/- 0.11 0.02 +/- 0.04 0.01 +/- 0.01 

3DCRT 1.08 +/- 0.24 0.22 +/- 0.22 0.11 +/- 0.01 

VMAT 0.19 +/- 0.30 0.05 +/- 0.09 0.06 +/- 0.10 

*Cochlea Right 

Dmean absolute 

differences (Gy) 

DYNARC 0.02 +/- 0.03 0.02 +/- 0.03 0.01 +/- 0.02 

3DCRT 1.30 +/- 0.24 0.34 +/- 0.45 0.21 +/- 0.29 

VMAT 0.11 +/- 0.18 0.12 +/- 0.22 0.09 +/- 0.17 
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*: Metrics computed on 45 patients only, who had complete OAR segmentations. 

 

5.6. Discussion 

This study aimed at analysing correlations between dose metrics and volumes of PTV 

technique-wise, establishing correlations with intensity-based metrics and evaluating the 

clinical impact of extreme errors scenario. 

Two evaluation metrics were found to be complementary for an accurate characterization of the 

pCT quality namely global 1%/1mm gamma index with 50% dose threshold and local 1%/1mm 

with 10% dose threshold. The latter is a highly stringent criterion, combined with the former 

being less restrictive and more clinical-related. The intermediate 50% threshold was arbitrary 

selected since it was not excessively high, to avoid advantaging large target volumes and not 

extremely low, preventing small target lesions to benefit from it. 

They led to absolute correlations with PTV volumes inferior to 0.53 (Table 15). For at least one 

delivery technique, an intermediate correlation superior or equal to 0.40 was obtained between 

global 1%/1mm gamma index with 50% dose threshold and head/air/bone MAE (Table 15). 

Absolute coefficients higher than 0.52 were achieved between 1%/1mm local with 10% dose 

threshold and head MAE for DYNARC, 3DCRT and VMAT techniques, suggesting moderate 

to strong correlations. Regarding correlations with VDSC bone, absolute rates superior or equal 

to 0.54 were obtained for DYNARC, 3DCRT and VMAT techniques. Thus, the previously 

proposed gamma indices criteria were proved to be globally linked to MAE and VDSC 

performances, enhancing the need for future studies to compute and report it. 

Finally, three different pCT qualities were simulated stopping the network training at three 

different epochs, namely 3, 14 and 48, the latter representing the best achieved model. The head 

MAE for the entire testing cohort were equal to 185.7HU +/- 25.2HU, 153.5HU +/- 23.5HU 

and 111.0HU +/- 25.8HU for models 3, 14 and 48 respectively. The lowest obtained MAE was 

higher than the one obtained in our previous study (238), which was 81HU +/- 22HU. This 

discrepancy may derive from pCT evaluation performed on T1 MRI masks since the new testing 

cohort did not contain T2 weighted MRI sequences (T2). T1 examinations are usually larger 

than T2, leading to evaluations including critical areas such as teeth or neck, and thus decreasing 

the MAE. In addition, these discrepancies can also be associated to the heterogeneous MRI 

derived from various devices. 
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The extreme errors pCT dosimetry investigation was evaluated with the two previously defined 

optimal metrics. Global 1%/1mm gamma indices with 50% dose threshold led to pass rates for 

models 3 and 48 comprised between 82.92% +/- 23.06% and 98.04% +/- 1.66%, 70.00% +/- 

4.97% and 83.82% +/- 5.60%, 89.67% +/- 5.51% and 93.99% +/- 3.81% for DYNARC, 

3DCRT, VMAT respectively. Concerning the local 1%/1mm gamma index with 10% dose 

threshold, the lowest and highest pass rates were respectively equal to 63.10% +/- 4.90% (model 

3, 3DCRT) and 91.26% +/- 4.16% (model 48, DYNARC). Globally, mean percentage points 

gains when comparing models 3 and 48 were respectively equal to 12%, 15% and 10% for 

DYNARC, 3DCRT and VMAT when considering the previous gamma criterion. As a result, 

no large errors were obtained for all the three models being of promising prognostic for patients. 

However, caution is needed for double irradiation patient cases, since it necessitates to re-use a 

proper previous dose map. 

PTV-based D95 were found to be globally equivalent for all models, ranging from 0.28% +/- 

0.21% to 0.25% +/- 0.24% for models 3 and 48 respectively, VMAT technique. Thus, as gamma 

indices analysis, no large error with original CT was highlighted. This observation was 

consolidated with the OAR DVH analysis. Indeed, all mean deviations were found to be below 

or equal to 0.31Gy except for brainstem and cochleas, indicating minor deviations with the real 

CT. 3DCRT patients were treated with two lateral beams. Thus, structures located in the beam 

paths, namely cochleas and brainstem, received a higher amount of dose. A pCT error 

generation had more impact in these areas, leading to superior DVH differences for cochleas 

and brainstem for model 3. 

Collapsed cone dose algorithm was used for all techniques, except for DYNARC. To 

investigate the impact of dose algorithm on dosimetry metrics, DYNARC patients were re-

calculated with Monte Carlo via the same iPlan RT 4.5 Dose (Brainlab, Munich, Germany) 

treatment planning software, also commissioned in our radiotherapy department. Global 

1%/1mm gamma index with 50% dose threshold led to pass rates equal to 71.93% +/- 6.67%, 

77.06% +/- 5.28% and 79.76% +/- 3.85% for models 3, 14 and 48 respectively. For these same 

models, local 1%/1mm gamma indices with 10% dose threshold were equal to 52.17% +/- 

6.01%, 54.32% +/- 5.44% and 55.60% +/- 5.54%, highlighting a saturation. It may be attributed 

to the high accuracy of Monte Carlo approach for dose calculation since it considers 

heterogeneities. Thus, applying such dose algorithm highly penalizes pCT mis-generated 

regions, leading to lower pass rates. 

Local 1%/1mm gamma indices with 10% dose threshold equal to 63.10% +/- 4.90% and 

76.63% +/- 6.74% were respectively achieved for 3DCRT and VMAT techniques, concerning 
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model 3, using the same collapsed cone dose engine. Regarding global 1%/1mm gamma index 

with 50% dose threshold, model 14 resulted in pass rates of 75.79% +/- 4.77% and 91.84% +/- 

5.27% for 3DCRT and VMAT respectively. For the same techniques, model 48 led to values 

of 83.82% +/- 5.60% and 93.99 %/- 3.81% respectively. As a result, VMAT might be less 

sensitive to generation errors than 3DCRT, which may be due to the continuous treatment 

delivery and the multiple entry points, compared to the 3DCRT two lateral beams used for WB 

treatments in the present study. To investigate this point, five patients initially treated with 

3DCRT were re-planned with VMAT. The PTV volumes were comprised between 1442cc and 

1600cc. Achieved global VMAT 1%1mm gamma indices with 50% dose threshold were equal 

to 79.99% +/- 5.38% and 87.22% +/- 6.04%, for models 3 and 48 respectively. These rates were 

equal to 69.67% +/- 6.28% and 81.01% +/- 6.75% when using 3DCRT. Regarding local 

1%/1mm gamma index with 10% dose threshold, models 3 and 48 respectively resulted in pass 

rates of 70.34% +/- 6.82% and 80.11% +/- 7.56% when delivering the dose with VMAT. Based 

on 3DCRT, these pass rates were equal to 63.23% +/- 6.02% and 75.36% +/- 7.33%, validating 

the initial hypothesis. 

In the literature, Dinkla et al. (261) reported pass rates of 97.0% +/- 2.2% and 98.8% +/- 2.2% 

when considering 1%/1mm gamma index with 20% and 50% dose thresholds, based on 43 

VMAT and 9 IMRT plans calculated with Monte Carlo. The global or local gamma criterion 

was unspecified. Regarding Lerner et al. (363), they used VMAT technique (1 to 4 arcs) to re-

calculate the dose of the 20 patients whose PTV sizes ranged from 2cm3 to 448cm3. They 

achieved a rate of 99.1% +/- 0.6% for the 3D global 1%/1mm gamma index with a 15% dose 

threshold. Note that for an accurate pCT evaluation, target volumes should be reported, to avoid 

biases, as well as precise details about gamma index type. 

One strength of the present study was the cohort diversity used for testing. First, three delivery 

techniques, namely DYNARC, 3DCRT and VMAT, and two dose algorithms, i.e. collapsed 

cone and pencil beam, were represented enabling a representation of intra-institutions clinical 

practices variability. In the literature, most studies focused on single MRI device 

(261,287,289,298), treatment delivery (232,261,289,296) and dose algorithm 

(261,289,296,298,299). However, note that this strength could also be viewed as a limitation, 

since the heterogeneity increased the varying parameters number resulting in non-

straightforward performance comparisons. In addition, three different pCT categories were 

generated corresponding to a training model stopped at epochs 3, 14 and 48. This approach was 

investigated and optimized to generate realistic DL-derived pCT errors. To our knowledge, it 
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is the first study to generate a large variety of pCT qualities based on such approach, 

highlighting the novelty approach. 

This study suffers from certain limitations. First, some parameters, such as treatment technique 

and PTV volume, are highly correlated, owing to institution practises. Indeed, small volumes 

were treated with DYNARC and VMAT, while large volumes corresponded to 3DCRT. Thus, 

dissociating the two parameters when analysing differences between models is not trivial, and 

should be performed with caution. Similarly, the Monte Carlo algorithm was not commissioned 

for the 3DCRT and VMAT treatments, making some conclusions difficult to draw. Second, the 

previous presented errors related to CT/pCT deviations are not the radiotherapy workflow final 

error. They need to be combined with delivery errors, explicitly described in the 31st 

International Atomic Energy Agency report (178). Multileaf collimator stability and beam 

monitor stability uncertainties were for instance equal to several percents and 2% respectively. 

According to the American Association of Physicists in Medicine Report No. 85 (364), a final 

dose error exceeding 5% leads to changes in the tumor control probability comprised between 

10% and 20%, and impacts of 20% to 30% on complication rates in normal tissue. 

 

5.7. Conclusion 

Pseudo CT were generated with DL from MRI, for brain radiotherapy patients. It was proved 

that DVH differences, global and local gamma indices without extreme dose thresholds, such 

as 0% or 80%, should be reported for an unbiased study. The complementary role of global 

1%/1mm gamma index with 50% dose threshold and local 1%/1mm with 10% dose threshold 

to quantify the pCT quality independently of PTV volume was highlighted, as well as 

significant correlation with intensity-based metrics. Three different image qualities were 

obtained with various model training durations to simulate different extreme error scenarios, 

resulting in non-extreme dosimetry errors. 

These recommendations should contribute to standardise the pCT assessment in literature, 

hence facilitating the pCT integration into radiotherapy routine. 
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6. Assessment of the generalizability to pediatric 

protontherapy of Study 1 pCT model – Study 3 

6.1. Introduction 

Craniopharyngioma were explored in this third study, performed during the internship of a 

third-year bachelor student, under my supervision. These tumors are Grade I benign neoplasms 

located in the sella and suprasellar regions, i.e. around the pituitary gland in the centre of the 

base of skull. They are close to optic nerves, chiasma, cavernous sinuses and brainstem. The 

associated global occurrence ranges from 2% to 5% (365), and more specifically from 6% to 

13% for paediatrics (366). Regarding the latter case, highest incident rate is comprised between 

8 and 10 years (367). These neoplasms present two different forms, namely adamantinous and 

squamous-papillary, both differentiable on the MRI (368). The latter and former forms are 

respectively more common in paediatrics and adults. Regarding paediatrics, tumors appear to 

derive from epithelial cells. Current treatments rely on a global or partial surgery, representing 

a challenge owing to the direct proximity of pituitary gland and hypothalamus. Surgery is then 

followed by radiotherapy. Current delivery techniques, as reported by Kortmann et al. (369), 

are either 3D stereotactic radiotherapy (370,371) or IMRT (372), with doses ranging from 30Gy 

to 56Gy. 

However, photon-based radiotherapy is well-known to cause damages to healthy tissues 

surrounding target volumes, due to the deep depth after the maximum dose deposition peak 

required to attenuate commonly used clinical energies beams. For paediatrics, patient safety 

and ALARA principle are even more crucial, owing to the numerous reported side effects, such 

as hypothalamus-based dysfunction, cognitive dysfunction, metastases, etc (373). 

As a result, it appears of great interest to use protontherapy in paediatrics with 

craniopharyngioma, to ensure the most local dose deposition. Indeed, body D50% respectively 

equal to 6.32Gy +/- 1.65Gy and 3.61Gy +/- 1.07Gy were reported for IMRT and intensity 

modulated protontherapy by Beltran et al. (374), proving a  dose reduction with protontherapy 

compared to photon-based radiotherapy. 

This study aimed at evaluating the transferability of a pCT model previously generated in adults 

(Study 1) to children, challenging task owing to the brain anatomy differences between the two 

groups. Study 1 proved high pCT generation performance was achieved regardless of MRI 

standardization and bias field filter applied. Thus, the ZMUV-based model developed and 

optimized on adults was selected here. The testing cohort consisted in unseen paediatric 
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craniopharyngioma patients treated with protontherapy. Following Study 2 guidelines, pCT 

quality analysis relied on global and local 1%/1mm gamma indices criteria with thresholds 

equal to 50% and 10% respectively, as well as DVH differences for PTV and OAR. 

In this study, algorithms were re-used from Studies 1 and 2. Data collection, preprocessing and 

pCT evaluation were the tasks performed by the intern student. 

 

6.2. Materials and Methods 

6.2.1. Images acquisition 

The training and validation sets were the same as Study 2 cohorts and were respectively 

composed of 323 adult patients treated with photons, resulting in the collection of 162 CT/T1 

and 161 CT/T1-Gd couples. 

The testing cohort was composed of eighteen paediatric patients, treated for craniopharyngioma 

with protontherapy between 2013 and 2018. The cohort included 9 males and 9 females. Mean 

age was 12.5 +/- 3.8 years. PTV volumes were comprised between [3cm3; 27cm3], [27cm3; 

50cm3] and [50cm3;78cm3] for 7, 5 and 4 patients respectively. For the two remaining patients, 

namely Patients 11 and 12, no information concerning segmented volumes was available. 

Unenhanced CT were all acquired on the same dedicated device, namely a Sensation Open 

(Siemens Healthineers, Erlangen, Germany), associated with a 120kVp and a H20s 

reconstruction filter. Slice thicknesses were equal to 1mm and 1.5mm for 16 and 2 patients 

respectively. Transverse voxel sizes were equal to 0.68mm, 0.71mm, 0.77mm, 0.85mm, 

0.87mm, 0.91mm and 0.97mm for 9, 2, 1, 1, 2, 2 and 1 patients respectively. 

Regarding the acquisition of the T1-Gd sequence, three different devices were included, i.e. 

Discovery MR 750w (GE Healthcare, Chicago, United States), Optima MR 450w (GE 

Healthcare, Chicago, United States) and Achieva (Philips Healthcare, Best, The Netherlands) 

used for 14, 3 and 1 patients respectively. All slice thicknesses were equal to 1mm. In-plane 

pixel spacings were equal to 0.47mm and 0.86mm for 17 and 1 patients respectively. TR were 

comprised between [7.21ms; 7.70ms], [7.70ms; 8.18ms] and 30ms for 12, 5 and 1 patients 

respectively. Lastly, reported TE ranged from 2.88ms to 2.98ms and from 2.98ms to 3.08ms 

for 12 and 6 patients respectively. 

Mean delay between the two acquisitions was 2.0 +/- 3.0 days, obtained including every patient 

except 11 and 12 whose information were not available. 
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6.2.2. Images preprocessing 

A similar preprocessing as presented in Study 1 was performed. First, CT were rigidly 

registered onto the MRI with Drop (https://github.com/biomedia-mira/drop2). A 1mm x 1mm 

x 1mm spatial trilinear resampling was then performed. After applying a padding-based size 

harmonization to 300x300x242 voxels, images axes re-arrangement occurred, implying 

interpolation. A clip between [-1000HU; 1800HU] and [0.1th centile; 99.9th centile] was 

performed for CT and MRI respectively. A HU rescaling between -1 and 1 enabled a higher 

network stability. Finally, ZMUV MRI standardization was applied. 

 

6.2.3. Generation and evaluation of pCT 

The selected network was the architecture described in Studies 1 and 2, i.e. a modified 3D 

HighResNet (237). The same parameters as presented in Study 1 were adopted. Indeed, the 

chosen loss function was the MAE. Adam optimizer was used, as well as a learning rate of 

0.001. Early stopping criterion was set to 8 epochs. Training, validating and testing were 

performed on a single graphic card GeForce GTX 1080 Ti. 

 

Regarding pCT evaluation, MAE within the head was computed based on T1-Gd Otsu masks. 

In addition, MAE within air, bone and water regions were derived with previously presented 

thresholds, namely corresponding to intensities below -200U, comprised between [-200HU; 

250HU] and superior to 250HU respectively. 

Second, a dosimetry analysis was performed to further assess pCT quality. To do so, initial CT 

plans were imported to Isogray 4.2.1 (DOSIsoft) to be re-calculated with pencil beam on CT 

and pCT. Due to technical constrains, the dosimetry cohort was a sub-cohort of the whole 

cohort, composed of 16 patients. Prescribed doses were equal to 52.2Gy, 52.7Gy and 54Gy for 

8, 1 and 7 patients respectively. All patients had 1 PTV, except Patient 3 who had 2. 3, 4, 5 and 

6 beams were used to deliver the double scattering-based treatment for 2, 3, 7 and 4 patients 

respectively. Based on Study 2 recommendations, global 3D 1%/1mm gamma indices were 

derived from 3D Slicer 4.10.2 with 50% dose threshold. Local 1%/1mm gamma index 

combined with a 10% dose threshold was additionally assessed. In addition, PTV-based DVH 

relative differences were computed for D95% and D98%. Lenses, optic nerves, chiasma and 

brainstem absolute Dmax differences were assessed for all patients, except for Patient 3 who 
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did not present a brainstem contour. Lastly, cochlea Dmean absolute differences were derived 

for a complete OAR DVH analysis. 

Spearman’s statistical tests were performed between gamma indices and PTV volumes to assess 

their correlation. Same test parameters as in Study 2 were selected concerning the significance 

threshold, and the different correlation ranges definition. 

 

6.3. Results 

Eighty-three seconds were required to generate the whole 3D pCT. Figure 51 presents 

qualitative results, i.e. MRI, CT, pCT and gamma maps of global 1%/1mm gamma index with 

50% dose threshold (Gamma map 1) and local gamma index with a threshold of 10% (Gamma 

map 2). 

Figure 51: T1-Gd MRI, CT, pCT and corresponding gamma maps of global 1%/1mm gamma 

index with 50% dose threshold (Gamma map 1) and local gamma indexes with 10% dose 

threshold (Gamma map 2) for patients 1 and 9. Patients 1 and 9 were respectively 17 and 6 

years old. Both patients received a 6-beam based treatment. Red line on the original CT 

represents the PTV. 

Table 18 presents MAE obtained in the head, air, bone and water regions. As one can notice, 

mean head MAE of 110.6HU +/- 12.1HU was obtained. Patients 18 and 12 respectively 

presented best and worst head MAE, with values equal to 97.6HU and 138.3HU. Highest 

region-based discrepancies were observed for the air, exhibiting a MAE of 365.5HU +/- 

57.5HU. 
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Table 18: Head, air, bone and water MAE in HU. 

Patient, Age 

(years) 
Head MAE Air MAE Bone MAE Water MAE 

Patient 1, 17.2 101.6 312.3 266.4 58.1 

Patient 2, 11.2 100.7 484.5 276.0 46.0 

Patient 3, 13.2 103.5 470.2 244.5 56.8 

Patient 4, 15.8 126.4 360.2 334.1 63.9 

Patient 5, 17.4 112.9 303.4 274.8 58.3 

Patient 6, 15.0 115.9 434.0 257.0 67.0 

Patient 7, 13.1 109.4 344.2 294.7 59.5 

Patient 8, 8.5 134.2 383.8 282.7 91.6 

Patient 9, 6.0 101.0 344.1 265.8 64.1 

Patient 10, 17.3 104.4 321.7 273.2 56.1 

Patient 11, 9.6 102.3 395.8 239.1 49.7 

Patient 12, 17.3 138.3 413.7 348.7 61.6 

Patient 13, 9.8 99.6 286.7 257.7 49.1 

Patient 14, 12.0 118.7 346.4 294.5 59.9 

Patient 15, 14.8 102.5 304.4 263.1 55.0 

Patient 16, 11.1 113.8 331.3 273.3 65.6 

Patient 17, 8.3 107.6 380.3 275.0 59.5 

Patient 18, 7.0 97.6 326.1 292.0 51.0 

Mean 110.6 363.5 278.5 59.6 

Standard 

deviation 
12.1 57.5 27.6 9.9 

 

Table 19 presents gamma indices. Global 1%/1mm criterion combined with a 50% dose 

threshold led to pass rates of 65.10% +/- 7.50%. Patients 13 and 8 showed the highest and 

poorest local gamma index performances, with pass rates of 90.46% and 54.29% respectively. 
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Table 19: Global 1%/1mm gamma indices with 50% dose thresholds and local 1%/1mm gamma 

indices with 10% dose threshold. Presented results are in percentages. 

Patient, Age (years) 

Global 1%/1mm 

gamma index - 

threshold 50% 

Local 1%/1mm 

gamma index - 

threshold 10% 

Patient 1, 17.2 68.04 60.33 

Patient 2, 11.2 59.55 56.59 

Patient 3, 13.2 55.01 55.85 

Patient 4, 15.8 69.98 67.35 

Patient 5, 17.4 72.57 71.60 

Patient 6, 15.0 58.12 71.80 

Patient 7, 13.1 61.30 56.71 

Patient 8, 8.5 52.27 54.29 

Patient 9, 6.0 70.11 59.40 

Patient 10, 17.3 63.46 62.68 

Patient 13, 9.8 71.64 74.91 

Patient 14, 12.0 65.91 71.84 

Patient 15, 14.8 57.18 62.18 

Patient 16, 11.1 75.00 69.09 

Patient 17, 8.3 77.82 65.11 

Patient 18, 7.0 63.68 56.97 

Mean 65.10 63.54 

Standard deviation 7.50 6.79 

 

Spearman’s tests between PTV volumes and global 1%/1mm gamma indices with 50% dose 

threshold resulted in correlation of 0.16 (p=0.53). Correlation between PTV volumes and local 

1%/1mm gamma indices with 10% dose threshold were 0.59 (p=0.012). 

Table 20 illustrates relative D95% and D98% differences for the PTV. Mean errors of 0.16% 

+/- 0.17% and 0.21% +/- 0.27% were respectively obtained for D95 and D98 criteria. 
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Table 20: PTV-based D95% and D98% relative differences, in percentage. Differences below 

or equal to 1% are depicted in green. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 21 provides absolute differences for OAR. Dmax differences of 0.00Gy +/- 0.01Gy and 

0.00Gy +/- 0.02Gy were respectively achieved for right and left lenses, representing the best 

performances. The highest deviations were observed for Dmean right and left cochlea, with 

mean rates equal to 0.32Gy +/- 0.60Gy and 0.46Gy and 0.68Gy respectively. 

 

 

 

Patient, Age (years) 
Relative differences in 

PTV D95% 

Relative differences in 

PTV D98% 

Patient 1, 17.2 0,02 0,08 

Patient 2, 11.2 0,14 0,28 

Patient 3, 13.2 (PTV 1) 0,16 0,00 

Patient 3, 13.2 (PTV 2) 0,08 0,17 

Patient 4, 15.8 0,10 0,06 

Patient 5, 17.4 0,12 0,08 

Patient 6, 15.0 0,21 0,29 

Patient 7, 13.1 0,16 0,00 

Patient 8, 8.5 0,73 1,00 

Patient 9, 6.0 0,18 0,22 

Patient 10, 17.3 0,06 0,02 

Patient 13, 9.8 0,06 0,08 

Patient 14, 12.0 0,37 0,76 

Patient 15, 14.8 0,04 0,06 

Patient 16, 11.1 0,13 0,15 

Patient 17, 8.3 0,15 0,12 

Patient 18, 7.0 0,10 0,18 

Mean 0,16 0,21 

Standard deviation 0,17 0,27 
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Table 21: OAR absolute DVH differences in Gy. Differences below or equal to 0.30Gy are in 

green. Red values represent differences larger than 0.60Gy. 

Patient, 

Age 

(years) 

Right 

lens 

Dmax 

Left 

lens 

Dmax 

Right 

optic 

nerve 

Dmax 

Left 

optic 

nerve 

Dmax 

Chias

ma 

Dmax 

Brainst

em 

Dmax 

Right 

cochlea 

Dmean 

Left 

cochlea 

Dmean 

Patient 1, 

17.2 
0 0 0 0.04 0.04 0.01 0.10 0.01 

Patient 2, 

11.2 
0 0 0.08 0.06 0.03 0.12 1.48 2.11 

Patient 3, 

13.2 
0 0 0.12 0.18 0.07 - 0.03 0.01 

Patient 4, 

15.8 
0 0 0.14 0.09 0.04 0.11 0.09 1.57 

Patient 5, 

17.4 
0 0 0.08 0.13 0.04 0.07 0.08 1.28 

Patient 6, 

15.0 
0 0 0.01 0.13 0.04 0.01 0.07 0.04 

Patient 7, 

13.1 
0 0 0.18 0.14 0.03 0.03 0.02 0.44 

Patient 8, 

8.5 
0 0 0.05 0 0.15 0.05 0.00 0.01 

Patient 9, 

6.0 
0 0 0.05 0.12 0.03 0.03 1.68 0.78 

Patient 10, 

17.3 
0 0 0.08 0.05 0.06 0.11 0.07 0.05 

Patient 13, 

9.8 
0 0 0.02 0 0.05 0.01 0.00 0.00 

Patient 14, 

12.0 
0 0 0.05 0.12 0.05 0.06 0.05 0.04 

Patient 15, 

14.8 
0 0 0.28 0.22 0.03 0.22 0.00 0.00 

Patient 16, 

11.1 
0 0 0.05 0.05 0.02 0.01 0.01 0.01 
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Patient 17, 

8.3 
0.05 0 0.05 0.07 0.05 0.05 1.40 1.04 

Patient 18, 

7.0 
0 0.06 0.04 0.11 0.02 0.04 0.01 0.01 

Mean 0.00 0.00 0.08 0.09 0.05 0.06 0.32 0.46 

Standard 

deviation 
0.01 0.02 0.07 0.06 0.03 0.06 0.60 0.68 

 

 

6.4. Discussion 

This study aimed at assessing the generalizability of a DL model previously derived from adults 

and tested on paediatric patients treated for craniopharyngioma with protontherapy. Acceptable 

performances were achieved for most of the patients, suggesting the potential model robustness 

to unseen anatomies. 

Concerning head, air, bone and water MAE values of 110.6HU +/- 12.1HU, 363.5HU +/- 

57.5HU, 278.5HU +/- 27.6HU and 59.6HU +/- 9.9HU were respectively achieved in this study. 

Corresponding rates reported in our previous work (Study 1) were respectively 83.5HU +/- 

22.3HU, 284.2HU +/- 62.0HU, 214.2HU +/- 55.1HU and 38.0HU +/- 11.5HU, based on the 

same network and DL model, but tested on 79 adult patients. In the present study, binary masks 

were derived from T1 acquisitions while it was T2 or T2 FLAIR in Alvarez Andres et al. (238), 

resulting in larger evaluation region encompassing critical areas such as teeth or neck. In 2019, 

Spadea et al. (288) also investigated the pCT generation with DL for protontherapy patients. 

Fifteen couples of CT/T1 images were collected, with delays comprised between 11 to 20 days. 

A 2.5D approach was adopted to train and validate 3 2D convolutional neural networks in 

parallel, one for each view. The final pCT value was obtained with the median of the three 

corresponding voxel values. A leave-one-out cross validation was performed, assigning 14 and 

1 patients to the training/validation and testing sets respectively. Finally, head MAE of 65HU 

+/- 8HU, 59HU +/- 7HU, 60HU +/- 8HU and 54HU +/- 7HU were respectively achieved for 

axial, coronal, sagittal and combined approaches, outperforming the rates obtained in the 

current study. 

Regarding dosimetry, criteria recommended from Study 2 were analysed, namely global 

1%/1mm gamma indices with 50% dose threshold as well as local 1%/1mm criterion with 10% 
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dose threshold. Corresponding pass rates were respectively equal to 65.10% +/- 7.50% and 

63.54% +/- 6.79%. Based on Study 2 best model, rates ranging from 83.82% +/- 5.60% to 

98.04% +/- 1.66%, from 78.20% +/- 6.19% to 91.26% +/- 4.16% were obtained for the global 

1%/1mm gamma index with 50% dose threshold and local gamma index with 10% dose 

threshold respectively, when considering all techniques. Discrepancies may be attributed to 

multiple causes, including differences in the pCT generation approach, the testing cohort size 

and composition, the treatment type, etc. 

In parallel to the previously mentioned VMAT dosimetry study, Maspero et al. (295) 

investigated pCT generation for protontherapy based on 20 testing patients extracted from an 

initial cohort composed of 60 brain tumor paediatrics with a mean age of 10 +/- 5 years old.. 

Regarding treatment delivery, pencil beam scanning relying on three beams placed at 160°, 

180° and 200° was used. 3D global 3%/3mm and 2%/2mm gamma indices with a 10% dose 

threshold led to pass rates of 99.7% +/- 0.6% and 99.6% +/- 1.1% respectively. Similarly, Neppl 

et al. (287) performed a hybrid dosimetry evaluation, based on VMAT and pencil beam 

scanning with gantry placed at 45°, 135°, 225° and 315°. The median treatment dose was 60Gy, 

which were delivered in 30 fractions. 3D global 2%/2mm gamma indices with a 50% dose 

threshold resulted in 98% +/- 2% and 97% +/- 3% for the 2D and 3D UNets respectively, 

proving an equivalence of the two networks in this case. 

Concerning PTV-based DVH differences, mean equal to 0.16% +/- 0.17% and 0.21% +/- 0.27% 

were respectively achieved for D95% and D98% criteria. All means were inferior or equal to 

1%. Concerning OAR, small differences inferior or equal to 0.30Gy were achieved, leading to 

rates of 0.06Gy +/- 0.06Gy, 0.05Gy +/- 0.03Gy, 0.08Gy +/- 0.07Gy and 0.09Gy +/- 0.06Gy for 

brainstem, chiasm, right and left optic nerves respectively. Exceptions occurred for Patients 2, 

4, 5, 9 and 17 who presented at least one cochlea volume with a Dmean superior to 0.60Gy. As 

already noticed in Study 2, cochlea were located on the beam path to reach the target. Thus, a 

small generation error resulted in large dose differences. In the literature, Kazemifar et al. (375) 

enrolled 66 brain tumors patients to train and cross-validate a 2D GAN. The generator 

architecture was a 2D UNet, and the discriminator was a series of six convolution layers. 11 

patients composed the testing set. Dosimetry relied on pencil beam scanning treatment to 

deliver 60Gy. Dose re-calculations were performed either with pencil beam or MC. Regarding 

pencil beam, CTV-based D95% absolute differences were equal to 0.4% +/- 0.4%. Dmean, 

mean differences for brainstem, chiasm and optic nerves were comprised between 0.4% +/- 

0.6% and 1.2% +/- 1.9%. With MC, D95% for the CTV were equal to 0.5% +/- 0.4%. Dmean 
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differences for OAR ranged from 0.5% +/- 0.5% to 0.8% +/- 1.1%, proving the dosimetry 

accuracy of both approaches. 

Low performance was globally obtained for Patient 8, who was 8.5 years old. Indeed, head 

MAE was equal to 134.2HU, global 1%/1mm gamma index with 50% dose threshold was 

54.29% and PTV-based DVH differences ranged from 0.73% to 1.00%. It was attributed to the 

poor input MRI quality, which suffers from movement artefact. On the contrary, one of the 

highest performances was obtained for Patient 13 with head MAE equal to 99.6HU and a local 

1%/1mm gamma index with 10% dose threshold of 74.91%. One could have expected this 

patient to be one of the oldest patients, to have a thicker skull and to reduce anatomical 

differences between paediatric and adult heads. Yet, this patient was 9.8 years old. It proved 

the robustness and high DL model ability to adapt to unknown shapes. 

This study presented several advantages. First, an adult-based DL model was used on a testing 

cohort composed of paediatric patients. It is a novel concept in pCT synthesis, relying on 

transfer learning, i.e. developing a model for a first task, re-using it on a second task with 

possible parameters adaption. To our knowledge, Li et al. (321) was the only to study to explore 

such a concept training on a set from hospital 1, testing on a second set from hospital 2 and vice 

versa. Indeed, hospitals 1 and 2 were composed of T2 and T1-Gd/T1 FLAIR images. Second, 

this study assessed the pCT quality for a use in protontherapy. Thus, the dose deposition locally 

occurred, via a spread-out Bragg peak. As a result, any pCT generation error resulted in shifted 

peak and discrepancies in dose maps. In the literature, relatively few studies evaluated DL-

derived brain pCT qualities with protons (287,288,295,375). One last challenging point and 

successfully overcome was the cohort main histology, namely craniopharyngioma. As 

previously mentioned, these are tumors located near pituitary gland, bony cavities and optic 

nerves. Yet, as presented in Table 18, bone areas were poorly reconstructed, with a MAE equal 

to 278.5HU +/- 27.6HU. Thus, generating satisfying pCT quality in such conditions was an 

arduous task. 

A major limitation was the metrics used to evaluate the pCT. Indeed, global 1%/1mm gamma 

index with 50% dose threshold and local gamma index with 10% dose threshold criteria were 

derived from Study 2 recommendations, performed for photon-based treatments. They might 

not be adapted in this case. This observation was in agreement with the Spearman’s test 

performed between PTV volumes and local 1%/1mm gamma index with 10% dose threshold 

which proved an intermediate correlation (||=0.59, p=0.012). Second, no metric related to 
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Bragg peak location was used in this study. Yet, it was reported by Pileggi et al. (376) that 

common dosimetry metrics such as DVH or gamma indices do not provide information 

concerning proton range shifts. In their study, the latter were derived from 10 central dose maps 

slices and for each of the three treatment beams (one vertical and two axial). They were 

calculated as: 

𝑅𝑎𝑛𝑔𝑒 𝑠ℎ𝑖𝑓𝑡 = 𝑅𝑝𝐶𝑇
80 − 𝑅𝐶𝑇

80 Equation 72 

With 𝑅𝐼
80representing the range at 80% of the maximum dose of image I. 

Future investigation includes the constitution of a larger cohort, composed of 198 children 

representing multiple histologies, namely craniopharyngioma (92 patients) ependymoma (26 

patients), rhabdomyosarcoma (42 patients) and medulloblastoma (38 patients). The novelty 

relies on stopping power maps-based model learning, instead of conventional HU, to free from 

differences in calibration curves and include larger patients in the cohort. The best strategy to 

predict paediatrics pCT is currently investigated. Four scenarios for network training and 

validation have been defined, namely a transfer learning without parameters adaption (method 

1), transfer learning with parameters adaption relying on a first training on adults cohort before 

re-training on paediatrics (method 2), a use of mixt cohorts composed of both adults and patients 

(method 3), and finally purely paediatric cohorts constitution (method 4). Preliminary head 

MAE results are equal to 143HU +/- 20HU, 102HU +/- 19HU, 106HU +/- 19HU and 107HU 

+/- 20HU for methods 1, 2, 3 and 4 respectively. It potentially suggests the equivalence of 

methods 2, 3, 4 in terms of intensity-based performance and the requirement of a dosimetry 

analysis for thinner methods classification. 

 

6.5. Conclusion 

Adult-based DL model applied on unseen paediatrics cohort led to non-extreme pCT generation 

errors in terms of intensity-based metric, i.e. MAE. Deeper dosimetry analysis relying on 

protontherapy treatment delivery was performed, confirming the potential clinical pCT use. It 

proved the network ability to adapt to new anatomies and the probable robustness of the 

resulting model. Currently, a tripartite collaboration between Gustave Roussy, Centre de 

Protonthérapie d’Orsay and TheraPanacea is ongoing to further investigate pCT generation in 

case of protontherapy. 
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7. Global discussion 

This thesis aimed at extensively characterizing and optimizing pCT quality for more accurate 

image synthesis. Study 1 proved that more than 200 patients were required for network 

convergence in terms of MAE. Concerning the MRI sequence used as input of the network, 

standardization of MRI intensities, bias field application and network architecture, no 

significant impact was proved on dosimetry, suggesting the network ability to overcome these 

parameters non-uniformity. With the goal to evaluate MRI-based dosimetry non-inferiority 

compared to conventional CT planning, Study 2 goal provided guidelines regarding optimal 

dosimetry metrics, namely global 1%/1mm gamma indices with 50% dose threshold, local 

1%/1mm with 10% dose threshold and DVH differences for target and OAR volumes. Lastly, 

an application of Study 1 pCT model onto paediatrics patients treated with protontherapy was 

performed to evaluate its robustness. Acceptable generalizability was observed except for a few 

patients, potentially suggesting the model robustness. 

As shown in Figure 10.E, some MRI susceptibility artefacts, such as metal-arising, can result 

in black areas, a signal loss, and a proper pCT prediction network incapacity. Such MRI are 

commonly excluded from dataset, to ensure fully informative images collection. However, 

these ideal cohorts lack clinical realism, owing to the high occurrence of body transformations. 

For instance, in Europe, between 5.5 and 6 million of dental implants are annually placed (377). 

A recent study performed by Palmér et al. (378) for head and neck pCT generation with MRI 

Planner (Spectronic Medical AB, Helsingborg, Sweden) overcomes this aspect. Indeed, the 

training cohort was composed of 80 couples CT/MRI. Artefact imitations were performed 

during data augmentation. The testing set, composed of 44 patients with CT and T1 images 

resulted in MAE equal to 67HU +/- 14HU, 38HU +/- 6HU, 195HU +/- 27HU, 198HU +/- 98HU 

for body, water, bone and air regions respectively. Transferring the VMAT plan to pCT led to 

mean PTV and OAR-based DVH differences inferior to 0.12Gy. Overcoming artefacts issue 

may also be done with a multi-atlas approach (319), which relies on multiple atlases without 

artefacts constitution, and thus enabling a fully pCT reconstruction from incoming MRI. 

External contour plays a key role in dosimetry, since no dose calculation are performed outside 

for most TPS such as RayStation (RaySearch Laboratories, Stockholm, Sweden). In this thesis, 

external contours were independently computed for CT and pCT, before re-calculating the 

plans. However, owing to the use of immobilization devices only during CT examinations, 

anatomic differences existed, especially concerning ears and nose positions. It resulted in non-

negligible discrepancies between CT and pCT external contours and different beam 
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attenuations. Limiting this issue was proposed by Liu et al. (298), who used a GAN to generate 

brain pCT for 12 patients. External contours derived from pCT were re-used on CT, for both 

VMAT and DYNARC plans calculation. Yet, this approach did not consider variations of CT 

and pCT source to skin distances, causing different dose depositions. An improved approach 

was proposed by Persson et al. (379) for MRI Planner (Spectronic Medical AB, Helsingborg, 

Sweden) evaluation in prostate oncology. To do so, 170 patients were enrolled, with CT and T2 

images. MRI Planner for prostate pCT generation was a previous software version relying on 

atlas method (380). A sub-cohort composed of 28 patients was used to investigate external 

contours discrepancies impact. Prescribed dose to the prostate was equal to 78Gy. Initial CT 

contour was used on the pCT. Air and water regions located respectively inside and outside the 

contour were replaced with water and air. Reported global 1%/1mm gamma indices with 15% 

dose threshold were equal to 99.96% +/- 0.14% and 98.43% +/- 0.98% for adjusted and original 

pCT respectively, suggesting the importance of contours harmonization to avoid penalizing 

gamma indices metrics. 

For every patient of this thesis, head stereotactic frames were systematically placed for CT 

acquisition, since it was radiotherapy imaging, which was different from diagnostic imaging. 

However, our institutional practices did not include to wear a mask during MRI. Thus, frames 

were only visible on CT potentially causing streaking artefacts on the top and bottom axial 

slices. The training, which was based on corresponding CT/MRI patches, could have been 

biased since the network might try to reconstruct a frame from an empty MRI background. In 

the literature, Sjölund et al. (319), who computed brain pCT with a multi atlas approach, 

proposed to manually remove CT frames of patients composing the atlases. In 2017, Han (260) 

explored brain pCT generation with a 2D UNet. Computating MRI binary masks with Otsu 

approach was performed, before applying them on CT and setting the background to -1000HU. 

However, with the perspective of a future clinics implementation, this approach may not be 

feasible since frames are required on the pCT for the dose calculation. 

One last major challenge of MRI-only radiotherapy workflows (not encountered in the thesis 

since only brain tumors were investigated), concerns organ motion (381). Indeed, many tumors 

including lungs, liver or pancreas sites, are highly mobile owing to breathing. Ignoring this 

motion would fatally result in dose delivery errors, such as under-dosages and over-dosages. 

For abdominal tumors for instance, a real time 2D cine MRI was reported to offer a speed of 4 

frames per second leading to a duration of 45seconds for a single sagittal slice composed of 

tumor (382). Thus, a whole volume acquisition would represent particularly long scan 
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durations, preventing from real time 3D MRI clinics implementation. Partial Fourier techniques 

have been proposed to overcome this issue, consisting in avoiding the reconstruction of 

redundant k-space portions representing up to 38% to 44% of the initial k-space size (383). 

Various clinical trials have been developed for MRI-only radiotherapy. MR-PROTECT focused 

on prostate pCT generation based on MRI Planner version 1.1.2 (Spectronic Medical AB, 

Helsingborg, Sweden). It enrolled a total of 40 patients and global 3%/2mm gamma indices 

with 15% dose threshold superior to 98% were reported (384). Second clinical trial concerned 

rheumatology (385). Sacroiliac joints pCT were generated with BoneMRI Pelvic Region 

software version 1.1 (MRIguidance, Utrecht, The Netherlands), based on a UNet. A total of 30 

patients were enrolled. Erosion detection specificity was equal to 96% and 89% for pCT and 

T1 usually acquired respectively, suggesting improved diagnostics based on pCT. 
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Conclusion 

Nowadays brain tumors radiotherapy deals with multiple imaging types for an accurate 

treatment delivery. MRI and CT are routinely dually acquired since they are complementary. 

Introduced errors derived from images registration are currently encountered resulting in the 

enlargement of PTV margins, the surrounding healthy tissues irradiation and a patient safety 

decrease. Generating pCT from MRI with DL has been proved to be a fast and reliable approach 

to overcome this issue. 

Lack of knowledge existed regarding the impact of image and network parameters, including 

the training set size, MRI input sequence, MRI standardization, bias field correction and 

network architecture. The training set size was proved to play a key role, since small training 

cohorts led to less qualitative pCT. All other investigated parameters negligibly affected the 

final pCT dosimetry quality, suggesting the network ability to deal with heterogeneous images. 

An additional literature-derived observation was the high heterogeneity in terms of reported 

dosimetry metrics, preventing from inter-studies comparisons. As a result, one of the most 

accurate previously described configurations was selected to investigate PTV-unbiased metrics. 

Global 1%/1mm gamma index with 50% dose threshold, local 1%/1mm with 10% dose 

threshold and DVH differences for target and OAR volumes should be reported for a precise 

and PTV volume-unbiased pCT characterization. Intermediate to strong correlations were 

obtained between gamma indices metrics and head MAE, for at least 2 techniques. Once these 

evaluation criteria were defined, large pCT errors scenario were simulated to assess their dose 

impacts. No major dosimetry errors were obtained. 

These dosimetry criteria were re-used on a paediatric cohort, in protontherapy. The goal was to 

evaluate pCT generated from the model previously trained and validated on adults set. It proved 

an acceptable generalizability, except for a few patients. Future work includes the constitution 

of a larger paediatric cohort to investigate the most efficient approach to train and validate a 

network based on novel stopping power maps. 

One of the major challenges of AI-derived pCT integration into hospitals is the scepticism from 

medical clinicians. Indeed, synthetic images intensity errors would directly affect the 

segmentation quality and dose planning, resulting in potential under or over dosages of target 

volumes and OAR. One possible method to overcome this scepticism would rely on a solid 

quality assurance procedure. As mentioned by Vandewinckele et al. (1), pCT should be visually 
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checked to avoid artefacts. An additional pCT algorithm, such as atlas or multi-atlas, can be 

applied to potentially improve the initial pCT quality. 

Finally, note that this work has played a key role during GliopCT clinical trial set up. The latter 

aims at assessing the non-inferiority of MRI-only radiotherapy dose planning versus the 

conventional CT-based radiotherapy. It has also the objective to quantify pCT image quality. 

To do so, 30 consecutive high-grade gliomas patients will be included. The pCT will be derived 

from T1 or T1-Gd images with 3D GANs developed by TheraPanacea. Regarding dosimetry, 

relative differences between CT and pCT concerning D2%, D95%, D98% and Dmean/Dmax will be 

respectively assessed for PTV and OAR. Finally, 3D global and local 1%/1mm and 2%/2mm 

gamma indices will be computed. Global and local criteria will be combined with thresholds 

equal to 20%, 50% and 0%, 10% respectively. 
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Supplementary Materials 

Table A1: Statistical analysis concerning HB, ZMUV, WS and NS cohorts constituted in the 

MRI standardization experiment. The analysis is based on the MAE, the gamma indices and 

the DVH differences computed on the PTV. 
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MAE air <0.0001 

[36.32, 

49.49] 

<0.0001 

[26.94, 

37.32] 

<0.0001 

[51.82, 

66.13] 

MAE bone <0.0001 

[45.77, 

56.79] 

<0.0001 

[12.63, 

17.99] 

<0.0001 

[47.00, 

56.94] 

MAE 

water 

<0.0001 

[1.97, 

3.29] 

<0.0001 

[0.89, 

2.02] 

<0.0001 

[5.74, 

7.14] 

1%/1mm 

gamma 

index 

0.00039 

[-0.20, -

0.05] 

0.00056 

[-0.27, -

0.05] 

<0.0001 

[-0.32, -

0.13] 

2%/2mm 

gamma 

index 

0.073 

[-0.04, 

0.00] 

0.013 

[-0.05, -

0.01] 

0.00094 

[-0.05, -

0.01] 

3%/3mm 

gamma 

index 

0.19 

[0.00, 

0.01] 

0.14 

[-0.02, 

0.00] 

0.83 

[-0.01, 

0.01] 

Difference 

PTV D02% 

0.64 

[-0.02, 

0.04] 

0.29 

[-0.02, 

0.06] 

0.28 

[-0.02, 

0.07] 

Difference 

PTV D50% 

0.054 

[0.00, 

0.06] 

0.26 

[-0.02, 

0.06] 

0.00046 

[0.03, 

0.09] 

Difference 

PTV D95% 

0.019 

[0.01, 

0.08] 

0.092 

[0.00, 

0.07]  

<0.0001 

[0.06, 

0.13] 

Difference 

PTV DVH 

D98% 

0.0020 

[0.02, 

0.11] 

0.13 

[-0.01, 

0.08] 

<0.0001 

[0.07, 

0.17] 
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Table A2: Composition of the training, validation and test sets in terms of MR devices. 

MR devices Training set Validation set Testing set 

DISCOVERY 

MR750w (3T) 
133 34 57 

SIGNA 

EXCITE (1.5T) 
100 46 21 

Optima 

MR450w (1.5T) 
7 1 1 

Optima MR360 

(1.5T) 
1 0 0 

DISCOVERY 

MR450 (1.5T) 
1 0 0 

 

Table A3: Mean confusion matrix within the air, bone and water areas. 

Model 3 Model 14 Model 48 

 

CT (%) 

Air Bone Water 

p
C

T
 (

%
) 

A
ir

 

32.1 

+/- 

8.7 

3.3 

+/- 

2.8 

1.2 +/- 

0.5 

B
o

n
e
 

8.1 

+/- 

3.4 

44.3 

+/- 

10. 7 

2.5 +/- 

1.0 

W
a

te
r 

59.8 

+/- 

8.7 

52.46 

+/- 

10.67 

96.3 

+/- 1.3 

 

 

CT (%) 

Air Bone Water 

p
C

T
 (

%
) 

A
ir

 

36.4 

+/-  

10.1 

1.1 

+/- 

1.2 

0.9 +/- 

0.5 

B
o

n
e
 

4.5 

+/- 

1.6 

62.5 

+/- 

9.2 

3.2 +/- 

1.0 

W
a

te
r 

59.1 

+/- 

10.2 

36.4 

+/- 

8.9 

95.9 

+/- 1.3 

 

 

CT (%) 

Air Bone Water 

p
C

T
 (

%
) 

A
ir

 

61.1 

+/- 

10.0 

0.7 

+/- 

0.6 

1.4 +/- 

0.7 

B
o

n
e
 

3.2 

+/- 

2.1 

85.8 

+/- 

6.7 

4.9 +/- 

1.6 

W
a

te
r 

35.7 

+/- 

9.8 

13.6 

+/- 

6.4 

93.6 

+/- 2.1 
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Title: Characterization of pseudo CT from MRI with deep learning - Application to brain tumors treated 

with radiotherapy 

Keywords: pseudo CT, MR, Deep learning, Brain tumors, Dosimetry 

Abstract: Current brain tumor radiotherapy 

treatments require the acquisition of a Computed 

Tomography (CT) used during the segmentation and 

dosimetry steps, and a Magnetic Resonance Imaging 

(MRI) being mostly important for the target 

volumes delineation. Yet, dealing with multiple 

modalities implies to spatially register them, which 

has been shown to include 2mm errors, currently 

considered with a margin increase. Thus, generating 

pseudo Computed Tomography (pCT) from MRI 

appears to be an appealing approach to reduce 

margins and surrounding healthy tissues irradiation. 

The first step of the thesis aimed at characterizing 

parameters playing a key role in the Deep Learning 

(DL)-derived pCT quality, namely the training set 

size, the MRI sequence used as network input, the 

MRI standardization approach, the bias field 

correction filter and the network architecture. To 

do so, a large cohort composed of more than 400 

patients was constituted, gathering images from 

multiple MR devices and tumor locations, to ensure 

the model robustness. The obtained pCT were 

first evaluated via the mean absolute error, based on 

intensities. Further dosimetry analyses were 

performed. Except for the training set size, all the 

studied approaches led to equivalent dosimetry 

performances. 

With the goal to introduce pCT-based dosimetry in 

clinical practice and to deploy a methodology to 

validate the non-inferiority of MRI-only based-

radiotherapy treatment planning compared to 

conventional CT-based radiotherapy treatment 

planning, a second study aiming at assessing the 

best-suited dosimetry criteria for an unbiased pCT 

evaluation was performed. Their correlations with 

intensity-based metrics were also calculated. Lastly, 

the impact of scenarios simulating extreme errors 

pCT was quantified, based on the previously defined 

metrics. A new test set of 71 brain patients was 

constituted reflecting tumor locations encountered 

in clinics and treatment modalities used in our 

center. Global and local 1%/1mm gamma indices 

with non-extreme dose thresholds were proved to be 

relevant for the brain pCT task evaluation. 

Additionally, dose volume histograms-based 

metrics differences for target and organs at risk 

volumes should also be computed since they reflect 

delineated structure-wise pCT dosimetry 

performance. 

Lastly, pCT generation was applied to proton-based 

radiotherapy, via a collaboration with the Centre de 

Protonthérapie d’Orsay. The previously developed 

adults DL-model was tested on paediatrics to assess 

its generalizability. Satisfying clinical performances 

were reached, except for a few patients, potentially 

suggesting the transferability of the evaluated 

model. Future work consists in a dosimetry analysis 

in a larger scale, with the composition of a cohort of 

198 children representing 4 different histologies. 

The goal is to assess the most efficient network 

training and validation approach, with stopping 

power maps to ensure the non-influence of CT 

devices parameters on images. 

Thus, a solid understanding of key points for pCT 

generation and a methodology for pCT 

characterization have been achieved. The resulting 

recommendations have the key role to facilitate the 

quantification and interpretation of pCT quality 

evaluation criteria in the context of clinical trials set 

up, such as the ongoing observational GliopCT. 
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Titre : Caractérisation de pseudo CT générés à partir d'images IRM à l'aide de méthodes deep learning - 

Application aux tumeurs cérébrales traitées par radiothérapie 

Mots clés : pseudo CT, IRM, Deep learning, Tumeurs cérébrales, Dosimetrie 

Résumé : De nos jours, les traitements de tumeurs 

cérébrales par radiothérapie nécessitent 

l’acquisition d’un scanner utilisé pendant les étapes 

de segmentation et de dosimétrie, ainsi que d’une 

Imagerie par Résonance Magnétique (IRM) jouant 

un rôle important durant l’étape de segmentation 

des volumes cibles en particulier. Cependant, cette 

double modalité implique de recaler spatialement 

les images, processus qui induit des erreurs de 2mm, 

actuellement prises en compte par une 

augmentation de marges. Ainsi, générer des pseudo 

scanners (pCT) à partir d’images IRM apparaît 

comme étant une solution attractive pour diminuer 

les marges et réduire l’irradiation des tissus sains 

périphériques. 

La première étape de cette thèse avait pour but de 

caractériser les paramètres jouant un rôle clé dans la 

qualité de pCT générés par Deep Learning (DL), à 

savoir la taille de la cohorte d’entrainement, la 

séquence IRM utilisée en entrée du réseau, la 

technique de standardisation des images IRM, le 

filtre de correction d’inhomogénéités de champ et 

l’architecture du réseau. Pour ce faire, une large 

cohorte composée de plus de 400 patients a été 

constituée, rassemblant des images de multiples 

appareils d’IRM et localisations tumorales, afin 

d’assurer la robustesse du modèle. Les pCT obtenus 

ont tout d’abord été évalués à l’aide de l’erreur 

absolue moyenne, basée sur les intensités. Des 

analyses dosimétriques ont ensuite été menées. 

Toutes les approches étudiées ont atteint des 

performances dosimétriques équivalentes, excepté 

pour la taille du jeu d’entrainement. 

Pour introduire une dosimétrie basée sur les pCT en 

pratique clinique et déployer une méthodologie de 

validation de la non-infériorité de la planification de 

traitement dans le cas d’une radiothérapie basée 

seulement sur IRM comparée à celle 

conventionnellement basée sur scanner, une 

deuxième étude visant à définir les métriques 

dosimétriques les plus adaptées à une évaluation de 

pCT sans biais a été réalisée. Leurs corrélations 

avec des métriques basées sur les intensités ont été 

calculées. Enfin, l’impact de scenarios simulant des 

erreurs extrêmes de pCT a été quantifié, basé sur les 

métriques optimales préalablement définies. Un 

nouveau jeu de test de 71 patients a été constitué, 

reflétant les localisations tumorales rencontrées en 

clinique et les modalités de traitement propres à 

notre centre. Les gamma index globaux et locaux 

pour le critère 1%/1mm associés à des seuils de dose 

non-extrêmes ont montré leur pertinence pour la 

tâche d’évaluation de pCT cérébraux. De plus, les 

différences de métriques issues des histogrammes 

dose/volume des volumes cibles et organes à risque 

doivent aussi être calculées car elles reflètent la 

performance dosimétrique du pCT pour chaque 

structure segmentée. 

Enfin, la génération de pCT a été appliquée à la 

radiothérapie basée sur protons, grâce à une 

collaboration avec le Centre de Protonthérapie 

d’Orsay. Le modèle de DL préalablement 

développé sur des patients adultes a été testé sur des 

patients pédiatriques, afin d’évaluer sa 

généralisabilité. Des performances cliniques 

satisfaisantes ont été atteintes, excepté pour 

quelques patients, pouvant potentiellement prouver 

la transférabilité du modèle évalué. Les travaux 

futurs comprennent une évaluation dosimétrique à 

plus grande échelle, avec la composition d’une 

cohorte de 198 enfants représentant 4 histologies 

différentes. Le but est de déterminer l’approche 

d’entrainement et de validation du réseau la plus 

efficace à l’aide de cartes de pouvoirs d’arrêt pour 

s’affranchir de l’influence des paramètres des 

scanners sur les images.  

Ainsi, une solide compréhension des points clés de 

la génération de pCT ainsi qu’une méthodologie de 

leur caractérisation ont été réalisées. Les 

recommandations en découlant ont le rôle clé de 

faciliter la quantification et l’interprétation de 

critères d’évaluation de la qualité de pCT dans le 

contexte de mise en place d’essais cliniques, tel que 

l’essai observationnel en cours GliopCT. 
 


