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Résumé

La protection des réseaux maillés HVDC se heurte à différents verrous parmi lesquels
l’identification fiable et rapide des défauts affectant les lignes du réseau. Cette
thèse propose un concept d’algorithme d’identification basé sur l’estimation des
paramètres du défaut. Un modèle analytique décrivant l’évolution de la tension
et du courant dans la ligne en défaut est développé. Le modèle obtenu dépend
explicitement des paramètres du défaut (e.g. la distance et la résistance du dé-
faut). Lorsqu’un défaut est détecté, le relais protégeant la ligne considérée estime
les paramètres du défaut, a priori inconnus, à partir des mesures reçues des capteurs
les plus proches. Le résultat de l’estimation des paramètres permet de confirmer ou
non que la ligne considérée est en défaut. En particulier, un indicateur de confiance
évalue la précision des paramètres estimés. La méthode proposée est testée sur un
réseau 4 terminaux basé sur des lignes aériennes, implémenté dans un logiciel de
simulation des transitoires électromagnétiques. La présence d’inductances de lignes
n’est pas requise pour identifier fiablement les défauts. L’algorithme est capable
d’identifier la plupart des défauts en utilisant une fenêtre de mesure réduite (moins
de 0.5 ms). L’algorithme d’identification peut être intégré dans une stratégie de
protection sélective, où chaque élément du réseau est protégé individuellement. La
compatibilité de l’approche avec les aspects systèmes tels que le dimensionnement
des disjoncteurs ou les spécifications des capteurs est aussi vérifiée.

Abstract

The protection of meshed HVDC grids comprises many locks, among which the
reliable and fast identification of faults affecting the lines of the grid is seen as
particularly challenging. The present thesis investigates the concept of a single-
ended fault identification algorithm based on the estimation of the fault parameters.
A closed-form model of the transient evolution of the voltage and current in a faulty
line is first developed. The obtained model depends explicitly on the fault parameters
(e.g. the fault distance and resistance) and is thus adaptable to various fault cases.
When a fault is suspected at a relay protecting one of the transmission lines, the
proposed algorithm estimates the unknown fault parameters based on the received
measurements and the developed model. The result of the parameter estimation
process allows the relay to confirm or reject that the protected faulty line is faulty
or not. In particular, a confidence indicator is employed to evaluate the accuracy
of the estimated fault parameters. The proposed method is tested on a 4 station
meshed grid based on overhead lines, implemented in Electro-Magnetic Transient
software. Contrary to most existing approaches, the presence of DC reactors at
the extremity of each lines is not required for the algorithm to distinguish between
faults occurring on different transmission lines. The proposed approach is able to
identify most of the faults while using a short observation window (less than 0.5
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ms long). The fault identification algorithm is thus a good candidate to be used
in a selective fault clearing strategy, where each elements of the grid is protected
individually. The compliance of the approach with system requirements such as the
DC circuit breakers and the sensor specifications is also investigated.
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Résumé étendu

L’intégration massive des énergies renouvelables intermittentes entraîne une évolu-
tion du système de transmission d’électricité. La transmission par courant continu
est appelée à jouer un rôle de plus en plus important, tant pour le raccordement des
sources d’énergies distantes comme les parcs éoliens en mer que pour la transmission
de puissance sur de longues distances. Si de nombreuses liaisons à Courant Continu
Haute Tension (CCHT) existent aujourd’hui en point-à-point, la future mise en
place de réseaux maillés, voir Figure 0.1, permettrait d’accroître les capacités de
transmission à un coût réduit. L’établissement de tels réseaux se heurte toutefois
à des verrous tant techniques que réglementaires ou économiques. Parmi les ver-
rous techniques, la protection du réseau est vue comme particulièrement difficile. La
protection des réseaux électriques vise à diminuer l’impact des défauts, tels que les
courts-circuits, sur l’approvisionnement en électricité et la stabilité du réseau. Les
dommages éventuels aux équipements comme les stations de conversions doivent
aussi être minimisés.

Figure 0.1. : Schéma simplifié d’un réseau maillé CCHT à 4 terminaux

Lorsqu’un défaut affecte une ligne du réseau, différentes stratégies pour l’éliminer
existent. Les stratégies dites non sélectives entraînent la déconnexion temporaire
de tout le réseau avant l’isolation de la ligne en défaut. A l’inverse, dans une stra-
tégie sélective, seule la ligne en défaut est déconnectée et le reste du réseau reste
opérationnel. Les stratégies sélectives sont donc préférables en ce qu’elles diminuent
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l’impact des défauts sur le réseau CCHT ainsi que sur le réseau alternatif environ-
nant. Dans une stratégie sélective, la déconnexion des lignes de transmission repose
sur les disjoncteurs placés aux extrémités de chaque ligne. L’ouverture des disjonc-
teurs, commandée par les relais de lignes, permet la déconnexion de la ligne en cas
de défaut. Chaque relais doit donc être capable de détecter la survenue d’un défaut
dans le réseau puis d’identifier si le défaut affecte la ligne qu’il protège. Cette tâche
d’identification du défaut doit garantir que tous les défauts survenant sur la ligne
protégée par le relais sont bien identifiés mais que les défauts affectant une autre
partie du réseau ne le sont pas. De plus, l’identification doit être suffisamment ra-
pide, de l’ordre de la milliseconde, pour permettre l’ouverture des disjoncteurs avant
que le courant de défaut ne soit trop important.
Le problème de l’identification rapide et fiable, par les relais de ligne, des défauts,
est un sujet de recherche actif. La plupart des solutions existantes tirent parti de la
présence d’inductances à l’extrémité de chaque ligne. Ces inductances ralentissent
montée en courant suite au défaut mais facilitent aussi la discrimination entre les
défauts affectant différentes lignes. Toutefois, ces inductances ont un coût impor-
tant et peuvent également diminuer la stabilité du réseau. Pour les réseaux basés
uniquement sur des lignes aériennes, le comportement inductif de ces dernières rend
la montée en courant moins rapide que dans le cas des câbles souterrains. Combiné à
l’utilisation de disjoncteurs hybrides, une identification rapide du défaut permet de
déconnecter la ligne en quelques millisecondes, sans pour autant avoir recours à des
inductances de lignes. Une telle solution requiert alors des algorithmes identifiant les
défauts en moins d’une milliseconde, et se basant donc uniquement sur les mesures
des capteurs à proximité immédiate du relais.
Cette thèse propose un algorithme d’identification des défauts se basant sur l’esti-
mation des paramètres du défaut. Le principe général de l’algorithme est présenté
sur la Figure 0.2. Chaque relais dispose d’un modèle décrivant l’évolution transitoire
de la tension et du courant en cas de défaut affectant la ligne protégée par le relais.
Un défaut affectant une ligne peut être caractérisé par deux paramètres principaux :
sa position le long de la ligne et son impédance. Le modèle embarqué à chaque relais
dépend explicitement de ces paramètres, qui sont a priori inconnus lorsque un dé-
faut est suspecté. Après la détection du défaut, l’algorithme estime les paramètres
du défaut à partir du modèle et des mesures reçues en présupposant que la ligne pro-
tégée est en défaut. Si l’estimation des paramètres permet de faire correspondre le
modèle avec les mesures reçues, l’algorithme identifie le défaut sur la ligne protégée.
A l’inverse, si l’algorithme n’aboutit pas à une estimation des paramètres de défaut
jugée suffisamment précise, le défaut n’est pas identifié et est donc considéré comme
extérieur à la ligne protégé par le relais. Cette discrimination se fait par une logique
de décision ayant notamment recours à une évaluation de la région de confiance des
paramètres estimés.
L’estimation des paramètres requiert un modèle décrivant les phénomènes transi-
toires affectant la ligne en défaut. La survenue d’un défaut engendre la propagation
d’ondes de tension et de courant à travers la ligne puis le réseau. L’évolution de ces
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Figure 0.2. : Principe de l’algorithme d’identification basé sur l’estimation des
paramètres du défaut.

ondes peut être modélisée avec des outils tels que l’équation des télégraphistes et,
dans le cas de lignes multi-conducteurs, l’analyse modale. Négliger la variation en
fréquence des paramètres de lignes ainsi que l’emploi de modèles simplifiés pour les
stations de conversion permet d’établir un modèle analytique des premières ondes
progressives. Ce modèle ne rend toutefois pas compte de la distorsion due à l’effet
de la résistivité du sol. La prise en compte de ces effets requiert généralement des
calculs importants mal adaptés à l’évaluation rapide du modèle. Nous proposons
une approche comportementale qui représente l’essentiel de la distorsion liée à la
résistivité du sol en utilisant des filtres passe-bas. L’effet de la résistivité dépendant
de la distance parcourue par l’onde, des filtres différents doivent être réglés pour
différentes distances de défauts. Nous introduisons une description explicite de ces
filtres en fonction de la distance du défaut, permettant la modélisation de l’effet
de terre pour n’importe quelle distance parcourue, à partir d’un nombre réduits de
filtres pré-déterminés. Dans le cas d’une ligne multi-conducteurs, le filtrage n’est
appliqué qu’au mode terre, les modes aériens n’étant que peu impactés par la dis-
torsion. Le modèle obtenu exploite donc une approche à la fois physique, notamment
pour les interactions des ondes avec les stations, et comportementale, pour la prise
en compte de l’effet de terre. Malgré cette approche, le modèle dépend explicitement
des paramètres du défaut, ce qui est un atout pour l’estimation de ces paramètres.

Lorsqu’un défaut est suspecté à un relais, l’algorithme d’identification estime les
paramètres de défaut à partir des mesures reçues et du modèle paramétrique. Une
estimation au sens du maximum de vraisemblance est utilisée. Sous certaines hypo-
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thèses, cela conduit à la résolution d’un problème des moindres carrés pondérés. Des
outils d’optimisation itératifs tels que l’algorithme de Levenberg Marquardt offrent
une résolution assez efficace de ce problème. La logique de décision confirmant ou
non que le défaut soit sur la ligne protégée par le relais se base sur deux tests. Un test
de validité compare la valeur des paramètres estimés avec des valeurs minimales et
maximales attendues pour la résistance et la distance du défaut. Un test de précision
compare ensuite la surface de la région de confiance à 95% des paramètres estimés
avec un seuil préétabli. Le défaut est identifié sur la ligne lorsque les deux tests sont
satisfaits. Si ce n’est pas le cas, de nouvelles mesures sont ajoutées pour améliorer
l’estimation des paramètres. L’estimation est donc récursive en ce qu’elle considère
une fenêtre de mesure de plus en plus grande. Si le défaut n’est pas identifié après
l’utilisation d’une fenêtre de mesure d’une taille maximale, le défaut est considéré
comme externe à la ligne protégée.
L’algorithme d’identification proposé est testé en utilisant comme source de don-
nées le logiciel de simulation des transitoires électromagnétiques EMTP-RV. Le
fonctionnement de l’algorithme est d’abord détaillé sur des exemples particuliers.
Des simulations extensives permettent ensuite d’évaluer les performances de l’al-
gorithme sur un grand nombre de défauts affectant le réseau test représenté sur la
Figure 0.1. L’algorithme est capable d’identifier correctement la grande majorité des
défauts internes tout en rejetant les défauts se produisant affectant les autres lignes
du réseau. La fenêtre de mesure requise pour l’identification des défauts internes est
particulièrement courte, de l’ordre de 0.3 ms pour la plupart des défauts, et toujours
en dessous de 1 ms. Ces performances sont comparées avec une méthode de la litté-
rature, montrant en particulier que l’algorithme que nous proposons est davantage
robuste vis-à-vis des défauts externes.
Les cas pour lesquels l’algorithme échoue à identifier correctement le défaut concernent
les défauts se produisant à l’extrémité opposée de la ligne protégée, voire sur la ligne
voisine. De tels défauts n’engendrent pas une montée en courant importante au re-
lais considéré, ce qui rend possible l’utilisation de la communication. A l’inverse, les
défauts situés à quelques kilomètres du relais nécessitent d’ouvrir les disjoncteurs
immédiatement. La distinction entre ces deux types de défauts, appelés respective-
ment non sévères et sévères, peut être faite par l’algorithme à partir de l’estimation
des paramètres du défaut. Dans le cas de défauts non sévères, la collaboration des
deux relais protégeant une même ligne permet de diminuer le risque d’échec de
l’identification.
L’algorithme d’identification de défauts peut être intégré dans une stratégie de pro-
tection sélective. Dans une telle approche, chaque ligne de transmission est protégée
individuellement par les deux disjoncteurs situés aux extrémités de la ligne. Il faut
donc s’assurer que le courant dans la ligne en défaut ne dépasse pas le pouvoir de
coupure de ces disjoncteurs à l’instant d’ouverture. L’emploi de disjoncteurs hy-
brides concilie un pouvoir de coupure assez important (16 kA) et un temps d’ouver-
ture rapide (2 ms). Associés à une identification rapide du défaut (en moins d’une
milliseconde comme suggéré par les simulations extensives), de tels disjoncteurs hy-
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brides permettent l’ouverture de la ligne en défaut sans pour autant recourir à des
inductances de ligne pour ralentir la montée en courant. L’identification et donc la
déconnexion rapide de la ligne en défaut limite également le nombre de défauts me-
nant au blocage d’une ou plusieurs stations de conversion, ce qui diminue l’impact
du défaut sur le réseau.
L’approche proposée présente des résultats prometteurs, en particulier concernant
la fiabilité de la méthode et le nombre très limité de mesures nécessaires à l’identifi-
cation du défaut. Toutefois, les temps de calculs obtenus avec une implémentation
en Matlab (∼ 50 ms) sont environ 500 fois trop lents, comparés à un objectif d’exé-
cution en temps réel (∼ 0.5 ms). Si des pistes existent pour diminuer le nombre de
calculs effectués par l’algorithme, l’implémentation temps réel de la méthode reste
un défi important.
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1. Introduction

1.1. Motivation

Variable renewable energy (VRE) sources such as wind and solar power may repre-
sent respectively 42% and 15% of the European electric mix by 2040 [ENTSO-E, 2020].
The shift from the existing grid dominated by conventional thermal power plants to
a grid where a large part of the demand may be covered by intermittent sources rises
a number of challenges. Contrary to thermal power plants, VRE location is largely
restricted by geographical considerations such as the wind speed or the solar irradi-
ance, and may be placed far from the main consumption areas. This is significant
in the case of offshore wind power plants, located at dozens or a hundred kilometers
from shore. The connection of VRE sources and the power dispatch towards the
consumption areas may thus require the development of the transmission grid, in
particular to avoid congestion issues [Pesch et al., 2014].

An increase in the bulk power transmission capacities is also seen as enabler for
the integration of large amount of renewables [Henry et al., 2014]. The strength-
ening of the existing transmission grid allows to diminish the overall power system
cost [Schlachtberger et al., 2017] and limits the recourse to overcapacity and storage
[Schaber et al., 2012]. In Europe, the ENTSO-E predicts an important development
of the interconnections between countries, see Figure 1.1. Various scenarios have
been proposed to develop the European power network, including point to point
upgrades as well as interconnected grids, see Figure 1.2.

While the existing transmission grid is almost entirely based on AC transmission,
the growing use of HVDC technology is seen as a promising option to tackle the
challenges raised by the transmission grid evolution [Pierri et al., 2017]. HVDC
transmission offers, for long transmissions, lower costs than HVAC transmission due
to lower losses, see Figure 1.3. The use of DC is almost mandatory for underground
or underwater cables of dozens of kilometers due to the compensation of reactive
power losses. The interconnection of asynchronous areas such as the UK and conti-
nental European grids also requires DC technology. Currently, most of the existing
DC lines consist of point-to-point links. The emergence of Multi-Terminal HVDC
(MTDC) grids is seen as a promising option to connect a large amount of renewable
energy sources as well as distant consumption areas. Two MTDC grids have been
commissioned in China, namely the Zhoushan [Pipelzadeh et al., 2015] and Zhang-
bei [Pang and Wei, 2018] projects. In Europe, the north sea is the subject of much
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Figure 1.1.: Map of the projects of pan European relevance (2019-2030), from
[ENTSO-E, 2020].
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Figure 1.2.: Evaluation of different models for the development of the European
HVDC Supergrid, from [Pierri et al., 2017].
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Figure 1.3.: Cost break-down for AC and DC systems for overhead lines (OHL)
and cables, from [Van Hertem and Ghandhari, 2010].

attention due to its large wind power capacity and strategic location between coun-
tries. HVDC transmission is also considered to improve onshore transmission, such
as in the German corridor project [Fairley, 2013]. Despite the difficulty to obtain
new right-of-ways for overhead lines (OHL) in Europe, the upgrade of existing AC
lines to DC is a promising alternative to increase the power ratings of transmis-
sion lines [Reed et al., 2019]. The full integration of HVDC grids into the existing
HVAC system, also known as the Supergrid, is thus seen as the future of power
transmission [Macilwain, 2010].

1.2. Problem statement and literature overview

1.2.1. The fault identification problem

The development of supergrids still faces a number of non-technical and technical
barriers [Zarazua de Rubens and Noel, 2019]. Among those, the control and protec-
tion of the grid is seen as particularly challenging [Van Hertem and Ghandhari, 2010].
The protection of power networks refers to the ability to minimize the impact of
faults on power systems. It includes the detection and clearing of faults that affect
the different components of the grid. In this thesis, we focus on the protection of
the transmission lines. The concepts developed for the protection of HVAC grids
can not be directly applied to HVDC systems as, for instance, the faulty line current
does not cross zero. This makes the disconnection of the faulty line by the line DC
circuit breakers (DCCB) a potentially difficult task.
The fault clearing strategy refers to the course of actions that lead to the elimina-
tion of the fault and the disconnection of the faulty line. In non-selective strategies,
a fault leads to the temporary disconnection of the entire grid, before the faulty
line is isolated, see for instance [Torwelle et al., 2020]. Conversely, selective fault
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clearing strategies allow the disconnection of the faulty elements and the healthy
parts of the grid can pursue to operate. In partially selective approaches, the grid
is decomposed into several protection zones that are protected individually. Fully
selective strategies are generally preferred as they diminish the impact of fault on
both the DC and AC grids [Abedrabbo et al., 2017].
An example of a four station meshed HVDC grid is represented in Figure 1.4 (top).
Each line is individually protected by the line breaking modules (BM) located at
its extremities. The converter breaker modules, located between the bus-bar and
the converter stations, may be involved in the fault clearing strategy as well as in
back-up strategies. Each breaking module, see Figure 1.4 (bottom) comprises a DC
circuit breaker controlled by a relay which receives measurements from the voltage
and current sensors. The relay is responsible for the control of the DCCB and in
particular for the sending of the tripping orders when required. Each relay is able
to detect a fault or abnormal behavior which occurred in the grid. The assessment
by a relay that a fault occurred on the line it protects is referred to as the fault
identification. Each relay should thus be able to distinguish between the faults that
affect the line it protects (or internal faults) and the faults that occur elsewhere
in the grid (or external faults). This thesis focuses thus on the fault identification
carried out at the line relays. The presence of the BM is thus generally omitted in
the grid diagrams and only the location of the line relays is indicated.

Figure 1.4.: Example of a four station meshed HVDC grid (top). Each line is
protected by the two breaking modules (bottom) located at its extremities.

The reliable identification of faults is an ongoing research topic. The important rise
of current in the faulty line and the existing DCCB capabilities require to trip the
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breakers in few milliseconds. The current rise can be mitigated by placing DC reac-
tors (DCR) at the extremity of each line [Kontos et al., 2014]. Nevertheless, large
DCR may have a negative impact on dynamics of the grid [Shinoda et al., 2019], as
well as an important cost. In this thesis, the possibility of totally discarding DCR in
grid involving only overhead lines (OHL) is investigated. The absence of DCR also
makes the fault identification task more difficult as the discontinuity between neigh-
boring lines become less significant. Inversely, the protection of only cable-based
grids is not investigated in the manuscript as DCR can not be omitted in this case.
The case of grids comprising hybrid lines, i.e., lines with portions of underground
cables and overhead lines is nevertheless studied as an extension of the OHL based
approach. In hybrid lines, the identification of the faulty segment (underground or
aerial) allows to attempt the reclosing of the line as faults in OHL are generally
temporary, see for instance [Lewis et al., 2016].
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Figure 1.5.: Rise of the current in the absence of DCR for faults occurring at
different distances from the breaker with a fault resistance Rf = 1 Ω (left) and
with different fault resistances for a distance df = 15 km (right).

An example of the current rise in the absence of DCR due to faults occurring at
different distances from the breaker and with different fault resistances is provided
in Figure 1.5. Hybrid DCCB with an operating time of 2 ms and breaking capability
of 16 kA may be considered [PROMOTIoN WP6, 2016]. In such a case, the break-
ers must be tripped in few milliseconds, before the line current exceeds the breaker
capabilities as observed for various fault cases in Figure 1.5. Double-ended methods,
which rely on the communication between distant relays, suffer from communica-
tion delays of several milliseconds [Johannesson and Norrga, 2018] and are thus not
suited for the fast identification of faults. This thesis focus thus on a single-ended
fault identification algorithm able to identify faults using a very short observation
window, typically less than 1 ms.
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1.2.2. Brief review of fault identification algorithms

This section overviews existing detection, identification, and localization methods,
focusing on single-ended algorithms. More details can be found in
[Le Blond et al., 2016], [Chang et al., 2017], and [Ashouri et al., 2018].
Fault identification techniques can be classified according to multiple character-
istics. Following [Isermann, 1984], we propose to differentiate measurement-based
and model-based techniques. As we focus on fault identification, methods developed
outside the context of HVDC transmission such as HVAC or micro-grids can also
be of interest.
A fault is generally associated with high a variation rate in both current and volt-
age. Various fault detection and identification methods using thresholds on the
voltage and the voltage derivative [Leterme et al., 2016], [Li et al., 2017] or current
[Pirooz Azad and Van Hertem, 2017] or a combination of both [Marten et al., 2015],
[Auran et al., 2017] have been proposed.
These algorithms share the assumption of the presence of rather large inductances
at the end of each line, see Figure 1.4, generally required to limit the rise of current
and ensure the reliability of the algorithm. As previously mentioned, such induc-
tances are costly and may degrade the dynamic performance of the system and cause
instability [Shinoda et al., 2019].
By contrast, model based approaches try to benefit from previous knowledge on the
system or to exploit a model of the grid after the fault occurrence. A fault affecting
a transmission line generates traveling waves (TW) that propagate throughout the
grid. The TW can be detected using signal processing tools such as the wavelet
transform [De Kerf et al., 2011].
Numerous methods are based on the arrival times of the different traveling waves to
locate the fault along a line. Among those, but in the context of AC transmission,
[Guzman-Casillas et al., 2018] uses multiple traveling wave arrival times to spot the
pattern of the reflections between the observation point and the fault, as represented
in Figure 1.6. The method is then able to locate a fault on a line inserted in a meshed
grid. Several traveling wave arrival times (about a dozen) need to be acquired, which
limits the time to react.
In [Xi et al., 2016], the S-transform of the voltage is used to detect the arrival times
of the traveling waves. Along with the polarities of the waves, this allows one to
locate the fault on a given line.
In those two methods, the key challenges consist in being able to spot accurately
the wave fronts, and in being able to distinguish waves due to reflection at the fault
from waves due to other reflections in the grid.
For multi-conductor lines, the TW propagate at various speeds which correspond to
the speeds of different modes (e.g., ground and aerial modes). The surge arrival time
difference between the different modes is analyzed in [Tong et al., 2019]. This time
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Figure 1.6.: Fault location based on the reflection of multiple traveling waves,
from [Guzman-Casillas et al., 2018].

difference depends on the fault distance and is used to identify faults by comparison
with the expected maximum time difference for internal faults. Nevertheless, the
detection of the arrival times of the different modes may prove difficult, in particular
for faults occurring close to a station. The method also requires to distinguish
between the arrival of the ground and aerial modes, which may be difficult depending
on the station configuration.
The application of electromagnetic time reversal (EMTR) to the fault localization
and identification problem has been extensively studied in [Razzaghi et al., 2013]
with a focus on the HVDC application in [Razzaghi et al., 2014]. The EMTR ap-
proach takes advantage of the time reversal invariance of electromagnetic equations
such as the telegraph equations. Based in the recorded voltage at an observation
point within the grid, the current waveform at the (supposed) fault location can be
reconstructed, using a simplified model of the transmission line. The fault location
can then be estimated considering the true fault location maximizes the current
energy (in the signal processing sense). As the method is meant as a location al-
gorithm, the behavior towards external faults is yet to be explored. In addition, it
requires more than 5 ms long measurement windows.
In the context of DC micro-grid, [Meghwani et al., 2018] proposes to estimate the
fault distance and resistance using a simple RL model of the distribution lines. The
confidence level of the estimated parameters as well as the value of the estimated
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fault distance are used to identify internal faults. The method shows good results
on a cable-based micro-grid but the extension to an HVDC grid requires a different
approach for modeling long distance transmission lines as the propagation time
along such lines can not be neglected. The Bergeron’s model is employed along with
rational filters in [Suonan et al., 2013] to describe the voltage and current at a fixed
set-point along the line. The fault distance with respect to this set-point is computed
based on a simplified RL model. As the RL approximation is valid for short lines the
estimated fault distance is accurate for a fault close to the set-point but erroneous
for faults located elsewhere, see Figure 1.7. This is acceptable as the goal here is
to identify whether the fault occurred before or after the set-point. The distance
protection principle is then applied: the obtained fault distance is compared with
the pre-determined set-point. The approach is able to differentiate faults occurring
before and after the set-point but is only tested on point-to-point links. In addition,
a measurement window of 15 ms is required which is not compliant with the fast
fault clearing of the line.

Figure 1.7.: Distance protection principle: the fault is located with respect to a
fixed set-point, from [Suonan et al., 2013].

In [Ali Al Hage et al., 2016], a multiple behavioral model-based approach has been
developed. Accurate line models are derived for a finite set of possible fault cases.
These models are combined in a bank of Kalman filters used to perform the fault
identification, see Figure 1.8. Measurements from the relay are then compared to
the predictions obtained from the filters. The best predicting filter provides an
estimate of the fault characteristics. This technique is able to estimate precisely the
fault location but requires considering many filters to be able to identify faults with
a large variety of characteristics, see [Ali Al Hage et al., 2016].
The concept of parameter estimation for fault identification has been applied in
[Zhang et al., 2020], where a behavioral model of the ground mode of the first TW
is used. The fault is identified if one of the estimated parameter exceeds some
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Figure 1.8.: Bank of Kalman filters, each filter describes the evolution of the
voltage and current after a specific fault case, from [Ali Al Hage et al., 2016].

predetermined threshold. As the identified parameters by this algorithm do not
directly relate to physical quantities, setting the threshold may be difficult. In
addition, the modeling of only the first TW makes it difficult to handle faults close
to the station, which are particularly important as they lead to a fast rise of the
current. This method has been used as a reference comparison for the proposed
fault identification algorithm in Section 4.2.2 where more details on the method are
provided.

In [Johannesson et al., 2016], the first incident wave of the current is extracted
from local measurements in time domain using a rational approximation of the
characteristic admittance of the line. The presence of an important incident wave is
characteristic of an internal fault. The fault identification is then achieved using a
predetermined static threshold on the incident wave. The presence of DC reactors
at the end of the lines is still assumed to help distinguishing external disturbances
from internal faults.

Model-based algorithms are hence considered for fault location as well as identifi-
cation. Fault location algorithms, that must determine the precise position of the
fault along the line are generally unable to distinguish between internal and ex-
ternal faults. Transient based methods compliant with a fast fault clearing must
rely on the transient behavior that prevails in the first milliseconds after the fault
occurrence. Many techniques employ the propagation of the traveling waves to get
information on the fault location by analyzing the arrival times of the TW at one
or several points within the grid. The observation of several waves is then required
to locate accurately the fault as well as distinguish external from internal faults.
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If one aims at using shorter observation windows for fault identification, for instance
less than 1 ms long, all the information contained in the first or second voltage
and current waves should be exploited. The accurate description of the current
and voltage evolution in this time frame generally involves complex models such
as the universal line model [Morched et al., 1999]. Such models, used for instance
in [Suonan et al., 2013], [Ali Al Hage et al., 2016], and [Meghwani et al., 2018], in-
volve a fitting of the propagation function and admittance matrix using rational
transfer functions and must thus be computed off-line. The obtained model only de-
scribes the behavior of a specific fault affecting a line and may not be easily adapted
to faults occurring at a different locations or with different fault resistances. By
contrast, less accurate models such as RL equivalent are easier to compute but have
a poor accuracy. Pure behavioral approaches, as employed in [Zhang et al., 2020],
may be a good compromise but they do not relate directly to the physical char-
acteristics of the grid and in particular to the fault parameters. This limits their
application to protection purposes as it may be difficult to decide if a fault occurred
on the protected line based only on behavioral quantities instead of the fault distance
for instance.
The possibility to omit the DC reactors at the end of the transmission lines is
today limited as it renders the distinction between internal and external faults more
difficult. The reliable identification of faults by the relays in the absence of line
reactors can also benefit from a more accurate representation of the TW propagation
and interactions at the stations within the grid.
Finding a good trade-off between the accuracy of the model and its simplicity is
thus particularly challenging. In this thesis, a combined physical and behavioral
model is introduced to represent the first waves after the fault while keeping the
computations at a manageable level. The proposed model depends explicitly on the
characteristics of the fault and is thus adaptable to various fault cases.

1.3. Thesis contribution and outline

This thesis explores a novel concept for the fast identification of faults based on the
estimation of the fault parameters, described in Figure 1.9. A fault affecting a trans-
mission line can be characterized by its fault parameters, namely the fault distance
and the fault resistance. A model of the voltage and current transient evolution
after a fault is established. This model depends explicitly on the fault parameters.
The model is obtained in an off-line stage and is supposed to be embedded in the
relay. When a fault is suspected at a relay protecting a transmission line, the fault
identification algorithm (FIA) estimates of the unknown fault parameters based on
the parametric model and on the received measurements, see the parameter tuning
block in Figure 1.9. Based on the results of the parameter estimation, the algorithm
is then able to confirm or refute that a fault occurred on the protected line, see the
decision logic block.
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Figure 1.9.: Principle of the fault identification algorithm (FIA) based on the
estimation of the fault parameters.

The development of a DC fault model accurate in the first instant (e.g. during the
first millisecond) after the fault is described in Chapter 2. This model depends on
the characteristics of the grid, which are supposed known, and on the unknown vec-
tor of the fault parameters p. The model is based on well-known tools such as the
TW theory as well as modal analysis for multi-conductor lines. Due to the soil resis-
tivity effects, the accurate representation of the TW propagation involves complex
computations ill-suited for fast protection purposes. A combined knowledge-based
and behavioral approach is proposed to represent accurately the TW propagation
while keeping the computations at a manageable level. In particular, the distortion
due to the ground is taken into account by ground filters whose parameters depend
explicitly on the fault distance is made explicit. This feature induces that the ob-
tained model, despite comprising a behavioral part, depends explicitly on the fault
parameters and is thus adjustable to any fault occurring on a given line. The DC
fault model was specifically applied to the asymetric monopole and bipole config-
urations. For the case of hybrid lines comprising portions of underground cables
and overhead lines, a graph representation of the grid is introduced so that a large
number of TW are taken into account.

When a fault is suspected at a relay protecting some line e, the algorithm evaluates a
maximum likelihood estimate p̂ of the fault parameter vector p. After each iteration
of the estimation algorithm, an approximate confidence region of the estimated
parameter vector p̂ is evaluated. An hypothesis test is then considered involving the
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estimate p̂ and its confidence region to determine whether a fault actually occurred
in the line e. The hypothesis test may conclude that the fault affects line e, in which
case a selective clearing strategy is triggered. When it is unable to conclude, a new
batch of measurements is added to update p̂ and the associated confidence region.
Once enough measurements have been made available without allowing the FIA to
conclude, the fault is deemed to be located elsewhere in the grid. The hypothesis
test and the decision logic are detailed in Section 3.

The proposed fault identification algorithm is tested using simulation data from
EMT software EMTP-RV [Mahseredjian et al., 2007] to accurately represent the
behavior of the grid after a fault. The behavior of the algorithm is studied in three
application cases: asymmetric monopole and bipole with OHL as well as asymmetric
monopole with hybrid lines. For grids involving only OHL, extensive simulations
allowed to test the proposed approach on a broad range of fault cases. The algo-
rithm is able to identify most internal faults using a very short observation window,
typically of less than 0.5 ms. The FIA presents good performances compared to a
reference method [Zhang et al., 2020], in particular regarding the security against
external faults. Dependability or security failures may occur for the faults occurring
close to the remote station connected to the protected line.

The system integration of the FIA into a fault clearing strategy is studied in Chap-
ter 5. The estimated fault parameters are employed to assess the severity of the
fault, leading to the distinction between severe faults that require the fast tripping
of the line breakers and non-severe faults. For the latter, the communication with
the other relay protecting the line can improve the robustness of the fault identifi-
cation. The hardware requirements are also studied, showing the compliance of the
proposed strategy with an OHL based grid without line reactors. The impact of the
sensor accuracy on the identification algorithm is also investigated.

A general conclusion and some future research perspectives are introduced in Chap-
ter 6. A multiple-hypothesis approach is proposed to increase the robustness of the
algorithm with respect to faults close to a station. The problem of identifying faults
for which the input voltage is unknown, such as a fault due to a lighting strike, is
finally discussed.

The work performed during the thesis resulted in various scientific publications.
The application of the algorithm to the mono-conductor case was first published in
EPSR 20201 and presented at the conferences DPSP 20202 and IFAC WC 20203.
The more general case of a bipolar configuration has been accepted for publication

1Verrax, P., et al. “Transient-based fault identification algorithm using parametric models for
meshed HVDC grids.” Electric Power Systems Research 185 (2020): 106387. DOI: 106387

2Verrax, P., et al. “A novel single-ended fault identification algorithm for full selective protection
strategy.” 15th International Conference on Developments in Power System Protection (DPSP
2020), Liverpool. DOI: 10.1049/cp.2020.0059.

3Verrax, P., et al. “ Fault identification in HVDC grids using a transient parametric model.”,
21st IFAC World Congress, Berlin (online) DOI: 10.1049
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in IEEE Transactions on Power Delivery4. The general method is the subject of a
regular patent application5.

4Verrax, P., et al. “Fast fault identification in bipolar HVDC grids: a fault parameter es-
timation approach.” IEEE Transactions on Power Delivery (2021). DOI: 10.1109/TP-
WRD.2021.3056876.

5EP3726681A1, “Transient based method for identifying faults in a high / medium voltage electric
power transmission system, fault identification module and power transmission system”.
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2. DC Fault transient modeling

In this chapter, we establish a model that describes the transient evolution of the
voltage and the current after a fault occurrence in a transmission line. This model
is to be employed to estimate the fault parameters and should thus be easily ad-
justable to different unknown fault parameters. The voltage and current evolution
can be described using the theory of Traveling Waves (TW) which is presented in
Section 2.1 in the general case of a multi-conductor transmission line. This ap-
proach, after some simplifying assumptions, leads to an analytic physical model of
the TW that depends explicitly on the grid characteristics as well as on the fault
parameters. Nevertheless, this model neglects the distortion along the line, related
to the frequency dependent effect of the soil resistivity. A behavioral approach is
proposed in Section 2.2 to represent this effect while keeping an explicit and para-
metric model of the TWs. The proposed modeling approach for multi-conductor
overhead lines is illustrated on a bipolar configuration throughout the Sections 2.1
and 2.2. The particular application to a mono-conductor line is considered in Sec-
tion 2.3. Finally, the case of hybrid lines comprising portions of overhead lines and
underground cables is investigated in Section 2.4. The parameters of the grid in
implemented EMT software are detailed in Appendix A for the three considered
configurations: mono and multi-conductor OHL as well as underground cables.

2.1. Physical modeling of the TW phenomenon

This section presents a physical approach to model the transient phenomena oc-
curring in a transmission line just after a fault occurrence. The general theory of
traveling wave propagation and modal analysis for multi-conductor transmission
lines is reminded in Section 2.1.1. The fault and station modeling are presented
in Section 2.1.2. Explicit formulas for any wave traveling through the grid are
then given in Section 2.1.3. More detailed presentations of the theory of propa-
gation on multi-conductor overhead lines can be found in many references such as
[Wedepohl, 1963], or more recently [Franklin, 2009].

2.1.1. The multi-conductor transmission line

In this section, we consider a line e composed of nc conductors connecting the
substations q and q′.
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2.1.1.1. The distributed parameters model

The distributed parameters model allow to represent transient phenomena such as
the propagation of waves along a transmission line. The voltage and current of all
the conductors are gathered in the nc-dimensional vectors v and i, whose evolution
described by the coupled partial derivative equations

∂v (t, x)
∂x

= −[R]i (t, x)− [L]∂i (t, x)
∂t

∂i (t, x)
∂x

= −[G]v (t, x)− [C]∂v (t, x)
∂t

(2.1)

The matrices [R], [L], [G] and [C] are the distributed line parameters, respectively
the series resistance and inductance and the shunt conductance and capacitance,
see Figure 2.1.

Figure 2.1.: The distributed parameters model on a two conductor transmission
line.

Equations (2.1) lead to the Telegraphers equations in time domain

∂v (t, x)2

∂x2 = [R][G]v (t, x) + ([R][C] + [L][G]) ∂v (t, x)
∂t

+ [L][C]∂v (t, x)2

∂t2

∂i (t, x)2

∂x2 = [G][R]i (t, x) + ([C][R] + [G][L]) ∂i (t, x)
∂t

+ [C][L]∂i (t, x)2

∂t2 (2.2)

which can be expressed in the Laplace domain as

∂2V (s, x)
∂x2 = [Z (s)] [Y (s)] V (s, x)

∂2I (s, x)
∂x2 = [Y (s)] [Z (s)] I (s, x) . (2.3)
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2.1 Physical modeling of the TW phenomenon

[Z (s)] = [R]+s [L] and [Y (s)] = [G]+s [C] are the distributed series impedance and
shunt admittance matrices, respectively. The line parameters depend on the char-
acteristics of the conductors, the topology of the towers as well as the surrounding
environment and in particular the soil resistivity.

Figure 2.2.: Illustration of the geometry of a multi-conductor transmission line
with two conductors [Franklin, 2009].

The general geometry of a multi-conductor tower is represented in Figure 2.2 where
the soil resistivity effect is modeled using the complex return plan method. The
different parameters introduced are

hi the average height of conductor i
ri the radius of conductor i
dij the distance between conductor i and j
Dij the distance between conductor i and the image of conductor j

with respect to earth
Analytic formulas can be found in [Franklin, 2009] and [Wedepohl and Nguyen, 1996]
to compute the value of the distributed parameters. As suggested in [Franklin, 2009],
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the sky-wires can be first neglected in the analysis of the distributed line parameters.
The capacitance can then be computed through the potential coefficient matrix [P ]
whose elements are

[P ]i,i = 1
2πε0

ln
(

2hi

ri

)

[P ]i,j = 1
2πε0

ln
(

Dij

dij

)
(2.4)

where ε0 is the vacuum permittivity.
The capacitance matrix

[C] = [P ]−1 . (2.5)

depends only on the transmission line geometry. In particular, it does not depend
on the soil resistivity and its behavior is constant with frequency.
The series impedance can be divided into an internal term [Zint] only related to the
conductor characteristics and a external term [Zext] that takes into account the mu-
tual inductance with the ground return path. The internal impedance for conductor i
is a diagonal matrix whose entries are approximated by [Wedepohl and Nguyen, 1996]

[Zint]i,i = ρci

πr2
i

(
ri

2δci

coth
(

0.777ri

δci

)
+ 0.356

)
(2.6)

where δci
=
√

ρi

jωµci
is the penetration depth of conductor i which depends on the

frequency through the skin effect; µci
and ρci

are the permeability and resistivity of
conductor i, respectively.
The external impedance terms are given by

[Zext]i,j = jω
µ0

2π
ln
(

Dij

dij

)

[Zext]i,i = jω
µ0

2π
ln
(

2 (hi + De)
ri

)
(2.7)

and De is the depth of the complex ground return plan, see Figure 2.2, of soil
resistivity ρg,

De =
√

ρg

jωµ0
(2.8)

The distributed resistance and inductance can then be grouped such that [Z] =
[Zint]+[Zext] = [R]+jω [L] . The distributed resistance and inductance matrices have
a strong frequency dependent behavior, in particular through the soil resistivity.
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2.1.1.2. Solving the Telegraphers equation

In order to solve analytically the Telegraphers equation (2.3), the distributed pa-
rameter matrices [R] , [L] , [G], and [C] are considered at a fixed frequency f0. The
influence of conductor i on conductor j is identical to the influence of conductor j
on i, hence the matrices [Z (s)] and [Y (s)] are symmetric, which is evidenced in
(2.4) and (2.7). Furthermore we assume the conductors are regularly transposed
so that all off-diagonal terms of [Z] and [Y ] are equal. The more general case of
untransposed transmission lines is discussed in [Wedepohl and Nguyen, 1996]. Thus
there exists a unitary matrix (in practice orthogonal) [TV] such that

[Z (s)] [Y (s)] = [TV]T [DZY (s)] [TV] (2.9)

where [DZY (s)] is a diagonal matrix gathering the (real) eigenvalues of [Z (s)] [Y (s)].
The same transformation matrix diagonalizes [Y (s)] [Z (s)] since

[Y (s)] [Z (s)] =
(
[Z (s)]T [Y (s)]T

)T

= [TV]T [DZY (s)] [TV] .

The modal (or component) voltages and currents are defined as

Vc = [TV] V (2.10)
Ic = [TV] I (2.11)

The solution of (2.3) consists of the superposition of two waves traveling in opposite
directions. The wave traveling towards the positive x is

Vc (s, x) = exp (− [Γ (s)] x)︸ ︷︷ ︸
=[H(s,x)]

Vc
init (s) (2.12)

where

[Γ (s)] =
√

[DZY (s)]

=
√

[TV] [Z (s)] [Y (s)] [TV]T (2.13)

is the propagation matrix. The initial surge at the fault location Vc
init computed in

modal domain is described in Section 2.1.2.
The elements of [Γ] can be divided into real and imaginary parts which account
respectively for the attenuation and the propagation of the different modes along
the line. The slowest mode, or ground mode, is placed in the first entry in Vc while
the aerial modes, which travel faster, correspond to the remaining entries. The
phase current waves are related to the phase voltage waves through the surge (or
characteristic) admittance matrix [Ys]

I (s, x) = [Ys] V (s, x) (2.14)
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where

[Ys] = [Z]−1 [TV]T [Γ] [TV] . (2.15)

The surge (or characteristic) impedance [Zs] is

[Zs] = [TV ]T [Γ]−1 [TV] [Z] . (2.16)

In modal domain, the surge impedance and admittance matrices are

[Zc
s ] = [TV] [Zs] [TV]T (2.17)

and

[Y c
s ] = [TV] [Ys] [TV]T (2.18)

so that modal currents and voltages are related as

Ic (s, x) = [Y c
s ] Vc (s, x) . (2.19)

Furthermore, line parameters in modal domain can be defined as

[Rc] = [TV ] [R] [TV ]T (2.20)
[Lc] = [TV ] [L] [TV ]T

[Cc] = [TV ] [C] [TV ]T .

The accuracy of the analytic formulas introduced in Section 2.1.1.1 for the series
impedance and admittance as well as their evolution with the frequency are evalu-
ated against the values obtained using an EMT software in the case of a 2-conductor
line in Figure 2.3. The distributed parameters are provided over the frequency range
[1 : 106] Hz in modal domain to evidence the different behavior of the ground and
aerial modes. The frequency dependent behavior of the ground mode inductance,
related to the soil resistivity ρ through (2.8), is more significant at low frequencies.
As expected from the analytic formulas (2.5), the shunt capacitance does not depend
on the frequency.
The precision of the analytic formulas for the distributed parameters appears sat-
isfying for both modes and all parameters, except for the series conductance [G]
which is generally neglected. The series resistance at high frequency is slightly more
difficult to represent due to the skin effect.
Different approximations can be considered to compute the surge impedance and
propagation function explicitely. First, the distributed conductance [G] has practi-
cally no impact, thus it is assumed [G] = 0. As evidenced in Figure 2.3, the losses
due to the distributed resistance [R] are low compared to the effect of [L] and [C],
in particular at relatively high frequencies. Thus, in a low-loss approach one has

38



2.1 Physical modeling of the TW phenomenon

10
2

10
4

10
6

0

0.05

0.1

0.15

0.2

10
2

10
4

10
6

0

1

2

3

4

5

10
2

10
4

10
6

0

0.2

0.4

0.6

0.8

1

10
2

10
4

10
6

0

2

4

6

8

10

Figure 2.3.: Evolution of the distributed modal parameters analytic expressions
and EMT data with the frequency: The series resistance (top-left), inductance
(top-right), shunt capacitance (bottom-right), and conductance (bottom-left).
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Chapter 2 DC Fault transient modeling

[Γ (s)]2 = [TV] [Z (s)] [Y (s)] [TV]T

= [TV] ([R] + s [L]) s [C] [TV]T

= [TV]
(1

s
[R] [L]−1 + Inc

)
[TV]T [TV] s2 [L] [C] [TV]T (2.21)

Thus,

[Γ (s)]2 = [TV]
(
[R] [L]−1 /s + Inc

)
[TV]T [TV] s2 [L] [C] [TV]T

=
(1

s
[Rc] [Lc]−1 + Inc

)
s2 [Lc] [Cc]

which is composed of two diagonal terms. The square root of [Γ (s)]2 can thus be
taken as the square root of the diagonal entries. In a low-loss approach, the square
root of the first term can be approximated considering that for the ith diagonal entry
one has 1

s

[Rc]i,i

[Lc]i,i
� 1,

√(1
s

[Rc] [Lc]−1 + Inc

)
i,i

=

√√√√1
s

[Rc]i,i
[Lc]i,i

+ 1

' 1 + 1
2

[Rc]i,i
s [Lc]i,i

.

Hence,

[Γ (s)] '
(

Inc + 1
2

[Rc]
s [Lc]

)
s
√

[Lc] [Cc]. (2.22)

If the series resistance is completely neglected, the loss-less propagation matrix is

[Γ (s)] ' s
√

[Lc] [Cc] (2.23)

which amounts to a pure delay when considering (2.23) in the propagation function
H (s, x) = exp (−Γx) in time domain.
Regarding the surge impedance, one has

[Zs] = [TV ]T [Γ] [TV] [Y ]−1

thus

[Zs] ' [TV ]T
((

Inc + 1
2

[Rc]
s [Lc]

)
s
√

[Lc] [Cc]
)

[TV] [TV]T [TV] [sC]−1 [TV]T [TV]

' [TV ]T
((

Inc + 1
2

[Rc]
s [Lc]

)
s
√

[Lc] [Cc]
)

[sCc]−1 [TV] ,

40



2.1 Physical modeling of the TW phenomenon

as the diagonal matrices can commute, low-loss approximation leads to

[Zs] ' [TV ]T
√

[Lc] [Cc]−1
(

Inc + 1
2

[Rc]
s [Lc]

)
[TV] . (2.24)

In a lossless approach the surge impedance is a real matrix,

[Zs] ' [TV ]T
√

[Lc] [Cc]−1 [TV] . (2.25)

Similar approximations for the surge impedance in modal domain are directly ob-
tained. In the low-loss case

[Zc
s ] '

√
[Lc] [Cc]−1

(
Inc + 1

2
[Rc]
s [Lc]

)
(2.26)

and in the loss-less case

[Zc
s ] '

√
[Lc] [Cc]−1. (2.27)

The accuracy of the approximations is extensively studied in the bipolar case in
Appendix B.2. The evolution with frequency of the distributed parameters [R],
[L] and [C] and of the surge impedance and propagation function is also detailed..
The impact of considering the distributed parameters at fixed frequency instead of
accounting for their evolution with the frequency is also evidenced.

2.1.2. Modeling of the interactions at the station and fault
location

Consider an incident voltage wave Vf defined as (2.12) traveling through a line e.
When a change of propagation medium occurs (e.g., at the junction between a line
and a station), the forward wave Vf gives rise to a transmitted wave Vt and a
reflected wave Vr,

Vt = Vf + Vr

= ([Inc ] + [K]) Vf

= [T ] Vf, (2.28)

where the transmission and reflection matrices [T ] and [K] depend on the surge
admittances of the media. Consider a wave from medium 1 of surge admittance
[Ys,1] propagating towards n − 1 media of surge admittances [Ys,2] , . . . , [Ys,n]. The
reflection and transmission matrices are respectively [Wedepohl, 1963]

[K1→2...n] =
(

n∑
`=1

[Ys,`]
)−1 (

[Ys,1]−
n∑

`=2
[Ys,`]

)

[T1→2...n] =
(

n∑
`=1

[Ys,`]
)−1

(2 [Ys,1]) . (2.29)
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Chapter 2 DC Fault transient modeling

Any reflection (resp. transmission) matrix [K] (resp. [T ]) can be defined in modal
domain using the transformation matrix

[Kc] = [TV] [K] [TV]T . (2.30)

For reflections occurring at the junction with a converter station, approximate lin-
ear models are considered. The MMC stations can be represented using an RLC
equivalent[Leterme and Van Hertem, 2014]

RMMC = nSM × rSM

LMMC = 2
3Larm

CMMC = 3Carm (2.31)

where Larm and Carm are the arm inductance and capacitance, in per-unit. The nSM
submodules (SM) per arm are characterized by their individual resistance rSM. For
the considered fast transients, the capacitance has a negligible impact and can be
neglected. In the situations where the MMC station autoblock for self protection, the
model introduced above is no longer valid. In such cases however, the blocking occur
after that several waves have been reflected at the station. The representation of the
first two or three traveling waves thus does not require to model the MMC stations
in blocking mode. More details regarding the derivation of (2.31) are provided in
Appendix A.1.
The initial surge at the fault location in equation (2.12) depends on the considered
fault. The superposition principle is applied so that the fault condition is analyzed
independently from the normal operating behavior, as in [Tang et al., 2018]. A
pole-to-ground fault is modeled as a switch closed at t = tf in series with the fault
resistance Rf and the opposite pre-fault voltage, −vbf, see Figure 2.4. The fault
resistance is considered constant during the time interval of interest in the order of
a millisecond [De Andrade Suárez and Sorrentino, 2010].
Thus, the initial surge can be expressed as

V init (s, Rf, tf) = − (2 [Ys,e] + [Ys,f])−1 ([Ys,f])
exp (−tfs)

s
vbf, (2.32)

where the [Ys,e] is the surge admittance matrix (2.15) of the faulty line e. The fault
surge admittance matrix [Ys,f] is an (nc, nc) matrix with non-zero elements in the
entries corresponding to the conductor(s) affected by the fault. For a fault between
the ith conductor and the ground with fault resistance Rf, one has

[Ys,f]i,i = 1
Rf

.

The initial surge expression (2.32) can be re-written using the reflection coefficient
from the line e to the fault [Ke→f (Rf)],

V init (s, Rf, tf) = [Ke→f (Rf)]
exp (−tfs)

s
vbf. (2.33)

42



2.1 Physical modeling of the TW phenomenon

Figure 2.4.: Fault modeling using the superposition principle. The faulty network
(a) is represented as the superposition of the healthy network (b) and the faulty
line (c), disconnected from any other sources. The faulty line is modeled as an
ideal switch closing at t = tf on the fault resistance Rf and a voltage source −vbf
that accounts for the voltage collapse at the fault instant.

The initial surge in modal domain is then

Vc
init (s, Rf, tf) = [TV ] [Ke→f (Rf)]

exp (−tfs)
s

vbf (2.34)

which depends on the fault resistance Rf and instant tf. The voltage at the fault
location just before the fault occurrence vbf cannot be measured. In steady state
condition however, it can be approximated by the measured pre-fault voltage by
the sensor located at one extremity of the line e.

2.1.3. Parametric model of any traveling wave

In Section 2.1.1, we considered the distributed line parameters at a fixed given
frequency f0, allowing us to explicitly solve the telegraphers equation (2.3). We
combine this approach to the fault and station modeling presented in Section 2.1.2
to obtain a physical model of the different TWs.

The physical model of the first TW starting from the fault location that arrives and
is reflected at the substation q after traveling a distance df is thus, in modal domain,

Vm,c
f,1 (s, p) = [H (s, df)] Vc

init (s, Rf, tf)
Vm,c

r,1 (s, p) =
[
Kc

q

]
Vm,c

f,1 (s, p) (2.35)

where
[
Kc

q

]
is the reflection matrix from line e to station q. The vector of the fault

parameters p = (Rf, df, tf)T gathers the fault resistance, distance and instant. The
wave due to the reflection of Vm,c

r,1 at the fault location and back towards the station
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Chapter 2 DC Fault transient modeling

q is

Vm,c
f,2 (s, p) = [H (s, df)] [Kc

e→f (s, Rf)] [H (s, df)] Vm,c
r,1 (s, p)

Vm,c
r,2 (s, p) =

[
Kc

q

]
Vm,c

f,2 (s, p) . (2.36)

The different waves traveling through the grid can be represented using a Bewley
lattice diagram, see for instance [Kimbark, 1970]. The first waves are plotted in the
case of a point-to-point link between stations q and q′ in Figure 2.5. The aerial (in
blue) and ground (in brown) modes travel at different speeds along the transmission
line but are mixed when reaching a station. This illustrates that the different TW
consist of modes with different arrival times. In Figure 2.5, the voltage at station q
associated to the first and second TW is, respectively, Vm,c

1 = Vm,c
f,1 + Vm,c

r,1 and
Vm,c

2 = Vm,c
f,2 + Vm,c

r,2 , from (2.35) and (2.36).

Figure 2.5.: Example of a Bewley lattice diagram for a point-to-point link; The
aerial (blue) modes and the ground (brown) mode travel at different speeds along
the transmission line.

2.2. Accounting for soil resistivity effects

To obtain the physical model in Section 2.1 the matrices [R], [L], [G], and [C] have
been assumed independent of the frequency. In practice, at least [L] is frequency-
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2.2 Accounting for soil resistivity effects

dependent as evidenced in Section 2.1.1.1. Taking this dependency into account sig-
nificantly increases the complexity of the evaluation of the time-domain expressions
of the TWs. This section presents a combined physical and behavioral approach
to represent the frequency-dependent effects while keeping the evaluations of the
expression of the TWs at a manageable level of complexity. The soil resistivity is
first assumed to be constant along the whole path of the line in Section 2.2.1. An
extension to the case of non-uniform resistivities is introduced in Section 2.2.2.

2.2.1. Uniform soil resistivity

First, one considers a lossless model, in which [Z (s)] ' s [L] and [Y (s)] ' s [C].
This is consistent with the high-frequency components of the transients, leading to
negligible series resistance and shunt conductance.
The dependence of [L] with frequency impacts unequally the different modes. While
the ground mode endures significant distortion and time delay due to the impact of
the soil resistivity on [L], the aerial modes travel with negligible attenuation and at
a speed which does not depend on the frequency, as evidenced in [Kimbark, 1970].
This will be illustrated in the case of a 2–conductors OHL. Hence a fixed frequency
model is sufficient to represent the propagation of the aerial modes but does not
account for the distortion of the ground mode. We thus expresses the propagation
matrix [H (s, x)] in (2.12) as the product of a term [Hg (s, x)] accounting for the
ground mode distortion only and a term [H0 (s, x)] representing the propagation
delays

[H (s, x)] = [Hg (s, x)] [H0 (s, x)] . (2.37)

In (2.37), [H0 (s, x)] = exp (− [Γ0 (s)] x) and the matrix [Γ0] is computed using the
lossless line distributed parameters at a fixed frequency f0, i.e.,

[Γ0 (s)] = s
√

[TV ] [L0] [C0] [TV ]T . (2.38)

We propose to account for the distortion of the ground mode using a rational transfer
function with coefficients (a1, . . . , ana , b0, . . . , bnb

)

[Hg (s, x)] =


b0+b1s+···+bnb

snb

1+a1s+...anasna
0 . . . 0

0 1
... . . . 0
0 0 1

 . (2.39)

As the distortion due to the soil resistivity depends on the distance traveled by the
wave, the coefficients of the ground filter Hg are expected to depend on the fault
distance df. The speed of the ground mode

cg (s, df) = ‖ [Γ0 (s)]1,1 ‖
−1
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Chapter 2 DC Fault transient modeling

is also frequency dependent and thus also varies with the traveled distance
[Wasserrab and Balzer, 2015].
Consider the vector θ = (a1, . . . , ana , b0, . . . , bnb

, cg) gathering the parameters of the
filter Hg and the ground mode speed cg. For a given fault distance df, the vector of
parameters θ can be identified so that the simulated voltage for the ground mode
of the first forward traveling wave vg

f,1 fits the modeled wave vm,g
f,1 by least-squares

estimation, i.e.,

θ = arg min
θ

∑
k

(
vg

f,1 (tk)− vm,g
f,1 (tk, θ)

)2
. (2.40)

Four different model orders are compared, (na, nb) = (1, 0), (na, nb) = (1, 1),
(na, nb) = (2, 0), and (na, nb) = (2, 1). The output of the four different models
are compared with the EMT simulation in Figure 2.6 for two faults located at
df = 70 km (left) and df = 220 km (right) from the point of measure. Both faults
have a resistance Rf = 0 Ω. The model with na = 2, nb = 1 seems to fit signifi-
cantly better the EMT data than the three other models, which conversely present
a similar accuracy.
The similar waveform of the three models (na = 1, nb = 0, na = 1, nb = 1 , and
na = 2, nb = 0) may be related to the value of the estimated parameters of the
ground filters (2.40). The evolution of the parameters a1, b0, a2, and b1 with the
fault distance is plotted in Figure 2.7 for the four different models. The impact of
the parameter b1 is negligible for the model na = 1, nb = 1 as the cut-off frequency of
the numerator

∣∣∣ b0
b1

∣∣∣ ' 106 rad/s is well above the frequency content of the considered
signals. Similarly, the highest cut-off frequency of the denominator considering
na = 2, nb = 0 is about 106 rad/s and the impact of the parameter a2 is thus
negligible compare to a1. Two metrics are employed to assess the accuracy of the
models for different fault distances. First, the value of the cost function at its
minimum

min
θ

1
N

N∑
k=1

(
vg

f,1 (tk)− vm,g
f,1 (tk, θ)

)2
(2.41)

is compared for multiple fault parameters. The cost function (2.41) is corrected by
the number of sampling points N . For close faults, subsequent waves are quickly
generated due to reflections at the fault location. The number of sampling points N
is tuned depending on the fault distance such that for all faults, only the first wave
is taken into account.
The second employed metrics is the coefficient of determination [Ljung, 1987]

R2 = 1−
∑N

k=1

(
vg

f,1 (tk)− vm,g
f,1 (tk, θ)

)2

∑N
k=1

(
vg

f,1 (tk)− v̄g
f,1 (tk)

)2 , (2.42)

where v̄g
f,1 (tk) is the mean of the measured voltage. The R2 coefficient can be

interpreted as the ratio of the data variation that is explained by the model. R2
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Figure 2.6.: Accuracy of the four different model orders compared to EMT data
for two faults located at df = 70 km (left) and df = 220 km (right) from the point
of measure.
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Figure 2.7.: Evolution of the parameters b0, b1, a1, and a2 with the fault distance
for the four different models
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gets closer to one as the model is more and more accurate. The values of (2.41)
and (2.42) for different fault distances are presented in Figure 2.8. The model
with na = 2, nb = 1 is significantly more accurate, in terms of cost (2.41) and
coefficient of determination (2.42). By contrast, the three remaining models present
similar performances. This confirms the observation performed in Figure 2.6 on two
particular fault cases.
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Figure 2.8.: Accuracy of the identified model for different model orders.

Despite its good accuracy, the model (na = 2, nb = 1) is discarded as the complexity
of the obtained formulas makes the evaluation of the model too slow for our purposes.
We propose instead to use a first-order filter for the ground mode, i.e., na = 1, nb = 0
as it allows to capture most of the soil resistivity effects while keeping the complexity
at a reasonable level. Multiple fault cases are then simulated with fault distances
{df,1, df,2, . . . , df,n}. For each fault distance df,i, an estimate θ̂i of θ is then obtained.
The evolution of the parameters a1, b0 and cg with the fault distance is plotted for
the bipolar example in Figures 2.9 and 2.10.
The dependence in df of the components of θ is then modeled. The following poly-
nomial model in df is proposed for the parameters of the ground mode filter

bm
0 (df) = β0 + β1df + β2d

2
f (2.43)

am
1 (df) = α0 + α1df. (2.44)

The evolution with df of the ground mode speed is modeled as

cm
g (df) = ca exp

(
γ0 + γ1df + γ2d

2
f

)
, (2.45)

where ca is the speed of the aerial mode, in practice equal to the speed of light. It
is furthermore imposed that the ground mode speed is always less than the aerial
mode speed, i.e.,

cm
g (df) = min

{
ca, ca exp

(
γ0 + γ1df + γ2d

2
f

)}
.
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The parameters αi, βi, γi are tuned by least-squares estimation from df,i and θ̂i, i =
1, . . . , n. The results of this approach on a 2-conductor rigid bipole configuration are
shown in Figures 2.9 and 2.10. The oscillations of the identified ground mode speed
noticeable in Figure 2.10 (left) can be better interpreted considering the ground
mode delay with respect to the arrival time of the aerial mode, see Figure 2.10
(right). For small distances, small variations in cg do not affect the arrival time of
the ground mode (with the considered sampling frequency fs = 1 MHz).
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Figure 2.9.: Evolution of the estimated ground filter coefficients b0(df,i) and a1(df,i),
i = 1, . . . , nd and of their models bm

0 (df) and am
1 (df) as a function of the fault

distance df
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Figure 2.10.: Left: Evolution of the estimates of the ground mode speed cg(df,i),
i = 1, . . . , nd and of its model cm

g (df) as a function of the fault distance. Right:
Delay of the ground mode with respect to the arrival time of the aerial mode.

It can be observed in Figure 2.9 that for low distances, the effect of the ground filter
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can be neglected,

Hg = b0

1 + a1s
−→
d→0

b0 ' 1. (2.46)

In particular, if one is interested in modeling only close faults, one may only con-
sider the physical model. A specific close-fault model is employed in the multi-
hypothesizes, see Section 6.1.
The explicit expressions of traveling waves expressions obtained in Section 2.1 can
be adapted to take into account the ground effects. As the ground filter Hg depends
explicitly on the fault distance df, the analytic expressions are adjustable to any
fault parameters p = (df,, Rf)T. As seen in (2.35), the first forward and reflected
TWs reaching the station q are expressed in modal domain as

Vm,c
f,1 (s, p) = [Hg (s, df)] [H0 (s, df)] Vc

init (s, Rf, tf)
Vm,c

r,1 (s, p) =
[
Kc

q (s)
]

Vm,c
f,1 (s, p) . (2.47)

The wave due to the reflection of Vc
r,1 at the fault location and back towards the

station q is

Vm,c
f,2 (s, p) = [Hg (s, df)] [H0 (s, df)] [Kc

e→f (Rf)] [Hg (s, df)] [H0 (s, df)] Vm,c
r,1 (s, p)

Vm,c
r,2 (s, p) =

[
Kc

q (s)
]

Vm,c
f,2 (s, p) . (2.48)

Thus, we obtain a combined physical and behavioral model for the different traveling
waves. This model is still parametric and depends explicitly on the fault parameters
p. One can get back to temporal domain expressions by applying the inverse Laplace
transform,

vm,c
k (t, p) = L−1 {Vm,c

k (s, p)} , k ∈ N∗ (2.49)

Formulas for the current im,c
k (t, p) can be derived from the voltage using the surge

admittance matrix (2.14). In the lossless approximation, the surge admittance is a
real matrix, and the voltage-current transformation can be applied in the Laplace or
time domain indifferently. Phase quantities are obtained from the modal expressions
using the inverse transformation matrices, see (2.10) and (2.11). The total voltage
and current model is the combination of the different waves that arrive at the
considered sub-station

vm,c (t, p) =
∑

k

vm,c
k (t, p)

im,c (t, p) =
∑

k

im,c
k (t, p) . (2.50)

More or less waves can be included in the model (2.50) depending on the required
accuracy of the model. A model comprising more waves would correctly describe
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the transient behavior over a larger time interval, at the expense of heavier com-
putations. For most applications, the three waves depicted in Figure 2.5 offer a
sufficient accuracy. More waves may be included to describe faults occurring close
to a station as many waves get reflected in a short time interval.

The obtained model is now illustrated on a specific fault example and compared with
simulation data obtained with EMT software. Consider a positive pole-to-ground
fault occurring at tf = 0 on line L14 of the network represented in Figure 4.1, located
at df = 60 km from the station 4 with an impedance Rf = 10 Ω. The model of the
two first TW described by (2.47) and (2.48) is compared in Figure 2.11 with the
TW obtained from a plain EMT simulation. In Figure 2.11, the voltages are on the
left and the currents are on the right sub-figures, while the positive and negative
poles are respectively plotted on the top and bottom sub-figures. The model of the
two first TW represents quite well the behavior obtained by an EMT simulation
during the first 0.8 ms following the fault occurrence. The time interval on which
the model is valid thus depends on the number of TW that are described.
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Figure 2.11.: Modeled and simulated phase voltage (left) and current (right) for
positive (top) and negative (bottom) poles; The pole-to-ground fault is located at
df = 60 km from the station with an impedance of Rf = 10 Ω are displayed.

52



2.2 Accounting for soil resistivity effects

2.2.2. Non-uniform soil resistivity

The case of a transmission line with a non-uniform soil resistivity is investigated in
this section. The influence of the soil resistivity on the parameters of the ground
filters is first studied in Section 2.2.2.1. An adaptive formulation of the ground filter
is then proposed in the case of a two-portion lines in Section 2.2.2.2.

2.2.2.1. Dependency of the parameters of the ground filters with ρ

In this section we investigate the dependency of the parameters of the soil resistiv-
ity filters introduced in Section 2.2.1 with the value of soil resistivity. The same
transmission line is considered with different soil resistivities ρi and different line
lengths df,j. The ground filters

Hg (s, df, ρ) = b0 (df, ρ)
1 + a1 (df, ρ) s

can be tuned with the procedure described in Section 2.2.1 for each ρ = ρi, df = df,j.
The coefficients b0 (df, ρ) and a1 (df, ρ) as well as the speed of the ground mode
cg (df, ρ) depend on the fault distance and the soil resistivity beneath the line. The
evolution of b0 (df, ρ) , a1 (df, ρ), and cg (df, ρ) for different fault distances and soil
resistivities are plotted in Figures 2.12, 2.13, and 2.14.
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Figure 2.12.: Evolution of the parameter b0 for several values of the soil resistivity
ρ (left) and fault distance df (right). The parameter seems to depend more on the
fault distance than the soil resistivity of the line.

It can be observed that

• The evolution of the three parameters with the fault distance presents a sim-
ilar shape for various soil resistivities. This motivates the use of the same
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Figure 2.13.: Evolution of the parameter a1 for several values of the soil resistivity
ρ (left) and fault distance df (right). The parameter seems to depend more on the
fault distance than the soil resistivity of the line.
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Figure 2.14.: Evolution of the ground mode speed cg for several values of the soil
resistivity ρ (left) and fault distance df (right). Except for small values of ρ, the
ground speed shows an affine evolution with the logarithm of the soil resistivity.

54



2.2 Accounting for soil resistivity effects

interpolation to model this evolution, i.e.,

bm
0 (df, ρ) = β0 (ρ) + β1df (ρ) + β2 (ρ) d2

f

am
1 (df, ρ) = α0 (ρ) + α1 (ρ) df.

cm
g (df, ρ) = ca exp

(
γ0 (ρ) + γ1 (ρ) df + γ2 (ρ) d2

f

)
,

where the modeling coefficients α0...1, β0,...,2 and γ0,...,2 are tuned for each
specific value ρ = ρi.
• The parameters b0 (df, ρ) and a1 (df, ρ) are more sensitive to the variations of

df than ρ. This is especially true at small fault distances (e.g. df < 100 km)
where the soil resistivity has a smaller impact on the propagation.
• The speed of the ground mode depends significantly on the soil resistivity, and

the evolution seems linear with log (ρ).
As a consequence, we propose not to model the evolutions of b0 (df, ρ), a1 (df, ρ) and
cg (df, ρ) for small changes of ρ around a given value ρ0. Such small variations may
occur due to environmental conditions such as the humidity or the temperature
[Coelho et al., 2015, Afa and Anaele, 2010]. The behavior of the algorithm in such
cases where the actual soil resistivity ρ is slightly different from the reference value
ρ0 used in the model is addressed in Section 4.2.3. Large variations of the soil re-
sistivity may nevertheless occur considering the transmission line extends over very
different types of grounds with significantly different resistivities. This scenario is
investigated in Section 2.2.2.2 where two portions of significant different resistivities
are considered.

2.2.2.2. Adaptive ground filter

In this section we consider the case of a transmission line spanning over two portions
of lengths d1 and d2 with significantly different soil resistivities ρ1 and ρ2. The
remaining characteristics of the transmission line such as the conductor properties
and the pylon geometry are assumed to remain identical along the entire line. The
more general case where this property is not satisfied has for instance be studied
in [Wedepohl and Nguyen, 1996]. The physical part of the model from Section 2.1
remains identical to the uniform soil case. In particular the transformation matrices
to obtain modal quantities are identical along the line. The behavioral approach
proposed in Section 2.2.1 to represent the distortion along the line must however be
adapted. In the uniform case the propagation function for the ground mode H has
been split into

[H (s, df, ρ)] = [H0 (s, df, ρ)] [Hg (s, df, ρ)] (2.51)

where [H0] represents the propagation delays, and [Hg] the ground filter. As the
ground filter only applies to the ground mode, (2.51) can be reduced to a scalar
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equation for the ground mode. We model the succession of two portions of different
soil resistivity by cascading the propagation functions involved in each section,

H (s, df, ρ) = H0 (s, df,1, ρ1) Hg (s, df, ρ1) H0 (s, df,2, ρ2) Hg (s, df, ρ2)
= H0 (s, df,1, ρ1) H0 (s, df,2, ρ2)︸ ︷︷ ︸

total propagation delay

Hg (s, df, ρ1) Hg (s, df, ρ2)︸ ︷︷ ︸
total distortion

(2.52)

where the two fault distances df,1 and df,2 are defined from the total fault distance
df and the lengths d1 and d2 asdf,1 = df, df,2 = 0 if fault is in the first portion, df < d1

df,1 = d1, df,2 = df − d1 else.
(2.53)

The total propagation delay can be expressed using the ground mode propagation
speeds along the two portions, cm

g,1 and cm
g,2 as follows

H0 (s, df,1, ρ1) H0 (s, df,2, ρ2) = exp
(
−s

df,1

cm
g,1

)
exp

(
−s

df,2

cm
g,2

)

= exp
(
−s

df,1 + df,2

cm
g,eq

)
(2.54)

where the equivalent propagation speed cg,eq is

cm
g,eq = (df,1 + df,2)

cm
g,1c

m
g,2

df,2cm
g,1 + df,1cm

g,2
. (2.55)

The total distortion (2.52) is

Hg (s, df,1, ρ1) Hg (s, df,2, ρ2)

=
bm

0,ρ1 (df,1)
1 + sa1,ρ1 (df,1)

bm
0,ρ2 (df,2)

1 + sa2,ρ2 (df,2)
(2.56)

=
bm

0,ρ1 (df) bm
0,ρ2 (df)

1 + s
(
am

1,ρ1 (df,1) + am
2,ρ2 (df,2)

)
+ s2am

1,ρ1 (df,1) am
2,ρ2 (df,2)

(2.57)

which corresponds to the Cascades of two first-order low-pass filters. We approxi-
mate the obtained second-order filter by a first-order filter with appropriate cut-off
frequency, i.e.,

Hg,ρ1 (s, df,1) Hg,ρ2 (s, df,2) '
bm

0,ρ1 (df,1) bm
0,ρ2 (df,2)

1 + s
(
am

1,ρ1 (df,2) + am
2,ρ2 (df,1)

)
︸ ︷︷ ︸

=Hg,eq
(

s,df,1,df,2
)

. (2.58)

The main advantage of the proposed approximate approach is that the applied filter
remains a first order, which allows to employ the same time domain expressions as
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2.2 Accounting for soil resistivity effects

in the homogeneous case. O an adaptation of the value of the parameters am
1 , bm

0 ,
and the ground mode speed cm

g is necessary. In addition, the ground mode speed,
which depends significantly on the soil resistivity, see Figure 2.14, is adapted to
accurately represent the total propagation time along the line using the equivalent
speed (2.55).

To facilitate the parameter estimation process described in Chapter 3, the obtained
model should be continuous at the junction between the two portions of the line.
Consider a fault distance df = df,1 +ε where ε is an arbitrary small positive number.
In this case,

Hg,eq (s, df,1, ε) = Hg,ρ1 (s, df1)
bm

0,ρ2 (ε)
1 + sam

2,ρ2 (ε)
−→
ε→0

Hg,ρ1 (s, df1) , (2.59)

assuming that


bm
0,ρ2 (ε) −→

ε→0
1

am
2,ρ2 (ε) −→

ε→0
0.

This assumptions are only approximately satisfied, see Figures 2.12 and 2.13 and
the use of the equivalent filter (2.58) causes too abrupt changes in the cost function
3.17, which may cause oscillations in the estimation of the fault parameters. We
proposed to use instead

Hg,eq (s, df,1, df,2) =
bm

0,ρ1 (df,1) bm
0,ρ2 (df,2)

1 + sam
1,eq (df,1, df,2)

(2.60)

where the equivalent parameter am
1,eq is adjusted so that the highest cut-off frequency

between 1
a1,ρ1

(
df,1
) and 1

a2,ρ2

(
df,2
) is neglected, i.e.,

am
1,eq = max {a1,ρ1 (df,1) , a1,ρ2 (df,2)} . (2.61)

The use of (2.61) ensures the continuity of the parameter a1 at the cost of a less
accurate filter.

An example of the fault identification algorithm that uses the proposed adaptive
filter is detailed in Section 4.2.1.3. The proposed adaptive filter can be expanded
to the case of transmission lines comprising more than two portions of significantly
different soil resistivities by considering the smallest cut-off frequency. This approx-
imation may however become less and less accurate as the number of portions to
take into account increases.
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Chapter 2 DC Fault transient modeling

2.3. Application to a mono-conductor line

2.3.1. Behavioral modeling in the mono-conductor case

In this section, the particular case of a monopolar configuration with a single con-
ductor is addressed. A single conductor OHL can be seen as a special case of a
multi-conductor line where the number of conductors is reduced to nc = 1. The
derivations in Section 2.1 thus still apply, but the modal transform is omitted. The
same methodology as in Section 2.2 can be applied to represent the soil resistivity
effects. The matrices are reduced to one-dimensional quantities, which allows to
commute the different terms in the TW model, see (2.35) and (2.36). Consequently,
the output ym,g =

(
vm,g (t, p)T , im,g (t, p)T

)T
of the combined model accounting for

the effects of the soil resistivity is described in discrete time as

ym,g(k, p) = g (k, df)⊗ ym,0 (k, p) , (2.62)

where g(k) is a low pass filter corresponding to the transfer function G(z) = Z (g(k)) =
B(z−1)
A(z−1) . The output of the physical model neglecting the soil resistivity is ym,0 (k, p).
The ground filters can be tuned for different fault resistances as in Section 2.2.1. A
first order filter is selected and the evolution of the filter coefficients a1, b0 as well
as a pure delay nd with the fault distance can be explicitly modeled as in (2.43) and
(2.44), i.e.,

am
1 (df) = α1,0 + α1,1d

−1
f + α1,2d

−2
f

bm
0 (df) = β0,0 + β0,1d

−1
f + β0,2d

−2
f

nm
d (df) = Round

(
ν0 + ν1d

1
f + ν2d

2
f

)
(2.63)

The parameters vectors α1 = (α1,0, α1,1, α1,2)T , β0 = (β0,0, β0,1, β0,2)T and ν =
(ν0, ν1, ν2)T has been adjusted by least-squares estimation. An illustration of the
filter coefficients and their models is given in Section 2.3.2.1. For the first traveling
wave, a comparison of the output of the complete model with that of the knowledge-
based model is provided in Section 2.3.2.2.
The ground filter parameters a1, b0 are tuned using the first forward traveling wave
after the fault. Nonetheless, it is also required to model the ground effect on the
subsequent waves after a reflection at the fault location or at the remote station.
To account for the effect of soil resistivity on such waves, the distance d in the
parameters am

1 (d) and bm
0 (d) of the model (2.62) has to represent the sum of the

traveled distance. Consider, for instance, the first traveling wave from the fault
to the station. This wave is reflected by the station, travels back to the fault and
back again to the station after a new reflection. When it reaches again the station
for the second time, it has traveled three times the fault distance. The combined
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2.3 Application to a mono-conductor line

model output ym,g is thus obtained by filtering the knowledge-based model output
ym,0 with a filter g which parameters are am

1 (3df) and bm
0 (3df). An example of this

approach is provided in Section 2.3.2.3.

2.3.2. Evaluation of the model accuracy

This section evaluates the accuracy of the complete model of Section 2.3.1 in the
case of a mono-conductor line whose detailed parameters can be found in A.3. The
parameter fitting approach for the ground filters is illustrated in Section 2.3.2.1.
The combined model output is compared against EMT simulation for the first TW
in Section 2.3.2.2 and for subsequent TWs in Section 2.3.2.3.

2.3.2.1. Evaluation of the filter parameter fitting approach

Figure 2.15 describes the evolution of the coefficients a1, b0 and nd of the behavioral
model as estimated for different values of the fault distance df considering again
ρ = 100 Ωm. Here again, the estimation has been performed considering only the
first traveling wave generated by a fault occurring at time tf = 0. The evolution
with df of am

1 (df), bm
0 (df), and nm

d (df) is also provided in Figure 2.15, showing an
excellent match with the estimated values of a1, b0, and nd. It can be observed
that the inductive effect, represented by the parameter a1, increases with the fault
distance: for small values of df, as expected, a1 is close to 0 and the physical model
neglecting the soil resistivity has good modeling performances.
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Figure 2.15.: Evolution of the estimated parameters a1, b0 (left) and nd (right) of
the behavioral model G as a function of df (crosses), compared to their modeled
evolution using am

1 (df) and bm
0 (df) (left) and nm

d (right) (dashed and dotted lines)
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Chapter 2 DC Fault transient modeling

2.3.2.2. First traveling wave

Figure 2.16 represents an example of the evolutions of voltage and current for the
first traveling wave generated by a fault occurring on line L13 at time tf = 0,
with a resistance of 20 Ω situated 50 km away from the station 3. The soil re-
sistivity is taken as ρ = 100 Ωm, which is a low or average value according to
[IEEE Substations Committee, 2012].

The estimation of the model parameters has been performed considering only the
first traveling wave generated by a fault. It can be observed that the outputs of
the combined model accounting for the soil resistivity (ρ > 0) are much closer to
the outputs provided by EMTP-RV than the outputs of the knowledge-based model
neglecting the soil resistivity (ρ = 0).
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Figure 2.16.: Comparison of the voltage (left) and current (right) transient mod-
els, neglecting or accounting for the soil resistivity with the output of an EMT
simulation software; the simulated fault occurred at tf = 0 and 50 km from the
station with a resistance of 20 Ω; the soil resistivity is ρ = 100 Ωm.

2.3.2.3. Other traveling waves

As indicated in Section 2.3.1, the effect of soil resistivity on other traveling waves
is taken into account by considering the distance d in the parameters am

1 (d) and
bm

0 (d) of the model (2.62) as the cumulative traveled distance .

Figure 2.17 shows the evolution of voltage and current at a station considering a
fault occurring at time tf = 0, with a resistance of 20 Ω, and situated 30 km away
from the station. One observes that the match with the EMT simulation is very
good for the first traveling wave and still good for this wave after two additional
reflections (at the station and at the fault).
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Figure 2.17.: Comparison of the voltage (left) and current (right) transient mod-
els, neglecting or accounting for the soil resistivity with the output of an EMT
simulation software; the simulated fault is located at 30 km from the station and
has a resistance of 20 Ω; the soil resistivity is ρ = 100 Ωm.

2.4. Extension to the case of hybrid lines

The section details the modeling of faults affecting hybrid transmission lines em-
bedded in a MTDC grid with monopolar configuration. The main notations and
the description of the grid as a graph is introduced in Section 2.4.1. The behavioral
part of the model that takes into account the effect of the soil resistivity is de-
scribed in Section 2.4.2. The parameters of the cable used for the EMT simulations
are detailed in A.4.

2.4.1. Systematic modeling of traveling waves within a grid

In order to describe exhaustively the traveling waves generated by fault, the pro-
tected network is described as an undirected graph G = (Q, E). This graph contains
vertices q ∈ Q representing nodes between two or more line segments. Nodes can
be bus-bars or junctions between overhead line and underground cable segments.
A segment is represented by an edge e ∈ E of the graph. The edge between the
nodes qi and qj is denoted eqi,qj

, or ei,j to lighten the notations. Since the graph is
undirected, ei,j = ej,i. The length of the segment represented by the edge eij is dij.
A fault occurring at time tf implies a modification of the graph G. A node qf is
added to Q and the faulty edge ef = ei,j ∈ E is replaced by the edges ei,f and ej,f of
lengths df,i and df,j respectively. Formally, the graph Gf =

(
Vf, Ef

)
accounting for

the fault is defined as Ef = E\{ef}∪
{
ei,f, ej,f

}
and Qf = Q∪{qf}. The fault can thus

be characterized by the vector p = (tf, df,i, df,j, Rf, ef) of fault parameters, where Rf
is the fault resistance between the transmission line and the ground. The two fault
distance (df,i, df,j) are linked through the total length of the line df,i + df,j = di,j
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which is known. Thus only one unknown fault distance is kept, for a fault located
on the edge ei,j, the fault distance is arbitrarily defined as

df =
{

df,i if i<j
df,j if j<i . (2.64)

Consider a node qs ∈ Qf at which voltage and current are observed. This node may,
for instance, connect multiple transmission lines to a converter station. We aim to
obtain a physical model of the traveling waves caused by the fault and that arrive
at qs. A TW is entirely determined by its path, i.e., the sequence of nodes it has
traveled through. Formally, all possible paths from qf to qs can be defined as

Pqf�qs =
{
(qn1 , .., qnm) |qn1 = qf, qnm = qs,

(
qni

, qni+1

)
∈ Ef, m > 1

}
(2.65)

A path π ∈ Pqf�qs can include several times the same node, including the faulty node
qf and the observation node qs. Due to the reflections occurring at the junctions,
a TW is indeed likely to pass several times via the same nodes. When a wave
travels on an edge, considering the lossless approximation and constant distributed
parameters, as in Section 2.1.1.2, only the propagation delay has to be taken into
account. Consequently, when modeling traveling waves, one has to account for
• the different delays due to propagation along the edges,
• the effect of junctions on the incident wave.

Consider a path π = (qn1 , .., qnm) ∈ Pqf�qs traveled by a given wave. The total
propagation delay through the edges along π is

τπ(df) =
m∑

i=1
∆tni,ni+1 =

m−1∑
i=1

dni,ni+1

cni,ni+1

(2.66)

where cni,ni+1 is the wave propagation speed along the edge eni,ni+1 =
(
qni

, qni+1

)
,

which depends on the propagation medium. The total delay thus depends on the
fault distances df,i or df,j as at least the first traversed edge is necessarily connected
to the fault.
At each junction along π, the voltage wave is subject to a transmission or reflection
coefficient, depending on the propagation direction before and after the junction.
The impact of reflections and transmissions at junctions is described by

Vπ,j(s, tf, Rf) =
m∏

i=1
Jeni−1,ni�qni

(s, Rf)
exp(−tfs)

s
Vbf (2.67)

where the coefficient J is either a reflection or transmission (2.29) coefficient

Jeni−1,ni�qni
=
{

Teni−1,ni �qni
if ni−1 6=ni+1

Keni−1,ni←↩qni
if ni−1=ni+1

for i = 2, . . . , m − 1. The first term in the product (2.67) accounts for the ini-
tial surge at the fault location Jen0,ni�qn1

= Kqn1 ,,qn2 ,←↩qf (Rf) and thus depends on
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the fault resistance, see (2.32). The voltage at node qs due to the arrival of an
incident wave is obtained as the transmitted wave to the node qs (2.28). This trans-
mission coefficient is thus included as the last term in the product (2.67), hence
Jenm−1,nm�qm = Tenm−1,nm�qs . Consequently, for a given path π, considering the
propagation delay (2.66) and the transmissions and reflections occurring along π via
(2.67), one introduces the following physical model

V 0
π (s, p) = exp (−τπ(df)s) Vπ,j(s, tfRf) (2.68)

of the wave.
The different paths taken by the TWs can be represented via a Bewley lattice
diagram. Figure 2.18 illustrates such diagram on a point-to-point link consisting
of an OHL and a cable segment. Even in this relatively simple case, the presence
of the OHL-cable junction creates a large number of reflected TWs. Note also
the propagation speed of the TWs in the underground part is slower than in the
overhead line.
Contrary the case of overhead lines where the inverse Laplace transform (2.49) is
used,the waveform in the time domain is here obtained through the inverse Fourier
transform.

v0
π(t, p) = F−1

{
V 0

π (s, p)
∣∣∣
s=jω

}
= F−1 {Vπ,j(ω, Rf)} ⊗ δτπ(df) (t)
= vπ,j(t, Rf)⊗ δτπ (df, t)
= vπ,j(t− τπ (df) , Rf) (2.69)

where δτπ(df) (t) = δ0 (t− τπ (df)) is the Dirac distribution corresponding to the prop-
agation delay τπ along the path. In practice, F−1 is computed numerically using the
inverse discrete Fourier transform. Considering a sampling period Ts, the obtained
discrete-time voltage model at time kTs is thus written as v0

π (k, p).

2.4.2. Behavioral modeling of the current return path

The physical model developed in Sections 2.1 assumed the distributed line parame-
ters are independent of the frequency. With this approximation, the distortions of
the waves due to the soil resistivity (for overhead sections) and the screen resistance
(for underground sections) cannot be described.
To account for such effects a behavioral approach is proposed in this section. The
response for a voltage step propagating along a given edge e can be obtained using
EMT simulation software, knowing the geometry of the transmission lines and the
characteristics of the conductors. In particular, the step response depends on the
length of the considered segment de and the value of the soil resistivity ρe, which
is considered as a known and constant characteristic of the considered line. The
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Figure 2.18.: Example of Bewley lattice diagram for a hybrid point-to-point link
when a fault occurs as qf located in an overhead portion of the line.

propagation delay is removed from the step responses as it is already accounted for
by the propagation constant delay (2.66).

Assume that a set of known step responses ud,ρ(k) for various edge lengths
{d1, d2, . . . dn} is available for a given conductor and line geometry, as presented
in Figure 2.19. The different step responses have smooth variations with respect
to the line length. Thus, to obtain a step response ud for any length d such that
di < d < di+1, i = 1, . . . , n−1 , we propose an interpolation using the step responses
at distances di and di+1

ud(k) = udi+1(k)− udi
(k)

(di+1 − di)
(d− di) + udi

(k). (2.70)

The step response of a given edge e is differentiated to obtain the impulse response
he

he(k) = ud,ρ(k + 1)− ud,ρ (k)
Ts

. (2.71)

If the step response for the soil resistivity ρe of the edge e is unknown, it can be
interpolated from step responses at known soil resistivities ρ1, . . . , ρm in a similar
fashion as (2.70).
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Figure 2.19.: Left: step response for overhead lines (top) and underground ca-
bles (bottom) of different lengths. Right: the evolution of the step responses at
different samples k with the fault distance is detailed.
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The evolution of a wave traveling through an edge e of length de is obtained as the
output of the finite impulse response filter excited by the output of the physical
model (2.68) of the edge e

vm
e (k, p) = he (k, de)⊗ v0

e (k, p) (2.72)

For a wave traveling through a path π ∈ P comprising several edges, the total
voltage evolution at node qs is obtained by cascading the impulse responses of the
different edges, see for example Figure 2.20

vm
π (k, p) =

⊗
e∈π

he (k, de)︸ ︷︷ ︸
=hπ(k,df)

⊗v0
π(k, p) (2.73)

Figure 2.20.: Example of cascaded behavioral model to take into account seg-
mented transmission lines

The total model of the voltage at the node of interest qs is then the sum of all
possible traveling waves between the faulty node qf and qs

vm
qs (p, k) =

∑
π∈Pqf�qs

vm
π (p, k) . (2.74)

When considering a finite observation window of duration τmax after the occurrence
of a fault, only a finite number of traveling waves may reach the node qs within this
time observation window. This reduces the set of paths to consider for simulation

Pqf�qs,τmax = {π ∈ Pqf�qs|τπ < τmax} . (2.75)

An alternative approach to limit the computational complexity is to simulate a
maximum numbernmax of TW and to consider as many paths.
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2.4.3. Illustration of the modeling approach for hybrid lines

The meshed HVDC grid presented in Figure 1.4 is modified to include two hybrid
lines, as presented in Figure 2.21. Two faults affecting line L14 are considered: fault
F1 affects the edge e5,6 (cable section) at a distance df = 15 km from node q5 with
an resistance Rf = 0.1 Ω and fault F2 occurs on the edge e6,7 (OHL section) at a
distance df = 180 km from station q1 with a resistance Rf = 30 Ω. The proposed
approach for the modeling of the TW that arrive at the station q1 is applied to the
two fault cases.

Figure 2.21.: HVDC grid comprising two hybrid lines.

The model output for the current and voltage and current transient evolution at
relay R14 are compared with EMT data in Figure 2.23 for fault F1 and in Figure 2.22
for fault F2. The proposed model fits relatively well the EMT data despite the
the numerous TW that must be accounted for during the considered 0.4 ms long
measurement window.

2.5. Conclusion

In this chapter, we proposed a combined approach to model the transient behavior
after a fault occurrence on a transmission line. The traveling wave theory and
modal analysis, see Section 2.1 provide adequate tools for the description of the fault
transientsNevertheless, the soil resistivity causes an important frequency dependent
behavior of the line parameters. Explicit expressions of the voltage and current
evolution can be obtained but they do not describe the distortion and attenuation
due to the soil resistivity. We propose to supplement the physical model obtained
from the traveling wave with a behavioral approach to represent such effects, see
2.2. Low pass filters are tuned so that the output of the combined model fits the
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Figure 2.22.: Comparison of the voltage (left) and current (right) transient models
with the output of an EMT simulation software; the simulated fault is located in
a cable section at 135 km from the station 1 and has a resistance Rf = 0.1 Ω.
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Figure 2.23.: Comparison of the voltage (left) and current (right) transient models
with the output of an EMT simulation software; the simulated fault is located in
an overhead section at 180 km from the station 1 and has a resistance of 30 Ω.
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2.5 Conclusion

TW observed with an EMT simulation software. A generic description of those
filters was also obtained for any fault distance. This allows the combined model to
depend explicitly on the fault parameters such as the fault resistance and distance.
The proposed approach has been extended to hybrid transmission lines comprising
portions of underground cables and overhead lines in Section 2.4. In this case, the
multiple junctions within the line create a large number of transmitted and reflected
waves. A more systematic description of the network as a graph allows to model
any wave traveling through the grid.
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3. Fault identification algorithm

In this chapter, the parametric model describing the transient evolution of the volt-
age and current after a fault developed in Chapter 2 is employed to identify the
faulty line. Assuming the protected line is faulty, an estimate in the maximum
likelihood sense of the unknown fault parameters is evaluated from the received
measurements, as detailed in Section 3.1. Based on the results of the parameter
estimation, a decision logic is used to confirm or deny that the line under protec-
tion is actually faulty. This faulty line identification step, described in Section 3.2,
can also be adapted to the case when the line is composed of different segments
such as hybrid lines comprising portions of overhead lines and underground cables.
Implementation aspects of the proposed algorithm is detailed in Section 3.3.

3.1. Estimation of the fault parameters

In this section, the estimation of the fault parameters is detailed. This step corre-
sponds to the parameter tuning block of Figure 1.9 introduced in Section 1.3 and
uses the parametric model described in 2.

3.1.1. Overview

Consider a fault occurring at some time instant tf on a given line e of length d
connecting the substations q and q′. The transmission line e is composed of nc
conductors. The distances between the fault and the stations q and q′ are df,q and
df,q′ = d − df,q. The fault is assumed to be characterized by its pole-to-ground or
pole-to-pole resistance Rf depending on the type of fault. A fault can hence be
described by the vector of the fault parameters p = (e, df,q, Rf, tf)T.

Each relay must first determine whether the grid behaves normally or not and
the suspected type of fault (pole-to-pole, pole-to-ground), using for instance tools
presented in [Azad et al., 2015, Torwelle et al., 2020]. An abnormal behavior is de-
tected when the rate of change of the voltage (ROCOV) goes above a predetermined
threshold. A fault is then suspected, and each relay must confirm or refute that a
fault occurred on their protected line. Thus, the line e in p is fixed during the fault
identification process. Furthermore df,q and tf are linked through the detection time
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of the first TW at the relay located at node q,

td,q = tf + df,q

cw
, (3.1)

which can be measured. In (3.1), cw is the propagation speed of the TW. Thus the
vector of the fault parameters can be reduced to p = (df,q, Rf)T.

Sensors

Model

Parameter tuning

Decision logic

-

+

Confidence indicator

vq,e(t), iq,e(t)

vm
q,e(t,p), imq,e(t,p)

p̂

Estimated parameters

Figure 3.1.: Components of the fault identification algorithm based on the esti-
mation of the fault parameters.

The principle of the fault identification algorithm based on the estimation of the
fault parameters is reminded in Figure 3.1. The relay at substation q monitoring
line e acquires voltage and current measurements (vq,e (t) , iq,e (t)) at a frequency
fs from the sensors located at the end of e, where the voltage and current vectors
vq,e =

(
v1

q,e, . . . , vnc
q,e

)T
and iq,e =

(
i1
q,e, . . . , inc

q,e

)T
gather the data for all the nc

conductors. The output at time t of the model for all the conductors is denoted

ym
q,e =

(
vm

q,e (t, p)T , im
q,e (t, p)T

)T
(3.2)

The output of the model and the measurements from the sensors are used to evaluate
an estimate p̂ of the vector of the fault parameters. The value of the estimated
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3.1 Estimation of the fault parameters

parameters as well as an approximation of the confidence region are employed in a
decision logic to confirm or refute that the fault occurred on line e. As the considered
line e and station q are fixed during the parameter estimation process, they are
omitted in the rest of the following sections to lighten the notations.

3.1.2. Maximum Likelihood estimation

This section briefly presents the main concepts associated to the maximum likelihood
estimation. Further details can be found in [Walter and Pronzato, 1997]. Consider
that an unusual behavior is detected at time td,q by a relay q monitoring a line e.
Assume that n voltage and current measurements y (t) =

(
v (t)T , i (t)T

)T
have been

obtained at time tk, k = 1, . . . , n, with t1 6 td,q < tn. Note that for n measurement
instants, the number of associated samples is actually 2× nc × n to account for the
voltage and current measurements on all conductors. In this chapter, the number
of observations n always refer to the number of time instants considered.

For a given value of p, one may evaluate the combined model outputs

ym (p, t) =
(
vm (p, t)T im (p, t)T

)T

and evaluate the output error for a value p of the vector of parameters

ey (tk, p) = y (tk)− ym (tk, p) , k = 1, . . . , n. (3.3)

Assume that, for the true value of the vector of fault parameters p∗, the observed
data satisfy

y (tk) = ym (tk, p∗) + ε(tk), k = 1, . . . , n (3.4)

where ε(tk) accounts for both the measurement and model noises. We assume
ε(tk) are a sequence of stationary random vectors that follow a zero-mean Gaussian
distribution with a priori unknown covariance matrix [Σ].

Each measurement y (tk) can thus be seen as a random variable with a normal
distribution whose likelihood L is a function of the observed data y, the parameter
vector p, and the covariance [Σ]

L (y (tk) , p, [Σ]) (3.5)

= 1√
(2π)2 det [Σ]

exp
(
−1

2 (y (tk)− ym (tk, p))T [Σ]−1 (y (tk)− ym (tk, p))
)

.

(3.6)
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As the noise ε(tk) are considered stationary and identically distributed, the likeli-
hood of n observations is

L (y (t1) , . . . , y (tn) , p, [Σ])

=
n∏

k=1

1√
(2π)2 det [Σ]

exp
(
−1

2 (y (tk)− ym (tk, p))T [Σ]−1 (y (tk)− ym (tk, p))
)

(3.7)

=
(
(2π)2 det [Σ]

)−n
2 exp

(
−1

2

n∑
k=1

(y (tk)− ym (tk, p))T [Σ]−1 (y (tk)− ym (tk, p))
)

(3.8)

Introducing the vector of the residuals for the n received measurements f (n) (p) ∈
R2×n×nc ,

f (n) (p) =
[
(y (t1)− ym (p, t1))T , . . . ,

(
y (tn)− ym (p, tn)T

)T
, (3.9)

the likelihood (3.8) can be rewritten as

L (y (t1) , . . . , y (tn) , p, [Σ]) =
(
(2π)2 det [Σ]

)−n
2 exp

(
−1

2f (n) (p)T
[
Σ(n)

]−1
f (n) (p)

)
,

(3.10)

where the covariance matrix
[
Σ(n)

]
is a block-diagonal matrix, each block being

equal to the covariance matrix [Σ].
The maximum likelihood estimate of p and [Σ] from n observations is(

p̂,
[
Σ̂
])

= arg max
p,[Σ]
L (y (t1) , . . . , y (tn) , p, [Σ]) . (3.11)

As the logarithm is a monotonically increasing function, The ML estimate also
maximizes the log-likelihood,(

p̂,
[
Σ̂
])

= arg max
p,[Σ]

logL (y (t1) , . . . , y (tn) , p) . (3.12)

here

logL (y (t1) , . . . , y (tn) , p, [Σ]) = −n

2 log
(
(2π)2 det [Σ]

)
−1

2f (n) (p)T
[
Σ(n)

]−1
f (n) (p) .

(3.13)

The minimization of (3.13) leads to [Walter and Pronzato, 1997]

p̂ = arg min
p

log det
n∑

k=1
(y (tk)− ym (p, tk)) (y (tk)− ym (p, tk))T (3.14)
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and [
Σ̂
]

= 1
n

n∑
k=1

(y (tk)− ym (p̂, tk)) (y (tk)− ym (p̂, tk))T . (3.15)

One can further assume that the measurement noise are independent random vari-
ables and that the model noise can be neglected. The covariance matrix [Σ] is then
diagonal. Its components may be obtained from the sensor characteristics. The ML
estimation (3.12) then aims at evaluating

p̂ = arg min
p

c(n)(p), (3.16)

where the cost function is

c(n)(p) = f (n)(p)T
[
W (n)

]
f (n) (p) . (3.17)

The evaluation of (3.16) corresponds to a weighted non-linear least squares problem
where the weight matrix is

[
W (n)

]
=
[
Σ(n)

]−1
=



λ1
v 0 0

0 . . .
λnc

v
λ1

i
. . . 0

0 0 λnc
i


(3.18)

and the weight coefficients corresponding to the voltage and current on conductor
` are λ`

v and λ`
i respectively.

The minimization of (3.14) may be performed using gradient descent as the sec-
ond order derivatives of the log det criterion are expensive to obtain. Instead, the
weighted least-squares problem (3.17) allows one to employ second-order methods
such as Gauss-Newton algorithm which generally offer faster convergence.
The difference between the log-det and least-squares criteria is observed on the
level curves of the two cost functions on a particular example in Figure 3.2. The
vector of the true fault parameters d∗f = 90 km, R∗f = 80 Ω is indicated. The cost
functions are computed in the bipolar case on 107 samples and have been normalized
so that the minimum of the cost is, in absolute value, 1. The minimization of the
least-squares criterion may induce a higher bias in the estimated distance than the
log-det criterion, though the minimum of the two cost functions does not correspond
to the true fault parameters. We propose to employ the least-squares criterion as
its minimization allows to employ more efficient optimization techniques and the
additional bias seems moderate. Under the assumptions that for the true value of
the fault parameters p∗, the measurement noise (3.4) is an i.i.d. random variable, as
well as more technical conditions, see [Walter, 2014], the ML estimate is consistent,
i.e., it converges in probability to the true value of the parameter p∗

∀δ > 0, P (‖p∗ − p̂‖ ≥ δ) −→
n→∞

0. (3.19)
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Figure 3.2.: Contour plot of the log-det (3.14) (left) and least squares (3.17) (right)
criteria on a particular example.

The ML estimate is also asymptotically Gaussian and unbiased, as it converges in
distribution (d) to a normally distributed random variable,

p̂ d−→
n→∞

N (p∗, [ΣML]) (3.20)

where the covariance matrix [ΣML] corresponds to the inverse of Fisher information,
which is exploited in Section 3.2 for the identification of the faulty line.
In order to solve the minimization problem (3.17) the Levenberg-Marquardt algo-
rithm is employed, see Section 3.1.3. The inherent issues of solving a non-linear
problem with a local optimization algorithm such as local minima and initial point
choice are discussed in Section 3.3 as well as in the simulations presented in Chap-
ter 4.

3.1.3. Levenberg-Marquardt algorithm

This section reminds the principle of the Levenberg-Marquardt algorithm
[Levenberg, 1944, Marquardt, 1963], used for the minimization of the cost function
(3.17). More details about optimization tools can be found in [Walter, 2014].
Consider a given number of observations n and an initialization value for the vector
of the fault parameters p(n)

0 . The ML estimate (3.17) can be computed iteratively

p(n)
k+1 = p(n)

k + δ
(n)
k , (3.21)

where δ
(n)
k is a correction term such that the cost function is ensured to decrease,

c(n)(p(n)
k+1) < c(n)(p(n)

k ). In the Levenberg-Marquardt algorithm, the correction term
is

δ
(n)
k = −

([
J

(n)
f

]T [
W (n)

] [
J

(n)
f

]
+ µ

(n)
k [D]

)−1 [
J

(n)
f

]T [
W (n)

]
f (n), (3.22)
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where
[
J

(n)
f

]
= ∂f (n)(p)

∂pT

∣∣∣
p=p(n)

k

is the Jacobian matrix of f (n) with respect to p evalu-

ated at p(n)
k . A damping term µ

(n)
k [D] is added so that

• When µk is large the algorithm behaves as a gradient descent with small step,
• When µk is small the algorithm behaves as a Gauss-Newton and progresses

fast.
The damping matrix [D] can be chosen as the diagonal elements of

[
J

(n)
f

]T [
W (n)

] [
J

(n)
f

]
to compensate for the different scales of the parameters. The damping matrix can
also be adapted at each step, as suggested in [Transtrum and Sethna, 2012], so that
the ith diagonal element is

[D]i,i ← max
(

[D]i,i ;
([

J
(n)
f

]T [
W (n)

] [
J

(n)
f

])
i,i

)
.

A simpler yet effective choice is the identity matrix, [D] = [I2nc×n].
The damping parameter µk should then be decreased as the estimate gets closer to
the vector of the true fault parameters. The usual tuning strategy is chosen,

1. Compute p(n)
k+1 and the associated cost c(n)(p(n)

k+1).

2. If c(n)(p(n)
k+1) < c(n)(p(n)

k ), accept the iteration k + 1 and decrease the damping
parameter by some coefficient µ↓.

3. If c(n)(p(n)
k+1) ≥ c(n)(p(n)

k ), reject the iteration k + 1 and increase the damping
parameter by some coefficient µ↑. Go back to step 1 with the updated value
of µk.

Step 3 can be repeated a maximum number of times, after what the iteration k + 1
is accepted whatever the cost evolution. The tuning of the initial damping values
µ0 as well as the coefficients µdown and µup are indicated in Section 3.3.
The computation of the Jacobian matrix requires the evaluation of the gradient
of the voltage and current model output with respect to the fault distance and
resistance. In most cases, the structure of the models developed in Chapter 2 allows
an explicit computation of the derivatives, which is addressed in the Appendix C.
In the remaining cases, a finite difference approximation may be used.
As indicated in Section 1.3 new data can be added to the cost function (3.17) so as
to improve the estimate. Consider that ∆n new samples are added after κ iterations
of the LM algorithm. The estimation of the fault parameters proceeds with the new
data set starting from the previously obtained estimate. Formally

p(n+∆n)
0 = p(n)

κ .

In practice, the number of iterations per data set κ and the number of additional
measurements ∆n required to update the cost function may be tuned to reach a
compromise between the speed and accuracy of the estimation process. For each
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obtained estimate p(n)
k , the algorithm can test the stopping conditions that eval-

uate whether the fault is confirmed to be on the protected line or not,as detailed
in Section 3.2. The maximum duration of the measurement window that can be
used by the optimization algorithm is fixed to τmax. The maximum number of it-
erations performed by the optimization algorithm in case the maximum number of
measurement points are used is

fs
τmax

∆n
κ (3.23)

depends on the sampling frequency fs as well as τmax, κ, and ∆n whose settings are
discussed in Section 3.3.

3.2. Faulty line identification

This section presents the decision logic that allows the algorithm to conclude whether
a fault actually occurred on the protected line or not. This step corresponds to the
decision logic block of Figure 1.9 introduced in Section 1.3.
After each iteration of the estimation, the algorithm determines whether it has ob-
tained a satisfying estimate of the fault parameters with a good level of confidence,
indicating that the monitored line is faulty. The algorithm may also stop once it has
performed a maximum number of iterations, corresponding to a maximum measure-
ment window. In the latter case, the fault is considered to be outside the protected
line, or to be non-existent.
To determine whether the estimate is consistent with the hypothesis that the moni-
tored line is faulty, two tests are considered. First, a validity test determines whether
or not the value of the estimated parameter vector is included in some domain of
interest. Second, an accuracy test determines if the confidence region associated
to the estimate is small enough. In this section the number n of observed data is
omitted to lighten the notations.
First, the estimated parameters must belong to a certain protection zone Dp which
represents plausible values for the fault parameters. Dp may be defined as

Dp = {(df , Rf)|df,min ≤ df ≤ df,max, Rf,min ≤ Rf < Rf,max} (3.24)

where (dmin, dmax) defines the portion of the line actually monitored by the relay
and (Rf,min, Rf,max ) the range of fault resistance that requires fast decision, since a
high value of Rf corresponds to a non-critical fault for which more time is available
to take action, as investigated in [Auran et al., 2017]. The characteristics of the
validity domain Dp are detailed in Section 3.3.3.
Second, in the accuracy test, for each estimate pk of p∗ belonging to Dp, an as-
sociated confidence region is evaluated. Various approaches for this evaluation are
available, see, e.g., [Kay, 1993, Walter and Pronzato, 1997].
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3.2 Faulty line identification

As mentioned in (3.20), under some assumptions [Walter and Pronzato, 1997], the
ML estimate p converges in distribution to a normal distribution such that

(p− p∗) d−→ N (0, [ΣML])

Where the covariance matrix

[ΣML] = Ey|p∗
{
(pk − p∗) (pk − p∗)T

}
(3.25)

is the inverse of the Fisher information matrix

[ΣML] = [FI ]−1 (3.26)

defined as

[FI , ] = −Ey|p∗

{
∂2 lnL (y (t1) , . . . , y (tn) , p)

∂p∂pT

}
(3.27)

= Ey|p∗

{
∂ lnL (y (t1) , . . . , y (tn) , p)

∂p
∂ lnL (y (t1) , . . . , y (tn) , p)

∂pT

}
(3.28)

The proposed evaluation of the Fisher information matrix relies on assumptions that
are in general not satisfied in practice. In particular, it is assumed the model (or
characterization) error is zero (or at least be small compared to the measurement
noise). Moreover, the measurement noise due to the sensors may not be independent
and identically distributed with zero-mean as bias related to long-term dynamic such
the temperature can affect the sensors, as detailed in Section 5.4. Nevertheless,
the Fisher information gives a reasonable and fast evaluation of the estimation
uncertainty.
The log likelihood of n observations is

logL (y (t1) , . . . , y (tn) , p) = −n

2 ln
(
(2π)2 det

[
Σ(n)

])
− 1

2f (n) (p)T
[
Σ(n)

]−1
f (n) (p)

(3.29)

Assuming the covariance matrix does not depend on p, one has

[FI ] =
[
J (n) (p∗)

]T [
Σ(n)

]−1 [
J (n) (p∗)

]
. (3.30)

As the true vector of the fault parameters is not available, p∗ is replaced by the
estimate p(n)

k in (3.30),

When
[
Σ(n)

]
is not known, it can be replaced using an estimate of the covariance

matrix [Σ] as in (3.15)
[
Σ̂
]

= 1
n

n∑
k=1

(y (tk)− ym (p, tk)) (y (tk)− ym (p, tk))T (3.31)
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As the error has been assumed stationary, an estimate of the total covariance matrix
is

[
Σ̂(n)

]
=



[
Σ̂
]

0 . . . 0
0

[
Σ̂
]

... . . . ...
0 . . .

[
Σ̂
]

 (3.32)

The covariance matrix
[
Σ̂
]

can be considered diagonal if the measurement errors of
the different voltage and current sensors at time tk are independent of each other.
In that case one has

[
Σ̂
]

=



σ̂2
v,1 0 0
0 . . .

σ̂2
v,nc

σ̂2
i,1

. . . 0
0 0 σ̂2

i,nc


(3.33)

where the variances are estimated for each conductor ` = 1, . . . , nc by
[Walter and Pronzato, 1997]

σ̂2
v,` = 1

n− np

n∑
k=1

(
v` (tk)− v`,m (tk, pk)

)2

σ̂2
i,` = 1

n− np

n∑
k=1

(
i` (tk)− i`,m (tk, pk)

)2
. (3.34)

For the example depicted in Figure 3.2, the estimate of the covariance matrix at
the minimum of the cost function (3.31) is

[
Σ̂
]

= 1
n

n∑
k=1

(y (tk)− ym (p̂, tk)) (y (tk)− ym (p̂, tk))T

=


0.28 −0.0038 −0.15 0.022
−0.0038 0.067 −0.0005 −0.038
−0.15 −0.0005 0.088 −0.011
0.022 −0.038 −0.011 0.023

× 10−3. (3.35)

The residuals are arranged such that

(y (tk)− ym (p, tk)) =


vg (tk)− vm,g (p, tk)
va (tk)− vm,a (p, tk)
ig (tk)− im,g (p, tk)
ia (tk)− im,a (p, tk)
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where upper-scripts g and a stand for the ground and aerial modes, respectively.
The estimate of the covariance matrix (3.35) suggests that the residuals of the
voltage and current of different modes are relatively uncorrelated, as the entries[
Σ̂
]

2,1
and

[
Σ̂
]

4,3
are relatively small compared to the diagonal elements. Similarly,

the cross-correlation of the residuals between the voltage and current of different
modes, given by

[
Σ̂
]

4,1
and

[
Σ̂
]

3,2
is small compared to the diagonal elements. On

the opposite, a significant correlation appears between the residuals of the ground
modes of the current and voltage as well as between the aerial modes of the current
and voltage, as shown by the entries

[
Σ̂
]

3,1
and

[
Σ̂
]

4,2
. With the analysis of (3.35),

the hypothesis that the residuals, and thus the noises, are uncorrelated may not be
justified for all the considered quantities. A diagonal estimate such as (3.33) of the
covariance matrix was nevertheless used as it renders the computation of the Fisher
information matrix easier.
Specific confidence regions can be computed using the fact that 1

np
(p−p(n)

k )T [FI ] (p−
p(n)

k ) follows approximately a Fisher-Snedecor distribution F (np, 2n− np),
[Walter and Pronzato, 1997]. Assuming that the number of observations n is large
compared to the number of estimated parameters np, the (1−α)% confidence region
can be approximated by the ellipsoid

Rα(p) =
{
p ∈ Rnp | (p− p(n)

k )T [FI , ]−1
(
p(n)

k

)
(p− pk) ≤ χ2

np(1− α)
}

,

(3.36)

where χ2
np(1 − α) is the value that a random variable distributed according to a

chi-square distribution with np degrees of freedom has a probability 1 − α to be
larger than.
The volume of the (1 − α)% confidence ellipsoids Rα(p) can then be used to de-
termine the accuracy of the current estimate pk of p∗. The estimation algorithm is
deemed to have obtained an accurate estimate of the fault parameters if the volume
of Rα(p) is below a certain threshold c1−α

vol (Rα(p)) 6 c1−α (3.37)

The threshold c1−α has to be tuned so as to ensure both . The estimation algorithm
has to correctly identify all faults occurring on the protected line while rejecting
faults occurring elsewhere. Tuning is done heuristically considering a large number
of simulated fault cases, especially limit cases where faults occur on an adjacent line,
since they are harder to distinguish from faults occurring at the remote end of the
protected line.
When both validity and accuracy tests are satisfied, the estimation algorithm stops
and the fault is considered to be in the protected zone. If one of the conditions is
not met, ∆n new measurement points are added when available and the estimation
process resumes from the last parameter estimate. If the maximum length of the
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measurement window τmax has been reached and the stopping condition has not
been satisfied, the protected line is considered healthy.
It may happen that several fault identification algorithms are launched in parallel
at the same relay. Consider for instance the case of an hybrid line L comprising
segments of overhead lines and underground cables, as presented in Section 2.4.
To simplify the notations, we write e1, . . . , em the different edges of the line and
ef ∈ e1, . . . , em the faulty edge. In this case the vector of the fault parameters
to estimate also includes the faulty edge ef. Thus, m fault parameter estimation
algorithms are launched in parallel, each one corresponding to an hypothesis on the
faulty segment ef. The hypothesis Hk corresponds to a fault located in the edge
ek ∈ L. This allows to further reduce the unknown parameter to p = (df, Rf),
as in the case of non hybrid-lines. For each hypothesis, an estimate of the fault
parameters can thus be evaluated as presented in Section 3.1.3.
For each hypothesis Hk, the algorithm can confirm or deny that the fault is located
on the segment ek using the validity (3.24) and accuracy tests (3.37).
It may happen that, after considering n measurements, more than one hypothesis
Hk that segment ek is faulty are deemed valid. Assuming there is a single fault, the
algorithm must decide which segment is actually faulty among those which satisfied
the decision logic. The hypothesis with the smallest cost (3.17) is chosen, i.e., the
estimated faulty line is

êf = min
ek
{c(n)(p, ek)|fault is identified on ek} (3.38)

If the fault is never identified on any of the segments (e1, . . . , em) after reaching the
maximum length of the measurement window, the algorithm concludes the line L is
healthy. The fault may either be located elsewhere in the grid or be non existent.

3.3. Implementation and tuning considerations

This section presents further details on the implementation and tuning of the fault
identification algorithm for which a pseudo-code is provided in Table 3.1. The fault
identification algorithm uses an increasing amount of measurements as they arrive
at the relay.

3.3.1. Adjustment of the detection time

The detection time at sub-station q, td,q is the arrival time of the first traveling wave
from the fault. As seen in (3.1), it is related to the fault instant tf by

td,q = tf + df,q

cw
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Algorithm 3.1 Pseudo-code of the fault identification algorithm
1: Input: n0, p0, nmax, κ
2: Output: fault in protected zone, fault parameters
3: if Unusual behavior detected then
4: Collect n = n0 current and voltage measurements y (t1) , . . . , y (tn)
5: Initialize p(n)

0 = p0
6: while τ < τmax do
7: for k = 1 : κ do
8: Compute cost c(n)(p(n)

k ) and Jacobian
[
J

(n)
f (p(n)

k )
]

using (3.17)
9: Compute δ

(n)
k using (3.22)

10: Update p(n)
k+1 = p(n)

k + δ
(n)
k

11: Compute cost c(n)(p(n)
k+1)

12: if c(n)(p(n)
k+1) < c(n)(p(n)

k ) then
13: Accept p(n)

k+1 and decrease µ
14: else
15: Reject p(n)

k+1, increase µ and go back to line 9
16: end if
17: Compute Jacobian

[
J

(n)
f (p(n)

k+1)
]

and confidence region R(α)(p(n)
k+1)

18: if stop_cond(p(n)
k+1,R(α)(p(n)

k+1)) =true then
19: Fault is internal return (true, p(n)

k+1)
20: end if
21: end for
22: Collect ∆n new measurements y (tn+1) , . . . , y (tn+∆n)
23: Set new initial point p(n+∆n)

0 = p(n)
κ

24: n← n + ∆n
25: end while
26: Fault is external return (false, ∅)
27: end if

where cw is the wave speed. Considering that td,q can be accurately measured, the
time instant can be deduced from the fault distance and thus is not a free unknown
parameter. This allows to reduce the vector of the fault parameters to p = (Rf, df)
in Section 3.1.1. In practice, a first estimate of the detection time is obtained as the
first instant for which the voltage derivative goes above a threshold, i.e.,

td,0 = min
tj

{
tj :

∣∣∣∣∣∆v (tj)
∆t

∣∣∣∣∣ > ∆vth

}
. (3.39)

A Savitzky-Golay filter [Savitzky and Golay, 1964] may be used to compute a nu-
merical derivative of the voltage that is less sensitive to noise. Nevertheless, depend-
ing on the initial slope of the wave and the tuning of the threshold, the detection
time may be slightly erroneous. Even though the difference is only of a few time
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steps, it may induce an important error in the cost function (3.17) and may degrade
the estimation of the remaining parameters. In order to fine tune the detection time,
a separated least squares approach is adopted. Consider a quadratic cost that rep-
resents the mismatch between the modeled voltage and the received measurements,

cd (t, td) = 1
2 (vm (t, td)− v(t))2

The detection time is estimated using a gradient descent algorithm, i.e.,

td,k+1 = td,k − λk
∂cd
∂td

∣∣∣
td,k

.

The line search term λk can be adjusted using the steepest descend method. An
alternative approach can be to force the fault detection instant to be shifted forward
or backward by only one time step per iteration. This prevents the detection time
to oscillate around its true value, at the expense of a slower convergence of the
detection time. This is acceptable because the first estimate of the detection time
(3.39) is usually only a few time steps away from its true value. Illustrations of the
estimation of the detection time are provided in Chapter 4.

3.3.2. Implementation details

The model employed in Sections 3.1 and 3.2 is the parametric model (vm (t, p) , im (t, p))
developed in Chapter 2. For the purpose of parameter estimation, per unit (p.u.)
values are used for the voltage and current quantities. This allows the voltage and
current to have variations of the same order of magnitude. In the case of a multi-
conductor transmission line, one can employ either the modal or phase quantities.
The former are preferred as modal quantities present variations of similar ampli-
tudes whereas for phase quantities the faulty pole experiences larger variations than
the healthy pole.

The fault identification algorithm, as presented in 3.1, requires for a given number of
measurements (n) the evaluation of 2κ cost functions and Jacobian matrices (with
the exception of the loop for the tuning of the damping parameter µ). However,
this can be reduced as the cost c(n)

(
p(n)

k+1

)
evaluated in line 11 can be employed

to evaluate the cost at the next iteration c(n)
(
p(n)

k+1

)
, at line 8. The same applies

to the computations of the Jacobian matrices at lines 17 and 8. This reduces the
number of evaluations of c(n) and

[
J

(n)
f

]
that must be performed for n measurements

to κ + 1.

Consider now the arrival of ∆n new measurements. The cost c(n+∆n)
(
p(n+∆n)

0

)
and

Jacobian
[
J

(n+∆n)
f

(
p(n+∆n)

0

)]
should be evaluated on the total measurement set

(line 8). However, those quantities are already known for the n previously available
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measurements, i.e.,

c(n)
(
p(n+∆n)

0

)
= c(n)

(
p(n)

κ

)
and [

J
(n)
f

(
p(n+∆n)

0

)]
= J

(n)
f

(
p(n)

κ

)
.

This is possible as the initial vector for the updated data set p(n+∆n)
0 is the last

obtained estimate from the previous data set p(n)
κ . Thus, the cost and Jacobian need

only to be evaluated on the ∆n new measurements (line 8). An implementation that
takes advantage of this feature allows to reduce the complexity when considering a
large amount of data as some of the computations need only to be performed on the
last ∆n points.

3.3.3. Tuning of the parameters of the algorithm

The estimation algorithm as well as the identification tests require the tuning of
multiple parameters introduced in Sections 3.1 and 3.2 and recalled in the Algo-
rithm 3.1. Those parameters are gathered in the Table 3.1 with their typical value.
The different settings are further discussed in this section.

Parameter Meaning Chosen value

τmax
Maximum duration of the measurement
window 1 ms

∆n Size of the batch of additional samples 10

κ
Number of iterations before processing of an
additional batch of ∆n samples. 1

fs Sampling frequency of the measurements 1 MHz
p0 Initial value of the fault parameter vector. (5 Ω, 5 km)

λ1
v, λ2

v, λ1
i , λ2

i
Relative weights used in the cost function
(3.17) (0.2, 0.8, 0.2, 0.8)

µ0, µ↑, µ↓
Initial value, increasing and decreasing
factors for the damping parameter µ

(101, 2, 5)

c95 Threshold for the 95% confidence region 10

df,min, df,max
Minimum and maximum plausible values
for df

(0, 0.9d)

Rf,min, Rf,max
Minimum and maximum plausible values
for Rf

(0, 200 Ω)

Table 3.1.: Parameters of the fault identification algorithm and their typical value.
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3.3.3.1. Iterations / added samples trade off

The maximum number of iterations (3.23) that can be performed by the algorithm
depends on τmax, ∆n, κ and of the sampling frequency fs. The latter is considered as
a fixed parameter fs = 1 MHz depending on the sensor characteristics. The influence
of fs is studied along with the sensor characteristics in Section 5.4.2.
The maximum duration of the measurement window τmax can be considered as an
external requirement on the maximum time available to identify the faults. Another
approach is to consider whether enough information is contained in a time window
τmax to allow the algorithm to conclude. The arrival time difference between different
waves contains decisive information on the fault distance. Thus a possible indicator
for the window length to consider is the arrival time of the second TW, either due
to a reflection at the fault location or at the remote station. Its arrival delay (with
respect to the arrival of the first wave) is, depending on its the fault distance df,

min
(

2df

cw
,
2(d− df)

cw

)
≤ d

cw

Thus, a measurement window of length

τmax = d

cw
(3.40)

allows to always take into account the second TW. For a line 300 km long, the max-
imum observation window is thus of 1 ms which is compatible with the requirements
on the fault identification speed. In practice, it is observed the fault identification
algorithm generally requires much less data to identify internal faults.
The tuning of the number of added samples ∆n and the number κ of iterations until
a new batch of samples is taken into account results in a trade-off between the speed
and the accuracy of the algorithm. In the perspective of a real-time implementation,
the algorithm should be able to perform κ iterations in ∆n

fs
. Thus a large κ or small

∆n would slow down the algorithm. On the other hand, a small κ prevents the
optimization algorithm to reach the minimum of the cost function. The selected
compromise is ∆n = 10 and κ = 1.

3.3.3.2. Levenberg-Marquardt tuning

The Levenberg-Marquardt presented in Section 3.1.3 requires to specify several pa-
rameters such as
• the initial point p0,
• the cost function weights λv, λi,
• the damping parameters µ0 and their multiplying factors µ↑, µ↓.
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The setting of the initial point p0 = (Rf,0, df,0) should allow the algorithm to con-
verge to the true value of fault parameter vector as fast as possible, for any possible
fault cases. The faults that should be identified the fastest (leading to the fastest
current rise at the station) are the closest ones with a low impedance. Initializing
the algorithm in this area speeds up the convergence for these severe faults.
In addition, the initial distance and number of points should not lead to the compu-
tation of a second wave due to the reflection at the fault location. This is preferable
as such reflected waves increase the computational complexity of the model so that
their evaluation should be avoided when possible. Thus it should hold

n0

fs︸︷︷︸
Initial window length

<
2df,0

cw
.︸ ︷︷ ︸

Delay of the modeled second wave

The initial number of points n0 is typically set to ∆n. We selected a close distance
low impedance initial point such as (Rf,0, df,0) = (5 Ω, 5 km). However, it has been
observed that the choice of the initial point only has a small impact on the conver-
gence of the estimation algorithm. A more detailed analysis of the impact of the
initial point on the performances of the algorithm is provided in Appendix D.

The parameters λ1
v, . . . , λnc

v , λ1
i , . . . , λnc

i of the weight matrix (3.18) define the relative
importance of the voltage and current in the minimization of the cost function (3.17).
In the case of a multi-conductor, different weights can also be applied to the different
modes. The settings of the weights can be guided by the estimate of the covariance
matrix (3.15). Considering the numerical example (3.35) the ratios between the
diagonal entries are

[
Σ̂
]

3,3[
Σ̂
]

4,4

' 3.8

[
Σ̂
]

1,1[
Σ̂
]

2,2

' 4.1

[
Σ̂
]

3,3[
Σ̂
]

1,1

' 3.1

[
Σ̂
]

2,2[
Σ̂
]

4,4

' 2.9 (3.41)

which suggests to employ a ratio of 4 between the ground and aerial weights and a
ratio of 3 between the current and voltage weights, i.e.,

λ2
i

λ1
i
' 3.8 λ2

v
λ1

v
' 4.1

λ1
i

λ1
v
' 3.1 λ2

i
λ2

v
' 2.9 (3.42)

In practice, the same weights were applied to the current and voltage quantities,
only using different weights for the different modes. The weight matrix employed
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in the bipolar case is thus

[W ] =


0.2 0 0 0
0 0.8 0 0
0 0 0.2 0
0 0 0 0.8

 .

The larger weights on the aerial modes may be explained as this part is modeled
using only the physical approach whereas the ground modes employ a behavioral
part more prone to model errors.
In the mono-conductor case the differences between the ground and aerial modes no
longer apply. A ratio close to the one suggested in (3.42) showed to be appropriate,
leading to λv = 0.2, λi = 0.8.
The tuning of the damping parameter µ follows the guidelines for the direct method
such as presented in [Transtrum and Sethna, 2012]. In particular, the increasing
factor µ↑ is set to be less than the decreasing factor µ↓, e.g., µ↑ = 2, µ↓ = 5. The
initial value µ0 should prevent that large steps are performed with few available
data, we selected µ0 = 101.

3.3.3.3. Identification tests tuning

The two tests of the decision logic of Section 3.2, namely the validation and accuracy
tests, must be tuned adequately to ensure the correct distinction between internal
faults and external faults. The validity domain (3.24)

Dp = {(df , Rf)|df,min ≤ df ≤ df,max, Rf,min ≤ Rf < Rf,max} (3.43)

defines the faults that should actually be identified by the algorithm. The minimum
values df,min = 0 and Rf,min = 0 simply reflect that the fault distance and resistance
should be positive.
The maximum fault resistance Rf,max defines the highest expected fault impedance
that should be considered. While high fault impedance may occur, they do not lead
to an important fault current and thus do not require fast action. On the other
hand, setting a maximum value allows to identify as external many faults occurring
elsewhere in the grid. A value Rf,max = 200 Ω is typically used for overhead lines
whereas Rf,max = 10 Ω is preferred for underground cables where fault resistances
are generally very low.
The maximum fault distance df,max is set as a proportion of the protected line length
d. Idealy df,max = d which means 100 % of the line is within the protection zone of the
relay. In practice, df,max = 0.8d or df,max = 0.9d is beneficial as many external faults
can be interpreted as internal faults occurring at the remote end of the protected
line. Hence, to renounce to protect the remote 10 % or 20 % of the line allows
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one to considerably improve the security against external faults of the algorithm.
Those remote faults would however be detected by the opposite relay protecting the
same line. This other relay can control the inter-tripping of the first relay. As the
current rise is not that important for remote faults, the recourse to communication is
acceptable in such cases. The system integration of the fault identification algorithm
is more extensively investigated in Chapter 5.
The accuracy test requires the setting of the value α for which the confidence region
is evaluated and the threshold c1−α on the confidence region size (3.37). The setting
of the two values are related, we first fixed α = 0.05, which leads to 95% confidence
regions. The tuning of the threshold can be done heuristically considering a large
amount of faults. Alternatively, one can focus on the critical cases that are the
remote internal faults of high impedance and the external faults of low impedance
occurring close the extremity of a line. Simulation results presented in Chapter 4
show however that the algorithm is quite robust to the chosen value of the threshold.
This is also confirmed by the fact that the same threshold can be applied to relays
protecting different lines in the network.

3.4. Conclusion

In this chapter, the fault identification algorithm based on the estimation of the fault
parameters is presented. The use of one of the parametric models from Chapter 2 is
crucial as it allows to simulate easily the voltage and current evolution for different
fault characteristics. Assuming the line it protects is faulty, each relay estimates the
fault parameters using the measurements that arrive successively from the sensors.
The algorithm can thus be started as soon as the first data are available, and more
and more measurements are taken into account when available in order to improve
the estimate of the fault parameters.
The maximum likelihood estimate is computed using a Levenber-Marquardt opti-
mization algorithm. The results of the parameter estimation allow the algorithm to
confirm or deny that the protected line is faulty. In particular, an approximation of
the 95% confidence region of the estimated fault parameters is employed to assess
the estimation accuracy. The behavior of the estimation algorithm is illustrated in
Chapter 4 on particular examples and the proposed fault identification is evaluated
on extensive simulations.

89





4. Simulation results

The simulation results of the fault identification algorithm detailed in Chapter 3 are
presented in this chapter. The methodology adopted for the simulations is detailed
in Section 4.1. The three main application cases of the proposed approach are
treated successively, the rigid bipole in Section 4.2, the monopole in Section 4.3 and
the hybrid lines in Section 4.4.

4.1. Simulation methodology

In order to test the fault identification algorithm presented in Chapter 3 a Matlab
implementation has been performed.. The transient behavior of the grid in case of a
fault is reproduced using the EMT simulation software [Mahseredjian et al., 1993]
EMTP-RV. The EMT simulations are always performed with a time step of 1 µs.
The tests are performed open loop: the grid is first entirely simulated in EMT
software, and the obtained data are then given to the fault identification algorithm
in Matlab. The self-protection of the MMC stations is however included in the EMT
models [Auran, 2017]. The outcome of the identification hence does not impact the
behavior of the grid. In particular, the possible tripping of the circuit breakers is
not simulated. This is not damageable since the fault identification algorithm only
uses transient data obtained in two milliseconds after the fault occurrence.
The proposed grid for the simulation is a four station meshed grid adapted from the
PROMOTIoN project, see [PROMOTIoN WP4, 2018]. A general representation of
the grid is depicted in Figure 4.1. Each of the four transmission lines is protected
by two relays located at the extremity of each line. Each relay controls the opening
of the DC line breakers located at the end of each line, which are not represented
in Figure 4.1 for readability. While DC reactors are generally considered as part of
the breakers, they are omitted in the implemented test grid as they are not required
by the fault identification algorithm. The compliance of this hypothesis with a
full-selective fault clearing strategy is addressed in Chapter 5. The transmission
lines can be monoconductor or multiconductor overhead lines as well as hybrid
lines comprising also portions of underground cables, depending on the considered
application case. The characteristics of the three different considered type of lines:
OHL mono-conductor, OHL bipolar and hybrid lines, are detailed in Appendix A.
The transmission lines are simulated using the wideband model and The MMC sub-
stations are simulated with the model: MMC arm equivalent switching function
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Figure 4.1.: General scheme of the 4 station meshed grid simulated in EMT
software to test the proposed fault identification algorithm. .

[Saad et al., 2014] (also known as model 3) whose parameters are also provided in
given in Appendix A. In the bipolar scheme, each converter station is composed of
two identical MMC grounded by a small resistor (0.5 Ω).
In this chapter, we assume ideal measurements are available for the current and
voltage at each extremity of the lines. The sampling frequency of the measurements
f0 = 1 MHz is identical to the simulation step used for the EMT simulations. In
Section 5.4, a detailed sensor model is introduced and the impact of more realistic
measurement errors on the identification algorithm is investigated.

Various indicators are employed to evaluate the performances of the fault identifi-
cation algorithm. We evaluate at a given relay,

• the dependability, i.e., the ability of the algorithm to identify all the faults
occurring on the protected line

• the security, i.e., the ability to not to identify faults when the protected line
is healthy [Van Hertem et al., 2016].

Reliability refers to the addition of both properties. Assuming the computing can be
performed in real time, the protection speed reduces to the length of the measure-
ment window required for the fault identification.The validity of this assumption is
questioned in Section 4.2.2.3 where the computing times are discussed.

Though the main purpose of the algorithm is the reliable identification of faults,
the accuracy of the estimated fault parameters is also analyzed using relative errors.
The relative error of the fault distance with respect to the protected line length de

is employed, i..e,

εd =
(
d̂f − d∗f

)
/de. (4.1)
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The relative error for the fault resistance is given with respect to the base DC
impedance (Zbase = 102 Ω),

εR =
(
R̂f −R∗f

)
/Zbase. (4.2)

4.2. Bipolar configuration

This section presents the results of the proposed fault identification algorithm in
the case of a rigid bipole configuration. The behavior of the fault identification
algorithm is first illustrated on particular examples in Section 4.2.1, where internal
and external fault cases are both detailed. More extensive simulations are presented
in Section 4.2.2 as well as a comparison with a state of the art method. A sensitivity
analysis is then conducted in Section 4.2.3, where the impact of a mismatch in the
soil resistivity is evaluated.

4.2.1. Illustrative examples

Two particular examples are detailed in this section. The fault identification of
internal faults is first detailed in Section 4.2.1.1. The behavior of the algorithm
when the network is affected by disturbances not causing a fault is addressed in
Section 4.2.1.2 considering the tripping of a line in the network. A transmission line
composed of two portions of significantly different soil resistivities is considered in
Section 4.2.1.3 and the adaptive ground filter proposed in Section 2.2.2.2 is applied.

4.2.1.1. Selective fault identification

Consider a pole-to-ground fault occurring on the line L12 within the 4-station grid of
Figure 4.1. The fault is located at d∗f = 140 km from station 2 and has an impedance
of R∗f = 80 Ω. The ability of the algorithm to identify the fault at the relay R21
is studied, though the fault identification algorithm is triggered at all relays of the
grid using a ROCOV criterion.
After the fault is suspected at the relay R21 the fault parameters are estimated
using the first available measurements from the voltage and current sensors. The
estimation algorithm stops and identifies the fault as internal after having performed
8 iterations, corresponding to an observation window of 0.87 µs. The evolution of
the estimated parameters as well as the contour of the cost function are displayed in
Figure 4.2 at iterations 2, 4, 6, and 8. The estimated fault parameters after the 8th

iteration are R̂f = 89 Ω and d̂f = 126 km, which represents a relative error of εR = 9%
for the fault resistance and εd = 4% for the fault distance, see (4.1), (4.2). While the
estimated parameters get closer to the minimum of the cost function, the confidence
ellipse becomes smaller. The area of the confidence region eventually goes below
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the predetermined threshold after the 8th iteration, see Figure 4.4. As the estimated
fault parameters also satisfy the validity test (0 ≤ d̂f ≤ dmax = 0.9d12 = 315 km and
0 ≤ R̂f ≤ Rmax = 250 Ω), see (3.24), the fault is identified on the line L12 by the
relay R21.
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Figure 4.2.: Evolution of the estimate of the fault parameters and contour plots of
the cost function at iterations 2, 4, 6, and 18. The pole-to-ground fault is located
at d∗f = 140 km from the station with an impedance of R∗f = 80 Ω. The estimated
fault parameters after 8 iterations are d̂f = 126 km and R̂f = 89 Ω.

The evolution of the estimate of the fault parameters at each step is plotted in
Figure 4.3. The estimate of the resistance converges slightly earlier then that of
the distance. This may be due to the absence of information on the fault distance
contained in the aerial mode, which arrives before the ground mode. The estimate
of the detection time (Figure 4.3, right) only evolves during the 5 first iterations,
after which it remains constant.
The EMT simulated voltages and currents are compared in phase and modal domain
with the output of the parametric model using the obtained parameters R̂f = 89 Ω
and d̂f = 126 km, see Figure 4.5 and Figure 4.6, respectively. Only the first TW is
represented as it was not required to wait for the subsequent waves for the algorithm
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Figure 4.3.: Evolution of the estimated fault parameters at each iteration of the
optimization algorithm. The estimated fault resistance (left) and distance (mid-
dle) are compared with the true values. The detection time (right) is adjusted so
that the voltage wavefront of the EMT data matches the one of the first modeled
TW, as detailed in Section 3.3.1.
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Figure 4.4.: Evolution of the 95% confidence area at each iteration step of the
optimization algorithm. The fault identification stops when the area goes below
the threshold (here c95 = 20).
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Chapter 4 Simulation results

to identify the fault.
Despite a mismatch with the EMT simulation, the parametric model captures most
of the features of the voltage and current behavior. In particular, the characteristics
of the different modes, which are difficult to distinguish in Figure 4.5, are well
depicted in Figure 4.6. Especially, the difference in the arrival times of the ground
and aerial modes, which depends on the traveled distance, improves the estimation
of the fault distance. In the general case it is not possible to observe separately
the ground and aerial modes at the station since they are combined through the
reflection matrix (2.29). In this case however, the particular configuration of the
2-conductor rigid bipole implies the station does not interfere with the propagation
modes for the first traveling wave1. This explains why one can clearly see the ground
and aerial modes in Figure 4.5.
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Figure 4.5.: Comparison of the modeled and simulated positive (top) and negative
(bottom) pole voltages (left) and current (right) at the relay R12. The fault
parameters used in the parametric model are those obtained after 8 iterations:
R̂f = 89 Ω and d̂f = 126 km.

1Formally the reflection matrix at the station can be diagonalized by the same transformation
matrix [TV ] than the propagation matrix. This is a particular case of the rigid bipole and, for
instance, would not apply to a 3 conductor system.
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Figure 4.6.: Comparison of the modeled and simulated modal voltage (left) and
current (right) at the relay R12. The fault parameters used in the parametric
model are the ones obtain after 8 iterations: R̂f = 89 Ω and d̂f = 126 km.

The example presented in this section is representative of the behavior of the al-
gorithm in most cases of internal faults. The extensive simulations performed in
Section 4.2.2 show the algorithm presents similar performance on a wide range of
fault cases.

The considered fault which affects the line L12 also triggers the fault identification
algorithm at the other relays of the grid which detect an abnormal behavior. The two
relays that protect the faulty line should identify the fault (dependability) whereas
the remaining six relays of the grid should not identify the fault (security). The
evolution of the accuracy criterion is compared for all the relays in Figure 4.7. The
evolution of the area of the confidence ellipsoid vol (Rα(p)) used in the accuracy test
is plotted until the maximum measurement window is reached, even if the algorithm
can stop as soon as the fault is identified. Note that the algorithm implemented at
the different relays run with different time window lengths. As the latter depends
on the total length of the monitored line (3.40), the algorithm at relay R31 which
monitors line L14 of length d13 = 300 km uses a measurement window twice as long
as the algorithm at relay R13 which monitors line L13 of length d13 = 150 km.

As the fault is close to station 2, it is first detected at the relays R21 (monitoring
line L12) and R24 (monitoring line L24). As detailed above, the accuracy test is
satisfied at relay R21 after 8 iterations and the fault is identified on line L12. At
relay R24 the area of the confidence region never goes below the threshold, indicating
that the fault is not on the line L24. At t ' 0.7 ms the fault is successively detected
by the relays R12, R13 and R14 located at station 1 and by the relays R41 and R42
located at station 4. The relay R12 correctly identifies the fault as internal after few
iterations. All other relays conclude the fault is external as the area of the confidence
region associated to their own fault parameter estimate stays above the threshold.
After 1.2 ms the first TW reaches the station 3, triggering the algorithm at relay
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R31. At R31 the fault is also identified as external even though the accuracy test
is satisfied. The validity test is, indeed, not satisfied at this relay as the estimated
fault parameters go out of the protected zone (3.43). This is evidenced in Figure 4.8
where the fault distance and resistance estimated by the algorithm at relay R31 are
plotted. In less than 10 steps, d̂f > 0.9d13 = 135 km and R̂f > Rmax = 250 Ω, which
prevents the algorithm to erroneously identify the fault as internal.
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Figure 4.7.: Evolution of the accuracy criterion at the two relays (R12 and R21)
that protect the faulty line L12 (left) and at the remaining six relays of the grid.
R12 and R21 identify the fault as internal using a short time window. The relay
R31 correctly identifies the fault as external despite the small confidence region
because the estimated fault parameters are not within the validity domain.

This example illustrates how the method identifies internal faults using very few
measurements while rejecting faults occurring on neighboring lines. Furthermore,
the method is inherently directional as the direction of the current is embedded in
the parametric model. This is confirmed in Figure 4.7 where the relays R24, R13,
and R14, for which the fault is a reverse fault, have particularly large confidence
areas.
The conclusions of this section are confirmed in Section 4.2.2 where extensive sim-
ulations are performed on a wider range of fault cases.

4.2.1.2. Response to a non faulty event

In this section, we investigate the behavior of the algorithm in when the grid may
experience transient phenomena without being affected by a fault. Such situations
may occur if one of the line within the grid is disconnected, or when the power
reference of one or several converter stations is changed.
In this section we focus on the first example where one of the line of the grid is
disconnected. In the grid of Figure 4.1 we consider the positive pole of the line
L13 between the stations 1 and 3 is disconnected. The behavior of the grid in this
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Figure 4.8.: Evolution of the estimated fault resistance (left) and distance (right)
by the identification algorithm at relay R31. The estimated fault parameters go
out of the validity domain in less than 10 steps which prevents the identification
of the fault as internal despite the accuracy test being satisfied.

situation is simulated with EMT software. The algorithms protecting the remaining
lines may detect an abnormal behavior2 but should remain secure with respect to
such disturbances. We consider the behavior of the algorithm at relay R12. The
evolution of the estimated parameters as well as the size of the confidence region
are plotted in Figure 4.9. The estimated fault resistance diverges towards high
values and the confidence region remains large, leading the algorithm to conclude
the line it protects, L12, is healthy, after considering a measurement window of
length τmax = 1.167 ms. The current and voltage evolutions obtained from the EMT
simulation are compared with the output of the parametric model in Figure 4.10
using the estimated fault parameters. The transient behavior of the tripping event
is significantly different from the one due to a fault, in particular considering the
decrease of the current.

This particular example shows how non-faulty events may be handled by the iden-
tification algorithm. On a particular example corresponding to the tripping of a
conductor, the method showed to be secure as the transient behavior after the trip-
ping significantly differs from the one after an internal fault. This should however
be studied for various disturbance cases.

4.2.1.3. Non-uniform soil resistivity

This section provides an example of the adaptation of the algorithm, and in partic-
ular the parametric model, to the case of a transmission line with non-homogeneous

2Such events may not be detected depending on the tuning of the ROCOV algorithm responsible
for the abnormal behavior detection. For the sake of the study, we consider here the ROCOV
is sufficiently sensitive to detect the considered events.
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Figure 4.9.: Evolution of the estimated fault parameters and levels of the cost
function (left) as well as the size of the corresponding confidence region (right).
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Figure 4.10.: Comparison of the modeled and simulated positive (top) and nega-
tive (bottom) pole voltage (left) and current (right) at the relay R12. The para-
metric model describes the transient evolution of the voltage and current after a
fault on the protected line whereas the EMT simulations correspond the tripping
of line the positive pole of the line L13.
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soil resistivity, as presented in Section 2.2.2.2. In the 4-station grid of Figure 4.11,
the line L14 consists of two portions of lengths d14,1 = 70 km and d14,2 = 230 km and
respective soil resistivity ρ1 = 50 Ωm and ρ2 = 5000 Ωm.

Figure 4.11.: Adapted 4 station meshed where line L14 comprises two portions
with significantly different soil resistivity. A fault is simulated at df = 100 km
from station 1 and the behavior of the algorithm is detailed at relay R14.

A fault is simulated at d∗f = 100 km from station 1 with an impedance of R∗f = 65 Ω.
The fault is thus located in the portion with the soil resistivity ρ = 5000. We
consider the behavior of the algorithm at relay R14. The parameter estimation
stops after 9 iterations corresponding to a measurement window of 97 µs and the
fault is identified as internal. The obtained estimated fault parameters are R̂f = 71 Ω
and d̂f = 95 km. The evolution of the estimated parameter as well as the contour
plots of the cost function are plotted in Figure 4.12 at iterations 5 and 9. The
discontinuity in the cost function contours due to the adaptation of the ground
filter can be noticed for df = 70 km.
The phase voltages and currents provided by the parametric model are compared
with the EMT simulation in Figure 4.13 using the estimated fault parameters ob-
tained after 11 iterations R̂f = 71 Ω and d̂f = 95 km. The voltage and current
are however represented over a 300 µs long window. The discontinuity in the soil
resistivity only causes a very small reflected wave which can be noticed at about
t = 550 µs.
Besides the detailed fault case (F1), two additional faults were simulated on the
same non-homogeneous line to further validate the proposed approach. Fault F2
is located at 50 km from station 1 and has an impedance of 120 Ω. Fault F3 is
located at 150 km from station 1 and has an impedance of 35 Ω. The three faults are
correctly identified by the two relays that protect L14 and are never identified by the
6 other relays of the grid. No dependability nor security failures were thus observed

101



Chapter 4 Simulation results

1.2

1.6

1.6

2

2

3

3

3

4

4

4 4

5

5

5

10

10

1
0

15

15

1
5

20

20

2
0

25

25

2
5

35

35

3
5

40

40

4
0

0 20 40 60 80 100

0

20

40

60

80

100

1.2

1.6

1
.6

2

2

3

3

3

4

4

4

4

5

5

5
5

10

10

1
0

15

15

1
5

20

20

2
0

25

25

2
5

35

35

3
5

3
5

4
0

40

4
0

0 20 40 60 80 100

0

20

40

60

80

100

Figure 4.12.: Evolution of the estimated fault parameters and levels of the cost
function at iterations 5 and 11. The pole-to-ground fault is located at df =
100 km from the station 1 with an impedance of Rf = 65 Ω. The estimated fault
parameters after 11 iterations are R̂f = 71 Ω and d̂f = 95 km.

in those cases. For relays R14 and R41, the performance of the fault identification
using the adaptive filter is compared with the original approach where the soil
resistivity is supposed uniform in Table 4.1. When using a uniform ground filter
the soil resistivity is set according to the closest portion to the relay (ρ1 = 50 Ω for
R14 and ρ2 = 5000 Ω for R41 ). Only the situations for which the first wave travels
through both portions of L14 are investigated, i.e., F2 seen from R41 and F1, F3 seen
from R14

The use of the adaptive filter generally improves the accuracy of the estimated fault
parameters as well as the length of the observation window for faults F1 and F3.
Nevertheless, the fault identification remains able to identify all faults assuming a
uniform resistivity along the line. For fault F2 seen from R41, the two approaches
lead to identical results. This is because the ground effect of the portion with
ρ2 = 5000 Ωm is largely predominant in this case and corresponds both to the uni-
form and adaptive ground filters employed at R41. By contrast, for F1 and F3 the
effect of the closest portion to R14 for which ρ1 = 50 Ωm is negligible and the ground
filtering must take into account the soil resistivity of the second portion.
The promising results obtained in this section for the adaptive ground filter pro-
posed in Section 2.2.2.2 may be further evaluated on a broader range of faults cases.
The applicability of the method on more complex configurations with more discon-
tinuities also needs to be investigated.
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Figure 4.13.: Comparison of the modeled and simulated positive (top) and nega-
tive (bottom) pole voltage (left) and current (right) at the relay R14. The different
quantities are represented on a measurement window of 300 µs longer than the
97 µs. required to identify the fault.
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Table 4.1.: Comparison of the adaptive ground filter approach with the uniform
soil approximation when faults occurring on non-uniform transmission lines. The
three fault cases F1, F2, and F3 are successively compared.

(a) Fault F1 and identification at relay R14

Indicator εR (%Zbase) εd (%d14) Window length (µs)
Adaptive ground filter 6.1 1.8 97
Uniform ground (ρ = 50 Ωm) 11.1 1.1 107

(b) Fault F2 and identification at relay R41

Indicator εR (%Zbase) εd (%d14) Window length (µs)
Adaptive ground filter 14.9 7.9 117
Uniform ground (ρ = 5000 Ωm) 14.9 7.9 117

(c) Fault F3 and identification at relay R14

Indicator εR (%Zbase) εd (%d14) Window length (µs)
Adaptive ground filter 4.7 3.9 107
Uniform ground (ρ = 50 Ωm) 0 13.7 177

4.2.2. Extensive simulations and comparison with existing
method

To evaluate the proposed approach on a wider range of fault cases, we performed
extensive simulations on the 4-station grid presented in Figure 4.1. Multiple pole-
to-ground faults were simulated on the four lines of the grid with varying fault
distance df and fault resistance Rf, such that, for each line e ∈ (L12, L13, L14, L24),
Rf ∈ (0, 10, 40, 80, 120, 160) Ω and df ∈ (0.01, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 0.99) × de. A
total of 192 fault cases were thus simulated. For each of them an abnormal behavior
is detected at all the 8 relays and the fault identification is started. This represents
1536 executions of the identification algorithm. The ability of the proposed approach
to reliable identify faults using a short measurement window is compared with an
existing method in Section 4.2.2.1. The accuracy of the estimated fault parameters
is detailed in Section 4.2.2.2. Finally, computing time of the algorithm is analyzed
in Section 4.2.2.3.

4.2.2.1. Fault identification - comparison with existing method

We compare the proposed approach with a reference fault identification algorithm
presented in [Zhang et al., 2020]. We adapted the reference method to our test grid
which does not include DC reactors at the end of each line, contrary to the grid used
in [Zhang et al., 2020]. In this method, the authors propose a behavioral model of
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4.2 Bipolar configuration

the ground mode first current TW

iground (t) = −a exp (−bt) + c

where the parameters a, b, c are estimated when a fault is suspected at the relay.
The fault is identified on the protected line if the estimated parameter b̂ goes above
some threshold, i.e.,

b̂ > bth. (4.3)

The tuning of the reference method are adjusted to the 4-station grid used for the
extensive simulations. The maximum value of the estimated parameter b for inter-
nal fault is computed as suggested by the authors of [Zhang et al., 2020] using the
approximated speed of the ground mode cg and the total length de of the protected
line e„

bse = cg

de

.

The threshold on the parameter b is then defined as bth = krelbse, where krel is a
reliability factor set to krel = 3.
To analyze and compare the results of the two approaches, we define the depend-
ability rate for line e as the proportion of faults that are correctly identified on the
faulty line

rd (e) = #Faults correctly identified on line e

#Faults that occured on line e
.

Similarity the security rate for line e is the rate of faults that where correctly iden-
tified to be outside line e

rs (e) = 1− #Faults wrongly identified on line e

#Faults that occured outside line e
.

These indicators3 are given for the proposed approach and for [Zhang et al., 2020]
in Table 4.2 for faults affecting the different lines. The proposed approach shows
a slightly better dependability, except for faults occurring on the shortest line L24
(100 km long) for which [Zhang et al., 2020] performs particularly well. Further-
more, the proposed method proves to be much more secure against external faults,
which may be related to the difficulty to extend the reference method to a grid
without large DC reactors placed at the end of the lines.
The evolution of the dependability rate with the fault distance and resistance is
detailed in Figure 4.14, showing the fault resistance only has a limited impact on
the dependability. The influence of the fault distance resembles the feature of a
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Table 4.2.: Fault identification results of the proposed approach for a bipolar
configuration. Various faults are simulated on the four lines of the test grid.

Indicator Approach L12 L13 L14 L24

Dependability Proposed 92% 91% 92% 91%
From [Zhang et al., 2020] 90% 88% 82% 95%

Security Proposed 99% 99% 99% 99%
From [Zhang et al., 2020] 85% 99% 85% 93%
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Figure 4.14.: Average dependability rate with the fault resistance and distance.

distance protection: dependability failures only occur for faults located near the
remote end of the protected line, in this case d∗f ≥ 0.9de.
The length of the observation window used for the identification of internal faults
is displayed for all the fault cases in Figure 4.15. The measurement window is less
than 200 µs long in 93% of the fault cases for the proposed approach and only in 46%
of the fault cases for the reference method. Specifically for the proposed approach,
all faults occurring within the monitored portion of the line e, i.e., d∗f≤0.9de are
identified using a window of less than 0.25 ms. The proposed approach, indeed, stops
as soon as the fault is identified whereas in [Zhang et al., 2020] the algorithm waits
for the arrival time of the second TW or, if possible, for the availability of 1 ms long
data window. As implemented in Matlab, the proposed approach has an average
computing time of 138 ms to identify internal faults whereas [Zhang et al., 2020]
requires 9 ms on average in. The computing time of the proposed approach is further
discussed in Section (4.2.2.3).

4.2.2.2. Accuracy of the estimated fault parameters

In addition to the reliable identification of internal faults, the approach proposed
produces an estimate of the fault parameters. For internal faults which are correctly

3The proposed metrics are also known as sensitivity and specificity [Fawcett, 2006].
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Figure 4.15.: Length of the observation window required for the identification
of internal faults for the proposed approach and for the reference approach from
[Zhang et al., 2020].

identified, the accuracy of the estimated fault parameters is compared to the true
value of the fault parameters, see Figure 4.15. The error rate for the fault distance
(4.1) is given as a percentage of the total line length and the error rate for the fault
resistance (4.2) is given as a percentage of the base DC impedance. For 66% of the
faults identified as internal, the relative error is less than 13% for both the fault
distance and resistance. This is acceptable as the primary purpose of the algorithm
is to reliably identify as fast as possible the faults that occur on the protected line.
The algorithm generally stops before it has converged to the minimum of the cost
function, see Figure 4.2. This allows to identify the fault while using very few
measurements but also limits the precision of the estimated parameters.
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Figure 4.16.: Cumulative distribution function of the relative errors for the es-
timated fault resistance (left) and distance (right) using the proposed approach.
For 66% of the faults identified as internal, the relative error is less than 13% for
both the fault distance and resistance.
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The estimated fault parameters can be used to assess the severity of the fault. For
the least severe faults, e.g., remote or high-impedance faults, an ultra-fast decision
to trip the breakers may not be required. In such cases, the available time allows to
wait for additional information from remote relays, making the fault identification
results more reliable. This possibility is detailed in the primary sequence of the
proposed full selective fault clearing strategy, see Section 5.3.

4.2.2.3. Computing time performances

The performances regarding the computing times of the fault identification algorithm
as implemented in Matlab is further detailed in this section for the bipolar config-
uration. As the time constraints are mostly stringent for internal faults, we only
consider here the computing times required to identify internal faults. Considering
the extensive simulations performed in Section 4.2.2, the cumulative distribution of
the computing times are plotted for the identified fault cases in Figure 4.17. For
70% of the faults identified as internal, the computing time is less than 50 ms. A
real time objective at 0.5 ms is indicted as it corresponds to the maximum length
of the observation window required for the identification of most faults, see Fig-
ure 4.15. The obtained computing times is thus about 100 times more than the
real-time objective of 0.5 ms for the fault identification.
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Figure 4.17.: Cumulative distribution function of the computing times (log-scale)
for fault identification algorithm obtained with the extensive simulations.

Most of the computing time of the algorithm lies in the evaluation of the cost
function (3.17) and its partial derivatives with respect to the fault parameters.
This amounts to the evaluation of the different voltage waves and their derivatives.
These computations are investigated apart from the rest of the algorithm using
measurement widows of lengths 0.5 ms and 1 ms long and random fault parameters.
The obtained execution times for one evaluation of the cost function and its partial
derivatives are plotted in Figure 4.18. The first bars to the left correspond to faults
for which the evaluation of only one wave is required, which are faults occurring
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relatively far from the extremities of the line. The bars on the right correspond
to faults that require the evaluation of two or three waves. Longer observation
windows are more likely to require the computation of two or three waves, which
explains that more fault cases are located to the right for the longest observation
window. The length of the window in itself explains the shift of the different bars
to the right but has a less significant impact than the number of waves that must
be computed. The performance of the developed model to compute the evolution
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Figure 4.18.: Time required to evaluate once the cost function and its derivatives
considering an observation window 0.5 ms (top) and 1 ms (bottom) long.

of the voltage in the first millisecond after the fault can be compared with existing
tools, in particular with EMT software. A plain EMT computation requires the
simulation of the grid on hundreds of milliseconds before the fault. To compare only
the evaluation of the voltage in the first millisecond after the fault, a reduced EMT
model is implemented. As a comparison point, the results from [Guo et al., 2015]
reduced to a observation window of 1 ms, are also indicated. In [Guo et al., 2015], a
sensitivity-based approach allows one to compute the traveling waves for any fault
resistance, assuming the remaining fault conditions (in particular the fault distance)
are known. The results show the proposed parametric model performs well compared
to existing methods, at the cost of a reduced accuracy.

Table 4.3.: Comparison of the computation times to evaluate the voltage and
current evolution on an observation window of 1 ms.

Model Computing times (ms)
Approach from [Guo et al., 2015] 6-12
Simplified EMT 150
Proposed model 2-20

The obtained computing times, despite presenting performances in line with existing
tools, are still about 500 times too slow compared to the real time objectives. The
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improvement of the computing times is a challenge, nevertheless some possibilities
are mentioned in Section 6.3.

4.2.3. Erroneous soil resistivity

In this section we investigate the consequence of using erroneous value of the soil
resistivity in the ground filter Hg different from the value used in the EMT sim-
ulations. Though the resistivity is a property that depends on the nature of the
ground, it is prone to variations due to changes in environmental conditions such
as the temperature or the humidity, see Figure 4.19. More specifically, the deeper
layers (at a deeper layer than 1 m) are less prone to changes than the surface layers
[Coelho et al., 2015, Afa and Anaele, 2010].
As soil resistivity impacts essentially the ground mode which does not propagates in
the shallow layers, only the soil resistivity variations at deeper layers is of interest.
Hence we consider that for a known resistivity ρ0, the actual value may variate
within [0.5ρ0, 2ρ0].

Figure 4.19.: Left: Variability of the soil resistivity (in p.u.) depending on the
cumulative rainfall for rods between 1 m and 2 m deep, from [Coelho et al., 2015].
Right: Seasonal evolution of the soil resistivity (in Ωm) for rods 0.5 (blue), 0.8
(red), and 1.2 (green) meters deep, from [Afa and Anaele, 2010].

We performed extensive simulations as in Section 4.2.2 using the simulation data
from EMT software with an actual resistivity of ρ0 = 100 Ωm. The extensive
simulations are performed with three different hypothesizes for the soil resistiv-
ity: ρ = 50 Ωm (underestimated value), ρ = 100 Ωm (actual value) and ρ = 200 Ωm
(overestimated value). The performance indicators introduced in Section 4.2.2 are
compared considering these three cases. The ability of the algorithm to identify only
internal faults is evaluated in Table 4.4. An underestimation of the soil resistivity
(ρ < ρ0) causes more dependability failures while the security is almost not affected.
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Indicator ρ modeled (Ωm) L12 L13 L14 L24

Dependability
ρ = 50 < ρ0 84% 73% 88% 67%
ρ = 100 = ρ0 92% 91% 92% 91%
ρ = 200 > ρ0 92% 93% 92% 92%

Security
ρ = 50 < ρ0 100% 99% 100% 99%
ρ = 100 = ρ0 99% 99% 99% 99%
ρ = 200 > ρ0 98% 99% 99% 98%

Table 4.4.: Influence of an erroneous modeled soil resistivity on the dependability
and security of the fault identification algorithm.

The impact on the required observation window length is depicted in Figure 4.20
where the cumulative distributions of the observation window lengths are compared
for the three values of ρ. More than 90% of the fault cases are identified with an
observation window less than 0.4 ms long. Nevertheless, an underestimated value
of ρ leads to a slight increase of the required observation window length.

The precision of the estimated fault parameters is only marginally affected by an
inaccurate ρ, as shown in Figure 4.21. Considering ρ = 50 < ρ0 leads to similar -
or even improved - precision whereas ρ = 200 > ρ0 decreases the accuracy of the
estimated fault distance.
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Figure 4.20.: Influence of an erroneous soil resistivity on the required length of
the observation window to identify internal faults. The cases where ρ < ρ0 (red)
and ρ > ρ0 (yellow) are compared with the nominal case ρ = ρ0 (blue).
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Figure 4.21.: Cumulative distribution function of the fault resistance error (left)
and distance (right) error for the three values of ρ. The precision of the estimated
fault resistance is barely impacted by the considered soil resistivity. An overesti-
mated ρ leads to significantly less accurate fault distance. An underestimated ρ
improves the precision of the estimated distance.

A better insight on the impact of the modeled soil resistivity ρ on the algorithm
can be obtained by observing that the distortion of the TW increases both with ρ
and the estimated fault distance d̂f. Consider a fault occurring on a line with an
actual soil resistivity ρ0 that triggers an identification algorithm that uses a model
tuned with a soil resistivity ρ < ρ0. The algorithm is likely to overestimate the fault
distance df in order to compensate for the observed distortion. Overestimated fault
distances are more likely to exceed the maximum fault distance df,max, eventually
causing dependability failures, see Table 4.4. Nevertheless, as the estimated fault
distance is usually lower than the true value when ρ = ρ0, d̂f < d∗f , a higher d̂f
is likely to reduce the fault distance error, as seen in Figure 4.21 for ρ = 50 Ωm.
Likewise, an assumed ρ > ρ0 induces a lower d̂f, which reduces the possibility of
dependability failures. Though security failures could be expected in this situation,
they are not observed in Table 4.4 which shows the security of the algorithm is
preserved. Consequently, the precision of df is decreased in Figure 4.21. Note that
the estimated fault resistance is barely impacted as its estimation also benefits from
the aerial mode which is not impacted by the soil resistivity.

4.3. Application to the mono-conductor case

The simulation results of the algorithm applied to the asymmetric monopole are pre-
sented in this section. As the OHL consist of a single conductor, the modal analysis
is not required to establish the parametric model, see Section 2.3. Compared to the
bipole, the model is reduced to the ground mode and the estimation may not benefit
from the aerial mode. In addition, the ground wire was omitted for the monopole
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which removes one potential source of model error. The parameter used for the
EMT grid are detailed in Appendix A. An illustrative example is first presented in
Section 4.3.1 before performing more extensive simulations in Section 4.3.2.

4.3.1. Illustrative example

Consider a pole-to-ground fault occurring at tf = 0 between stations 1 and 4, i.e., on
line L14 of the grid in Figure 4.1. The fault is located at d∗f = 30 km from station 4
with R∗f = 60 Ω. Once an abnormal behavior is detected at relay R41, the identi-
fication algorithm is started. Its behavior can be analyzed by plotting the contour
of the cost function to minimize at each iteration as well as the trajectory of the
estimate

(
d̂f, R̂f

)
of the fault parameter vector, see Figure 4.22. The 95% confidence

ellipse of the estimated parameter vector is also displayed at each step. It can be
observed that the minimum of the cost function gets closer to (d∗f , R∗f ) and that the
cost contours concentrate around (d∗f , R∗f ). The estimate

(
d̂f, R̂f

)
also gets closer

(d∗f , R∗f ) and the size of the confidence ellipsoid reduces. The estimation algorithm
stops and correctly identifies the fault on the line after 6 iterations, requiring only
measurements obtained in a time window of 66 µs. The estimated parameters are
d̂f = 26 km and R̂f = 61 Ω when the algorithm stops. Nevertheless, the stopping
conditions (see Section 3.2) may be satisfied before the minimum of the cost function
is reached. This allows ultra-fast identification of the fault, which is the main objec-
tive of the protection algorithm, even though it limits the accuracy of the estimated
parameters.

2

2

2

2

4

4

4

4 4

4

8

8
2
04
0

0 10 20 30 40

0

20

40

60

80

100

2

2

4

4

8

8

8

8

20

20

2
0

20

2
0

40

4
0

4
0

40

80

8
0

1
0
0

1
0
0

2
0
0

2
0
0

2
5
0

2
5
0

3
0
0

3
5
0

4
0
0

8
0
0

0 10 20 30 40

0

20

40

60

80

100

Figure 4.22.: Fault at d∗f = 30 km from station 4 (close fault) with an impedance
of R∗f = 60 Ω: evolution of the contour plot of the cost function and estimated
parameters at iterations 4 and 6.

The voltage and current measurements simulated with the EMT software are com-
pared with the output of the parametric model using the estimated fault parameters
d̂f = 26 km and R̂f = 61 Ω in Figure 4.23. One sees that only the first traveling wave
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has to be observed to get a sufficiently accurate estimate of the fault parameters for
an accurate fault identification.
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Figure 4.23.: Simulated current and voltage measurements compared to the para-
metric model outputs for d̂f = 26 km and R̂f = 21 Ω.

The fault affecting the line L14 also triggers the fault identification algorithm at the
other relays of the grid which detect an abnormal behavior. To analyze the behavior
of the identification algorithm at the different relays, the evolution of the accuracy
criterion is compared for all the relays in Figure 4.24. The evolution of the area of
the confidence ellipsoid vol (Rα(p)) used in the accuracy criterion is plotted until
the maximum measurement window is reached for the sake of comparison even if
the algorithm stops as soon as the fault is identified. Since the fault is close to
station 4, it is first detected at relays R41 (monitoring line L14) and R42 (monitoring
line L24). The accuracy test is satisfied at relay R41 after 6 iterations and the fault
is identified on line L14, as shown previously. It can be seen that after reaching a
minimum at 0.7 ms, the confidence region area starts increasing and reaches higher
values after 1 ms. This is due to the reduced number of waves included in the
model which limits its time validity. At relay R42 the area of the confidence region
never goes below the threshold, indicating that the fault is not on line L24. At
t = 0.6 ms the fault is detected at the relays R24 and R21 for which the fault is also
identified as external. After 1 ms the first TW reaches the station 1, triggering the
algorithms at relays R12, R13 and R14. The fault is again correctly identified on
the line L14 after few iterations at R14. The relays R12 and R13 identify the fault
as external as their confidence region area remains above the threshold. The relay
R31 is the last to detectthe abnormal behavior as it is located the farthest from
the fault location. At this relay, the confidence region area reaches the threshold.
However, the corresponding estimated fault parameters are not within the validity
domain (3.24) (in particular R̂f ≥ 1000 Ω � Rmax = 200 Ω) which prevents it from
identifying the fault as internal.
This example illustrates that the method is able to identify internal faults using
very few measurements while rejecting faults occurring on neighboring lines. Those
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Figure 4.24.: Evolution of the accuracy criterion at the 8 relays of the grid. The 2
relays that protect the faulty line L14 identify the fault as internal using a short
time window. The relay R31 correctly identifies the fault as external despite the
small confidence region because the estimated fault parameters are not within the
validity domain.

conclusions are confirmed in the next section on a wider range of fault cases.

4.3.2. Extensive simulations

More extensive simulations have been performed to analyze the behavior of the algo-
rithm over a wider range of fault characteristics. We simulated different single fault
scenarios with parameters (Rf, df) affecting the line L14 between stations 1 and 4,
with Rf ∈ {0, 5, 15, 25, 40, 60}Ω and df ∈ {20, 50, 80, 100, 185, 240, 270, 280} km, see
Figure 4.1. The fault distance df is taken with respect to station 1. For all of
the 48 values of the parameter vector, an abnormal behavior is always detected by
the 8 relays of the grid which trigger the identification algorithms at different time
instants. The results at relays R14 and R41 allow to evaluate the dependability of
the proposed algorithm, i.e. its ability to identify all the faults occurring on the
protected link. The outcomes at the 6 other relays are used to verify the security of
the algorithm with respect to external faults.

Figure 4.25 displays the results of the identification algorithm implemented at the
relays R14 and R41 for the considered fault distance and fault resistance. The green
area corresponds to fault cases correctly identified by the proposed algorithms and
the orange area indicates faults that were not identified on line L14. The 3 non-
identified faults lie outside of the protection zone (3.24) of the relays, i.e., d∗f ≥
0.9d14 = 270 km. This dependability analysis shows that the algorithm successfully
identifies all faults within its protected zone, though some faults occurring in the
protected line are not identified. Using the performance indicators introduced in
Section 4.2.2 for the bipolar configuration, namely the dependability and security
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rates, for the faults affecting L14 one has

rd (L14) = 97 %
rs (L14) = 100 %.

The security rate rs (L14) = 100 % indicates that for the considered fault cases, no
security failures occur, i.e., the algorithm running at relays R12, R21, R13, R31, R24,
and R42 never identify the faults affecting line L14 as an internal fault.

50 100 150 200 250

0

10

20

30

40

50

60

50 100 150 200 250

0

10

20

30

40

50

60

Figure 4.25.: Dependability analysis at relays R14 (left) and R41 (right): The
green area corresponds to faults correctly identified on line L14; the orange area
indicates faults that were not identified on line L14. The fault distance is taken
with respect to the considered relay, i.e., R14 (left) and R41 (right).

The cumulative distribution function of the duration of the measurement window
required for the identification of all the fault cases at relays R41 and R14 is showed
in Figure 4.26. The measurement window is always less than 0.7 ms and less than
200 µs for 90% the fault cases.
The relative precision of the estimated distance for the different fault cases is summa-
rized and compared with several state-of-the-art methods in the Table 4.5. Though
the precision of the proposed approach is lower, it is able to identify the faulty
line using a measurement window 20 times smaller than the other methods. This
makes it suitable as a primary fault identification algorithm for selective protection
strategies. For the proposed approach the cumulative distribution of the error for
the different fault cases is detailed in Figure 4.27. For 80% of the fault cases, the
distance error is less than 3.3% of d14 (i.e. less than 10 km) and the resistance error
is less than 23% of Zbase (i.e. less than 23 Ω).
The extensive simulations in the case of mono-conductor configuration confirmed
the conclusions obtained in the bipolar case in Section 4.2. The slightly better per-
formances compared to the bipole configuration, in particular regarding the accuracy
of the estimated parameters, may be due to the simpler (mono-conductor) model
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Figure 4.26.: Duration of the observation window required for faults identified at
at relays R14 and R41. The considered window length is always less than 0.7 ms
and less than 200 µs for 90% the fault cases.

Table 4.5.: Comparison between the proposed scheme and other presented
schemes.

Reference Avg. observation Distance error Fault identification
[Suonan et al., 2010] 13 ms 0.02 % No
[Farshad and Sadeh, 2013] 10 ms 0.3 % No
[Abu-Elanien et al., 2016] 10 ms 0.4 % Yes
[Ali Al Hage et al., 2016] 5.3 ms 2.3 % Yes
Proposed algorithm 0.13 ms 2 % Yes
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Figure 4.27.: Cumulative distribution function of the relative errors in the esti-
mated fault resistance (left) and distance (right) for the faults identified at relays
R41 and R14.
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employed as well as the absence of ground wire in the EMT grid. The good security
of the algorithm with respect to external faults has been confirmed. While more
than 90 % of internal faults are successfully identified, the dependability failures
only occur for remote faults that lie outside of the protected zone of the relay.

4.4. Hybrid lines

This section presents an illustrative example of the proposed approach in the case
of a grid comprising mixed lines with segments of overhead lines and underground
cables. The diagram of the considered 4-station meshed grid with hybrid lines is
reminded in Figure 4.28.

Figure 4.28.: 4-station meshed grid with hybrid lines.

In Figure 4.28, consider the fault F1 affecting the line between station q1 and q4,
on the edge e6,7 corresponding to an overhead line section. The fault is located
at d∗f = 50 km from the node q6 and has an impedance R∗f = 70 Ω. The behavior
of the algorithm at the relay R14 is detailed. The algorithm starts four different
parameter estimation algorithms in parallel, each corresponding to a hypothesis on
the faulty segment, as described in Section 3.2. For each algorithm, the description
of the network as a graph proposed in Section 2.4.1 is adopted. The area of the
95% confidence for the estimated parameters for the four different hypothesis are
compared in Figure 4.29 (left). Three different hypothesizes satisfy the accuracy
test as their confidence region area goes below the threshold. Nevertheless, the
validity test is not satisfied for the hypothesizes corresponding to the edges e5,6 and
e7,4, as their estimated fault resistance exceeds the maximum resistance Rmax = 5 Ω
for the cables. On the contrary, the estimated fault parameters assuming that the
faulty edge is e6,7 satisfy the validity test as the estimated resistance stays below
the maximum fault resistance for an overhead section.
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Thus, the fault is correctly identified after 16 iterations on the edge e6,7 when the
confidence region area for this hypothesis goes below the threshold. The estimated
fault parameters after 16 iterations, with a measurement window of 160 µs are R̂f =
47 Ω and d̂f = 54 km.

0.05 0.1 0.15

10
0

10
2

10
4

10
6

0.05 0.1 0.15

10
-4

10
-2

10
0

0.05 0.1 0.15

0

50

100

150

200

250

300

0 0.05 0.1 0.15

20

40

60

80

100

Figure 4.29.: Evolution of the 95% confidence ellipse area (top left), value of
the cost function (top right) and estimated fault resistance (bottom left) and
distance (bottom right) for each hypothesis. The hypothesizes e6,7 is selected
after 14 iterations as it is the only one to satisfy both the accuracy and validity
tests. By contrast, the estimated fault resistances for the hypothesizes e5,6 and
e7,4 exceed the maximum resistance Rmax = 5 Ω for the cables.

The evolution of the estimated fault distance and resistance at each iteration is
represented in Figure 4.30 and compared with the true fault parameters.

The waveform of the voltage and current for the EMT simulations and parametric
model with the estimated fault parameters are compared in Figure 4.31. The model
fits relatively well the EMT data despite the error mostly related to the difference
between the estimated and actual fault resistance.
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Figure 4.30.: Evolution of the estimated fault distance (left) and resistance (right)
after each step of the estimation algorithm.
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Figure 4.31.: Comparison of the modeled and simulated modal voltage (left) and
current (right) at the relay R14. The fault parameters used in the parametric
model are those obtained after 16 iterations: R̂f = 47 Ω and d̂f = 54 km.
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4.5 Conclusion

4.5. Conclusion

In this chapter, the simulations results of the proposed fault identification approach
are detailed in the case of bipolar and monopolar overhead lines as well as for
hybrid lines. For the case of a grid with OHL, the performance of the algorithm
has been evaluated with extensive simulations on a wide range of fault cases. While
the algorithm is able to identify the majority of internal faults, we also evidenced
some dependability failures for remote faults. A sensitivity analysis regarding the
knowledge of the soil resistivity was also proposed, showing an the method is robust
to a bad knowledge of the value of the soil resistivity . The next chapter investigates
the integration of the fault identification algorithm into a full selective fault clearing
strategy.

121





5. System integration

This chapter addresses the system integration of the proposed fault identification al-
gorithm within a fault clearing strategy. Some of the system requirements especially
imposed by the circuit breakers capabilities are detailed in Section 5.1. A collabo-
rative fault identification algorithm is then proposed in Section 5.2 to increase the
reliability of the identification. A full selective fault clearing strategy is specified
in Section 5.3, including the primary sequence and some backup sequences. The
impact of considering more realistic sensors on the fault identification algorithm is
detailed in Section 5.4.

5.1. System requirements

We focus in this section on two critical aspects of the fault clearing strategy. The
ability of the DC circuit breakers (DCCB) to interrupt the fault current before the
current exceeds the breaking capability is first analyzed in Section 5.1.1. The impact
of the fault current and the fault neutralization time on the blocking of the converter
stations is then investigated in Section 5.1.2.

5.1.1. Opening of the circuit breakers

A fault affecting a line within the grid causes an important and fast rise of the
current in the faulty line. This current must be interrupted relatively fast to avoid
damages to the sub-stations equipment as well as large disturbances in the remain-
ing DC or connected AC grids. More importantly, the DC circuit breakers must
operate before the current exceeds their maximum breaking capability. The use
of hybrid circuit breakers [Davidson et al., 2015] is seen as a good compromise be-
tween opening time, on-line losses and breaking capabilities. The considered DCCB
requirements are specified in Table 5.1, see [PROMOTIoN WP6, 2016]. The neu-

Table 5.1.: Considered hybrid DCCB specifications

Breaking capability 16 kA
Breaker operation time 2 ms

tralization time is defined as the time at which the peak current in the faulty line is
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reached [CIGRE JWG A3/B4.34, 2017]. With respect to the fault arrival time at
the relay, it is the combination of the relay time required to identify the fault and
the operating time of the breaker, i.e.,

τnz = τrelay + τCB (5.1)

To evaluate the possibility to disconnect only the faulted line, one has to check that
the line current is below the maximum CB capability at the fault neutralization
time.

Extensive simulations were performed in the 4-station meshed grid considering a
mono-conductor topology, see Figure 4.1. Various faults were simulated on lines
L13 and L14 with fault distance and resistance such that
df ∈ {5, 15, 35, 55, 75, 95, 115, 135, 145} km for faults affecting L13,
df ∈ {5, 15, 20, 25, 45, 50, 80, 85, 100, 140, 155, 185, 220, 240, 260, 270, 280, 290} km for
faults affecting L14 and Rf ∈ {0, 1, 10, 20} Ω in both cases. The time at which the line
current at the extremities of faulty line reaches the maximum breaking capability
imax = 16 kA is displayed in Figures 5.1 and 5.2 for faults affecting L13 and L14,
respectively. For the considered faults, (Rf = 0)the maximum breaking current is
always reached in more than 3 ms after the fault arrival. For the majority of faults,
the maximum current is never reached (yellow area). The maximum current may
be reached in 5 ms to 25 ms for low impedance faults occurring as far as 100 km from
the line end.
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Figure 5.1.: For various faults affecting L13, time at which the line current i13
(left) and i31 (right) at the two extremities of L13 reaches imax = 16 kA. The
yellow area corresponds to faults for which the line current never reaches imax.
For faults corresponding to the light blue area, imax = 16 kA is reached in less
than 25 ms after the fault detection at the relay. The dark blue area denotes
faults for which the maximum breaking current is reached in less 10 ms. For the
closest fault with df = 5 km and Rf = 0 Ω, the maximum current is reached in
3 ms.
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Figure 5.2.: For various faults affecting L14, time at which the line current i14
(left) and i41 (right) at the two extremities of L14 reaches imax = 16 kA. The
yellow area corresponds to faults for which the line current never reaches imax.
For faults corresponding to the light blue area, imax = 16 kA is reached in less
than 25 ms after the fault detection at the relay. The dark blue area denotes
faults for which the maximum breaking current is reached in less 10 ms. For the
closest faults with Rf = 0 Ω, the maximum current is reached in 3 ms.

A solid fault occurring at the extremity of a line is further detailed. The inductive
behavior of overhead line is negligible for such faults which may impose additional
constraints on the DCCB. Consider a fault occurring at df = 0.2 km from station 4 (in
the first tower span1) with Rf = 0. The evolution of the current and voltage at relay
R41 in the first millisecond after the fault is displayed in Figure 5.3 (red curves). If
not inductances are considered, as assumed before, the current reaches imax = 16 kA
in 2 ms, which would prevent the opening of the DCCB with the specifications of
Table 5.1. One may size the DCCB accordingly, for instance setting the maximum
breaking current to 20 kA. An alternative option is to place DC reactors (DCR)
at the output of the converter stations, which diminishes the rise of current. In
the example of Figure 5.3, DCR of moderate size (50 mH) allows the opening of
the DCCB as the maximum breaking current is reached in 4 ms. If DCR should
be omitted at the output of the converter stations, the fault may still be cleared
by tripping the adjacent DCCB connected to the same busbar. The adjacent lines
are then disconnected along with the faulty line, leading to a semi-selective fault
clearing strategy, as presented for instance in [Torwelle, 2021].

In case DCR are placed at the converter outputs, the fault identification algorithm
can be easily adapted as it only requires to include the DCR value on the equivalent
inductance of the MMC station. Though such inductances may be required to clear
selectively very close faults or to prevent the blocking of the converter stations, as

1Such faults require a simulation time step in EMT software less than 1 µsdue to the small
propagation time along a transmission line of length 200 m.
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Figure 5.3.: Evolution of the current and voltage at relay R41 for a very close solid
fault located on line L14 at 200 m from station 4. The impact of considering DC
reactors at the output of the converter stations is investigated.

detailed in Section 5.1.2, they are omitted in the considered grid. The simulations
performed in this section show that for the vast majority of faults, the maximum
current breaking capability is reached in at least 3 ms after the fault arrival. Con-
sidering the DCCB have an operating time of 2 ms, this imposes that for such faults,
the relay time required to identify the fault satisfies τrelay ≤ 1 ms.

5.1.2. Blocking of the MMC stations

During a fault the current flowing through the MMC stations will rise and eventually
triggers the power electronic components self-protection. The IGBTs will block if the
current or voltage of the arm reaches certain thresholds. An overcurrent protection
is considered so that the MMC is blocked if the current exceeds 2 p.u. [Auran, 2017].
This has a negative impact on the healthy lines connected to the blocked stations
as it prevents the station to control the power flow on those lines. Once a fault is
cleared, the station must then be de-blocked to return to normal operation. The
fast opening of the line circuit breakers can prevent the station from blocking. This
would diminish the fault impact on the grid and decrease the total duration of the
protection strategy [Pang and Wei, 2018].

For the same fault cases as in Section 5.1.1, we determine the time at which the
converter stations block due to overcurrent protection. The simulations are per-
formed in open-loop, in particular the effect of the tripping of one or several CB is
not simulated. Only the blocking of the converters at the extremities of the faulty
line are analyzed as the they are more likely to block just after the fault occurrence.
The blocking instants at stations 1 and 3 (with respect to the fault arrival time at
those stations) are displayed in Figure 5.4 for the different fault affecting L13 and
on Figure 5.5 for faults affecting L14 and the stations 1 and 4. The blocking of the
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MMC stations can be prevented if the line breakers are tripped fast enough. This
may not be possible for faults that cause the blocking in less than 3 ms (dark blue),
as the DCCB opening itself lasts 2 ms. For many faults occurring all along the line
and with a resistance up to 60 Ω ,the station may block after 3 to 25 ms and the
blocking may be avoided if the DCCB are tripped before. Though the blocking of
station 3 may not be preventable, it is not as damageable as for the other stations
as station 3 is only connected to line L13 and is thus not available in case this line
is faulty.
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Figure 5.4.: For various faults affecting L13, time at which the MMC at station
1 (left) and 3 (right) block for over-current auto-protection. The yellow area
corresponds to faults for which the station may never block, or blocks after 25ms.
The dark-purple area denotes the faults for which the MMC blocks in less than
3 ms. The faults for which the station blocks after 3, 5 and 10 ms are depicted in
shades of blue.

As evidence in Section 5.1.1, the fast rise of the current in the faulty line for very close
solid faults imposes that the line breakers are tripped in less than 3 ms. Furthermore,
the fast disconnection of the faulty line for a wide range of fault cases may prevent
one or both the converter stations connected to the faulty line to block, which can
increase the reliability of the grid [Pang and Wei, 2018].

5.2. Collaborative fault identification

As evidenced in Section 5.1, some faults require that the line breakers are tripped
very fast, e.g., in 3 to 5 ms whereas more time may be available for the disconnection
associated to other faults. In the latter case, the two relays located at the extrem-
ities of a transmission line may collaborate to increase the reliability of the fault
identification, as presented in Section 5.2.1. The compliance of this approach with
the system requirements is analyzed in Section 5.2.2 through the fault neutralization
time.
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Figure 5.5.: For various faults affecting L14, time at which the MMC at station
1 (left) and 4 (right) block for over-current auto-protection. The yellow area
corresponds to faults for which the station may never block, or blocks after 25ms.
The dark-purple area denotes the faults for which the MMC blocks in less than
3 ms. The faults for which the station blocks after 3, 5 and 10 ms are depicted in
shades of blue.

5.2.1. Distinction between severe and non-severe faults

Based on the extensive simulations carried out in Chapter 4, both in the mono-
conductor and multi-conductor configurations, the identification algorithm is able
to identify most faults occurring on the monitored line while rejecting external faults,
considering a wide range of fault cases. Two situations of possible maloperation of
the algorithm have nevertheless be evidenced,
• Faults (F1) occurring on the protected line close to the remote station may

fall outside the protected zone and be identified as external. This leads to a
dependability failure.
• Faults (F2) occurring very close to the remote station but on an adjacent line

may be wrongly identified as distant internal faults. This leads to a security
failure.

Those two situations are depicted in Figure 5.6, where F1 represents faults that
can lead to a dependability and F2 faults that can cause a security failure, both
considering the fault identification process at the local relay. Note that in both
cases the estimated fault parameters are rather large, in particular regarding the
fault distance which would be close to the total line length.
It is significant that in both cases, the examined fault does not lead to an important
rise of the current at the local relay, as the fault occurs near the remote end of the
protected line. This leads to distinguish for a given relay, among internal faults,
between severe and non-severe faults. In case of severe faults, the current flowing
through the circuit breakers rise very fast and may exceed the breaker maximum
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Figure 5.6.: Two evidenced fault cases that can lead to a maloperation of a relay,
here denoted as the local relay: F1 may not be identified and lead to a depend-
ability failure while F2 may be identified and cause and security failure.

capability. For such faults thus, the breakers have to be tripped fast enough so
that they are able to open the line before the fault current reaches a certain value.
By contrast, for non-severe faults, the current rise is moderate which gives more
time to detect clear the fault. In particular, communication between the two relays
that monitor the same line may be employed to improve the robustness of the fault
identification.

As evidenced in Section 5.1, the severity of a fault is correlated to the fault param-
eters, the fault distance df and resistance Rf. Low impedance close faults lead to an
important rise of the current and may cause the MMC stations to block whereas re-
mote or high impedance faults only lead to a moderate fault current, see Figure 5.7
(left). The discrimination between severe/non-severe faults thus depends on the
considered relay as well as the length de of the protected line .

Figure 5.7.: Classification of possible faults based on the fault parameters, re-
garding the current rise (left) and fault identification algorithm possible failures
(right).

This distinction can be compared to the fault parameters for which an identification
failure may occur, see Figure 5.7 (right), where a general classification of faults is
proposed. Hence the faults for which the algorithm may maloperate do not require
a particularly fast action. The precise settings of the boundaries represented in Fig-
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ure 5.7 depend on the considered line and hardware, in particular the line breakers,
and is not discussed here.

The proposed collaborative algorithm aims to ensure a fast tripping of the breakers
when required while diminishing the risk for identification failures by resorting to
communication with the remote relay when possible. By contrast, the fault identifi-
cation algorithm that only employs measurements from the local sensors is referred
to as single-ended. The relay can assess the severity of the fault using the estimated
fault parameters p̂ =

(
R̂f, d̂f

)
as represented in Figure 5.8. Based on the type of

Figure 5.8.: Sending of the tripping orders depending on the estimated fault pa-
rameters. The tripping order is sent immediately for severe faults that might
lead the current to exceed the DCCB capability while the relay waits for the
confirmation in case of non-severe faults.

fault identified by the relay based on the single ended algorithm, different course of
action may occur:

• Faults identified as severe by the local relay lead to the immediate trip of the
local line breaker.

• Faults identified as non-severe by the local relay must be confirmed by the
identification of the remote relay. We propose that the local breaker is tripped
only if the remote relay identified a severe fault. This requires that all faults
are identified as severe by at least one of the two relays, which can be achieved
by ensuring that all faults identified in the first half of the line are considered
as severe, see Figure 5.8. Alternatively, the confirmation of faults identified as
non-severe by both relays may increase the dependability of the collaborative
algorithm at the cost of a reduced security.

• Faults detected but non identified whitin the line protected by the local relay
are deemed to be located elsewhere in the grid. Nevertheless, the breaker is
tripped if the remote relay identified a severe fault. This direct intertripping
scheme [Alstom, 2011] increases the dependability and may be justified as the
line breaker located at the remote end is already tripped, already stopping
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the operation of the line. The precise distinction between severe and non-
severe faults must take into account the expected current rise, the expected
performances of the identification algorithm as well as the chosen intertripping
scheme and is left for further studies. If the identification algorithm at the
remote relay does not employ the estimation of the fault parameters, the
collaboration with other protection schemes such as directional algorithms is
also conceivable.

5.2.2. Fault neutralization time

The neutralization time is defined as the time at which the peak current in the
faulty line is reached [CIGRE JWG A3/B4.34, 2017]. With respect to the fault
arrival time at the relay, it is the combination of the relay time τrelay required to
identify the fault and the operating time of the breaker τCB, i.e.,

τnz = τrelay + τCB (5.2)

In this section it is assumed the identification time at a given relay τident is only
limited by the length of the required observation window. As evidenced by the
extensive simulations performed in Sections 4.2.2 and 4.3.2 one has τident < 1 ms
(and for the vast majority of faults the identification time is less than 0.5 ms). For
severe faults, the relay time amounts to the time required for the identification
performed by the local relay

τrelay = τident < 1 ms , (5.3)

Considering is in Table 5.1 the DCCB have a breaking capability of 16 kA in 2 ms,
the neutralization time for severe faults is

τ severe
nz < 3 ms (5.4)

The required identification time for non-sever faults can be analyzed considering
the Figure 5.9. In this situation, the local relay identifies a non-severe fault and
waits for the confirmation from the remote relay, which identifies a severe-fault.
The neutralization time at the local relay is then

τnon-severe
nz (df) = τident︸ ︷︷ ︸

remote relay ident.

+τcom + τCB + tremote
arrival − tlocal

arrival︸ ︷︷ ︸
= de−2df

cw

. (5.5)

The communication delay τcom comprises the propagation time (through fiber optics)
as well as an additional delay due to communication equipment, here considered to
be 500 µs [Johannesson and Norrga, 2019], is

τcom = de

2e5 + 500× 10−6

≤ 2.3 ms
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Figure 5.9.: Fault neutralization time for a non-severe fault.

considering the longest line d12 = 350 km in the grid. The neutralization time for
a non-severe fault (5.5) thus depends on the position of the fault along the line.
Assuming non-severe faults only lie in the second half on the line, a worst case
approach leads to

max
de
2 ≤df≤de

τnon-severe
nz (df) = τident︸ ︷︷ ︸

<1 ms

+ τcom︸ ︷︷ ︸
<2.3 ms

+ τCB︸︷︷︸
=2 ms

(5.6)

≤ 5.3 ms

The time the local relay may wait after the arrival of the fault for the confirmation
of the fault can also be deduced from (5.5)

τwait (df) = τident︸ ︷︷ ︸
remote relay ident.

+τcom + tremote
arrival − tlocal

arrival︸ ︷︷ ︸
= de−2df

cw

. (5.7)

which is maximum for df = de

2 , thus

max τwait = 3.3 ms. (5.8)

The obtained fault neutralization times of 3 ms and 5.3 ms for severe and non-severe
faults respectively is compliant with the requirements evidenced in Section 5.1. It
guarantees the line breakers capabilities are not exceeded and it may prevent the
blocking of the MMC stations in most cases.

132



5.3 Full selective fault clearing strategy

5.3. Full selective fault clearing strategy

This section proposes a full selective fault clearing strategy based on the proposed
collaborative fault identification algorithm.

The primary sequence of the fault clearing strategy is summarized in the flowchart
of Figure 5.10. The fault is first detected at the relay based on local measures using
for instance a threshold on the rate of change of the voltage (ROCOV). The single
ended fault identification algorithm is able, based on the value of the estimated
fault parameters, to classify the fault into severe, non severe, or non identified, as
presented in Section 5.2.1. The collaborative algorithm, based on the results of
the single-ended fault identification algorithms at both the local and remote relays,
allows to confirm or refute a fault occurred on the protected line. As proposed in
Section 5.2, in the case of severe faults, only local data are used which allows the
fault clearing to be sufficiently fast.

Start

Open L-DCCB

Local 
measures

Remote 
relay ident

End

Single-ended fault 
identification

Yes

Severe 
fault

Fault non identified Non severe 
fault

Remote relay 
identified a severe 

fault ?

Fault 
detection

No

Figure 5.10.: Primary sequence of the full selective fault clearing strategy based
on the collaborative fault identification.

In the context of protection strategies, failure modes (FM) refer to the specific
ways a protection strategy may fail to operate due to a failure of a component,
function or sub-system [Freitas et al., 2019]. Considering the fault clearing strategy
of Figure 5.10, two specific FM that may have an important impact on the fault
clearing strategy are further investigated:
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• Communication failure between the close and remote relays. This may result
in the incapacity for the relay to decide whether the fault is internal or not,
in the case of non-severe faults. The primary sequence can be adapted so
that, for non severe faults, if the communication from the remote relay is
not received after some waiting time τwait evaluated in (5.8), the local relay
identifies the fault as internal and trips the line breaker. This conservative
approach reduces considerably the likelihood of dependability failures, at the
cost of permitting some sympathetic trip for faults occurring on an adjacent
line such as F2, see Figure 5.6. In any case, a backup communication channel
should be provided, allowing to significantly reduce he risk of communication
failure.
• Line circuit breaker failure to operate. If the breaker controlled by the relay

fails to open, the usual action is to trip the adjacent breakers connected to
the same bus in order to clear the fault. Due to the important rise of the
current as well as the delay required for the detection of the breaker failure,
this may not be possible in the case of severe faults. The rise of the current at
the output of converters 1 and 4 was evaluated for the same faults affecting
line L14 as in Section 5.1.1. The time at which current exceeds the maximum
breaking current imax = 16 kA is depicted in Figure 5.11. In the worst case,
imax is reached 5 ms after the fault arrival. Considering that the breaker failure
to operate can be noticed in 2 ms (corresponding to the CB operating time),
the neutralization time of the converter breaker τ converter

nz is

τ converter
nz = τident + τCB︸︷︷︸

CB failure detection

+ τCB︸︷︷︸
Converter CB opening

.

< 5 ms

On this particular example, the opening of the adjacent breakers is thus com-
pliant with the rise of current. This may however not be guaranteed for
other lines as the rise of current depends for instance on the busbar configu-
ration. One approach can be to choose consequently the specifications of the
converter breakers, which may result in an important cost. An alternative
approach assumes the breakers have a Fault Current Limiting (FCL) mode
which allows to maintain the fault current through the breaker at a reasonable
level [Jovcic et al., 2019]. For severe faults detected by a relay, the adjacent
breaker at the same bus can be preemptively placed in FCL mode so that, in
case of the line breaker failure, they can operate.

5.4. Sensors

The sensors that provide the relay with the current and voltage measurements are
located at each extremity of the lines, as well as at the converter stations. This sec-
tion presents an EMT model that accounts for the limited accuracy of the sensors,
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Figure 5.11.: For various faults affecting L14, time at which the current through
the converter breakers at station 1 (left) and 4 (right) reaches imax = 16 kA. The
yellow area corresponds to faults for which the converter breaker current never
reaches imax. For faults corresponding to the light blue area, imax = 16 kA is
reached in less than 25 ms after the fault detection at the relay. The dark blue
area denotes faults for which the maximum breaking current is reached in less
10 ms. For the closest faults with Rf = 0 Ω, the maximum current is reached in
5 ms.

see Section 5.4.1. This model is then employed to study the influence of differ-
ent sensor specifications on the behavior of the (single-ended) fault identification
algorithm in Section 5.4.2.

5.4.1. Sensor model

This section introduces a behavioral model 2for the voltage and current sensors
independent from a specific technology. The main elements are reminded here, an
more detailed description of the model implemented in the EMT software can be
found in Appendix A.
The sensors can be described considering two main components: the transducer and
the signal processing parts as presented in Figure 5.12. The transducer part converts
the grid quantity x(t) into a substantially proportional analog quantity y(t). The
transducer block diagram is presented in Figure 5.13.
The output of the transducer block is thus, before the saturation block,

Y (s) =
[
F (s) exp (−τss) K0

(
1 + ∆K0

K0

)
+ B0 + ns (s)

]
X (s) (5.9)

2This section uses a model of the sensor implemented in EMT software that results from a
collaborative work at the Supergrid Institute. The author wishes to acknowledge for their
decisive participation in this work G.Renon, F.Calligari and P.Torwelle.
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Figure 5.12.: Sensor model considering two main components: a transducer and
a signal processing block.

Figure 5.13.: Block diagram of the transducer part of the developed sensor model.

where F (s) is a first order filter that represents the low pass effect of the mea-
surement device with cut-off frequency fϕ

0 . The total sensor delay exp (−τss) is
considered constant. The reduction function

FR = K0

(
1 + ∆K0

K0

)
(5.10)

represents the reduction of the grid quantity to a reduced voltage by a factor

K0 = |xmax − xmin|
|ymax − ymin|

= |xmax − xmin|
20 .

This factor can endure a drift ∆K0
K0

typically due to external effects such as temper-
ature or pressure. An additive offset B0 is considered and may also fluctuate due
to external conditions but is here considered as a fixed maximum value. The noise
ns (t) accounts for the internal error of the sensor for instance due electromagnetic
perturbations and is represented by a centered white noise. The output error is
then, neglecting the sensor filter effects,

y (t)−K0x(t) = FRx(t) + B0 + ns (t)−K0x(t)
= ∆K0x(t) + B0 + ns (t)

= x(t)
(

∆K0 + B0

x(t) + ns (t)
x(t)

)

Though the grid quantity x(t) may fluctuate, we use the base value xbase to specify
the total error with respect to the grid quantity as a percentage

ε(t) = 1
K0

(
∆K0 + B0

xbase
+ ns (t)

xbase

)
. (5.11)
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The maximum error (considering the peak value for the white noise) is also known
as the accuracy class of the sensor. The separation of the error into three different
terms, namely a drift of the sensitivity factor, a constant offset and a white noise,
is advantageous as the distribution of the total error may be different depending
on the considered technology. For instance, the materials used for RC-dividers
principle are strongly temperature dependent. Thus, the long term variations of
their sensitivity factor are important and difficult to reduce. This is the same for
optical elements used in optical sensors. On the other hand, it is known that for
MEMS technologies [Moagar-Poladian and Moagar-Poladian, 2014] the long term
variations of the offset are important due to aging of the mechanical elements.
Finally, contrary to optical sensor [Chatrefou et al., 2000], RC-dividers and MEMS
sensors operate with electrical components close to the high voltage equipment which
leads to high electromagnetic disturbances. Knowing the most influent error sources
can guide the choice of the developed principles for new sensors.
In the signal processing part, the analog voltage y(t) is discretized and reconverted
into a quantity of the same scale as the input quantity. The signal processing
block diagram is presented in Figure 5.14. It is composed of an anti-aliasing filter
of bandwidth fAAF and an analog to digital converter with sampling frequency fs
and resolution Q. The bandwidth of the sensor is determined by the lowest cut-off
frequency, i.e.,

BW = min
{
fAAF, fϕ

0

}
.

The detailed sensor model in this section is implemented in EMT software so that

Figure 5.14.: Block diagram of the signal processing part of the sensor developed
model.

the influence of the different specifications on the algorithm behavior can be studied,
see Section 5.4.2.

5.4.2. Impact of the sensor characteristics

In this section we consider the four station meshed grid from Figure 4.1 with the
rigid bipole configuration. Reference values for the sensor specifications have been
selected based on existing requirements from [IEC 61869-15, 2018] as well as the
the requirements of the algorithm, see Table 5.2. The total error ratio (5.11) is the
sum of the sensitivity drift, the maximum offset and the peak of the white noise,
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Table 5.2.: Reference specifications for the voltage and current measurement sen-
sors.

Parameter Voltage sensor Current sensor
Max/min input value [−510, 510] kV [−30, 30] kA
Sampling frequency (kHz) 1000
Bandwidth (kHz) 300
Total error ratio (%) 1
Sensitivity drift (%) 0.4
Maximum offset (%) 0.3
Peak Gaussian noise (%) 0.3
Resolution (bits) 12
Transducer delay (ms) 0.1

all given as a percentage of the base current or voltage. With the considered grid,
ε = 1% amounts to a maximum error of 3.2 kV and 30 A.
Due to the important simulation time of a grid equipped with the sensor models in
EMT software, the effects of varying some of the sensor specifications on the behavior
of the fault identification algorithm is only studied on a specific fault case. This
particular example is first detailed considering the reference sensor specifications
from Table 5.2.
The influence of some of the main sensor characteristics - total error and its com-
ponents - the sensitivity drift, offset and white noise- are then studied individually.
The effect of the sampling frequency and bandwidth is finally detailed. The impact
of those different parameters on the dependability of the algorithm as well as on
the precision of the estimated fault parameters and on the length of the required
measurement window is investigated. When not specified otherwise, the sensor pa-
rameters employed are the ones from Table 5.2.

5.4.2.1. Reference case

The rigid bipole configuration is considered for this study. Consider a pole-to-ground
fault affecting the line L14 at 210 km from station 1 with R∗f = 60 Ω. The fault
identification is triggered at the relays R14, for which d∗f = 210 km, and at R41 for
which d∗f = 90 km. Those two situations are referred to, in the following paragraphs,
as the remote fault and close fault, respectively. The behavior of the algorithm at
the relays R41 is now detailed. The evolution of the estimated fault parameters
and the contour plot of the cost function are plotted in Figure 5.15 for the 9 first
iterations after which the fault is identified on the line L14. The estimated fault
parameters are R̂f = 71 Ω and d̂f = 68 km. The evolution of the modeled voltage
and current are compared with the EMT data obtained with the sensor model in
Figure 5.16. The effect of the reduced bandwidth is observable at the beginning of
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the wave, corresponding to the arrival of the aerial mode. The random noise affects
more the negative pole quantities as the evolution on the healthy pole is reduced
which, by contrast, gives more weight to the error sources.
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Figure 5.15.: Evolution of the estimated fault parameters and cost function con-
tour when considering sensor model in the reference scenario. The fault is iden-
tified after 9 iterations and the estimated fault parameters are R̂f = 71 Ω and
d̂f = 68 km.

5.4.2.2. Impact of the accuracy class

The impact of the accuracy class is first studied as a whole and the significance
of the three components is investigated as a second step. Various error ratios are
applied such that ε = {0.5 %, 1 %, 2 %, 4 %, 6 %} while its decomposition into the
sensitivity drift (0.4ε), maximum offset (0.3ε) and noise (0.3ε) is kept identical.
The algorithm successfully identifies the fault as internal in all the cases. The main
observed impacts are a decrease of the accuracy of the estimated fault parameters,
which is evidenced in Figure 5.17.
The impact of the different sources of error is then studied individually. For
each of the three error sources, the two others are set to 0 so that the total er-
ror ratio is due of a single error source. The applied total error is then ε =
{0.15 %, 0.3 %, 0.6 %, 1.2 %, 2.4 %}. Most importantly, the algorithm always iden-
tify the fault as an internal fault. The main findings are
• An increase in the white noise extends the observation window required for the

identification. It also decreases the accuracy of the estimated fault distance.
• A larger offset only results in an less accurate estimate of the fault resistance,

see Figure 5.19 (left). That can be explained given that the offset impacts
the amplitude of the current and voltage waves, it can thus be “compensated
for” by the estimated fault resistance which also impacts the amplitude of
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Figure 5.16.: Evolution of the modeled voltage and current compared with the
EMT data obtained with the sensor model, in the reference case. The fault
parameters employed in the parametric model are the ones obtained after the
fault identification R̂f = 71 Ω and R̂f = 68 km.
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Figure 5.17.: Impact of the total error on the precision of the estimated fault
resistance (left) and distance (right).
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the modeled waves. On the other hand, the accuracy of the fault distance
estimate is not much impacted.

• The sensitivity drift has only minor impact on the behavior of the algorithm
besides increasing the value of the cost function for the estimated fault pa-
rameters (given in p.u.), see 5.19 (right). This can be explained considering
that the voltage model vm is proportional to the measured pre-fault voltage
vmeas

bf through the voltage at the fault location (2.32), thus

vm ∝ vmeas
bf

where ∝ represents the proportionality relation and the subscript meas refers
to measured quantity prone to measurement errors. Assuming the only source
of errors is due to the drift of the sensitivity factor the measured voltage is
proportional to the true voltage,

vmeas
bf = ∆K0vbf.

The cost function (considering the voltage part only) is then

vm − vmeas ∝ ∆K0vbf −∆K0v,

vm − vmeas︸ ︷︷ ︸
Available cost

∝ ∆K0 (vbf − v)︸ ︷︷ ︸
Ideal cost

(5.12)

which shows the sensitivity factor tends to increase the cost by a multiplica-
tive factor. As the cost function also includes the current measurements, the
proportional factor in (5.12) may be different for the total cost function. The
key assumption here is that the drift ∆K0 is constant over short time periods
(e.g. over a millisecond).

0.005 0.01 0.015 0.02

3

4

5

6

7

8

9

10

0.005 0.01 0.015 0.02

0.1

0.105

0.11

0.115

0.12

0.125

0.13

0.135

Figure 5.18.: Impact of the white noise on the precision of the estimated fault
resistance (left) and distance (right)
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Figure 5.19.: Impact of the maximum offset (left) on the accuracy of the estimate
fault resistance and of the sensitivity drift (right) on the value of the cost function
reached by the algorithm.

5.4.2.3. Bandwidth and sampling frequency impact

The influence of the sampling frequency and the bandwidth are now investigated.
The error terms are set to their reference value, see Table 5.2. The different band-
width considered for the sensors are {40, 100, 200, 300, 500} kHz while the sam-
pling frequency of he sensors is kept at fs = 1 MHz.
A smaller bandwidth tends to slightly degrade the performances of the algorithm.
The length of the required observation window in particular may fluctuate but
generally has higher values for smaller bandwidths, see Figure 5.20.
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Figure 5.20.: Impact of the bandwidth on the length of the required observation
window for the fault identification

The influence of the sampling frequency is finally detailed. The fault is simulated
with various sampling time Ts ∈ {1, 2, 4 , 6, 10} µs (the reference value is 1 µs).
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The bandwidth must be adapted to fulfill Shannon’s theorem BW ≤ fs
2 . The ratio

between the sampling frequency and the bandwidth was kept at the same value as in
the reference case, i.e., fs

BW = 10
3 . The simulation results suggest the sampling time

has an important impact on the performances of the fault identification algorithm.
In particular, algorithm must be adapted to the various sampling frequencies to
obtain acceptable performances. The considered adaptation are
• In the accuracy test, the threshold on the area of the confidence region (3.36) is,

all things being equal, proportional the number of sampling points. A slower
sampling frequency thus results in larger confidence areas. The threshold
(3.37) on the size of the 95% confidence region is thus adjusted proportionally
to the sampling frequency variation.
• The number of iterations the optimization algorithm for a given observation

window length is kept constant. This leads to adjust κ so that one iteration
is performed every 10 µs.

The different settings are summarized in Table 5.3. Under those adjustments, the

Table 5.3.: Tuning parameters of the identification algorithm adapted to cope
with slower sampling frequencies.

Sampling period (µs) 1 2 4 6 10
Threshold c95 20 40 60 50 30
Number of iterations κ 1 2 4 6 10

identification algorithm is able to identify the two considered fault cases for frequen-
cies such that fs ≥ 1

6×10−6 = 167 kHz. For fs = 100 kHz however, the algorithm fails
to identify the remote fault case and has a very poor accuracy for the close fault.
Furthermore, the performances of the algorithm are, to a large extent, degraded
by smaller sampling frequencies. The required observation window may be 2 times
larger in the worst case as shown in Figure 5.21 and the precision of the estimated
parameters also decreases, see Figure 5.22.

5.4.3. Main observations on the sensor specifications

The influence on the algorithm performances of some of the main specifications of
the sensors have been studied using a sensor model implemented in EMT software,
see Section 5.4.1. The conclusions drawn have nevertheless a limited scope as only
two fault cases have been simulated due to simulation time constraints. The results
on those two cases indicate the algorithm is generally robust to less accurate sensors.
The precision of the estimated parameters may be degraded due to higher noise or
sensitivity drift while the measurement window is scarcely impacted. The sampling
frequency is, however, crucial to the algorithm as dependability failures have been
observed for fs = 100 kHz and the other performances are significantly degraded.

143



Chapter 5 System integration

200 400 600 800 1000

0

0.1

0.2

0.3

0.4

0.5

Figure 5.21.: Impact of the sampling frequency on the length of the measurement
window required for the fault identification. For fs = 10 kHz the algorithm fails
to identify the remote fault.
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Figure 5.22.: Impact of the sampling frequency on the accuracy of the estimated
fault parameters. For fs = 10 kHz the algorithm fails to identify the remote fault.
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5.5 Conclusion

Those results are summarized in Table 5.4 where recommendations for the specifi-
cations are formulated and compared with existing standards [IEC 61869-15, 2018].
The requirement on the sampling frequency appears to be the most stringent one
while the algorithm seems to cope with relatively low accuracy classes. The rec-
ommended sampling frequencies fs ≥ 500 kHz is nevertheless in line with numerous
state-of-the-art methods and may for instance be achieved with technologies based
on optical sensors, shunt resistance or Rogowski coil [Tzelepis et al., 2020].

Parameter Recommended range Existing norm
Bandwidth ≥ 100 kHz max: 500 kHz
Sampling frequency ≥ 500 kHz max: 100 kHz
Accuracy class ≤ 4% [0.1− 1] %

Table 5.4.: Comparison of the recommended sensor specifications with some of the
existing norm standards. The sampling frequency requirements appear to be the
most stringent one.

5.5. Conclusion

The proposed fault identification algorithm can be integrated into a full-selective
fault clearing strategy. Such strategies mitigate the impact of faults on the HVDC
the healthy parts of the grid can operate continuously. The primary and backup
sequences detailed in Section 5.3 allows to handle all faults occurring on a trans-
mission line by having recourse, for non-severe faults, to communication with the
other relay protecting the same line. The compliance of the proposed strategy with
the rise of the current and the circuit breakers capabilities is investigated in Sec-
tion 5.1.1. It is shown that, on the considered test grid, the use of DC inductances
at the end of each line is not required to clear the fault. The fast clearing of the
fault also limits the faults that trigger the blocking of the converter stations, as
presented in Section 5.1.2. Finally, the detailed sensor model introduced in Sec-
tion 5.4 allows to study the robustness of the algorithm to various specifications, in
particular regarding the accuracy and sampling frequency of the sensors.
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This chapter gathers different topics of interest which have been the subject of
preliminary investigations but would require more in depth studies. It has been
noticed in Chapter 4 that the faults occurring very close to the stations may cause
the maloperation or degraded performances of the identification algorithm. This
issue can be tackled through a multiple hypothesizes approach, as presented in
Section 6.1. The assumptions made on the fault model in Chapter 2 are challenged
in Section 6.2 where the case of lightning strikes is further considered. Possibilities
to improve the execution times of the algorithm are detailed in Section 6.3. A
general conclusion is then presented in Section 6.4.

6.1. Very close faults and multiple hypothesizes
approach

The extensive simulations performed for both the mono-conductor and multi-conductor
configurations in Sections 4.2.2 and 4.3.2 show the proposed approach performs well
on a wide range of fault cases. We focus here on the mono-conductor case though
the general methodology can be adapted to the multi-conductor case. The behav-
ior of the algorithm for faults occurring close to a station rises a number of issues.
Consider for instance the fault depicted in Figure 6.1 affecting line L12 and located
very close (e.g. df ≤ 1 km) to station 2.

• For the relay R21 the fault is very close and should be identified very fast
to ensure the line breakers are tripped as soon as possible. Such faults are
characterized by a a large number of reflected waves as well as a reduced
impact of the ground resistivity for the current return path. .

• For the relay R12 at the other end of the faulty line, the fault is particularly
far and the algorithm is likely to identify it as external. Such dependability
failures have been observed in Section 4.2.2.

• For the relay R42, the fault may appear as internal due to the very small
distance from the station 2. Such security failures have been observed in
Section 4.2.2.

In Section 5.2, a collaborative fault identification algorithm was introduced to solve
some of the issue raised by the fault depicted in Figure 6.1. The communication

147



Chapter 6 Perspectives and conclusion

Figure 6.1.: Situation of a fault located very close to the station 2 that may cause
a dependability failure at relay R12 and a security failure at relay R42.

with the other relay protecting the same line increases the efficiency of the fault
identification. Here we address similar situations of faults occurring very close to a
station without using the results of the identification from a distant relay. The use
of several initial points p0 for instance may help the algorithm to converge towards
the true fault parameters. More generally, the model ym (t, p) employed for the
fault parameter estimation may be adjusted to the specific cases aforementioned.

Faults that occur very close to a given relay (R21 in Figure 6.1) require the modeling
of three to four waves but the influence of the ground can be neglected. This leads
to consider only the physical part within the model developed in Chapter 2.
Faults that occur on an adjacent line but very close to the remote end of the pro-
tected line (fault seen from R42 in Figure 6.1) can be modeled considering that many
waves occur between the fault and the remote station, but for those the ground ef-
fect can be neglected. The impact of the soil resistivity mostly comes from the
propagation through the whole line (here line L24). The filter corresponding to the
whole line length is thus applied. In the considered example, the forward voltage
waves that arrive at the station 4 are then

vm
f,4 (k, p) = g

(
z−1, d24

)
⊗ vm

2 (k, p) , (6.1)

where vm
2 is the modeled voltage at the station 2 neglecting the ground effects. In

the structure of (6.1) the soil effect is represented but it does not depend on the
fault distance as the main distortion comes from the propagation through the line
L24 of known length d24.

We propose to use four different identification algorithms in parallel at the same
relay, as summarized in Table 6.1. Each identification algorithm corresponds to a
different suspected fault area location and differ by the initial point p0. The first
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three algorithms are run assuming that the fault is located in the protected line.
The last one is initialized with a value of the parameter corresponding to a fault
outside of the protected line e, at a distance df = de +1, where de is the length of the
protected line. In the example of Figure 6.1, relay R42 considers three hypothesizes
of faults affecting line L24 and one of a fault affecting the adjacent line L12 located
close to station 2. For each hypothesis, the model employed by the identification
algorithm must remain consistent with the hypothesis. For instance, the algorithm
run according to the adjacent line fault hypothesis may not converge to a fault
located on the protected line. As the four different estimation algorithms are run
in parallel, the fault is identified as soon as one of the estimated fault parameters
satisfy both the accuracy and validity tests. When that several fault parameters
satisfy the two tests at once, the estimate that for which the cost function is the
smallest is selected. This procedure is similar to the one employed in the case of the
identification of the faulty segment in hybrid lines, see (3.38).

Table 6.1.: Multiple hypothesizes approach: several fault identification algorithms
are launched in parallel, each one is associated to a suspected fault location and
parameterized by the initial point p0. The models employed by some hypothesizes
may be adapted according to the suspected fault location. The first three sus-
pected locations correspond to an internal fault whereas the last one corresponds
to an external fault.

Suspected location Initial point p0 Modeling assumptions
Close fault (1 Ω, 1 km) Numerous TW with negligible soil effects
Average fault (5 Ω, 5 km) Standard model
Remote fault (50 Ω, 0.9de km) Standard model
Adjacent line fault (1 Ω, de + 1 km) Numerous reflection with remote station,

soil main impact due to line e

The proposed approach is illustrated on an example. Consider a fault occurring on
line L12 at a distance d∗f = 0.2 km from station 2 (and 349.8 km from station 1)
with an impedance of R∗f = 4 Ω, as depicted in Figure 6.1. We successively consider
the identification at the relays R21, R12, and R42. Each relays employ the multiple
hypothesizes approach described previously.

At the relay R21, for which the fault is located on the protected line at a distance
d∗f = 0, 2 km, the fault is identified after only four iterations and the initial point
corresponding to a very close fault is selected. The confidence region areas and
the value of the cost function for the four different hypothesizes are compared in
Figure 6.2. The close fault hypothesis has by far the smallest confidence region and
cost. In such case, it is imposed that a minimum number of iterations (arbitrarily
set to 4) is performed before the algorithm may stop. This ensures the identification
is based on a minimum amount of data. This explains why the algorithm does not
stop after the first iteration even though the area of the confidence region is smaller
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than the threshold. The evolution of the fault parameters as well as the current and
voltage of the parametric model and the EMT data are provided in Figure 6.3. It is
confirmed the ground effect is negligible as, for instance, the voltage shape resembles
the one of a pure step.
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Figure 6.2.: Close fault case: evolution of the confidence region area (left) and
cost function (right). The closest initial point allows to converge in only a few
steps.
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Figure 6.3.: Close fault case: the closest initial point allows to converge in only a
few steps. The corresponding model neglects the impact of the soil resistivity but
includes up to four traveling waves.
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Consider now the algorithm at the relay R12, for which the fault is located on the
protected line at a distance d∗f = 349, 8 km. In this case the fault is identified after
17 iterations by the estimation algorithm initialized with ρ0,3,which corresponds to a
remote fault hypothesis, as seen in Figure 6.4. The trajectory of the estimated fault
parameters and the fit between the model and EMT simulation are displayed in
Figure 6.4. The estimated parameters first evolve towards a high impedance fault
located in the middle of the line before it converges towards the end of the line,
closer to the true fault parameters. Despite the moderate accuracy of the estimated
fault parameters, the fault is correctly interpreted as an internal fault occurring
close to the remote station. By contrast, the identification algorithm run according
to the adjacent fault hypothesis leads to a much higher cost function, see Figure 6.4
(right), and is not seleceted.
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Figure 6.4.: Remote fault case: evolution of the confidence region area (left) and
cost function (right). The remote internal fault hypothesis (in yellow) allows to
converge in 17 steps.

Consider at last the identification at the relay R42 for which the fault is external. Due
to the fault being of low impedance and very close to the station 2 it is likely to be
misinterpreted as an internal fault. In this situation, the utilization of the adjacent
fault model outperforms the results given by the internal fault model, see for instance
the cost in Figure 6.6 (right). This allows the algorithm to correctly identify the
fault on the line L12 after 5 iterations. The corresponding fault parameters trajectory
and cost function function contour are provided in Figure 6.7 (right). The evolution
of the voltage and current, see Figure 6.7 (left), significantly resembles the one of
Figure 6.5 though the first corresponds to an internal fault and the second to an
external fault.
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Figure 6.5.: Remote fault case: considering the remote internal fault hypothesis
leads to a convergence in 17 steps.
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Figure 6.6.: Adjacent fault case: evolution of the confidence region area (left) and
cost function (right). The estimated fault parameters obtained according to the
adjacent line fault hypothesis (purple) lead to a better fit of the measurements
than ones obtained with the internal fault hypothesizes.
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Figure 6.7.: Adjacent fault case: the adjacent line fault hypothesis fits better the
received measurements despite the resemblance with the remote internal fault
situation from Figure 6.5. The indicated fault distance (right) corresponds to the
distance on the adjacent line.

The multiple hypothesizes approach developed in this section allows one to tackle
some of the issues encountered, in particular the dependability and security failures
occurring for faults located close to a station. It also increases the robustness of
the algorithm for the most severe fault occurring at a very small distance. This,
however, comes at the cost of an increased complexity as several models must now be
considered in parallel and compared in the identification process. The performing of
multiple parameter estimations in parallel also increases the computational burden
of the algorithm.

6.2. Response to a lightning event

The main causes of faults on overhead lines include pollution, vegetation and light-
ning strikes [De Almeida et al., 2009]. The pollution and vegetation can be rea-
sonably represented as a switch between the faulted conductor(s) and the ground
closing at t = tf. Connected in series with the switch, the fault resistance ac-
counts for the different elements in the current path, such as the arc resistance or
the grounding of the tower [Terzija and Dobrijevic, 2007]. Though the fault resis-
tance may vary with time, it can be considered as constant in the first millisecond
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[De Andrade Suárez and Sorrentino, 2010]. Modeling the effect of a lightning strike
leading to a fault as a closing switch is, however, questionable [Xemard et al., 2021].
This section investigates some of the multiple questions raised by the representation
of lightning strikes for fault identification.
Lightning strikes can be classified depending on the point of impact. Most lightning
strikes the ground wire or the pylon and are thus called indirect strikes. A lightning
can nevertheless strike directly a conductor, causing a direct strike. For a lightning
to cause a fault, the insulator string between the poles and the pylon must flash,
which occurs when the insulator voltage goes above its withstand voltage. Due to
the insulation constraints being more stringent for HVDC than for HVAC OHL,
the probability that a indirect strike causes a fault is reduced. By contrast, direct
strikes with only a moderate current can still cause a short-circuit due to the high
surge impedance of the pole conductors. Consequently, we focus on direct lightning
strikes, which may or may not cause a fault. The bipolar configuration is considered
in this section.
The lightning is generally represented by an controlled current source connected to
the impact point [You et al., 2010]. The waveform of the lightning current is difficult
to characterize random, though usual waveforms for dielectric testing purposes are
defined in international standards [CIGRE WG01 SC33, 1991]. Among those, we
consider the double exponential waveform

ilight = i0

(
exp

(
− t

τ1

)
− exp

(
− t

τ2

))
(6.2)

where τ1, τ2, and i0 are adjustable parameters. Two current waveform are consid-
ered, see Figure 6.8. The current with the highest amplitude causes a fault whereas
the other one only induces a disturbance that propagate along the phase conductor.

An accurate simulation of the lightning strike phenomenon in EMT software in-
volves a detailed representation of the stroke pylon as well as the neighboring tower
spans [Alipio et al., 2019]. Such simulation, usual for insulator coordination stud-
ies, requires small simulation time steps (< 0.1 µs) ill-suited for protection studies
where multiple faults must be simulated at various location in the grid. We pro-
pose instead a simplified approach where the lightning current is connected to the
phase conductor and the insulator string is a switch controlled by the voltage at its
terminals. The breakdown voltage for the insulator string is set to 2 MV. In case of
a fault, we assume that the resistance Rf gathers the effect of the pylon, the tower
grounding and the arc resistance.
We employ the EMT model of Figure 6.9 to simulate direct lightning strikes that
may cause a fault or not, depending on the current amplitude, see Figure 6.8. The
obtained waveforms are compared with the one obtained using the ideal switch
model, referred to as the “pollution fault”. The point of impact is located in line L14
at df = 210 km from station 1. The voltage waveform of the stroke pole (positive)
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Figure 6.8.: Typical current waveform according to the double exponential model.
The current with the highest amplitude causes a fault whereas the other one only
induces a disturbance.

and across the insulator at the point of impact can be observed in Figure 6.10. The
stroke conductor endures a surge whose amplitude depends on the amplitude of the
lightning current injected, see Figure 6.8. Due to the current rise in the conductor,
the voltage increases and may exceeds the insulator breakdown voltage, causing
a short circuit and the collapse of the voltage (blue curve in Figure 6.10). After
the collapse of the voltage, the lightning current mostly flow through the tower
(though this may depend on the tower grounding) which limits the variation of
the pole voltage. By contrast, if the insulator string never flashes (red curve in
Figure 6.10), the lightning current entirely flows through the conductor, causing a
large disturbance. The voltage in case of a pollution fault causing a short circuit of
the conductor is indicated for the sake of comparison.

Figure 6.9.: Simplified EMT model of a direct lightning strike as an ideal current
source.
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Figure 6.10.: Voltage of the stroke pole (left) and across the insulator string (right)
at the point of impact. The waveform for a pollution fault and two direct strikes,
causing a fault or a disturbance, are compared.

The voltage observed at the end of the line are plotted in Figure 6.11 on a 2 ms time
window. As expected, the TW amplitude due to the lightning disturbance (red)
have a greater amplitude than the ones due to a fault (yellow). In the absence of a
fault, reflections only occur at the other stations. While the voltage waveforms of a
lightning (blue) and a pollution (yellow) induced faults are significantly different for
the first two or three TW, they tend to resemble on a longer period. This suggests
the ideal representation of faults as a switch is justified, except when considering the
very first TW for which the impact of the lightning current itself is important. The
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Figure 6.11.: Voltage of the stroke (left) and healthy (right) pole at the extremity
of the line. The waveform for a pollution fault and two direct strikes, one causing
a fault and the other a disturbance are compared. The waveforms of a lightning
(blue) and pollution (yellow) induced fault resemble after the first 2-3 TW.

adaptation of the proposed model-based algorithm to faults caused by a lightning
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strike thus requires more studies. It may not be possible to obtain a parametric
waveform as in (6.2) that describe the variety of potential lightning strikes. Instead,
one can consider the voltage at the fault location as an unknown input that may be
estimated, along with the fault distance.

6.3. Complexity and computing times

As presented in Section 4.2.2.3, the execution times of the fault identification al-
gorithm as implemented in Matlab are about 100 times too slow compared to a
real time objective. The performances achievable with an optimized C implemen-
tation are however difficult to predict using the existing Matlab implementation.
In particular, the data processing can be well adapted to parallel computing as, for
instance, the different waves - forward and reverse, ground and aerial modes - can
be computed separately. Several possibilities may also be considered to improve the
performance of the algorithm itself and to limit the computational burden

• In the tuning of the iterative optimization algorithm, see Section 3.3.3, the
number of added samples ∆n and the number of iterations κ until a new batch
of samples is taken into account results in a trade-off between the speed and
the accuracy of the algorithm. While the standard tuning ∆n = 10 and κ = 1
was applied, increasing ∆n decreases the number of cost function evaluations
required. This however may decrease the accuracy of the estimated fault
parameters.

• The sampling time considered for the measurements fs = 1 MHz may be
slightly be decreased for instance to 500 kHz as investigated in Section 5.4.
This would diminish the number of points on which the the cost function is
evaluated.

• As evidenced in Section 4.2.2.3, the computation of more than the first trav-
eling wave greatly increases the execution times. In the few cases where those
subsequent waves are used, it may be possible to limit the length of the mea-
surement window so that only the first TW is considered. As suggested by
the contour plots of the cost functions, see for instance Figure 4.2, the min-
imum of the cost function is already well determined using the first 50 µs of
measurements.

• The main computations of the algorithm lies in the evaluation of the voltage
waveforms obtained through the combined physical and behavioral modeling
approach presented in Chapter 2 A pure behavioral approach may lead to more
compact formulas, as for instance in proposed the approach in [Zhang et al., 2020].
Such formulas may be tuned off-line based on the existing expressions.
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6.4. General conclusion

The protection is one of the technical locks that prevent the emergence of meshed
HVDC grids. The fast identification of faults is seen as a key problem and has
been the subject of numerous studies. This thesis explores a fast fault identification
approach based on the estimation of the fault parameters. The main principle of
the approach is reminded in Figure 6.12. A parametric model of the voltage and
current transient evolution just after the fault is embedded at each relay. This model
depends explicitly on the unknown fault parameters, in particular the fault distance
and resistance. When a fault is suspected at a given relay, the fault parameters are
estimated using the parametric model and the measurements from the local sensors.
Thus the identification algorithm does not use data from distant relays and is thus
not limited by the communication delays. Based on the results of the parameter
estimation, and in particular using a confidence indicator, a decision logic confirms
or refutes that the line protected by the relay is faulty.
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Figure 6.12.: Main principle of the fault identification based on the estimation of
the fault parameters.

A general methodology to model DC faults is presented in Chapter 2. Well-known
tools such as the traveling waves and modal analysis are first employed to obtain
a physical description of the transient behavior of the grid in the first instant after
the fault. Explicit formulas can be obtained considering various approximations,
and in particular by neglecting the frequency dependent behavior due to the soil
resistivity. A behavioral approach is then proposed to account for such effects using
low-pass filters. As the distortion and attenuation due to the ground increase with

158



6.4 General conclusion

the fault distance, and the coefficients of the filters representing the ground effects
are parameterized with the fault distance. In order to have a model adjustable
to any fault distance, an explicit model of the evolution of the ground filters is
proposed. A model of the first traveling waves that depend explicitly on the fault
parameters is thus obtained. The model is applied to bipolar and monopolar OHL
as well as monopolar hybrid lines.

The fault identification algorithm itself is introduced in Chapter 3. The estimation
of the fault parameters is performed in the maximum-likelihood sense, leading to a
weighted least squares optimization problem. The Levenberg-Marquardt method is
then employed to estimate iteratively the fault parameters. An iterative approach
is implemented: the estimation starts with very few measurement points and uses
more and more data when available. A decision logic is used to confirm or refute
that the protected line is faulty. Two tests must be satisfied for the algorithm to
identify the fault on the protected line. The validity test compares the value of
the estimated fault parameters with minimum and maximum plausible values for
the fault distance and resistance. The accuracy test assesses the precision of the
estimated parameters by evaluating an approximate confidence region. The area of
the obtained ellipse is compared to a pre-determined threshold.

The simulation results of the proposed fault identification approach are presented in
Chapter 4. Particular examples and more extensive simulations are both performed.
The identification algorithm is able to identify all faults occurring on the protected
line except for particularly remote faults for which dependability failures may occur.
Security failures are observed in less than 1% of the cases, for faults occurring very
close to a station. The length of the required measurement window for identification
is particularly small, i.e., always less than 0.8 ms. For most faults, the first traveling
wave is sufficient to identify the fault due to the modeling of the ground effects. The
accuracy of the estimated fault parameters is acceptable in light of the short amount
of data used. A sensitivity analysis is conducted considering an erroneous or non-
homogeneous soil resistivity, showing the good robustness of the method.

The system integration of the fault identification algorithm into a full-selective
protection strategy is addressed in Chapter 5. A primary protection sequence is
proposed to address the dependability and security cases previously observed for
faults occurring close to a station. Specifically, the distinction between severe and
non-severe faults, based on the estimated fault parameters, allow one to adapt the
sequence. Severe faults are likely to induce a very high line current and requires
the immediate tripping of the line breakers, whereas for non-severe cases the com-
munication with an other relay can help to correctly identify the fault. Technical
specifications regarding the DC breakers as well as the sensors are discussed. An ac-
curate model of the sensors allowed us to study the influence on the performance of
the fault identification algorithm of various parameters of the sensors. The impact of
the sensor accuracy, bandwidth, and the sampling frequency were thus investigated.

Possible further research topics are presented in Chapter 6. A multiple-hypothesis
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approach is proposed on a specific example to tackle the security and dependability
failures observed in Chapter 4. The validity of the fault model when considering
lightning induced faults is questioned and a framework is proposed to perform an es-
timation of the input disturbance along with the fault location. More generally, the
validation of the proposed model and identification method would greatly benefit
from experimental data. Finally, the question of the complexity and the computing
times are raised. Despite the relatively good performances obtained compared with
existing methods, the gap with real-time is still important. A significant develop-
ment effort should thus be performed to tackle this issue.
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A. Test grid and model parameter
details

This chapter gather the details on the implemented grid in EMT software EMTP-
RV as well as some of the main parameters used in the parametric model. The
characteristics of the converter stations are presented in Section A.1. The transmis-
sion lines are simulated using the wideband model. The characteristics of the three
different considered types of lines - OHL mono-conductor, OHL bipolar and hybrid
lines, are detailed in Sections A.2, A.3 and A.4.

A.1. MMC stations

The sub-stations stations are composed of Modular Multilevel Converter (MMC)
stations. In the mono-conductor configuration, which corresponds to an asymmetric-
monopole, each substation is composed of one MMC. One of the pole of the MMC
is connected to the transmission lines through the bus-bar while the other one is
directly connected to the ground. In the bipolar case, each sub-station is composed
of two MMC connected as a half-bridge. As a metallic return is not considered
in the rigid-bipole, the two MMC are grounded through a small resistance (Rg =
0.5 Ω). More details on the grounding schemes for HVDC grids can be found in
[Leterme et al., 2014]. The general topology of an MMC converter is reproduced in
Figure A.1, from [Saad et al., 2014].

The MMC sub-stations are simulated in EMT using the model: MMC arm equiva-
lent switching function [Saad et al., 2014] (also known as model 3) with the param-
eters given in Table A.1. In the bipolar scheme, each converter station is composed
of two identical MMC grounded by a small resistor (0.5 Ω).

The parameters of the RLC equivalent used in the parametric model obtained in
(2.31) are indicated in Table A.2. The derivation of the parameters presented in
[Leterme and Van Hertem, 2014] are reminded here. The equivalent MMC resis-
tance accounts for all the conduction losses in the IGBT,

RMMC = nSM × rSM.
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Chapter A Test grid and model parameter details

Figure A.1.: Typical MMC topology for a three-phase converter, from
[Saad et al., 2014].

Table A.1.: Characteristics of the MMC stations simulated in the EMT software
with the model 3: arm switching function.

Rated power S (MVA) 1000
DC rated voltage Vbase,DC (kV) 320
Arm inductance Larm,p.u. (p.u.) 0.15
Transformer reactance (p.u.) 0.18
Capacitor energy in each submodule ESM (kJ/MVA) 40
Conduction losses of each IGBT/diode rSM (Ω) 0.001
Number of sub-modules per arm nSM 400
Grounding impedance for bipole (Ω) 0.5

Table A.2.: Parameters of the equivalent RLC model employed in the reflection
and transmission coefficients of the stations.

RMMC 0.4 Ω
LMMC 8.1 mH
CMMC 390 µF
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A.2 Bipolar overhead lines

The equivalent inductance is

LMMC = 2
3Larm

= 2
3Larm,p.u. ×

Zbase,AC

2πfAC

where the AC frequency is fAC = 50 Hz. The equivalent capacitance is

CMMC = 3Carm

= 3× 2 Earm

V 2
base,DC

,

ans the leg energy Earm is given as

Earm = 1
6S × ESM.

The obtained capacitance value CMMC = 390 µF has a negligible influence on the
RLC equivalent model for frequencies of interest, typically above. The MMC model
can thus be reduced to a RL equivalent.

A.2. Bipolar overhead lines

A bipolar configuration with two poles and without metallic return is considered.
Two ground wires are placed above the conductors two ensure the protection against
direct lightning strikes. The geometrical configuration of the tower is summarized in
Table A.3. The parameters have been deduced from [CIGRE WG B2/B4/C1.17, 2009].
The distributed inductance and capacitance matrices of the fixed frequency model
are indicated in Table A.4 for a soil resistivity ρ0 = 100 Ωm.

Table A.3.: Overhead-line characteristics of the rigid bipole configuration for the
EMT simulations.

Poles Ground wires
DC resistance (Ω/km) 0.024 1.62
Height at tower (m) 37.2 41.7
Height at mid-span (m) 22.2 26.7
Horizontal distance (m) ±4.465 ±3.66
Outside diameter (cm) 4.775 0.98
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Chapter A Test grid and model parameter details

Table A.4.: Distributed inductance and capacitance matrices per unit length at
frequency f0 = 3.45 kHz used in the physical part of the model.

Conductor series inductance [L]1,1 = [L]2,2 1.45 mH/km
Positive-negative coupling inductance [L]1,2 = [L]2,1 0.279 mH/km
Conductor series inductance [C]1,1 = [C]2,2 8.29 nF/km
Positive-negative coupling inductance [C]1,2 = [C]2,1 −1, 23 nF/km

Table A.5.: Overhead-line characteristics of the asymmetric monopole configura-
tion for the EMT simulations.

DC resistance (mΩ/km) 24
Outside diameter (cm) 4.775
Horizontal distance (m) 5
Vertical height at tower (m) 30
Vertical height at mid-span (m) 10
Soil resistivity (Ωm) 100

A.3. Mono-conductor overhead lines

An asymmetric monopole configuration is considered to simulate the case where
the transmission lines are composed of a single conductor. The tower geometry is
indicated in Table A.5. In this case, no ground wire was included in the EMT model.
The corresponding parameters employed in the model are indicated in Table A.6.
In the mono-conductor case, the physical model parameters are obtained from an
ideal line where the soil resistivity is neglected, i.e., ρ = 0 Ωm. The dependency of
the distributed inductance with the frequency is thus removed.

Table A.6.: Distributed parameters per unit length and surge impedance consid-
ering ρ = 0 Ωm used in physical part of the mono-conductor model.

Series inductance 1.45 mH/km
Series capacitance 7.68 nF/km
Surge impedance 434 Ω

A.4. Underground cables

For hybrid lines comprising portions of overhead lines and underground cables, the
OHL configuration is identical to the one described in Section A.3. The characteris-
tics of the core and screen of the cable are given in Table A.7. The main parameters
used in the physical part of the model are detailed in Table A.8 at the frequency
f0 = 3 kHz.
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A.4 Underground cables

Table A.7.: Underground cable characteristics for the EMT simulations.

Core Screen
Vertical distance (m) 1.33
Outer radius (mm) 63.9
Inside radius (mm) 0 56.9
Outside radius (mm) 32 58.2
Resistivity (nΩm) 17.2 28.3

Table A.8.: Main parameters of the cable used in the physical part of the hybrid
line model.

Series inductance 0.129 mH/km
Series capacitance 241 nF/km
Series resistance 83.2 mΩ/km
Surge impedance 23 Ω
Speed 1.8× 105 km/s
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B. Modeling approximations

This section illustrates the approximations proposed in Section 2.1.1 for the physical
modeling of multi-conductor transmission lines such as the loss-less and low-loss
approaches. The configuration of the grid and the overhead line characteristics
are detailed in Appendix A. The variations of the distributed parameters with the
frequency is first fully taken into account in Section B.1. The effect of using fixed
frequency parameters for the distributed parameters is detailed in Section B.2. In
both sections, the obtained quantities are compared with reference values obtained
through EMT simulations.

B.1. Evolution of the distributed parameters with the
frequency

As seen in Section 2.1.1.2, the transient behavior of a transmission line can be
characterized by its surge impedance matrix (in modal domain)

[Zc
s ] = [Γ]−1 [TV] [Z] [TV]T (B.1)

and its propagation matrix

[Γ] =
√

[DZY ] =
√

[TV] [Z] [Y ] [TV]T (B.2)

which can be further decomposed into real and imaginary parts, [Γ] = [α] + j [β].
The propagation along a line of length d is thus modeled as

[H] = exp (− [Γ] d)
= exp (− [α] d) exp (−j [β] d)

= exp (− [α] d)︸ ︷︷ ︸
=A

exp
(
−jω

[β]
ω

d

)

where [A] = exp (− [α] d)is a real term that represents the attenuation along the
line, and ω [β]−1 can be interpreted as the propagation speed of the different modes.
The surge impedance [Zc

s ] (in modal domain), the attenuation [A], as well as the
propagation speeds can be computed at various frequencies using the full definitions
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Chapter B Modeling approximations

B.1 and B.2. Low-loss and loss-less approximations have also been introduced in
(2.22), (2.23) for [Γ] and in (2.24), (2.25) for [Zs] to be able to get explicit expressions
of those quantities. Considering frequency dependent (FD) line parameters, the full
model computations and the different approximations are compared with the EMT
data in Figures B.1 (attenuation), B.2 (speed), and B.3 (surge impedance). The
low-loss approximation shows to be valid as it fits well both the EMT simulations
and full analytic model computations. The loss-less approximation show slightly
degraded performances for the attenuation of the different modes as well as the
surge impedance angle. When using distributed line parameters that vary with the
frequency, even the loss-less approximation captures most of the behavior of the
line.
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Figure B.1.: Evolution of the attenuation constant of the ground (left) and aerial
(right) modes for different approximations with frequency dependent (FD) ana-
lytic line parameters compared with the EMT data, for a 120 km long line.

Furthermore, the ground and aerial mode quantities present different behaviors.
The ground mode seems more affected by the frequency variations than the aerial
mode. In particular, the speed and surge impedance of the aerial mode are almost
not affected by the frequency variations. The evolution of the attenuation constant
suggests the ground mode is damped for frequencies above 103 Hz and the aerial
modes for frequencies above 105 Hz.

B.2. Distributed parameters at fixed frequency

In order to obtain explicit solutions for the Telegraphers equations, the distributed
line parameters have been considered at a fixed frequency. The impact of using
constant matrices [R] , [L] , [C] and [G] on the characteristic quantities of the line is
showed in Figures B.4 (attenuation), B.5 (speed), and B.6 (surge impedance). The
considered frequency for the line parameters is f0 = 1 kHz, within the frequency
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B.2 Distributed parameters at fixed frequency
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Figure B.2.: Evolution of the propagation speed of the ground (left) and (aerial)
modes for different approximations with frequency dependent (FD) line parame-
ters compared with the EMT data.
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Figure B.3.: Evolution of the modal surge impedance (2.17) module (top) and
angle (bottom) of the ground (left) and aerial (right) modes with frequency de-
pendent (FD) line parameters for different approximations compared with the
EMT data.
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Chapter B Modeling approximations

range of interest evidenced in Section B.1. The low-loss and loss-less approximations
are compared to the full model computations, all using constant parameters, and the
EMT data. It appears that for the ground mode most of the frequency dependent
behavior is not captured when using constant line parameters, even without any
approximations on the losses. Nevertheless, as the aerial mode is less frequency
dependent than the ground mode, the constant parameter model fits better the
EMT data for this mode. This justifies that the constant parameters and loss-less
approach can be adopted for the aerial mode but is not sufficient to accurately
describe the ground mode.
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Figure B.4.: Evolution of the attenuation constant of the ground (left) and aerial
(right) modes provided by EMT data and using an explicit expressions involving
different approximations, for a line of 120 km.
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Figure B.5.: Evolution of the propagation speed of the ground (left) and aerial
(right) modes provided by EMT data and using an explicit expressions involving
different approximations.

The simulations presented in this Section suggest the aerial mode quantities can
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B.2 Distributed parameters at fixed frequency

10
2

10
4

10
6

300

400

500

600

700

10
2

10
4

10
6

300

400

500

600

700

10
2

10
4

10
6

-10

-8

-6

-4

-2

0

10
2

10
4

10
6

-10

-8

-6

-4

-2

0

Figure B.6.: Evolution of the surge impedance module (top) and angle (bottom)
of the ground (left) and aerial (right) modes provided by EMT data and using an
explicit expressions involving different approximations.
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Chapter B Modeling approximations

reasonably modeled using the distributed parameters at a fixed frequency and low-
loss or loss-less approximations. Conversely, the ground mode behavior is more
frequency dependent and the constant parameters approach require to be supple-
mented to obtain an accurate description of the ground mode evolution, as proposed
in Section 2.2.
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C. Computation of the derivatives

The estimation algorithm presented in Section 3.1.3 reburies the evaluation of the
partial derivatives of the cost function with respect to the fault parameters, namely
the fault distance and resistance. Though a finite difference approach can be em-
ployed, explicit or semi-explicit expressions allow to limit the computational burden
of the algorithm. In case the finite difference approach is still required, the incre-
ment in the fault distance can be advised based on the temporal resolution of the
data, given by the sampling time Ts. A reasonable distance step size is then

hd = c

Ts
= 0.3 km.

In this section, closed form expressions for the partial derivatives of the voltage are
proposed for the three application cases, namely the nonconductor overhead and
hybrid lines and the multi-conductor overhead lines. The partial derivatives of the
current can be directly obtained from the voltage using the surge impedance. The
partial derivatives may be directly computed from the temporal domain expressions
using symbolic computation tools such as the Symbolic Math Toolbox from Matlab.
Due to the complexity of the computations however, a detailed by-hand analysis
can help reduce the complexity of the obtained formulas.

C.1. Mono-conductor overhead line

For the mono-conductor case, the time-domain voltage expressions for any voltage
wave is obtained as the filtering of the physical model by the appropriate ground
filter 2.62, i.e.,

vm,g(k, p) = g (k, df)⊗ vm,0 (k, p) .

The derivative of the voltage with respect to the fault resistance thus can be written

∂vm,g(k, p)
∂Rf

= g (k, df)⊗
∂vm,0(k, p)

∂Rf

where ∂vm,0(k,p)
∂Rf

can be obtained using symbolic computation tools.
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Chapter C Computation of the derivatives

The derivative with respect to the fault distance involves both the physical and
behavioral parts of the model. Considering a first order filter as in (2.63), the
combined model can be written more explicitly as

vm,g(k, p) = b0 (df) vm,0 (k, p) + a1 (df) vm,g(k − 1, p).

Thus the derivative is
∂vm,g(k, p)

∂df
= ∂b0 (df)

∂df
vm,0 (k, p) + b0 (df)

∂vm,0 (k, p)
∂df

+ ∂a1 (df)
∂df

vm,0 (k − 1, p) + a1 (df)
∂vm,g(k − 1, p)

∂df
.

As the coefficients b0 and a1 are polynomial functions of the fault distance (2.63),
their partial derivatives can be directly evaluated. The partial derivative of the
physical model can be obtained though symbolic computations.

C.2. Multi-conductor overhead line

The main difficulty in the multi-conductor case arises from the impossibility to
commute and gather the different terms within the expressions of the traveling
waves. Nevertheless, explicit formulas can be proposed in some cases. We focus
on modal quantities only, as phase quantities can be directly obtained from modal
ones.

C.2.1. Derivative with respect to the fault resistance

The voltage due to the first traveling wave at station q is (2.35)

Vm,c
q,1 (s, p) =

[
T c

q

]
[H (s, df)] [TV ] [Ke→f (Rf)]

exp (−tfs)
s

vbf (C.1)

where the reflection matrix at the fault location is

[Ke→f (Rf)] = − (2 [Ys,e] + [Ys,f])−1 ([Ys,f]) . (C.2)

Assuming now the fault is a pole-to-ground fault affecting the positive pole the
expression of (C.2) can be detailed

[Ke→f (Rf)] =

 −
[Ys]1,1

Rf
(

2[Ys]21,1−2[Ys]21,2
)

+[Ys]1,1
0

[Ys]1,2

Rf
(

2[Ys]21,1−2[Ys]21,2
)

+[Ys]1,1
0


=
(
Rf
(
2 [Ys]21,1 − 2 [Ys]21,2

)
+ [Ys]1,1

)−1

︸ ︷︷ ︸
=χ(Rf)

(
− [Ys]1,1 0
[Ys]1,2 0

)

176



C.2 Multi-conductor overhead line

where Rf only occur through a scalar real term noted χ (Rf). The derivative of
(C.1) is

∂Vm,c
q,1 (s, p)
∂Rf

=
[
T c

q

]
[H (s, df)] [TV ] ∂ [Ke→f (Rf)]

∂Rf

exp (−tfs)
s

vbf. (C.3)

The derivative of the reflection matrix is
∂ [Ke→f (Rf)]

∂Rf
= ∂χ (Rf)

∂Rf

(
− [Ys]1,1 0
[Ys]1,2 0

)

= −
(
2 [Ys]21,1 − 2 [Ys]21,2

)
χ (Rf)2

(
− [Ys]1,1 0
[Ys]1,2 0

)
= −

(
2 [Ys]21,1 − 2 [Ys]21,2

)
χ (Rf) [Ke→f (Rf)]

Thus, the voltage derivative (C.3) is
∂Vm,c

q,1 (s, p)
∂Rf

= −
(
2 [Ys]21,1 − 2 [Ys]21,2

)
χ (Rf)× (C.4)

[
T c

q

]
[H (s, df)] [TV ] [Ke→f (Rf)]

exp (−tfs)
s

vbf︸ ︷︷ ︸
=Vm,c

q,1 (s,p)

. (C.5)

= −
(
2 [Ys]21,1 − 2 [Ys]21,2

)
χ (Rf)︸ ︷︷ ︸

scalar real term

Vm,c
q,1 (s, p) . (C.6)

The derivative in temporal domain can then be directly computed, i.e.,
∂vm,c

q,1 (t, p)
∂Rf

= 2
(
− [Ys]21,1 + [Ys]21,2

)
χ (Rf) vm,c

q,1 (t, p) .

Subsequent waves may endure several reflections at the fault location or, in the case
of the wave reflected at the remote station, a transmission through the fault. In the
latter case it is noteworthy that [Te→f (Rf)] = Inc + [Ke→f (Rf)] so that

∂ [Te→f (Rf)]
∂Rf

= ∂ [Ke→f (Rf)]
∂Rf

Thus, similar derivations can be applied to any wave and lead to similar results,
specifically for a wave that has been reflected and transmitted n times through the
fault

∂vm,c
q (t, p)
∂Rf

= 2× n×
(
− [Ys]21,1 + [Ys]21,2

)
χ (Rf) vm,c

q (t, p) .

C.2.2. Derivative with respect to the fault distance

In the general case, the derivatives with respect to the fault distance must be com-
puted using finite differences. In most of the situations though, only the derivative
of the first traveling wave is required, for which an analytic expression has been
established using symbolic computation tools.
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Chapter C Computation of the derivatives

C.3. Mono-conductor hybrid line

In this section the computation of the partial derivatives of the voltage with re-
spect to the fault distance and fault resistance are established in the case of hybrid
lines comprising portions of underground cables and overhead lines. The notations
introduced in Section 2.4 are briefly reminded.

A fault is assumed to occur on an edge ef between nodes qk and q` within a grid. The
two edges connected to the fault node qf are denoted as ef,k and ef,` and are of lengths
df,k and df,`, respectively. Assuming, without loss of generality, that k < `, according
to the fault distance convention 2.64: df = df,k. The computations are detailed for
a wave traveling though a path π = (qn1 , . . . , qnm) where qni

∈ Qf, i = 1, . . . , m and
qn1 = qf.

C.3.1. Partial derivative with respect to the fault distance

According to (2.69) and (2.73), the model of the voltage observed at node qnm

resulting from a wave that traveled through the path π can be expressed in the
times domain as

vm
π (p, k) = vπ,j (Rf, (k − fsτ (df))) � hπ (df, k) ,

where τ corresponds to the total propagation time through the path π. The delay
τ only depends on the fault distance df.

The derivative with respect to the fault distance df is then given by (C.7).

∂vm
π (p, k)
∂df

= vπ,j (Rf, k − fsτ (df)) �
∂ [hπ (df, k)]

∂df
(C.7)

+ hπ (df, k) �
∂
[
vπ,j (Rf, k − fsτ (df))

]
∂df

= vπ,j (Rf, k − fsτ (df)) �
∂ [hπ (df, k)]

∂df

− hπ (df, k) � fs
∂τ

∂df

∂
[
vπ,j (Rf, k − fsτ (df))

]
∂ (k − fsτ (df))

.

The delay τ due to the propagation along the path π can be expended as

τ (df) =
∑

i
qni 6=qf

qni+1 6=qf

τeni,ni+1
+

∑
i

eni,ni+1 =ef,k

τeni,ni+1
+

∑
i

eni,ni+1 =ef,`

τeni,ni+1
, (C.8)
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C.3 Mono-conductor hybrid line

where we have isolated the delays due to propagation along the edges ef,k and ef,`.
Introducing mf,k and mf,` as the number of times the wave traveled through the two
edges connected to the fault ef,k and ef,`, one gets

τ (df) =
∑

i
qni 6=qf

qni+1 6=qf

τeni,ni+1
+ mf,k

df

cef

+ mf,`
def − df

cef

The first sum correspond to propagation times along edges not connected to the
faulty node. Hence, assuming the propagation speed does not depend on the fault
distance

∂τ

∂df
= mf,k −mf,`

cef

. (C.9)

Consider now the finite impulse response filter hπ that represents the total distortion
along the considered path π. The filter is expressed in the frequency domain in
(C.10), where the same decomposition as in (C.8) has been performed.

Hπ (df, ω) =
∏
i=1

qni 6=qf
qni+1 6=qf

H(qni ,qni+1 ) (ω)×
∏
i=1

(qni ,qni+1 )=ef,k

H(qni ,qni+1 ) (df, ω)×
∏
i=1

(qni ,qni+1 )=ef, `

H(qni ,qni+1 ) (df, ω)

(C.10)
=

∏
i=1

qni 6=qf
qni+1 , 6=qf

H(qni ,qni+1 ) (ω)×Hmf,k
ef,k

(df, ω)×Hmf,`
ef,`

(df, ω)

Taking the derivative with respect to the fault distance, and omitting the depen-
dency in ω, one gets (C.11).

∂Hπ (df, ω)
∂df

=
∏
i=1

qni 6=qf
qni+1 6=qf

H(qni ,qni+1 )

[
mf,kHmf,`

ef,`
Hmf,k−1

ef,k

∂Hef,k

∂df
+ mf,`H

mf,`−1
ef,`

Hmf,k
ef,k

∂Hef,`

∂df

]

(C.11)

=
∏
i=1

qni 6=qf
qni+1 6=qf

H(qni ,qni+1 )H
mf,k
ef,k

Hmf,`
ef,k

︸ ︷︷ ︸
Hπ

[
mef,kH−1

ef,k

∂Hef,k

∂df
+ mef,`H

−1
ef,`

∂Hef,`

∂df

]

Moreover, we assume that a wave that travels successively through ef,k and ef,` is
prone to the same distortion as a wave that travels through ef, i.e.,

Hef,k (df, ω) Hef,` (df, ω) = Hef (ω)
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Where Hef does not depend on the fault distance. Hence,

∂Hef,` (df, ω)
∂df

= −
∂Hef,k (df, ω)

∂df

Hef (ω)
Hef,k (df, ω)2

The expression of ∂Hπ(df,ω)
∂df

can thus be further simplified

∂Hπ(df, ω)
∂df

= Hπ

[
mef,kH−1

ef,k

∂Hef,k

∂df
+ mef,`H

−1
ef,`

∂Hef,`

∂df

]

= Hπ

mef,kH−1
ef,k

∂Hef,k

∂df
−

mef,`Hef

Hef,`H
2
ef,k

∂Hef,k

∂df


= Hπ

[
mef,kH−1

ef,k

∂Hef,k

∂df
−mef,`H

−1
ef,k

∂Hef,k

∂df

]

= HπH−1
ef,k

∂Hef,k

∂df

[
mef,k −mef,`

]
.

Taking the inverse Fourier transform

∂hπ (df, k)
∂df

=
[
mef,k −mef,`

]
F−1

{
Hπ (df, ω)

Hef,k

∂Hef,k

∂df

}
(C.12)

The derivative of the impulse response Hef,k = F
(
hef,k

)
can be obtained from (2.71)

he(k) = fs (ud,ρ(df, k + 1)− ud,ρ(df, k))

and the linear interpolation (2.70),

ud,ρ(df, k) = ud2,ρ(k)− ud1,ρ(k)
(d2 − d1)

(df − d1) + ud1,ρ(k)

where d1 < df < d2. Hence,

∂ud,ρ(k)
∂df

= ud2,ρ(k)− ud1,ρ(k)
(d2 − d1)

.

The last derivative to compute in (C.7) is

∂vπ,j (Rf, k − fsτ (df))
∂ (k − fsτ (df))

= ∂vπ,j (Rf, k′)
∂k′

∣∣∣∣∣
k′=k−fsτ

,
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which may be approximated by the finite difference

∂vπ,j (Rf, k′)
∂k′

' (vπ,j (Rf, k′ + 1)− vπ,j (Rf, k′)) . (C.13)

The final voltage derivative (C.14) is obtained combining (C.9), (C.12) and (C.13).
The evaluation of (C.9) is simple as it only requires counting how many times the
wave traveled through the edges connected to the fault. Similarly, (C.13) involves
a discrete differentiation. The computation of (C.12) is more demanding but still
relatively efficient as hπ is already available from the computations of the voltage.
This approach thus leads to a direct evaluation of the derivative with respect to the
fault distance more effective than a finite difference approach.

∂vm
π (p, k)
∂df

= vπ,j (Rf, k − fsτ (df)) �
∂ [hπ (df, k)]

∂df
(C.14)

− fs
∂τ

∂df
hπ (df, k) �

∂
[
vπ,j (Rf, k − fsτ (df))

]
∂ (k − fsτ (df))

(C.15)

C.3.2. Partial derivative with respect to the fault resistance

The parametric model (2.73) depends on the fault resistance Rf only through the
interactions at the fault location, appearing in the reflection and transmission coef-
ficients. Furthermore, in the loss–less transmission line model, the surge impedance
is a real number. Since the fault impedance is considered as purely resistive, the
reflection and transmission coefficients at the fault location are thus also real num-
bers.

The part of the model that computes the reflection and transmission at the different
interfaces Vπ,j (Rf, s) is

Vπ,j(Rf, s) =
n∏

i=1
Jeni−1,ni�qni

(s, Rf)
exp(−tfs)

s
Vbf

where the first term accounts for the initial surge at the fault location Jen0,n1�qn1
=

Kqn1 ,,qn2 ,←↩qf . One can separate the reflections and transmissions at the fault location,
which involves the fault resistance, and the interactions at the other junctions

Vπ,j(Rf, s) = e−stfVbfKqn1 ,,qn2 ,←↩qf (Rf)
∏

i
qi 6=qf

Jeni−1,ni�qni

×
∏
i=1

qni =qf
qni+1 =qni−1

Jeni−1,ni�qni︸ ︷︷ ︸
=Kqn1 ,,qn2 ,←↩qf

×
∏
i=1

qni =qf
qni+1 6=qni−1

Jeni−1,ni�qni︸ ︷︷ ︸
=Tqn1 ,,qn2 ,→qf

.
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The reflection and transmission coefficients at the fault location are noted Kf and
Tf to lighten notations. Consider the numbers mKf and mTf of the reflections and
transmissions at the fault location. Hence,

Vπ,j(Rf, s) = e−stfVbfK
1+mKf
f (Rf) T

mTf
f (Rf)

∏
i

qni 6=qf

Jeni−1,ni�qni
.

The derivative with respect to the fault resistance is detailed in (C.16)

∂Vπ,j(Rf, s)
∂Rf

= exp(−stf)Vbf
∏

i
qi 6=qf

Jeni−1,ni�qni
(C.16)

×
[
(1 + mKf) K

mKf
f

∂Kef�f

∂Rf
× T

mTf
f + mTfT

mKf−1
f

∂Tef�f

∂Rf
×K

1+mTf
f

]
= exp(−stf)Vbf ∗

∏
i

qi 6=qf

Jeni−1,ni�qni
×K

1+mKf
f × T

mTf
f

︸ ︷︷ ︸
=Vπ,j(Rf,s)

×
[
(1 + mKf) K−1

f
∂Kf

∂Rf
+ mTfT

−1
f

∂Tf

∂Rf

]
.

Hence, one gets

∂Vπ,j(Rf, s)
∂Rf

= Vπ,j(Rf, s)
[
(1 + mKf) K−1

f
∂Kf

∂Rf
+ mTfT

−1
f

∂Tf

∂Rf

]

The reflection and transmission at the fault location are

Kf = Rf

0.5Zs,ef + Rf

Tf = −Zs,ef

Zs,ef + 2Rf

whose derivatives are
∂Tf

∂Rf
= 0.5Zef

(0.5Zef + Rf)2 = KfTf

Rf

∂Kf

∂Rf
= ∂ (Tf − 1)

∂Rf
= ∂Tf

∂Rf

Hence the previous expressions can be even further simplified

∂Vπ,j(Rf, s)
∂Rf

= Vπ,j(Rf, s) [(1 + mKf)Tf + mTfKf]
Rf

.
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The voltage derivative with respect to the fault resistance hence amounts to a mul-
tiplication by a real coefficient of the voltage expression. Thus the same coefficient
can be applied in time domain, i.e.,

∂vm
π (p, tk)
∂Rf

= vm
π (p, tk) [(1 + mKf)Tf + mTfKf]

Rf

. (C.17)
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D. Influence of the initial point

The Levenberg-Marquardt algorithm introduced in Section 3.1.3 to compute the
minimum of the cost function requires to provide an initial guess for the value of
the fault parameters p0 = (Rf,0, df,0). The impact of different initial guess on the
performances of the fault identification algorithm is further investigated in this sec-
tion. For different fault cases stemmed from the extensive simulations performed in
the bipolar configuration, see Section 4.2.2, 50 identification algorithms are launched
with a random initial fault resistance and distance. The impact of the initial fault
parameters on the ability of the algorithm to identify internal faults, or dependabil-
ity, as well as on the size of the required measurement window is evidenced.
Consider first two close faults occurring on line L24 of length d24 = 100 km at
d∗f = 1 km from relay R24 with R∗f = 0 Ω and R∗f = 160 Ω. The result of the algorithm
for the different initial points are represented for the two fault cases in Figure D.1.
The initial points that lead to a correct identification are indicated in green and
those for which a dependability failure occur are in plotted in orange. The size
of the circles is proportional to the length of measurement window required for the
fault identification. Significantly, for the fault occurring at d∗f = 1 km with R∗f = 0 Ω,
the algorithms that starts with a small fault distance (e.g. df,0 ≤ 15 km) correctly
identify the fault whereas larger initial fault distances may lead to dependability
failures. A small initial distance also leads to shorter observation windows. By
contrast, for the fault occurring at d∗f = 1 km with R∗f = 160 Ω all the initial points
but one lead to a correct identification.
Two average faults occurring on line L14 are now considered. The result of the
identification algorithm at relay R12 are indicated on Figure D.2 for a fault occurring
at d∗f = 70 km with R∗f = 160 Ω (left) and for a fault at d∗f = 210 km with R∗f = 80 Ω
(right). In both cases, the identification is successful for all initial points and the
length of the observation window does not variate significantly depending on the
initial point.
Finally, the particular case of faults occurring at the remote end of the protected line
is investigated. The results of the identification algorithm at relay R24 are indicated
on Figure D.3 for a fault occurring at d∗f = 99 km with R∗f = 0 Ω (left) and for a
fault at d∗f = 99 km with R∗f = 160 Ω (right). As evidenced in Section 4.2.2 such
cases are particularly challenging for the fault identification process. For the high
impedance fault, see Figure D.3 (right) , none of the different initial point leads to
the correct identification of the fault. For the solid fault case (left), initial points
with a large Rf,0 and small df,0 seem to increase the risk of dependability failure
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Figure D.1.: Result of the fault identification algorithm for different initial points
for low (left) and high (right) impedance faults that occur at d∗f = 1 km from relay
R24.
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Figure D.2.: Result of the fault identification algorithm for two average faults on
line L14 of length d24 = 350 km.
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whereas the initial point with a small Rf,0 and df,0 requires a smaller observation
window than the other initial points.
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Figure D.3.: Result of the fault identification algorithm for two average faults on
line L24 of length d24 = 100 km.

The examination of different cases representative of close, average, and remote, as
well as low and high impedance faults showed that for the majority of the fault cases,
the result of the identification algorithm is insensitive to the choice of the initial
point. Nevertheless, for the very close solid faults, which lead to the most severe
consquences, an initialization in the first 10-15 km is required to avoid dependability
failures. The modeling of very close faults involve at least a second traveling wave
due to the fast reflection from the fault location. It may be harder for the model to
include this second TW if the initial fault distance is too large. Finally, a small initial
resistance may increase the chance of correct identification for faults occurring at
the remote end of the line. Those observations justify the adopted choice of initial
point (Rf,0, df,0) = (5 Ω, 5 km) presented in Section 3.3.3. This choice has been
further validated with the extensive simulations performed in Section 4.2.2.
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Titre: Algorithme d’identification des défauts pour la protection des réseaux maillés
HVDC

Mots clés: réseau HVDC, protection, identification des paramètres

Résumé: La protection des réseaux maillés
HVDC se heurte à différents verrous parmi
lesquels l’identification fiable et rapide des dé-
fauts affectant les lignes du réseau. Cette thèse
propose un concept d’algorithme d’identification
basé sur l’estimation des paramètres du défaut.
Un modèle analytique décrivant l’évolution de
la tension et du courant dans la ligne en dé-
faut est développé. Le modèle obtenu dépend
explicitement des paramètres du défaut (e.g. la
distance et la résistance du défaut). Lorsqu’un
défaut est détecté, le relais protégeant la ligne
considérée estime les paramètres du défaut, a
priori inconnus, à partir des mesures reçues
des capteurs les plus proches. Le résultat de
l’estimation des paramètres permet de confirmer
ou non que la ligne considérée est en défaut. En

particulier, un indicateur de confiance évalue la
précision des paramètres estimés. La méthode
proposée est testée sur un réseau 4 terminaux
basé sur des lignes aériennes, implémenté dans
un logiciel de simulation des transitoires élec-
tromagnétiques. La présence d’inductances de
lignes n’est pas requise pour identifier fiable-
ment les défauts. L’algorithme est capable
d’identifier la plupart des défauts en utilisant
une fenêtre de mesure réduite (moins de 0.5
ms). L’algorithme d’identification peut être in-
tégré dans une stratégie de protection sélective,
où chaque élément du réseau est protégé indi-
viduellement. La compatibilité de l’approche
avec les aspects systèmes tels que le dimension-
nement des disjoncteurs ou les spécifications des
capteurs est aussi vérifiée.

Title: Transient-based fault identification algorithm for the protection of meshed HVDC
grids

Keywords: HVDC grid, protection, parameter estimation

Abstract: The protection of meshed HVDC
grids comprises many locks, among which the
reliable and fast identification of faults affect-
ing the lines of the grid is seen as particularly
challenging. The present thesis investigates the
concept of a single-ended fault identification al-
gorithm based on the estimation of the fault pa-
rameters. A closed-form model of the transient
evolution of the voltage and current in a faulty
line is first developed. The obtained model de-
pends explicitly on the fault parameters (e.g.
the fault distance and resistance) and is thus
adaptable to various fault cases. When a fault is
suspected at a relay protecting one of the trans-
mission lines, the proposed algorithm estimates
the unknown fault parameters based on the re-
ceived measurements and the developed model.
The result of the parameter estimation process
allows the relay to confirm or reject that the

protected faulty line is faulty or not. In par-
ticular, a confidence indicator is employed to
evaluate the accuracy of the estimated fault pa-
rameters. The proposed method is tested on a 4
station meshed grid based on overhead lines, im-
plemented in Electro-Magnetic Transient soft-
ware. Contrary to most existing approaches,
the presence of DC reactors at the extremity
of each lines is not required for the algorithm to
distinguish between faults occurring on differ-
ent transmission lines. The proposed approach
is able to identify most of the faults while us-
ing a short observation window (less than 0.5
ms long). The fault identification algorithm is
thus a good candidate to be used in a selective
fault clearing strategy, where each elements of
the grid is protected individually. The compli-
ance of the approach with system requirements
such as the DC circuit breakers and the sensor
specifications is also investigated.
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