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## Introduction

In 1995, the first experimental realizations of a Bose-Einstein condensate [1, 2] opened a new era for low-energy quantum physics. These experiments, indeed, constituted the starting point of the field of quantum simulations, aimed at realizing, in a nearly ideal fashion, single and many-body Hamiltonians for quantum gases. From this perspective, cold atoms present many assets. One of the most interesting is perhaps the possibility, using external laser fields, to engineer a large variety of optical potentials. This allows, for example, to restrict the atomic motion in certain directions thanks to confining potentials so to study low-dimensional physics [3-5]. This also offers the possibility to load the atoms in optical lattices, allowing for an experimental simulation of paradigmatic theoretical problems, such as the Hubbard model [6]. Likewise, atomic clouds can be subjected to spatially disordered potentials, for example obtained by reflection of a laser on a rough plate $[7,8]$. This particular feature makes cold atoms suitable candidates to study intriguing phenomena, such as Anderson [9, 10] or weak localization [11, 12], responsible for the inhibition of transport due to quantum interference in disordered systems. While we will give a more complete history of this physics in chapter 1 , let us, at this stage, already point out the decisive advantages of cold atoms for exploring disorder-related phenomena: the possibility to greatly control the statistical properties of the (optical) disorder, the access to local and in situ observables, and the possibility to realize time-resolved experiments in conditions close to those of a truly isolated system. In the 2000s, these assets ultimately allowed for a precise and direct observation of Anderson localization of atomic matter waves in one dimension in 2008 [13, 14], and shortly after by explorations of the Anderson phase transition in three dimensions [15, 16]. A few years earlier, the critical properties of this transition were thoroughly characterized for atoms in temporal forms of optical disorder - a system called the quantum kicked rotor - [17-19]. All these works were complemented, more recently, by very precise measurements of coherent backscattering [20-23], a spectacular interference precursor of Anderson localization.

In addition to the possibility to design external potentials for the atoms, in cold-atom experiments atom-atom interactions can also be controlled to a broad extent thanks to the
technique of Feshbach resonances [24], at least for certain atomic species. Combined with the presence of a disorder potential, this brings the so-called "dirty-boson" problem [25, 26] within reach of systematic experimental investigations. At a general level, the physics of interacting and disordered quantum gases is a vast topic, which has stimulated an intense research activity since the beginning of the century [27]. A representative example of this is perhaps the long-lasting interest for the equilibrium properties of disordered interacting Bose gases at low temperature. The topic was introduced by early theoretical predictions of the existence of an low-temperature, insulating "Bose glass" phase in one dimension [25], whose precise properties have been the subject of a number of works, up to nowadays [28-35]. The existence of such an insulating phase has, since then, been generalized to higher dimensions [33, 36-41]. These theoretical works on the Bose glass were supported by successful experimental realizations, mainly based on cold atoms in optical lattices [42-46], but also in magnetic insulators, for instance [47-49]. The presence of disorder also affects the finite temperature superfluid-to-normal fluid transitions, typically associated with condensation phenomena of interacting Bose gases [50-54]. One of the most fascinating is perhaps the Berezinskii-Kosterlitz-Thouless (BKT) transition [55, 56], a general, two-dimensional phase transition of topological origin, which has been extensively studied in the context of cold atoms [57-63]. The BKT mechanism relies on the pairing of topological defects called vortices, which propagate freely in the normal phase. The question of how the presence of disorder affects these pairings, and by extension the emergence of superfluidity was quickly raised, and has recently been the topic of a growing number of theoretical [52, 64, 65], numerical [54, 66] and experimental [67, 68] works.

In parallel to studies of quantum gases at equilibrium, in the recent years there was a considerable interest in the out-of-equilibrium properties of interacting quantum systems. From a theoretical point of view, one of the main questions in this field is to understand how the notion of thermalization of classical interacting systems translates to the context of isolated many-body quantum systems. In the classical case, thermalization is intrinsically linked to the notion of ergodicity, which is the ability for a system to explore uniformly all the accessible phase space, thus allowing for a universal statistical description of its equilibrium. Provided that the system has a sufficient number of degrees of freedom, and does not display an extensive number of conserved quantities, dynamical chaos ensures ergodicity, and leads to thermalization toward an equilibrium state that maximizes entropy [69-71]. In many-body quantum systems, the evolution is unitary and the spectrum discrete, such that classical notions of chaos and ergodicity are not easily generalizable. Early attempts by Von Neumann [72] predicted that under suitable conditions, quantum systems should thermalize, without providing a precise picture of the thermalization mechanism. It was then shown, both theoretically [73, 74] and experimentally [75-77], that a generic quantum many-body
system indeed relaxes towards a state well described by statistical mechanics. Better, the thermalization of such systems was proven to occur simultaneously at the level of individual eigenstates [73], meaning that, at thermal equilibrium, the statistical average of an observable can be readily obtained by its average over a single energy eigenstate. Formally, the commonly accepted picture is that occurrence of thermalization is governed by the Eigenstate Thermalization Hypothesis (ETH) [78-80], first introduced in [81, 82], which provides sufficient conditions for a local observable $\hat{O}$ to evolve towards a thermal value predicted by statistical mechanics. In a thermal many-body quantum system, all the physically relevant local observables are thus expected to follow the ETH, which was verified by numerical experiments for a large variety of systems [83-86]. Once again, cold-atom experiments turned out to be very suitable candidates to explore non-equilibrium quantum physics. Indeed, as stated above, imaging techniques allow for in situ measurements in these systems and, most importantly, time-resolved experiments can be carried out using "quench protocols" where a parameter of the Hamiltonian is changed suddenly, starting, e.g., from a state of thermal equilibrium [87-89].

In the context of out-of-equilibrium interacting systems, another important notion is integrability. In a classical picture, a system is said to be integrable if it has a sufficient number of conserved quantities to prevent the appearance of ergodic behavior [90]. As a consequence, the stationary expectation values of physical observables differ from the predictions of statistical mechanics, and the system does not thermalize in the sense previously defined. A quantum system having, in general, an infinite set of conserved quantities, the classical notion of integrability cannot be obviously generalized to the quantum case. However, some quantum models, for example the Lieb-Liniger model [91], or the Bose-Hubbard model [92], are known to be integrable ${ }^{1}$, and exhibit a sufficiently large set of conserved quantities to prevent them from reaching true thermal equilibrium. In fact, quantum systems described by integrable models quickly relax toward exotic non-thermal steady states, which can be described by the so-called generalized Gibbs Ensembles (GGE) that maximize entropy [9597], associated with an effective, "temperature-like" thermodynamic variable for each relevant conserved quantity. Another property of quantum integrable models is that they are exactly solvable, and thus allow for for precise predictions, which can be experimentally verified, as was done successfully in [89, 98] to probe the existence of GGE. The existence of non-thermal steady states for integrable systems raises an interesting question : what is the steady state of the system if a small perturbation of the Hamiltonian brings the system slightly away

[^0]from integrability ? In this case, the stationary non-thermal state described by the GGE becomes metastable, and the system exhibits a non-trivial dynamics characterized by two well-separated time scales [99]. Over a relatively short time scale, the system relaxes toward the metastable non-thermal state (which closely ressembles the final steady state in the integrability limit), before undergoing its asymptotic relaxation toward a true thermal state. The intermediate dynamical evolution for near-integrable systems is called prethermalization [80, 98, 100-104], and has been observed in cold-atoms experiments [75, 89, 105].

In the presence of sufficiently strong disorder, Anderson localization is known to induce a breakdown of thermalization in interacting many-body quantum systems. This effect, coined many-body localization (MBL), has been the object of a huge research activity over the past 15 years [80, 106-109], triggered by the pioneering works [110, 111] in the context of interacting electrons in disordered conductors. Many-body localized systems violate the ETH, and constitute the only known class of non-integrable systems that do not reach thermal equilibrium. This implies that they retain a certain memory of the initial state, even at finite temperature, which is an interesting perspective for the development of quantum information technologies [112]. Signatures of many-body localization have now been reported on several occasions in cold-atom experiments [80, 113-115], and more recently on an array of superconducting qbits [116]. In these experiments, the strength of disorder and interactions is typically very large. The fate of localization in a regime of weaker interactions have also been studied, essentially in the context of the subdiffusive spreading of wave packets in disorder [117-120] and the thermalization problem in one-dimensionsal disordered chains [121]. Generally speaking, however, the regime of weak interactions has received much less attention, even though it could provide some interesting and analytically accessible insight on precursor mechanisms for many-body localization, in particular in higher dimensions.

In this thesis, we present our theoretical contribution to this problem, mainly restricting ourselves to the case of weak disorder. Our perspective is focused on the out-of-equilibrium dynamics of a two-dimensional, weakly interacting disordered Bose gas. In the first chapter, we set our theoretical basis for the effect of disorder in the non-interacting case. Precisely, we derive the time evolution of the momentum distribution of a Bose gas after a disorder quench by means of a diagrammatic transport theory. This distribution exhibits a strong signature of weak localization known as the coherent backscattering (CBS) effect. Then, in the second chapter, we add the ingredient of particle interactions, treated within a classical-field approach, and consider a quench in both disorder and interactions. Adapting the diagrammatic theory of the first chapter for interactions weaker than the disorder, we develop a kinetic theory that describes the time-evolution of both the diffusive and the CBS modes of the gas.

The short-time consequences of the kinetic theory are confronted to ab initio simulations of the disordered Gross-Pitaeskii equation in chapter 3, where we also present a quantitative description of the destruction of CBS by interactions. In chapter 4, the opposite regime of interactions stronger than the disorder is explored. We find that at relatively short times, the spatial correlations of the gas decay algebraically within a light-cone. We relate this behavior to the establishment of prethermalization in the presence of disorder. Finally, in chapter 5, we study the long-time thermalization of the gas following the quench, for arbitrary values of the disorder and interactions. Using our simulations of the Gross-Pitaevskii equation, we construct the disorder-temperature equilibrium phase diagram of the 2d disordered Bose gas a long time after the quench, and relate it with the preceding out-of-equilibrium dynamics. Using the phase diagram, we also study the effect of disorder on characteristic features of the Berezinskii-Kosterlitz-Thouless transition.

## Chapter 1

## Matter waves in disordered media

From the music going out of a speaker, to the light that reaches your eyes as you read this sentence, most of the physical phenomena that we experience can be described in terms of wave propagation. But the ubiquity of the concept of wave is not limited to our direct perception of the environment: ever since the early stages of quantum theory, in the beginning of the last century, waves constitute one of the most fundamental aspect of modern physics and technology. Whether they are mechanical or electromagnetic, classical or of quantum origin, the behavior of waves is always affected by the medium they propagate in. Therefore we would like to describe as accurately as possible how waves propagate in a given medium. Nowadays, the propagation of electromagnetic waves in a perfectly homogeneous medium or the electronic motion in a perfect crystal are well-understood. In the real world however, there is no such thing as perfect order. The particles that form a fluid are permanently agitated by their interaction with one another. The most perfect crystal has defects or impurities within its atomic structure. Any real medium displays a certain degree of spatial heterogeneity that we call disorder. If the disorder affects a parameter that controls the wave propagation, such as the refractive index for electromagnetic waves, any sudden change of this parameter will be seen as an obstacle for the waves, and they will be scattered as they approach it. In a medium containing a large number of such obstacles, the physics of wave propagation over large distances can become very complex, as the wave at any given point of space is the superposition of many partial waves scattered from various positions and with random momenta. In this case, we say that the waves propagate in the so-called multiple scattering regime. In addition, provided that, inside the medium, the waves display a certain degree of phase coherence, interference phenomena may occur and add to the complexity of the problem. This physical picture encompasses a lot of situations which occur at length scales spanning several orders of magnitude. Some of the most famous examples include the conduction of electrons (seen as a quantum-mechanical wave) in a disordered semiconductor, the propagation of seismic waves inside the earth's crust, the scattering of sunlight inside clouds or through a glass of milk, etc... The disorder being, by essence, a random occurrence
of a lack of regularity, physicists cannot hope to give a meaningful and consistent description of these systems by looking at every specific sample - or realization - of a disordered medium (not to mention the formidable complexity of this task). Rather, the main focus should be to derive properties that are common to all disordered systems. This essentially means that, for disorder-related phenomena, we have to resort to a stochastic description of the physics at play, where the expectation values of all physical quantities are expressed as an ensemble average over a large number of realizations of the disorder. With this approach, the - random - properties of wave transport are linked to the statistical properties of the disorder: its distribution and spatial correlations. For this reason, in the rest of the manuscript, we will denote the ensemble average of a physical observable $O$ over many ${ }^{1}$ realizations of the disorder by $\bar{O}$.

### 1.1 Diffusion and localization of electrons

In this section, we give a qualitative and historical picture of the main mesoscopic phenomena induced by coherent multiple scattering of electrons. Since we will be ultimately interested in ultracold atomic gases, our goal here is not to give an exhaustive picture of the physics of electronic transport in the presence of disorder, but rather to introduce two of its most important concepts, Anderson (or strong) localization, and weak localization, in their historical context.

### 1.1.1 Incoherent diffusive transport

When a wave propagates in a disordered medium, it is likely to experience a certain number of successive scattering events, which will progressively randomize its direction of propagation. Within a classical picture, this process, called multiple scattering, essentially consists in a random walk, which suggests that, for a long enough sequence, the wave should exhibit diffusive behavior: after a time $t$, the wavefront is typically at a distance $\sqrt{D t}$ from its starting point, where $D$ is the classical diffusion coefficient. In a semiconductor, where the collective motion of the conduction electrons can be described in terms of electronic matter waves, this picture is typically valid at high temperature, where thermal fluctuations dramatically decrease the electronic phase coherence, and prevent the occurence of quantum interference between multiply scattered waves. In this regime, the electronic transport is indeed diffusive

[^1](or incoherent), and the conductivity $\sigma$, which relates the electronic current to the electric field, follows the well-known Drude result [122, 123]
\[

$$
\begin{equation*}
\sigma=\frac{n e^{2} \tau}{m} \tag{1.1}
\end{equation*}
$$

\]

where $n, m$ and $e$ are respectively the electronic density, mass and elementary charge, and $\tau$ is defined as the average time between two electron scattering events. Drude developed the first microscopic picture for the macroscopic Ohm's law. But this purely classical approach has to be corrected for systems in which the quantum nature of electrons plays a role.

### 1.1.2 Anderson localization

If the propagating waves now presents a certain degree of phase coherence over the size of the system, multiple scattering can induce interference phenomena that may break down this simple, classical picture, sometimes in a spectacular fashion. The consequences of coherent multiple scattering on conducting electrons in a disordered solid have been a central research topic in the end of the last century [124]. Indeed, when the size of the conductor becomes comparable to the distance over which electrons can maintain their phase coherence $L_{\phi}$, the effects of quantum interference have to be taken into account, and can affect the electronic motion through the conductor in a multitude of ways. The study of such phenomena is coined as mesoscopic physics [125]. The most striking example of mesoscopic effect is perhaps the phenomenon of Anderson, or strong, localization, predicted in 1958 by P. W. Anderson in his famous seminal paper [9]. In this paper, Anderson shows that, in a three-dimensional (3d) conductor where a disorder potential models the presence of defects in the crystalline atomic structure, the accumulation of destructive interference induced by coherent multiple scattering can lead to a complete absence of diffusion. Provided that the disorder is strong enough, the square modulus of the electronic wavefunction exhibits an exponential decay, controlled by the so-called localization length $\zeta_{\text {loc }}{ }^{2}$

$$
\begin{equation*}
|\psi(\boldsymbol{r})|^{2} \propto e^{-r / \zeta_{l o c}} . \tag{1.2}
\end{equation*}
$$

In other words, electronic transport is practically frozen, and the conductor turns into an insulator. This phenomenon has been and still is the subject of intensive research, both from the physical and mathematical point of view [127-129]. Since then, Anderson localization has been predicted to be a universal property of coherent waves in a random environment, and as such, it should be observed in any disordered system crossed by coherent waves [130,131]. The experimental observation of Anderson localization, however, turns out to be quite challenging in condensed matter systems: electron-electron interactions, as well as their uncontrolled

[^2]coupling to the phononic excitations of the crystalline structure induce decoherence between the propagating waves and prevent the onset of localization. Morover, in condensed matter experiments, it is difficult to perform direct measurements of local observables in the bulk of the solid. The property (1.2), for instance, cannot be directly verified, and one can only probe the indirect consequences of localization on conduction properties. Nevertheless, indirect signatures of Anderson localization in 3d solids have been observed around the 1970's, through the vanishing of electron conductivity in suitable experimental conditions [132].

### 1.1.3 Weak localization

Another important consequence of coherent multiple scattering of electrons in disordered conductors is known as weak localization. It was theoretically described in 1979 by Gor'kov [11] as a small reduction of the classical Drude-Boltzmann conductivity, controlled by the electronic coherence length $L_{\phi}$ [133]. Unlike Anderson localization, whose precise analytic description in terms of interference between multiply scattered partial waves is out of question due to its complexity, the small weak localization correction is a consequence of an enhanced probability for the electrons to return at a point previously explored due to a well-identified interference process between counter-propagating wave amplitudes (we will come back to this point in more details in the next sections). For this reason, weak localization is easier to observe experimentally, as it can be turned on and off by applying a perturbation that introduces a dephasing between the two counter-propagating amplitudes. This was done noticeably in 2d thin films [134], based on a principle that is reminiscent of the famous experiments demonstrating the Aharonov-Bohm effect [135]. In the presence of a perpendicular magnetic field, two counter-propagating amplitudes that follow the same scattering sequences acquire additional phases - proportional to the magnetic flux in the surface that they enclose - of opposite sign, thus breaking the constructive interference responsible for weak localization. The alteration of weak localization by dephasing mechanisms has also been confirmed experimentally in the presence of other physical phenomena, such as spin-orbit coupling [136-138], magnetic impurities [139, 140] or electron-phonon scattering [141]. Due to its strong dependence on $L_{\phi}$, weak localization correction remains nowadays an interesting tool to evaluate the extent of electronic coherence in disordered materials [142-144].

### 1.2 Localization of classical waves

As already discussed, the observation of both strong (Anderson) and weak localization for electronic matter waves in disordered conductors is a real challenge, due to a large number of uncontrolled parameters, and the difficulty to measure local observables. In addition, conduction experiments are usually stationary in time, which prevents any insight of the dynamical aspects of localization. Finally, they offer a poor control over the characteristics
of the disorder, which has to be directly engineered in several different samples.

### 1.2.1 Anderson localization

At the end of the 20th century, the quest for the observation of Anderson localization led experimentalists to consider different experimental platforms, which would not suffer from these drawbacks. These experiments were motivated by early works on the possibility of strong localization of classical waves [130, 145, 146]. There is, nevertheless, a trade-off of experimental limitations compared to conduction experiments. Indeed, classical waves usually suffer from a high absorption in dielectric materials, and their nature prevents the formation of bound states in potential wells, as is the case for matter waves. Nevertheless, the use of classical waves provided a number of remarkable achievements, such as the successful probing of localization in 1d and 2d for microwaves [147, 148], ultrasounds [149, 150], but also for light [151-154].

### 1.2.2 Weak localization

In the context of electronic transport, the weak localization correction manifests itself as a very small correction to global transport quantities such as the conductivity. It has, however, much more spectacular consequences in measurements where the incoming and outgoing directions of the scattered waves $\boldsymbol{k}_{\text {in }}$ and $\boldsymbol{k}_{\text {out }}$ can be resolved: the constructive interference between counter-propagating paths then leads to an increase of the wave density in the exact backscattering direction $\boldsymbol{k}_{\text {out }}=-\boldsymbol{k}_{\text {in }}$. Performing such an experiment is particularly suitable in optics and other classical-wave experiments, where one can easily shine a disordered medium with a plane-wave of well-defined momentum, and look at the reflective angular profile. This effect, known as coherent backscattering (CBS), was first described theoretically in the middle of the 1980's [12, 155, 156], and observed in a wide range of different wave experiments, starting with optics [157-159], but also with microwaves [160, 161] and ultrasounds $[162,163]$. Occurences of CBS effects have even been spotted directly in nature, for instance for affecting the emission spectrum of satellites of Saturn [164], or explaining the opposition effect of the moon [165].

### 1.3 Probing localization with ultracold atoms

At the beginning of the 90's, the development of laser cooling for atomic gases [166-168] and the subsequent first experimental platforms for ultracold atoms, initially designed for the direct observation of Bose-Einstein condensation in a controlled environment [1], offered a new perspective to a number of long-lasting experimental limitations both in condensedmatter and classical-wave systems. Similarly to electrons, the collective motion of ultracold
atoms can be described by coherent matter waves, which makes them excellent candidates to reproduce condensed-matter quantum phenomena.

### 1.3.1 Experimental evidence of localization of matter waves

The coherent backscattering of cold atoms, in particular, was probed in an optics-like configuration where an ultracold Bose gas was initially given a finite average velocity, and its subsequent dynamics in the presence of disorder probed in momentum space. This configuration, originally introduced in [169], turned out also to be useful to explore other interference phenomena like coherent forward scattering [170], to achieve an echo spectroscopy of coherent transport in disorder [22, 171] or to monitor the thermalization and dynamical formation of condensates in momentum space [172]. In a typical ultracold Bose gas experiment designed to probe wave localization phenomena, the gas is initially prepared as a condensed atomic cloud (BEC) in a magnetic trap. At the initial time, the trap is (quasi-)instantaneously turned off, and the atomic cloud evolves freely in an optical disorder potential, where it experiences coherent multiple scattering. This expansion can be confined to a selected direction of space, usually by superimposing on the disorder potential an harmonic laser potential that confines the atomic motion in a certain geometry. This is yet another proof of the formidable modularity of ultracold atoms as an experimental platform. Then, at a chosen measurement time $t$, the disorder is switched off, and various imaging techniques give access to the spatial density or velocity distribution of the atomic cloud. The full experiment can then be repeated to obtain a temporal picture of the physics at play (and perform a disorder averaging, if required !). This kind of protocol allowed for the direct observation of Anderson localization of atomic matter waves in 1d in 2008 [13, 14], following a number of preliminary theoretical works on the topic [173-175]. The same observations were then performed in 3d a few years later $[15,16]$. All of these experiments reported evidence of the temporal freezing of the diffusive motion of the atomic cloud. Surprisingly, the first observations of the consequences of weak localization for atomic matter waves were only made a few years later, in 2012, when the Coherent Backscattering peak was observed in the average momentum distribution of a two-dimensional Bose gas initially prepared in a state with a very narrow momentum distribution [21]. To achieve this, after preparing the gas in a condensed state, its density is reduced by a quick release of the trap followed by switching on for a short duration a "larger" harmonic potential ( $\delta$-kick cooling). As a consequence of the low spatial density of the gas, interactions can be neglected, and the cloud has a very narrow momentum dispersion. The application of a magnetic field gradient then gives the atoms an average finite momentum $\boldsymbol{k}_{0}$, without changing the momentum dispersion. Thus, the momentum distribution of the initial state, shown in the first image of Fig. 1.1, is a peak centered at $\boldsymbol{k}_{0}$, with a small width $\Delta \boldsymbol{k}$. In the language of matter waves, this corresponds to a very extended wave packet, close to a plane-wave state of well defined momentum $\boldsymbol{k}_{0}$.


Figure 1.1 - Momentum distribution of an ultracold gas of ${ }^{87} \mathrm{Rb}$ in a two-dimensional geometry, obtained by time-of-flight imaging after it has evolved in a speckle optical potential. The results are averaged over 20 experimental runs. Starting from an initially narrow state in momentum space, similar to a plane-wave $|\boldsymbol{k}\rangle$, the momentum distribution displays a diffusive ring that grows anisotropically - a consequence of the potential's finite correlation length -, supplemented with a peak around the backscattering direction, the CBS peak. The corresponding scattering mean free time was experimentally measured: $\tau=0.33 \pm 0.02 \mathrm{~ms}$. Adapted from [21].

The gas is then released in a two-dimensional speckle potential and, at measurement time $t$, its momentum distribution is recorded by a time-of-flight experiment [6, 176]: the potential is switched off, causing the atoms to fall freely under the action of gravity and, after waiting a sufficiently long time, the atomic spatial distribution is directly proportional to the momentum distribution of the cloud at the moment of release. A simple fluorescence imaging of the cloud then gives direct access to this quantity. This measurement scheme being obviously destructive, the experiment has to be repeated to obtain the time-resolved momentum density of Fig. 1.1. After a short intermediate regime, the two main features of the momentum distribution are revealed :

- An isotropic ring of radius $\boldsymbol{k}_{0}$, which corresponds to the diffusive atoms, whose direction of propagation is randomized by multiple scattering. The scattering being elastic - there is no transfer of energy to or from the wave during a scattering event - , one would expect that the momentum $|\boldsymbol{k}|$ of an initial plane-wave is conserved during the multiple scattering, yielding an infinitely thin diffusive ring. In fact, the reason for the finite width of the ring is twofold: first, the momentum dispersion $\Delta \boldsymbol{k}$ of the initial wave packet is finite, but, more importantly, the disorder induces a certain 'width' in the dispersion relation of the matter wave: in a disorder potential, translational invariance of the system is broken, and plane-waves are not anymore eigenstates of the Hamiltonian. As a consequence, a plane-wave of well-defined wavevector $\boldsymbol{k}$ does not have a well-defined energy (due a finite lifetime), which broadens the width of the diffusive ring. If the disorder potential constitutes a weak perturbation of the freespace Hamiltonian, the energy dispersion around the free-space value $\epsilon(\boldsymbol{k})=k^{2} / 2 m$ and the ring is is nevertheless small.
- The CBS peak, around the backscattering direction $-\boldsymbol{k}_{0}$. The peak has a rather large angular width, and a relatively small amplitude compared to the height of the diffusive ring. These two effects, also linked to the width of momentum distribution of the initial state $\boldsymbol{\Delta} \boldsymbol{k}$, will become clearer as we present the theory of the non-interacting CBS for matter waves in the next sections.
In the rest of this chapter, we present a detailed theoretical description of the observed results of this particular experiment, making use of a diagrammatic quantum transport theory. This approach will serve as starting point for the next chapter, where the particle interactions will be added.


### 1.4 Coherent multiple scattering of matter waves: an intuitive picture

In this section, we give an intuitive picture of coherent multiple scattering of matter waves in a spatially disordered potential. The aim is to provide a qualitative explanation for
localization phenomena, and to introduce some concepts that will be useful to understand the quantitative diagrammatic theory that is presented in the next section.

### 1.4.1 Single scattering

Let us consider a classical particle of kinetic energy $\epsilon_{0}$, trapped in a two-dimensional disordered potential $V$. If the energy $\epsilon_{0}$ is larger the typical height of the energetic barriers formed by the potential, it will 'fly' above those obstacles, and have a ballistic motion. On the other hand, if the particle meets potential barriers larger than $\epsilon_{0}$, it will get trapped in the resulting potential well. Things are different for a quantum particle, whose evolution is described by the Schrödinger equation

$$
\begin{equation*}
\left[i \hbar \frac{\partial}{\partial t}-\mathcal{H}\right]|\psi(t)\rangle=0, \quad \mathcal{H}=\frac{p^{2}}{2 m}+V(\boldsymbol{r}), \tag{1.3}
\end{equation*}
$$

where $\psi(\boldsymbol{r}, t)=\langle\boldsymbol{r} \mid \psi(t)\rangle$ is the wavefunction of the particle, such that $|\psi(\boldsymbol{r}, t)|^{2}$ is the probability density to find the particle at point $\boldsymbol{r}$ at time $t$. In this case, we know that the particle can tunnel through a potential barrier, but also be reflected by a very small potential hill. Essentially, any spatial fluctuation of the disorder potential produces reflected and a transmitted wave components. One occurrence of this process is what we will call a single scattering event in the following. The result of a scattering event will heavily depend on the relative values of the de Broglie wavelength $\lambda$ of the wave, and the typical size $\sigma$ of the potential hill. For a disorder potential, $\sigma$ coincides with the correlation length of the potential, usually defined through the characteristic extent of its correlation function $\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}$. Of course, scattering of matter waves is an elastic process. This means that an incoming momentum component maintains its energy after the scattering process, only its direction being altered.

### 1.4.2 Scattering mean free time

In a multiple scattering process, a central quantity is the scattering mean free time $\tau$, defined as the average time between two consecutive scattering events on the potential. The mean free time corresponds to the inverse of the transition rate between two eigenstates $|\boldsymbol{k}\rangle$ and $\left|\boldsymbol{k}^{\prime}\right\rangle$ of the free-space Hamiltonian $\mathcal{H}_{0}=p^{2} / 2 m$. Assuming that the disorder potential $V$ acts as a weak perturbation of the Hamiltonian, the mean free time is given by the Fermi golden rule :

$$
\begin{equation*}
\frac{\hbar}{\tau}=2 \pi \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}} \overline{\left.|\langle\boldsymbol{k}| V| \boldsymbol{k}^{\prime}\right\rangle\left.\right|^{2}} \delta\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}}^{\prime}\right) \tag{1.4}
\end{equation*}
$$

Assuming that one detects the propagating wave at a time $t$ after it was released in a disorder potential, one can then identify three different regimes of transport:

- If $t<\tau$, no scattering event has occurred on average. The momentum distribution of the cloud corresponds to the free-space evolution of the initial state during time $t$. This is called the ballistic regime.
- When $t \simeq \tau$, only one scattering event has occurred on average. This is the single scattering regime. The direction of propagation of the initial wave is not yet randomized, and the wave propagation is only slightly affected by the disorder.
- When $t \gg \tau$, a lot of scattering events have occurred. This is the multiple scattering regime, where the memory of the initial condition is generally lost. If no mechanism breaking the phase of the wave occurs from $t=0$ to $t$, interference effects such as weak or Anderson localization can occur.
Occasionally in the manuscript, we will also use the spatial counterpart of $\tau$, the mean free path $\ell$, i.e. the average distance covered by a wave between two consecutive scattering events. Both quantities are linked by the relation

$$
\begin{equation*}
\ell=v \tau \tag{1.5}
\end{equation*}
$$

where $v=\hbar k / m=h / m \lambda$ is the group velocity of the plane-wave $|\boldsymbol{k}\rangle$. Both $\tau$ and $\ell$ depend on the energy $\epsilon$ in general. However, since scattering is elastic, if the initial momentum distribution of the waves is peaked around a given value $k_{0}$, and if the disorder strength is weak enough, the energy dispersion remains small, and one usually perform the on-shell approximations $\tau(\epsilon)=\tau\left(\epsilon_{0}=k_{0}^{2} / 2 m\right)$ and $\ell(\epsilon)=\ell\left(\epsilon_{0}=k_{0}^{2} / 2 m\right)$. A more precise definition of the weak-disorder regime will be given in the following.

### 1.4.3 Decomposition over scattering sequences

In the multiple scattering regime $t \gg \tau$, an intuitive picture of the effect of wave multiple scattering can be given. Consider a particle initially placed at point $\boldsymbol{r}$, with a well-defined momentum $\boldsymbol{k}$. According to the superposition principle, the complex wavefunction $\psi\left(\boldsymbol{r}^{\prime}, t\right)$ at point $\boldsymbol{r}^{\prime}$ after a time $t$ is the sum over all probability amplitudes $p$ to travel from $\boldsymbol{r}$ to $\boldsymbol{r}^{\prime}$ during the time $t$.

$$
\begin{equation*}
\psi\left(\boldsymbol{r}^{\prime}, t\right)=\sum_{\text {paths } p} \psi_{p}=\sum_{\text {paths } p}\left|\psi_{p}\right| e^{i \delta_{p}} \tag{1.6}
\end{equation*}
$$

where $\psi_{p}$ is the partial complex amplitude associated with the multiple scattering path $p$ of length $\mathcal{L}_{p}$. In the second equality, we introduce the phase $\delta_{p} \sim k \mathcal{L}_{p}$. Consequently, the average density of the gas $n_{\boldsymbol{r}^{\prime}}(t)$ at time $t$ reads:

$$
\begin{equation*}
n_{\boldsymbol{r}^{\prime}}(t)=\overline{\left|\sum_{\text {paths } p} \psi_{p}\right|^{2}}=\overline{\sum_{\text {paths } p} \psi_{p} \psi_{p}^{*}}+\overline{\sum_{\text {paths } l \neq p} \psi_{l} \psi_{p}^{*} e^{i\left(\delta_{l}-\delta_{p}\right)}} . \tag{1.7}
\end{equation*}
$$

The first term in the right-hand side of (1.7) is formed by the pairs of amplitudes that travel through the same scattering sequences in the same order. It describes a propagation where the complex amplitudes do not interfere, and their intensity simply adds up. This is the classical, diffusive picture of multiple scattering we have mentioned above. The second term is formed by pairs of amplitudes that go through different multiple scattering paths. It encapsulates all the possible interference effects between partial waves in the medium. For a given pair of multiple scattering sequences, $\delta_{l}-\delta_{p} \sim k\left(\mathcal{L}_{l}-\mathcal{L}_{p}\right)$. The two partial amplitudes travel at the same velocity $v=\ell / \tau$, and must reach the final point at the same time $t$. Thus, a pair of multiple scattering paths from the expansion (1.7) cannot be radically different: the path length difference between the two is of the order of few $\ell$. The phase factor also fluctuates from one disorder realization to another, thus the interference contribution to the density will always vanish when taking the ensemble average, provided that $k \ell$ is large enough. In this case, we are left with the incoherent contribution - the first term of (1.7) - only, and the wave propagates diffusively. In the opposite case $k \ell \leq 1$, quantum interference is not negligible, and we are in the so-called strong disorder regime. As it turns out, in this regime of strong disorder, coherent effects completely dominate wave propagation. In fact, as the mean free path becomes comparable to the wavelength $\lambda=2 \pi / k$, the description of matter-wave propagation as a ballistic motion successively interrupted by independent scattering events breaks down: the waves are constantly scattered, and there is almost no propagation. As a consequence, the physics of wave propagation in strong disorder is a very complex problem, which cannot be easily tackled analytically. We are in the regime where Anderson localization of the matter wave is expected. In 1960, Ioffe and Regel [177] proposed a precise criterion for the onset of Anderson localization in an infinite space. In 3d, it is consistent with the result we obtained from our simple description in the last paragraph:

$$
\begin{equation*}
k \ell \leq C, \quad(d=3) \tag{1.8}
\end{equation*}
$$

with $C$ a non-universal parameter of the order of 1 .
For a matter wave, the Ioffe-Regel criterion defines an energy threshold

$$
\begin{equation*}
E \simeq E_{c} \tag{1.9}
\end{equation*}
$$

known as the mobility edge. This strict criterion portrays Anderson localization as a phase transition between a diffusive phase, where waves are extended over the whole space at high energies, and a localized phase, where waves are confined in small regions of space at low energies. The existence of this phase transition was formalized by the celebrated scaling theory of localization [10], which provoked a surge of interest in the phenomenon of localization. In the context of electronic transport through a disordered conductor for example, the transition separates a conducting phase from an insulating phase. The Anderson transition in dimension 3 is very hard to describe theoretically, mainly because ressuming all the interference terms in expression (1.7) is an impossible task. Several theoretical descriptions such
as the self-consistent theory of localization, first developed by Vollhardt and Wölfle [178, 179] allowed for significant advances, such as the prediction of a subdiffusive regime for the wave at the onset of the transition, but a precise analytic prediction for the value of the critical exponent, for example, is still lacking. Nevertheless, the phase transition has been observed more or less successfully in various wave experiments [180, 181], but noticeably with cold atoms in a very specific setup: the atomic kicked rotor [17, 19, 182]. In 1d and 2d geometries however, it turns out that Anderson localization is generically present, and all eigenstates of a disordered Hamiltonian are localized, as predicted by the scaling theory of localization [10]. The mobility edge $E_{c}$ cannot be defined, and our reasoning from last paragraph does not seem to apply. This seems to be in direct contradiction with the conclusions of the experiment we described in the last section, where weak localization and a diffusive behavior was observed in 2 d . In fact, while it is true that all eigenstates are localized in 2 d , the localization length in this case grows as $\ell \exp (\pi k \ell / 2)$ [183, 184]: in the limit $k \ell \gg 1$, the localization length is so large that the effect of Anderson localization can be neglected in first approximation. In a typical experiment of cold atoms in a 2 d configuration, $\zeta_{l o c}$ is at best several times the size of a typical sample, which prevented the observation of strong localization of atomic matter waves, until very recently [185]. Over the size of the atomic cloud, the effects of strong localization are however usually negligible, and the matter waves effectively display a diffusive behavior.

### 1.4.4 Counter-propagating amplitudes and weak localization

In 2d and 3d systems, the effects of Anderson localization are negligible in the weak disorder limit $k \ell \gg 1$. The simple description of coherent multiple scattering given by equation (1.7) suggests that no interference effect can survive the disorder average, as the phase factor $\delta_{l}-\delta_{p} \sim k\left(\mathcal{L}_{l}-\mathcal{L}_{p}\right)$ will fluctuate between large values from one realization to another, and thus vanish with the ensemble average. It turns out, however, that a specific interference term always survives the disorder average. It corresponds in fact to configurations where the partial amplitudes $\psi_{l}$ and $\psi_{r}$ follow the same multiple scattering path but in reverse order. One can see that in this case, provided that the sequence forms a closed loop, each amplitude accumulates the same phase during its propagation and the resulting phase difference vanishes for all disorder realizations. Moreover, one can see that if the system is time-reversal invariant, this coherent contribution is unchanged by reversing one of its amplitude, and is thus equal to its incoherent, diffusive counterpart. Consequently, this type of scattering sequence enhances by a factor 2 the probability for a given particle to return at the origin.

### 1.5 Quantum transport theory for matter waves in a random potential

In this section, we recall the main lines of the quantum transport theory describing weak localization of non-interacting matter waves in the presence of disorder, focusing on the 2 d experimental situation of Fig. 1.1. In particular, we derive expressions for both the incoherent (diffusive ring) and coherent (CBS peak) components of the average momentum distribution of the gas by means of a diagrammatic expansion. The presentation of this well-known formalism, mostly inspired by [125], is meant as an introduction to the next chapter, where this theory will be modified to account for particle interactions. In the weak disorder limit, the effects of strong localization are negligible in 2d and 3d, and analytic expressions of the gas density can be obtained by performing a perturbative expansion in powers of the disorder strength using the Green's function formalism. This formalism will allow us not only to write this expansion in a simple way, but also to perform easily the average over disorder realizations. Using this expansion, we will derive the average probability density to find the initial wave at a given point (in position or momentum space), from which we infer a formula for the average momentum distribution $n_{\boldsymbol{k}}(t)$ at time $t$. Here and in the rest of the thesis, we focus on a two-dimensional disordered Bose gas, although the results of chapters 1,2 and 3 are, to a large extent, generalizable to the 3d case. In the rest of the chapter, we set $\hbar=1$.

### 1.5.1 Green's function for the propagation of matter waves

As already stated, we want to describe the propagation of a matter wave formed by the collective motion of a Bose-Einstein condensate of $N$ atoms, released in a spatially disordered potential $V$. In the absence of interactions, the evolution of the condensate can be described by the single-particle complex wavefunction $\psi(\boldsymbol{r}, t)=\langle\boldsymbol{r} \mid \psi(t)\rangle$, which obeys the Schrödinger wave equation:

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t}-\mathcal{H}\right]|\psi(t)\rangle=0 \tag{1.10}
\end{equation*}
$$

where $\mathcal{H}=\mathcal{H}_{0}+V=\frac{\hat{p}^{2}}{2 m}+V$. We will denote by $\mathcal{V}$ the volume of the system, supposed large enough to be considered infinite.

## Green's Function of a linear operator

The Green's function formalism in a very powerful tool to perform perturbative calculations. For this reason its use is widespread, from high-energy physics to condensed-matter theory. The Green's function $G$ associated to a linear differential operator $\mathcal{L}$ is the solution of the equation

$$
\begin{equation*}
\mathcal{L} G(x, y)=\delta(x-y) \tag{1.11}
\end{equation*}
$$

It represents the response of the operator to a point-like source. Since any function $g$ can be seen as an infinite superposition of Dirac delta-functions (because $\int \mathrm{d} y \delta(x-y) g(y)=g(x)$ by definition), the solutions of the differential equation $\mathcal{L} f=g$, can be conveniently written as:

$$
\begin{equation*}
f(x)=\int \mathrm{d} y G(x, y) g(y) \tag{1.12}
\end{equation*}
$$

Therefore, the knowledge of $G$ is sufficient to express simply the response of the linear operator $\mathcal{L}$ to any source term.

## Green's Function for the Schrödinger equation

In our case, we wish to find the Green's function for the linear operator $\mathcal{L}=i \frac{\partial}{\partial t}-\mathcal{H}$, i.e the solution of the equation

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t}-\mathcal{H}\right] G\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, t, t^{\prime}\right)=\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{1.13}
\end{equation*}
$$

The Schrödinger's equation (1.10) should be complemented with an initial condition, the state $\left|\psi_{0}\right\rangle$ of the condensate at $t=0$, when the BEC is released from the trap:

$$
\begin{equation*}
\left[i \frac{\partial}{\partial t}-\mathcal{H}\right]|\psi\rangle=\delta(t)\left|\psi_{0}\right\rangle \tag{1.14}
\end{equation*}
$$

On the one hand, using Eq. (1.12), it follows that, in real space representation,

$$
\begin{equation*}
\psi(\boldsymbol{r}, t)=\int \mathrm{d} \boldsymbol{r}^{\prime} G\left(\boldsymbol{r}^{\prime}, \boldsymbol{r}, t, 0\right) \psi_{0}\left(\boldsymbol{r}^{\prime}\right) \tag{1.15}
\end{equation*}
$$

On the other hand, we know that the temporal evolution (in bra/ket notation) $|\psi(t)\rangle$ of an initial state $\left|\psi_{0}\right\rangle$ is described by the unitary evolution operator $\hat{U}(t)=e^{-i \mathcal{H} t}$ :

$$
\begin{equation*}
|\psi(t)\rangle=\hat{U}(t)\left|\psi_{0}(0)\right\rangle=e^{-i \mathcal{H} t}\left|\psi_{0}\right\rangle \tag{1.16}
\end{equation*}
$$

such that

$$
\begin{equation*}
\psi(\boldsymbol{r}, t)=\langle\boldsymbol{r} \mid \psi(t)\rangle=\int \mathrm{d} \boldsymbol{r}^{\prime}\langle\boldsymbol{r}| e^{-i \mathcal{H} t}\left|\boldsymbol{r}^{\prime}\right\rangle\left\langle\boldsymbol{r}^{\prime} \mid \psi_{0}\right\rangle \tag{1.17}
\end{equation*}
$$

By identifying expressions (1.15) and (1.17), we arrive at our definition of the Green's function for the Schrödinger equation:

$$
\begin{equation*}
G\left(\boldsymbol{r}^{\prime}, \boldsymbol{r}, t\right) \equiv G\left(\boldsymbol{r}^{\prime}, \boldsymbol{r}, t, 0\right)=\langle\boldsymbol{r}| e^{-i \mathcal{H} t}\left|\boldsymbol{r}^{\prime}\right\rangle \tag{1.18}
\end{equation*}
$$

and the associated Green's operator

$$
\begin{equation*}
\hat{G}(t) \equiv e^{-i \mathcal{H} t} \tag{1.19}
\end{equation*}
$$

This operator contains all the information on the system evolution. Its knowledge allows a priori to derive the time-evolution of any observable. In what follows, we will mostly use the Fourier transform - with respect to time and space - of the Green's function,

$$
\begin{equation*}
G\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}, \epsilon\right) \equiv\langle\boldsymbol{k}| \frac{1}{\epsilon-\mathcal{H}_{0} \pm i 0^{+}}\left|\boldsymbol{k}^{\prime}\right\rangle=\int \mathrm{d} t \mathrm{~d} \boldsymbol{r} e^{i \epsilon t} e^{-i\left(\boldsymbol{r}^{\prime} \cdot \boldsymbol{k}^{\prime}-\boldsymbol{r} \cdot \boldsymbol{k}\right)} G\left(\boldsymbol{r}^{\prime}, \boldsymbol{r}, t\right) \tag{1.20}
\end{equation*}
$$

## Advanced and retarded Green's functions

In the derivation of the last paragraph, we omit to specify the sign of the time $t$. As a consequence, the Green's operator (1.19) describes the evolution of $\psi_{0}$ at $t=0$ to an arbitrary time $t$, positive or negative. To take into account the causality of the real physical system, we usually define the retarded $(R)$ and advanced $(A)$ Green's operators, which describe respectively the evolution towards the positive and negative times:

$$
\begin{gather*}
\hat{G}^{R}(t) \equiv-i \theta(t) e^{-i \mathcal{H} t} \\
\hat{G}^{A}(t) \equiv i \theta(-t) e^{-i \mathcal{H} t} \tag{1.21}
\end{gather*}
$$

Their Fourier transforms with respect to time read:

$$
\begin{equation*}
\hat{G}_{\epsilon}^{R / A}=\int_{-\infty}^{+\infty}-i \theta(t) e^{i(\epsilon-\mathcal{H}) t}=\frac{1}{\epsilon-\mathcal{H} \pm i \eta} \tag{1.22}
\end{equation*}
$$

where $\eta \rightarrow 0$ is a small imaginary part necessary for convergence of the first integral at long times. Note that equality (1.22) implies the following relation between the advanced and retarded Green's functions :

$$
\begin{equation*}
\left(G_{\epsilon}^{R}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right)\right)^{*}=G_{\epsilon}^{A}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) \tag{1.23}
\end{equation*}
$$

In order to lighten the notations, in what follows, we will omit the subscripts $R$ and $A$ they are not necessary, and simply denote by $\hat{G}(G)$ the retarded Green's operator (function). In these cases, the equivalent expressions for the advanced Green'soperator (function) follow easily from relation (1.23).


Figure 1.2 - Conventions for the diagrammatic representation of the Green's functions, used throughout this manuscript. Solid lines refer to $\left\langle\boldsymbol{k}^{\prime}\right| \hat{G}_{\epsilon}^{R}|\boldsymbol{k}\rangle=G_{\epsilon}^{R}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)$, and dashed lines to $\langle\boldsymbol{k}| \hat{G}_{\epsilon}^{A}\left|\boldsymbol{k}^{\prime}\right\rangle=G_{\epsilon}^{A}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right)$. For solid (dashed) lines, arrows coincide with the (opposite of the) direction of propagation. The value of the corresponding energies $\epsilon$ will be specified directly on the diagrams when they are not obvious. In the rest of the manuscript, we will use these notations to describe both free-space and averaged Green's functions.

## Diagrammatic convention

We introduce in Fig. 1.2 our convention for the representation of the retarded and advanced Green's functions $G_{\epsilon}^{R}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)$ and $G_{\epsilon}^{A}\left(\boldsymbol{k}^{\prime}, \boldsymbol{k}\right)$ that will be used in diagrams throughout this manuscript.

### 1.5.2 Average Green's function

In this subsection we compute the disorder average of the Green's function for the Schrödinger equation (1.10). This function encodes the average effect of the disorder on the dynamics.

## Born series

The convenience of the Green's function formalism becomes obvious when one tries to express the operator $\hat{G}$, associated with $\mathcal{H}$, as a function of the operator $\hat{G}_{0}$, associated with $\mathcal{H}_{0}$ (we omit the $R / A$ subscripts for clarity here):

$$
\begin{align*}
\hat{G} & =\frac{1}{\epsilon-\mathcal{H}_{0}-V+i \eta}=\frac{\epsilon-\mathcal{H}_{0}+i \eta}{\left(\epsilon-\mathcal{H}_{0}-V+i \eta\right)\left(\epsilon-\mathcal{H}_{0}+i \eta\right)} \\
& =\frac{1}{\epsilon-\mathcal{H}_{0}+i \eta}+\frac{V}{\left(\epsilon-\mathcal{H}_{0}-V+i \eta\right)\left(\epsilon-\mathcal{H}_{0}+i \eta\right)} \\
& =\hat{G}_{0}+\hat{G}_{0} V \hat{G} \tag{1.24}
\end{align*}
$$

which is the Lipmann-Schwinger equation. Iteration of equation (1.24) yields an infinite series expansion in powers of the operator $V$, known as the Born series:

$$
\begin{equation*}
\hat{G}=\hat{G}_{0}+\hat{G}_{0} V \hat{G}_{0}+\hat{G}_{0} V \hat{G}_{0} V \hat{G}_{0}+\ldots \tag{1.25}
\end{equation*}
$$

## Expansion for the average Green's function

Using the definition (1.19) and the fact that $\mathcal{H}_{0}$ is diagonal in momentum space we can conveniently write the free-space Green's functions as:

$$
\begin{equation*}
G_{0}^{R / A}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \epsilon\right)=\langle\boldsymbol{k}| \frac{1}{\epsilon-\mathcal{H}_{0} \pm i \eta}\left|\boldsymbol{k}^{\prime}\right\rangle=\frac{(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)}{\epsilon-\epsilon_{\boldsymbol{k}} \pm i \eta} \tag{1.26}
\end{equation*}
$$

where $\epsilon_{\boldsymbol{k}}=k^{2} / 2 m$ is the free-space dispersion relation for a particle of mass $m$. This function is the propagator in free space from a state $|\boldsymbol{k}\rangle$ to the state $\left|\boldsymbol{k}^{\prime}\right\rangle$ at energy $\epsilon . \hat{G}_{0}$ being obviously diagonal in momentum space - as a consequence of translational invariance - , we will from now use the notation $G_{0}(\boldsymbol{k}, \epsilon)$, formally defined by :

$$
\begin{equation*}
G_{0}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}, \epsilon\right)=(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) G_{0}(\boldsymbol{k}, \epsilon) \tag{1.27}
\end{equation*}
$$

Once the free-space Green's function is known, the full Green's function $G_{\epsilon}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)$ is expressed as an infinite series using Eq. (1.25):

$$
\begin{align*}
G_{\epsilon}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right) & =(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) G_{0}(\boldsymbol{k}, \epsilon)+G_{0}(\boldsymbol{k}, \epsilon)\langle\boldsymbol{k}| V\left|\boldsymbol{k}^{\prime}\right\rangle G_{0}\left(\boldsymbol{k}^{\prime}, \epsilon\right) \\
& +G_{0}(\boldsymbol{k}, \epsilon)\left[\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right)\langle\boldsymbol{k}| V\left|\boldsymbol{k}^{\prime \prime}\right\rangle\left\langle\boldsymbol{k}^{\prime \prime}\right| V\left|\boldsymbol{k}^{\prime}\right\rangle\right] G_{0}\left(\boldsymbol{k}^{\prime}, \epsilon\right)+\ldots \tag{1.28}
\end{align*}
$$

At this stage, an important reminder is in order: the disorder operator $V$ is a random variable, such that the full Green's function is a random variable as well. For a given realization of the disorder potential $V(\boldsymbol{r})$, we can expect that it will be very complicated, and not necessarily informative on the physics of a generic disordered system. For this reason, we will adopt a statistical description and focus on quantities that are averaged over a large number of realizations of the disorder. This strategy is not only simpler to handle, but it also allows to showcase universal properties of disordered systems, rather than sample-to-sample phenomenology. We denote the disorder average by the notation $\bar{X}$ for any random variable $X$. For convenience, we also set the origin of energies to $\bar{V}$; this causes the second term in Eq. (1.28) to vanish when we take the disorder average. We are left with:

$$
\begin{align*}
\overline{G_{\epsilon}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)} & =(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) G_{0}(\boldsymbol{k}, \epsilon) \\
& +G_{0}(\boldsymbol{k}, \epsilon)\left[\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \overline{\langle\boldsymbol{k}| V\left|\boldsymbol{k}^{\prime \prime}\right\rangle\left\langle\boldsymbol{k}^{\prime \prime}\right| V\left|\boldsymbol{k}^{\prime}\right\rangle}\right] G_{0}\left(\boldsymbol{k}^{\prime}, \epsilon\right)+\ldots \tag{1.29}
\end{align*}
$$

We assume the disorder operator $V$ to be local, such that $\langle\boldsymbol{r}| V\left|\boldsymbol{r}^{\prime}\right\rangle=\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) V(\boldsymbol{r})$. Therefore, its Fourier transform can be written in the form $\langle\boldsymbol{k}| V\left|\boldsymbol{k}^{\prime}\right\rangle=V\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)$. We then define the two-point correlation function of the disorder $V$ :

$$
\begin{equation*}
\overline{\langle\boldsymbol{r}| V|\boldsymbol{r}\rangle\left\langle\boldsymbol{r}^{\prime}\right| V\left|\boldsymbol{r}^{\prime}\right\rangle}=\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)} \equiv \mathcal{C}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \tag{1.30}
\end{equation*}
$$

The correlator in Eq. (1.29) can be expressed as a function of its Fourier transform :

$$
\begin{equation*}
\overline{\langle\boldsymbol{k}| V\left|\boldsymbol{k}^{\prime \prime}\right\rangle\left\langle\boldsymbol{k}^{\prime \prime}\right| V\left|\boldsymbol{k}^{\prime}\right\rangle}=(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \tag{1.31}
\end{equation*}
$$

Substituting this into Eq. (1.29), we finally obtain :

$$
\begin{align*}
\overline{G_{\epsilon}\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)} & =(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) G_{0}(\boldsymbol{k}, \epsilon)\left[1+G_{0}(\boldsymbol{k}, \epsilon) \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right)+\ldots\right] \\
& =(2 \pi)^{d} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \overline{G_{\epsilon}(\boldsymbol{k})} . \tag{1.32}
\end{align*}
$$

We can see that, similarly to the free-space Green's function, $\bar{G}$ is diagonal in momentum space. Indeed, taking the disorder average restores the translationnal invariance of the system. From now on, we only need to work with the diagonal version of $\bar{G}$ :

$$
\begin{equation*}
\overline{G_{\epsilon}(\boldsymbol{k})}=G_{0}(\boldsymbol{k}, \epsilon)\left[1+G_{0}(\boldsymbol{k}, \epsilon) \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right)+\ldots\right] \tag{1.33}
\end{equation*}
$$

## Dyson equation

The development (1.33) of the average Green's function in powers of the potential $V$ is at the core of the perturbative calculations in random potentials. In order to manipulate it and construct a consistent perturbation theory, it is nevertheless useful to rearrange it. By analyzing higher-order terms in Eq. (1.25), one observes that, for a general random potential $V$, a lot of terms of the type $\overline{V G_{0} V G_{0} V G_{0} \ldots}$ will arise after taking the disorder average. In the momentum space representation, they will yield very complicated expressions involving intricate convolutions of high-order correlation functions with $G_{0}$ functions. To describe them, it is convenient to use a diagrammatic representation. Each of these expressions can be represented as a diagram. Some examples are drawn in Fig. (1.3): one can see that, at each order in $V$, it is possible to enumerate the number of terms that we will obtain in the expansion, by counting the possible arrangements of "impurity" lines, which represent correlators of the disorder potential. If, for each order, we only keep diagrams that are not simple concatenations of previously drawn, lower-order diagrams, we are left with a collection of so-called "irreducible" diagrams (for instance, the second term in Eq. (1.33) corresponds to the only irreducible diagram of order 2). By this process, we can reduce the infinite series


Figure 1.3 - Diagrammatic representation of the self-energy. Solid lines denote the free Green's function $\langle\boldsymbol{k}| \hat{G}_{0}^{R}(\epsilon)\left|\boldsymbol{k}^{\prime \prime}\right\rangle$, in accordance with our convention, Fig. 1.2. The dashed lines represent correlations of the potential in momentum space (for example, in the first diagram it represents $\left.\tilde{\mathcal{C}}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime \prime}\right)\right)$. In the first row are some examples of irreducible diagrams of increasing order. The first one corresponds to the term within brackets in Eq. (1.33), and the only irreducible diagram of order 2, all of the second order diagrams being generated by its concatenations.
to a basis of diagrams that generate it by iteration. This means, in particular, that if we call $\Sigma(\boldsymbol{k}, \epsilon)$ the sum of all irreducible diagrams, the expansion (1.33) can be simply written as

$$
\begin{equation*}
\overline{G_{\epsilon}(\boldsymbol{k})}=G_{0}(\boldsymbol{k}, \epsilon)\left\{1+\sum_{n=1}^{+\infty}\left[\Sigma(\boldsymbol{k}, \epsilon) G_{0}(\boldsymbol{k}, \epsilon)\right]^{n}\right\} \tag{1.34}
\end{equation*}
$$

which, after summation of the geometric series, reduces to

$$
\begin{equation*}
\overline{G_{\epsilon}(\boldsymbol{k})}=G_{0}(\boldsymbol{k}, \epsilon)\left\{1+\Sigma(\boldsymbol{k}, \epsilon) \overline{G_{\epsilon}(\boldsymbol{k})}\right\} . \tag{1.35}
\end{equation*}
$$

Equation (1.35) is called the Dyson equation and $\Sigma$ is the self-energy. The role of the latter becomes clearer when we recast the previous expression as:

$$
\begin{equation*}
\overline{G_{\epsilon}(\boldsymbol{k})}=\frac{G_{0}(\boldsymbol{k}, \epsilon)}{1-\Sigma(\boldsymbol{k}, \epsilon) G_{0}(\boldsymbol{k}, \epsilon)}=\frac{1}{\epsilon-\epsilon_{\boldsymbol{k}}-\Sigma(\boldsymbol{k}, \epsilon)} . \tag{1.36}
\end{equation*}
$$

In this form, the full average Green's function has an expression similar to the free-space Green's function $G_{0}$, except for the self-energy $\Sigma$, a complex quantity that encapsulates the effect of the disorder potential on the single particle evolution. Note that, since the selfenergy is defined through diagrams that use either $G_{0}^{R}$ or $G_{0}^{A}, \Sigma$ also exists in its retarded $\Sigma^{R}$ and advanced $\Sigma^{A}$ versions.

## Born approximation

Computing exactly the self-energy is in general not possible, as it involves an infinite number of diagrammatic classes. However, when the disorder potential $V$ is weak enough (the exact condition in our case will be defined shortly), we can use the so-called Born approximation [186]: In the self-energy expansion of Fig. (1.3), we only keep the first term. Within the Born approximation, Eq. (1.36) becomes

$$
\begin{equation*}
\overline{G_{\epsilon}(\boldsymbol{k})}=G_{0}(\boldsymbol{k}, \epsilon)\left[1+\overline{G_{\epsilon}(\boldsymbol{k})} \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right)\right], \tag{1.37}
\end{equation*}
$$

and the corresponding self-energy (remember expansion (1.33)) reads:

$$
\begin{equation*}
\Sigma(\boldsymbol{k}, \epsilon)=\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \tag{1.38}
\end{equation*}
$$

## Mean free time

The physical meaning of $\Sigma$ becomes apparent after switching to the time domain. We want to compute:

$$
\begin{equation*}
\overline{G(\boldsymbol{k}, t)}=\int \frac{\mathrm{d} \epsilon}{2 \pi} \frac{1}{\left(\epsilon-\Sigma^{\prime}(\boldsymbol{k}, \epsilon)\right)-\epsilon_{\boldsymbol{k}}-i \Sigma^{\prime \prime}(\boldsymbol{k}, \epsilon)} e^{-i \epsilon t} \tag{1.39}
\end{equation*}
$$

where $\Sigma=\Sigma^{\prime}+i \Sigma^{\prime \prime}$, which can be done using contour integration. Assuming that $\Sigma$ is a smooth function of the energy, the integrand has a trivial pole at $\epsilon=\epsilon_{\boldsymbol{k}}+\Sigma^{\prime}\left(\boldsymbol{k}, \epsilon_{\boldsymbol{k}}\right)+i \Sigma^{\prime \prime}\left(\boldsymbol{k}, \epsilon_{\boldsymbol{k}}\right)$, which is either in the upper or lower half of the complex plane, depending of the sign of the imaginary part of $\Sigma\left(\boldsymbol{k}, \epsilon_{\boldsymbol{k}}\right)$. In the "causal" (retarded) situation with $t>0$, we can only use the residue theorem in the lower half plane. ${ }^{3}$ As a consequence, the result is non-zero if and only if $\Sigma^{\prime \prime R}<0$. We find:

$$
\begin{equation*}
\overline{G^{R}(\boldsymbol{k}, t)}=-i \theta(t) e^{-i\left(\epsilon_{\boldsymbol{k}}+\Sigma^{\prime R}\left(\boldsymbol{k}, \boldsymbol{\epsilon}_{\boldsymbol{k}}\right)\right) t} \times e^{\Sigma^{\prime \prime R}\left(\boldsymbol{k}, \boldsymbol{\epsilon}_{\boldsymbol{k}}\right) t} . \tag{1.40}
\end{equation*}
$$

Comparing this formula with the definitions (1.21) of the free-space Green's operators, one understands that the real part of the self-energy $\Sigma^{\prime}$ encodes an energy shift, while its imagi-

[^3]nary part $\Sigma^{\prime \prime}$ is a decay rate, which corresponds to the lifetime $\tau$ of a plane-wave propagating through the disorder: ${ }^{4}$
\[

$$
\begin{equation*}
\tau \equiv-\frac{1}{2\left|\Sigma^{\prime \prime}\right|} \tag{1.41}
\end{equation*}
$$

\]

Furthermore, using Eq. (1.38), we have:

$$
\begin{equation*}
\Sigma^{\prime \prime}(\boldsymbol{k}, \epsilon)=-\pi \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}\right) \tag{1.42}
\end{equation*}
$$

where we used the Sokhotski-Plemelj theorem $\frac{1}{x+i 0^{+}}=P V \frac{1}{x}-i \pi \delta(x)$. From Eq. (1.41), we infer:

$$
\begin{equation*}
\frac{1}{\tau_{\epsilon}(\boldsymbol{k})} \equiv 2 \pi \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}\right) \tag{1.43}
\end{equation*}
$$

Noticing that $\tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right)=\overline{\left.|\langle\boldsymbol{k}| V| \boldsymbol{k}^{\prime}\right\rangle\left.\right|^{2}}$, we see that this definition coincides with the Fermi Golden rule (1.4).

## Mean free path

Associated to the mean free time, we can introduce the mean free path $\ell_{\epsilon}$. Its definition follows from the expression of the average Green's function in position space (for simplicity we neglect here the real part of the self energy):

$$
\begin{equation*}
\bar{G}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \epsilon\right)=G_{0}\left(\boldsymbol{r}, \boldsymbol{r}^{\prime}, \epsilon\right) e^{-\frac{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|}{\ell_{\epsilon}}} \tag{1.44}
\end{equation*}
$$

with

$$
\begin{equation*}
\ell_{\epsilon}(\boldsymbol{k}) \equiv-\frac{k}{2 m \Sigma^{\prime \prime}(\boldsymbol{k}, \epsilon)}=\frac{k}{m} \tau_{\epsilon}(\boldsymbol{k}) \tag{1.45}
\end{equation*}
$$

which is nothing more than the product of the mean free time by the group velocity $v_{g}=k / m$.

## Weak disorder criterion

We now have everything needed to formulate the weak disorder criterion, which specifies the validity of the Born approximation. By studying the self-energy series, whose first few terms are depicted in Fig. 1.3, one can see that the first diagram, the self-energy at the Born approximation, is of order $1 / k \ell_{\epsilon}(\boldsymbol{k})$ [125] (we will show this explicitly for a specific type of disorder potential in the next subsection). The higher-order irreducible diagrams, on the

[^4]other hand, are all of order $\left(k \ell_{\epsilon}(\boldsymbol{k})\right)^{-n}$ [125]. As a consequence, the natural choice for the weak disorder criterion is :
\[

$$
\begin{equation*}
k \ell_{\epsilon}(\boldsymbol{k}) \gg 1 . \tag{1.46}
\end{equation*}
$$

\]

For the matter waves within this regime, most of the observables are accessible analytically, and complicated disorder-induced phenomena, such as Anderson localization, are negligible in 2 d and 3 d (see the discussion at the end of Sec. 1.4.3).

### 1.5.3 Model for the disorder potential

The theory we developed so far is quite general and is valid for any disorder potential. From this point however, the results we present are vastly dependent on the properties of the disorder. As already stated, most experiments aiming at observing mesoscopic phenomena with cold atoms use optical speckle as the disordered potential for the atoms, mainly because it is easy to generate [21]. The choice of a speckle distribution for the potential is however not essential to the observation of localization effects. Rather, it makes the theoretical description of these phenomena more involved. Indeed, speckles are spatially correlated, with a correlation length $\sigma$, which makes wave scattering processes display an anisotropy controlled by the ratio $\lambda / \sigma$. Moreover, due to their specific probability distribution, all high-order correlation functions of a speckle potential are non-vanishing, in contrast with a Gaussian distributed potential for example, for which all correlation function of odd order vanish. This reduces the precision of the Born approximation [187], as the first neglected diagrams in the self-energy expansion of Fig. 1.3 in the case of speckle are of order 3, while they are of order 4 for a Gaussian-distributed potential.

## Gaussian uncorrelated disorder

In what follows and throughout the thesis (with the exception of chapter 5), we will discuss the case of a Gaussian-distributed disorder potential with zero average ( $\bar{V}=0$ ), and a spatial correlation function

$$
\begin{equation*}
\mathcal{C}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)=\gamma \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \tag{1.47}
\end{equation*}
$$

such that the Fourier transform $\tilde{\mathcal{C}}$ of $\mathcal{C}$ reads [125]

$$
\begin{equation*}
\tilde{\mathcal{C}}(\boldsymbol{k})=\gamma \int \mathrm{d}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) e^{-i \boldsymbol{k} .\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)} \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)=\gamma \tag{1.48}
\end{equation*}
$$

the parameter $\gamma$ measuring the strength of the disorder. The distribution of such a potential reads

$$
\begin{equation*}
\mathbb{P}[V(\boldsymbol{r})] \mathcal{D} V(\boldsymbol{r})=\sqrt{\frac{\mathcal{V}}{2 \pi \gamma}} \exp \left(-\frac{1}{2 \gamma} \int \mathrm{~d} \boldsymbol{r} V(\boldsymbol{r})^{2}\right) \mathcal{D} V(\boldsymbol{r}) . \tag{1.49}
\end{equation*}
$$

## Mean free time in the Born approximation

Using equations (1.38) and (1.48), we can express the (retarded) self-energy in the Born approximation as

$$
\begin{equation*}
\Sigma(\boldsymbol{k}, \epsilon)=\gamma \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}^{R}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right)=\gamma \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \frac{1}{\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}+i 0^{+}}, \tag{1.50}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\Sigma(\boldsymbol{k}, \epsilon)=\gamma\left[\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} P V\left(\frac{1}{\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}}\right)-i \pi \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}\right)\right] \tag{1.51}
\end{equation*}
$$

The first integral, which represents the real part of the self-energy, is divergent for dimensions $d>1$. This unphysical result is characteristic of a $\delta$-correlated potential [125]. In the rest of this chapter, we will neglect this real part, as it constitutes a simple constant shift of the energies, known to be small in the weak disorder limit.

The imaginary part, in turn, yields:

$$
\begin{equation*}
\Sigma^{\prime \prime}(\epsilon)=-\pi \gamma \int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}\right)=-\pi \gamma \nu_{\epsilon} . \tag{1.52}
\end{equation*}
$$

The second equality follows from the definition of the density of states per unit volume, that we call $\nu_{\epsilon}$. Note, in passing, the simple relationship between the Green's function and the free-space density of states.

$$
\begin{equation*}
\nu_{\epsilon}=-\frac{1}{\pi} \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \Im\left[G_{0}^{R}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right)\right] . \tag{1.53}
\end{equation*}
$$

Replacing the free-space Green's function by the average Green's function in this equation yields the averaged density of states per unit volume $\overline{\nu_{\epsilon}}$, which contain the disorder corrections, encoded in the self-energy. These corrections are of order $1 / k \ell_{\epsilon}(k)$, so we can safely neglect them in the weak disorder limit, and consider that $\overline{\nu_{\epsilon}}=\nu_{\epsilon}$. In the Born approximation, $\Sigma^{\prime \prime}$ does not have an explicit dependence in $\boldsymbol{k}$. We deduce from equation (1.52) the mean free time and the mean free path in a Gaussian uncorrelated disorder potential

$$
\begin{equation*}
\frac{1}{\tau_{\epsilon}}=-2 \Sigma^{\prime \prime R}(\epsilon)=2 \pi \gamma \nu_{\epsilon} \tag{1.54}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\ell_{\epsilon}(k)}=\frac{m}{k \tau_{\epsilon}}=\frac{2 \pi m \gamma \nu_{\epsilon}}{k} . \tag{1.55}
\end{equation*}
$$

In the specific case of a 2 d system (widely used in the rest of this thesis), the free-space density of states for unit volume is independent of the (positive energy) [125]:

$$
\begin{equation*}
\nu_{\epsilon}=\frac{1}{2 \pi} \theta(\epsilon), \tag{1.56}
\end{equation*}
$$

so that:

$$
\begin{equation*}
\tau_{\epsilon}=\frac{1}{\gamma} \quad \text { and } \quad \ell_{\epsilon}=\frac{k}{m \gamma} \tag{1.57}
\end{equation*}
$$

## Spectral function

A central object for the description of the dynamics of matter waves in a disorder potential is the spectral function, defined as:

$$
\begin{equation*}
A_{\epsilon}(\boldsymbol{k}) \equiv 2 \pi \overline{\langle\boldsymbol{k}| \delta(\epsilon-\mathcal{H})|\boldsymbol{k}\rangle} . \tag{1.58}
\end{equation*}
$$

From this definition, it is clear that

$$
\begin{equation*}
\int \frac{\mathrm{d} \epsilon}{2 \pi} A_{\epsilon}(\boldsymbol{k})=1 \tag{1.59}
\end{equation*}
$$

Thus $A_{\epsilon}(\boldsymbol{k})$ can be viewed as the probability density for a plane-wave $|\boldsymbol{k}\rangle$ to have energy $\epsilon$ in the presence of disorder. When the disorder is absent, the spectral function simply reduces to $\delta\left(\epsilon-\epsilon_{\boldsymbol{k}}\right)$, indicating that particles have a well-defined dispersion relation. Once again, $A_{\epsilon}(\boldsymbol{k})$ can be simply expressed as a function of the average Green's function:

$$
\begin{align*}
A_{\epsilon}(\boldsymbol{k}) & =-2 \overline{\langle\boldsymbol{k}| \Im\left[\frac{1}{\epsilon-\mathcal{H} \pm i 0^{+}}\right]|\boldsymbol{k}\rangle}=-2 \Im\left[\bar{G}^{R}(\boldsymbol{k}, \epsilon)\right] \\
& =\frac{1}{\tau_{\epsilon}} \frac{1}{\left(\epsilon-\epsilon_{\boldsymbol{k}}\right)^{2}+\frac{1}{4 \tau_{\epsilon}^{2}}} . \tag{1.60}
\end{align*}
$$

At the Born approximation, $\tau_{\epsilon}$ does not have a strong dependence in the energy and the spectral function $A_{\epsilon}(\boldsymbol{k})$ - seen as a function of $\epsilon$ - is thus a Lorentzian of maximum $4 \tau$, centered around $\epsilon_{\boldsymbol{k}}$, with a half-width at half-maximum equal to $1 / 2 \tau$. In the weak disorder limit where $\tau \gg 1 / \epsilon$, this function is strongly peaked around $\epsilon_{\boldsymbol{k}}$. As an example, we compare in Fig. (1.4) a spectral function extracted from numerical simulations with the corresponding Born prediction, corrected to take into account the small real part of the self-energy


Figure 1.4 - Spectral function $A_{\epsilon}(\boldsymbol{k})$ as a function of energy, extracted from 2 d numerical simulations. $A_{\epsilon}(\boldsymbol{k})$ is obtained by propagating an initial plane-wave $|\boldsymbol{k}\rangle$ with $k \simeq \pi / 5$ in a Gaussian uncorrelated disorder of strength $\gamma=0.04$. The size of the system is $L=750$, with a discretization $\Delta x=\Delta y=0.2$. The results are averaged over 128 realizations of the disorder. As expected, the spectral function is peaked around the disorder-free $\epsilon_{\boldsymbol{k}} \simeq 0.19$, with only a small shift due to the constant real part of the self-energy, that we neglected in the derivation of (1.60). The dashed line represents the Born prediction, whose maximum has been shifted to account for the real part of the self-energy.
that we neglected in (1.60). The spectral function is a central object for the physics of ultracold atoms in disorder, because it relates the momentum distribution $n_{\boldsymbol{k}}$, obtained by time-of-flight experiments to the energy distribution of the gas. Obtaining the precise energy distribution is crucial, for example in the search for the mobility edge $E_{c}$ in the 3d Anderson localization transition, but also to study the out-of-equilibrium dynamics of interacting gases in the presence of disorder. However, the precise knowledge of the spectral function is a difficult task, especially in 2d and 3d and for low energies/momenta, as it requires a perfect knowledge of the self-energy, sometimes beyond the Born approximation. Ref. [188] reports the recently achieved direct measurement of spectral functions in 3d using state-dependent disorder potentials to selectively populate eigenstates around a precise energy.

Finally, recalling equation (1.53), we have the useful relation

$$
\begin{equation*}
\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} A_{\epsilon}(\boldsymbol{k})=-2 \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \Im\left[\bar{G}^{R}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right)\right]=2 \pi \nu_{\epsilon} . \tag{1.61}
\end{equation*}
$$

### 1.6 Diffusion and coherent backscattering

In this section, we describe the theory of diffusion and coherent backscattering (or CBS) of a non-interacting ultracold gas of bosons launched with finite velocity in a disorder potential. To this end, we will compute analytically the time evolution of the average momentum distribution of the gas assuming weak disorder. As discussed in the introduction of this chapter, we specifically consider a quench protocol, where the gas is initially prepared in a plane-wave state $\left|\boldsymbol{k}_{0}\right\rangle$ and, at $t=0$, the disorder potential $V$ is instantaneously turned on. In doing so, we do not describe the effect of the small momentum spread of the initial state, inherent to real ultra-cold atom experiments [21]. This is justified since the momentum spread does not fundamentally change the picture of weak localization developed here, and only induces small corrections, which can be discussed a posteriori. Quench protocols naturally drive the gas out of equilibrium. As discussed below, in the absence of interactions, this dynamics is already non trivial: after a short transient regime of the order of a few mean free times, the multiple scattering regime settles and the gas reaches a time-independent diffusive state. The system also presents weakly localized modes, which manifest themselves as a time-dependent coherent backscattering peak in the momentum distribution. Without interactions, however, no real thermalization process takes place: the energy distribution of the particles remains constant in time since disorder scattering is elastic, and the gas can never be described by a Gibbs ensemble. The ingredient of particle interactions will be introduced in chapter 2.

### 1.6.1 Density kernel

In this section, we describe the establishment of classical particle diffusion associated with multiple scattering at weak disorder. This mechanism is naturally visible in the momentum distribution, $n_{\boldsymbol{k}}$. To this aim, we consider the evolution of a Bose gas of $N$ particles in a box of volume $\mathcal{V}$, initially prepared as a plane-wave state $\phi(\boldsymbol{r}) \equiv\langle\boldsymbol{r} \mid \psi(t=0)\rangle=1 / \sqrt{\mathcal{V}} \exp \left(i \boldsymbol{k}_{0} \cdot \boldsymbol{r}\right)$, where $\rho_{0} \equiv N / \mathcal{V}$ is the particle density. Since we are here dealing with single particle physics, for convenience, we will set $N=1$ in the rest of this chapter. The Schrödinger equation

$$
\begin{equation*}
i \partial_{t} \psi(\boldsymbol{r}, t)=\left[-\frac{\boldsymbol{\nabla}^{2}}{2 m}+V(\boldsymbol{r})\right] \psi(\boldsymbol{r}, t) \tag{1.62}
\end{equation*}
$$

governs the evolution of the wavefunction $\psi(\boldsymbol{r}, t) . V(\mathbf{r})$ is a Gaussian uncorrelated random potential, as described in the previous section.
The averaged momentum distribution of the gas at time $t, n_{\boldsymbol{k}}(t) \equiv \overline{|\psi(\boldsymbol{k}, t)|^{2}}$, is normalized according to :

$$
\begin{equation*}
\int \frac{\mathrm{d} \boldsymbol{k}}{(2 \pi)^{d}} n_{\boldsymbol{k}}(t)=1 \tag{1.63}
\end{equation*}
$$

The Fourier transform of Eq. (1.17) gives the expression of $\psi(\boldsymbol{k}, t)$ and $\psi^{*}(\boldsymbol{k}, t)$ at time $t>0$, and for a given realization of the disorder, we have:

$$
\begin{equation*}
\psi(\boldsymbol{k}, t)=\langle\boldsymbol{k} \mid \psi(t)\rangle=\int \frac{\mathrm{d} \epsilon}{2 \pi} e^{-i \epsilon t} \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}}\langle\boldsymbol{k}| \hat{G}_{\epsilon}^{R}\left|\boldsymbol{k}^{\prime}\right\rangle \phi\left(\boldsymbol{k}^{\prime}\right), \tag{1.64}
\end{equation*}
$$

and, using the definitions (1.21)

$$
\begin{equation*}
\psi^{*}(\boldsymbol{k}, t)=\langle\psi(t) \mid \boldsymbol{k}\rangle=\int \frac{\mathrm{d} \epsilon}{2 \pi} e^{i \epsilon t} \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}}\left\langle\boldsymbol{k}^{\prime}\right| \hat{G}_{\epsilon}^{A}|\boldsymbol{k}\rangle \phi^{*}\left(\boldsymbol{k}^{\prime}\right) . \tag{1.65}
\end{equation*}
$$

We then have for the momentum distribution :

$$
\begin{align*}
n_{\boldsymbol{k}}(t) & =\overline{|\psi(\boldsymbol{k}, t)|^{2}} \\
& =\int \frac{\mathrm{d} \epsilon_{1} \mathrm{~d} \epsilon_{2}}{(2 \pi)^{2}} e^{-i\left(\epsilon_{1}-\epsilon 2\right) t} \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime} \mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2 d}} \overline{\langle\boldsymbol{k}| \hat{G}_{\epsilon}^{R}\left|\boldsymbol{k}^{\prime}\right\rangle\left\langle\boldsymbol{k}^{\prime \prime}\right| \hat{G}_{\epsilon}^{A}|\boldsymbol{k}\rangle} \phi\left(\boldsymbol{k}^{\prime}\right) \phi^{*}\left(\boldsymbol{k}^{\prime \prime}\right) \\
& =\int \frac{\mathrm{d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \mathcal{I}_{\epsilon, \omega}(\boldsymbol{k}) . \tag{1.66}
\end{align*}
$$

The last equality defines the density kernel $\mathcal{I}$ in terms of the energy-dependent, retarded and advanced Green's operators and of the initial state $|\phi\rangle$ :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k}) \equiv \int \frac{\mathrm{d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}} \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \overline{\langle\boldsymbol{k}| \hat{G}_{\epsilon+\omega / 2}^{R}\left|\boldsymbol{k}^{\prime}\right\rangle\left\langle\boldsymbol{k}^{\prime \prime}\right| \hat{G}_{\epsilon-\omega / 2}^{A}|\boldsymbol{k}\rangle} \phi\left(\boldsymbol{k}^{\prime}\right) \phi^{*}\left(\boldsymbol{k}^{\prime \prime}\right), \tag{1.67}
\end{equation*}
$$

with $\epsilon=\left(\epsilon_{1}+\epsilon_{2}\right) / 2$ and $\omega=\epsilon_{1}-\epsilon_{2}$. In our specific case of an initial plane-wave, we have:

$$
\begin{equation*}
\phi(\boldsymbol{k})=\frac{1}{\sqrt{\mathcal{V}}} \int \mathrm{~d} \boldsymbol{r} e^{i\left(\boldsymbol{k}_{0}-\boldsymbol{k}\right) \cdot \boldsymbol{r}}=\frac{(2 \pi)^{d}}{\sqrt{\mathcal{V}}} \delta\left(\boldsymbol{k}_{0}-\boldsymbol{k}\right) . \tag{1.68}
\end{equation*}
$$

$\mathcal{I}$ can be further simplified:

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})=\frac{1}{\mathcal{V}} \overline{\langle\boldsymbol{k}| \hat{G}_{\epsilon+\omega / 2}^{R}\left|\boldsymbol{k}_{0}\right\rangle\left\langle\boldsymbol{k}_{0}\right| \hat{G}_{\epsilon-\omega / 2}^{A}|\boldsymbol{k}\rangle} . \tag{1.69}
\end{equation*}
$$

This kernel will be the central object of our diagrammatic expansion. Physically, it can be seen as the probability density to have particles with energy comprised between $\epsilon \pm \omega / 2$ at point $\boldsymbol{k}$ in momentum space, starting from the initial state $\left|\boldsymbol{k}_{0}\right\rangle$. Mathematically, $\mathcal{I}$ is a complicated object a priori. Since it describes an average density, computing it exactly would require to take into account all possible interference between pairs of multiple scattering paths from the initial state $k_{0}$ to the final one $k$.
As mentioned in the introduction of this chapter, however, at weak disorder only two types of paths combinations need to be considered: direct paths where both amplitudes follow the same scattering sequence, and counter-propagating paths, where both paths go through the same sequence, but in reverse order. This leads to the simple decomposition:

$$
\begin{equation*}
\mathcal{I}=\mathcal{I}^{D}+\mathcal{I}^{C} \tag{1.70}
\end{equation*}
$$

where $\mathcal{I}^{D}$ is the contribution of the direct paths, and $\mathcal{I}^{C}$ the contribution of the counterpropagating paths.

### 1.6.2 Ladder diagrams

## Diagrammatic expansion

To compute $\mathcal{I}^{D}$, we will once again need to perform a diagrammatic expansion in powers of the disorder. From the definition (1.69), it is obvious that, at the lowest order in disorder, $\mathcal{I}^{D}$ contains the term:

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D(0)}(\boldsymbol{k}) & =\frac{1}{\mathcal{V}} \overline{\langle\boldsymbol{k}| \hat{G}_{\epsilon+\omega / 2}^{R}\left|\boldsymbol{k}_{0}\right\rangle} \overline{\left\langle\boldsymbol{k}_{0}\right| \hat{G}_{\epsilon-\omega / 2}^{A}|\boldsymbol{k}\rangle} \\
& =\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \times \frac{(2 \pi)^{2}}{\mathcal{V}} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right), \tag{1.71}
\end{align*}
$$

where, in the second line, we have used that the operators $\overline{\hat{G}^{R / A}}$ are diagonal in momentum space. This term describes the ballistic propagation of a particle in an homogeneous effective medium of self-energy $\Sigma$ (as represented by averages on Green's functions). In other words,
it describes the contribution of particles that do not experience any scattering, for which the momentum is conserved as indicated by the Dirac delta-function.
The next contribution describes particles undergoing a single scattering event in the effective medium. This process is decomposed into three steps, where the particle first propagates ballistically towards a given point in configuration space, then is elastically scattered from the momentum state $\boldsymbol{k}_{0}$ to another $\boldsymbol{k}^{\prime}$, and finally propagates towards point $\boldsymbol{k}$. To take into account all the possibilities of such a scenario, we integrate over the intermediate momenta $\boldsymbol{k}^{\prime}$ :

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D(1)}(\boldsymbol{k}) & =\left[\int \frac{\mathrm{d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}} \mathcal{I}_{\epsilon, \omega}^{D(0)}\left(\boldsymbol{k}^{\prime}\right) \overline{V\left(\boldsymbol{k}^{\prime}\right) V\left(\boldsymbol{k}^{\prime}\right)}\right] \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \\
& =\frac{\gamma}{\mathcal{V}} \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \tag{1.72}
\end{align*}
$$

where, in the last equality, we used the definition of the spatial correlation function of the disorder (1.48).
The structure of $\mathcal{I}^{D(0)}$ and $\mathcal{I}^{D(1)}$ suggests that there is a way to systematically write down any term of the expansion, so to be able to perform the infinite sum $\sum_{n} \mathcal{I}^{(n)}$, similarly to what we did to compute the average Green's function in Sec. 1.5.2. This procedure is usually done diagrammatically. Using our representation convention for the Green's function (Fig. 1.2) and for the correlation function $\mathcal{C}$ (Fig. 1.3), we represent in the first line of Fig. 1.5 the terms (1.71) and (1.72). Thanks to this representation, the next terms of the expansion are deduced easily, by building diagrams with the same structure, but with more impurity lines. This procedure yields the series of so-called "ladder" diagrams [125]. The series of ladder diagrams is generated iteratively as described in the second line of Fig.1.5. The corresponding equation reads:

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k}) & =\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \times \frac{(2 \pi)^{d}}{\mathcal{V}} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) \\
& +\gamma \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime}\right) . \tag{1.73}
\end{align*}
$$

This iterative equation is called the Bethe-Salpeter equation for the ladder diagrams [189].

## Solving the Bethe-Salpeter equation

We can now solve equation (1.73) for $\mathcal{I}^{D}$. First, we integrate it over $\boldsymbol{k}$. This yields the following closed equation for the quantity $\mathcal{I}_{\epsilon, \omega}^{D} \equiv \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime}}{(2 \pi)^{d}} \mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})$ :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D}=\frac{1}{\mathcal{V}} \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)+\gamma \mathcal{I}_{\epsilon, \omega}^{D} \int \frac{\mathrm{~d} \boldsymbol{k}}{(2 \pi)^{d}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}), \tag{1.74}
\end{equation*}
$$



Figure 1.5 - Diagrammatic representation of the Bethe-Salpeter equation for ladder diagrams, Eq. (1.73). Upper solid lines with arrows refer to $\langle\boldsymbol{k}| G_{\epsilon+\omega / 2}^{R}\left|\boldsymbol{k}_{0}\right\rangle$, and lower dashed lines to $\left\langle\boldsymbol{k}_{0}\right| G_{\epsilon-\omega / 2}^{A}|\boldsymbol{k}\rangle$. We recall that for solid (dashed) lines, arrows coincide with the (opposite of the) direction of propagation. Dotted vertical lines symbolize the correlation function of the disorder.
and we obtain :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D}=\frac{1}{\mathcal{V}^{2}} \frac{\bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)}{1-\gamma \int \frac{\mathrm{d} \boldsymbol{k}}{(2 \pi)^{d}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k})} . \tag{1.75}
\end{equation*}
$$

The integral in the denominator is easily computed using expression (1.36) and yields [125]

$$
\begin{equation*}
\int \frac{\mathrm{d} \boldsymbol{k}}{(2 \pi)^{d}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k})=\frac{2 \pi \tau_{\epsilon} \nu_{\epsilon}}{1-i \omega \tau_{\epsilon}} . \tag{1.76}
\end{equation*}
$$

Inserting (1.76) into (1.75) and using the definition (1.54), we are left with

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D}=\frac{1}{\mathcal{V}} \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\left(1+\frac{i}{\omega \tau_{\epsilon}}\right) \tag{1.77}
\end{equation*}
$$

Equation (1.77) can, in turn, be inserted into the Bethe-Salpeter equation (1.73) to obtain:

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k}) & =\frac{1}{\mathcal{V}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \\
& \times\left[(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\left(1+\frac{i}{\omega \tau_{\epsilon}}\right)\right] . \tag{1.78}
\end{align*}
$$

## Momentum-space distribution: ladder contribution

We can finally compute the ladder contribution to the average momentum distribution $n_{\boldsymbol{k}}^{D}$. Substituting our result (1.78) into the definition (1.66) yields ${ }^{5}$ :

$$
\begin{align*}
& n_{\boldsymbol{k}}^{D}(t)=\frac{(2 \pi)^{2}}{\mathcal{V}} \int \frac{\mathrm{~d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) \\
& +\frac{\gamma}{\mathcal{V}} \int \frac{\mathrm{d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\left(1+\frac{i}{\omega \tau_{\epsilon}}\right) . \tag{1.79}
\end{align*}
$$

At long time $t \gg \tau_{\epsilon}$, the complex exponentials from equation (1.79) will be highly oscillating functions of $\omega$, and the integrals are dominated by the stationary phase $\omega \rightarrow 0$ : the $\omega$ dependence of the arguments of the Green's function can be dropped. We are left with:

$$
\begin{align*}
& n_{\boldsymbol{k}}^{D}\left(t \gg \tau_{\epsilon}\right)=\frac{(2 \pi)^{2}}{\mathcal{V}} \int \frac{\mathrm{~d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) \\
& +\frac{i \gamma}{\mathcal{V}} \int \frac{\mathrm{~d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} \frac{e^{-i \omega t}}{\omega \tau_{\epsilon}} \bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon}^{A}\left(\boldsymbol{k}_{0}\right) . \tag{1.80}
\end{align*}
$$

The integration over $\omega$ yields $\delta(t)$ for the first term, which can thus be neglected at finite time. In the second term, we get $-i$. The previous expression becomes:

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}(t \gg \tau)=\frac{\gamma}{\mathcal{V} \tau} \int \frac{\mathrm{d} \epsilon}{2 \pi} \bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon}^{A}\left(\boldsymbol{k}_{0}\right) \tag{1.81}
\end{equation*}
$$

Using the simple relation $\bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k})=-2 \tau \Im\left[\bar{G}_{\epsilon}^{R}(\boldsymbol{k})\right]$, and the definition (1.60) of the spectral function, this equation can be recast as:

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}(t \gg \tau)=\frac{1}{2 \pi \mathcal{V}} \int \frac{\mathrm{~d} \epsilon}{2 \pi} \frac{A_{\epsilon}(\boldsymbol{k}) A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{\nu_{\epsilon}} \tag{1.82}
\end{equation*}
$$

where we used that $2 \pi \gamma \tau_{\epsilon}=\nu_{\epsilon}$, see Eq. (1.54). Equation (1.82) has a rather intuitive structure: the rightmost spectral function is interpreted as the probability density for a plane-wave of wavevector $\boldsymbol{k}_{0}$ to have energy $\epsilon$ in the random potential, while the other one gives the probability density for the wave with energy $\epsilon$ to have a momentum $\boldsymbol{k}$. It is clear that after integrating over the "intermediate" energies, the expression leads to the average density at point $\boldsymbol{k}$.

[^5]Lastly, we introduce a quantity that will turn out to have a crucial role in the interacting case, the energy distribution of the gas $f_{\epsilon}{ }^{6}$

$$
\begin{equation*}
f_{\epsilon}=\frac{A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{2 \pi \nu_{\epsilon}} \tag{1.83}
\end{equation*}
$$

which is normalized according to

$$
\begin{equation*}
\int \mathrm{d} \epsilon \nu_{\epsilon} f_{\epsilon}=1 \tag{1.84}
\end{equation*}
$$

Equation (1.82) can in turn be rewritten as:

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}(t \gg \tau)=\frac{1}{2 \pi \mathcal{V}} \int \frac{\mathrm{~d} \epsilon}{2 \pi} A_{\epsilon}(\boldsymbol{k}) f_{\epsilon} . \tag{1.85}
\end{equation*}
$$

This equation shows that the diffusive part of the momentum distribution is essentially given by the energy distribution of the Bose gas in the disorder, as already discussed at the end of Sec. 1.5.3. Since multiple scattering is elastic, this energy distribution does not change in time. We will see in the next chapter that this is no longer true in the presence of interactions.

## Diffusive ring

Using equation (1.85) and the expression of the spectral function (1.60), we can derive explicitly the shape of the average momentum distribution at long times :

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}(t \gg \tau)=\frac{1}{2 \pi \tau \nu_{\epsilon_{0}} \mathcal{V}} \frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}_{0}}\right)^{2}+\frac{1}{\tau^{2}}} \tag{1.86}
\end{equation*}
$$

Equation (1.86) is an isotropic function of $\boldsymbol{k}$, centered at $|\boldsymbol{k}|=k_{0}$, which corresponds to the diffusive ring in Fig. 3.4 [169] and in the experimental results of Fig. 1.1. Its maximum is

$$
\begin{equation*}
n_{|k|=k_{0}}^{D}(t \gg \tau)=n_{\max }=\frac{\tau}{\pi \nu_{\epsilon_{0}} \mathcal{V}} \tag{1.87}
\end{equation*}
$$

The transverse shape of the ring is a Lorentzian of half-width at half-maximum $2 m /\left(\tau^{2} k_{0}\right)$, which is essentially the width of the energy distribution $f_{\epsilon}$. The fact that $n_{\boldsymbol{k}}^{D}$ has an isotropic shape at long times was of course expected. Indeed, after a few $\tau$, most of the particles have experienced multiple scattering in the disorder, and the memory of the initial condition, i.e. the direction of $\boldsymbol{k}_{0}$, is lost.

[^6]
## Full time evolution

Equation (1.86) has been obtained in the regime of long times $t \gg \tau$, where low scattering orders can be neglected. While an exact calculation of the diffusive contributions at any time is a difficult task in general (see, for instance [190] where this problem was addressed for a speckle potential), for the particular model of uncorrelated disorder we have found that the Bethe-Salpeter equation can be exactly solved. After performing the integrals over $\epsilon$ and $\omega$, the first term of equation (1.79) simply becomes:

$$
\begin{equation*}
\frac{(2 \pi)^{d}}{\mathcal{V}} \theta(t) e^{-t / \tau} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) \tag{1.88}
\end{equation*}
$$

which describes the decay of the initial delta peak at $\boldsymbol{k}=\boldsymbol{k}_{0}$ (i.e. the initial plane-wave in momentum space), as particles get scattered and their momentum is randomized. For the second term, we find the more complicated expression

$$
\begin{equation*}
\frac{2 \tau \gamma}{\mathcal{V}}\left[\frac{\tau}{1+\Delta_{\epsilon_{k}}^{2} \tau^{2}}-\frac{\Delta_{\epsilon_{k}} \tau \cos \left(\Delta_{\epsilon_{k}} t\right)+\sin \left(\Delta_{\epsilon_{k}} t\right)}{\Delta_{\epsilon_{k}}\left(1+\Delta_{\epsilon_{k}}^{2} \tau^{2}\right)} e^{-t / \tau}\right] \tag{1.89}
\end{equation*}
$$

with $\Delta_{\epsilon_{\boldsymbol{k}}}=\epsilon_{\boldsymbol{k}}-\epsilon_{\boldsymbol{k}_{0}}$. One can check that in the limit of long times $t \gg \tau, n_{\boldsymbol{k}}(t)$ indeed reduces to (1.86). Inserting Eq. (1.89) in Eq. (1.79), we find that the height of the ring has the following time evolution:

$$
\begin{equation*}
n_{|\boldsymbol{k}|=k_{0}}^{D}(t)=\frac{(2 \pi)^{d}}{\mathcal{V}} \theta(t) e^{-t / \tau} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+n_{\max }\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}\right)\right] \tag{1.90}
\end{equation*}
$$

As opposed to the case of a correlated potential [190], visible for instance in the experimental results of Fig. (1.1), where a correlated speckle was used, the ring grows isotropically in time for an uncorrelated potential. This is of course expected because single scattering over a $\delta$-correlated potential is perfectly isotropic, thanks to the infinitely small size of the potential fluctuations.

### 1.6.3 Crossed diagrams and coherent backscattering

Let us now focus on the contribution of counter-propagating multiple scattering paths to the density kernel, $\mathcal{I}^{C}$. As we did to compute $\mathcal{I}^{D}$, we evaluate $\mathcal{I}^{C}$ by resumming the contribution of each scattering order.

## Diagrammatic expansion

The diagrammatic expansion of $\mathcal{I}^{C}$ is redily obtained from the one of $\mathcal{I}^{D}$. Indeed, reversing the direction of propagation of one of the amplitudes in a diffusive sequence in principle gives the result. However, one should be careful: the first two diagrams of the expansion for $\mathcal{I}^{D}$,


Figure 1.6 - Diagrammatic representation of the Bethe-Salpeter equation for crossed diagrams, Eq. (1.73). These diagrams describe the interference between time-reversed paths, responsible for coherent backscattering. The second equality follows from time-reversal invariance. The last line illustrates the fact that, in the long-time limit $t \gg \tau$ where low scattering orders have a negligible weight, the series of ladder and crossed diagrams coincide.
that we derived explicitly in (1.71) and (1.72), turn out to coincide with their time-reversed counterpart (this can be seen by exchanging the $\boldsymbol{k}$ and $\boldsymbol{k}_{0}$ arguments for $\bar{G}^{A}$ for example). We therefore must omit them to avoid 'counting' them twice. With this precaution in mind, reversing one of the arrows on all the higher order diagrams of Fig. 1.5 yields the full 'crossed' series of $\mathcal{I}_{C}$. The result is depicted diagrammatically in Fig. 1.6. As compared to the case of the ladder diagrams, however, the structure of the density kernel (represented by a blue box in the figures), which has its ingoing and outgoing momenta in a "crossed" configuration, does not allow for a direct resummation of the series, as we did previously to obtain the Bethe-Salpeter equation.
To circumvent this issue, we use that our system is time-reversal invariant, which is justified since no source of decoherence of absorption is present in this model. This property is symbolized by the formal relation:

$$
\begin{equation*}
\bar{G}^{R / A}(\boldsymbol{k}, t)=\bar{G}^{A / R}(-\boldsymbol{k}, t) \tag{1.91}
\end{equation*}
$$

Time-reversal invariance thus allows us to reverse the direction of propagation of one of the amplitudes in the diagrams in the first line of Fig. 1.6, while changing the sign of its ingoing and outgoing momenta. The resulting diagrams are depicted in the second line of the figure.

We then perform the following change of variables: $\left\{\mathbf{K}=\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) / 2=-\mathbf{K}^{\prime} ; \mathbf{Q}=\boldsymbol{k}+\boldsymbol{k}_{0}\right\}$. After this procedure, the resulting density kernel, which we will call $\tilde{\mathcal{I}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)$, has a form similar to the kernel $\mathcal{I}^{D}(\boldsymbol{k})$. Assuming that the transfer momentum $\boldsymbol{Q}$ is small compared to $\boldsymbol{K}$ (an hypothesis that will be verified a posteriori), we can rewrite the multiple-scattering series for $\tilde{\mathcal{I}}^{C}$ under an iterative form to obtain the Bethe-Salpeter equation for the crossed diagrams (see the last line in Fig. 1.6):

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right) & =\frac{\gamma^{2}}{\mathcal{V}} \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}\right) \\
& \times \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}^{\prime}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}^{\prime}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}^{\prime \prime}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}^{\prime \prime}\right) \\
& +\gamma \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{-}^{\prime}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}^{\prime}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right), \tag{1.92}
\end{align*}
$$

where we introduced $\boldsymbol{K}_{ \pm} \equiv \boldsymbol{K} \pm \boldsymbol{Q} / 2$ and $\epsilon_{ \pm} \equiv \epsilon \pm \omega / 2$ to lighten the notations. To simplify this expression, we can perform the first integral in the right-hand side, which yields, in the weak disorder limit [125],

$$
\begin{equation*}
\int \frac{\mathrm{d} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{d}} \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime \prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{K}^{\prime \prime}-\boldsymbol{Q} / 2\right)=\frac{2 \pi \tau_{\epsilon} \nu_{\epsilon}}{1-i \omega \tau_{\epsilon}+D_{\epsilon} \boldsymbol{Q}^{2} \tau_{\epsilon}} \tag{1.93}
\end{equation*}
$$

where $D_{\epsilon}^{(d)}=k_{\epsilon} \ell_{\epsilon} /(m d)$ is the diffusion coefficient for a wave at energy $\epsilon$ in dimension $d$. Hence, using the definition $1 / \tau=2 \pi \gamma \nu_{\epsilon}$, we find

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right) & =\gamma \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}^{\prime}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}^{\prime}\right) \\
& \times\left[\frac{1}{\mathcal{V}} \frac{\bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}\right)}{1-i \omega \tau_{\epsilon}+D_{\epsilon} \boldsymbol{Q}^{2} \tau_{\epsilon}}+\int \frac{\mathrm{d} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{d}} \tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)\right] \tag{1.94}
\end{align*}
$$

## Solving the Bethe-Salpeter equation for crossed diagrams

To solve equation (1.94), we proceed as for the ladder diagrams, the essential difference being the presence of the transfer momentum $\boldsymbol{Q}$. We first integrate over $\boldsymbol{K}^{\prime}$ and use again Eq. (1.93) to obtain an expression for $\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}(\boldsymbol{K}, \boldsymbol{Q})$ :

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}(\boldsymbol{K}, \boldsymbol{Q}) & =\frac{1}{\mathcal{V}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{K}+\boldsymbol{Q} / 2) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{K}-\boldsymbol{Q} / 2) \\
& \times\left[\frac{1}{\left(1-i \omega \tau_{\epsilon}+D \boldsymbol{Q}^{2} \tau_{\epsilon}\right)\left(-i \omega \tau_{\epsilon}+D \boldsymbol{Q}^{2} \tau_{\epsilon}\right)}\right] . \tag{1.95}
\end{align*}
$$

Substituting (1.95) into (1.94) yields, for the crossed density kernel:

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right) & =\frac{\gamma}{\mathcal{V}} \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}^{\prime}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}^{\prime}\right) \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{K}_{+}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{K}_{-}\right) \\
& \times\left[\frac{1}{-i \omega \tau_{\epsilon}+D_{\epsilon} \boldsymbol{Q}^{2} \tau_{\epsilon}}\right] . \tag{1.96}
\end{align*}
$$

Coming back to the original momentum variables, we finally obtain:

$$
\begin{equation*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}(\boldsymbol{k})=\frac{\gamma}{\mathcal{V}} \bar{G}_{\epsilon_{+}}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon_{-}}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{k}_{0}\right)\left[\frac{1}{-i \omega \tau_{\epsilon}+D_{\epsilon}\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2} \tau_{\epsilon}}\right] . \tag{1.97}
\end{equation*}
$$

Except for the term proportional to $\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2}$ in the denominator of the right-hand side, we recover exactly the same form as the third term of the ladder density kernel (1.78) (which describes the long time limit). At this stage, we can already infer the well-known result :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{C}\left(-\boldsymbol{k}_{0}\right)=\mathcal{I}_{\epsilon, \omega}^{D}\left(-\boldsymbol{k}_{0}\right) \tag{1.98}
\end{equation*}
$$

at long times $(\omega \tau \ll 1)$. This indicates that, as a consequence of the interference between time-reversed paths, the magnitude of the momentum distribution is exactly doubled at backscattering.

## Momentum space distribution: Crossed contribution

We finally compute the ladder contribution to the average momentum distribution $n_{k}^{C}$. At long time, it only differs from the diffusive contribution by the denominator factor $D_{\epsilon}(\boldsymbol{k}+$ $\left.\boldsymbol{k}_{0}\right)^{2} \tau_{\epsilon}$ :

$$
\begin{align*}
n_{\boldsymbol{k}}^{C}(t) & =\frac{\gamma}{\mathcal{V}} \int \frac{\mathrm{d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \\
& \times \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\left[\frac{1}{-i \omega \tau_{\epsilon}+D_{\epsilon}\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2} \tau_{\epsilon}}\right] \tag{1.99}
\end{align*}
$$

At long times $t \gg \tau_{\epsilon}$, we can again omit the $\omega$ dependence of the Green's functions to obtain, after performing the Fourier transform over $\omega$

$$
\begin{equation*}
n_{\boldsymbol{k}}^{C}(t \gg \tau)=\frac{1}{(2 \pi)^{2} \mathcal{V}} \int \mathrm{~d} \epsilon A_{\epsilon}(\boldsymbol{k}) f_{\epsilon} e^{-D_{\epsilon}\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2} t}=n_{\boldsymbol{k}}^{D}(t \gg \tau) e^{-D_{\epsilon}\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2} t} \tag{1.100}
\end{equation*}
$$

We see that the crossed contribution consists of a peak of height $n_{\max }$ centered at the exact backscattering direction $-\boldsymbol{k}_{0}$, and whose half-width at half-maximum evolves in time as $1 / \sqrt{D t}$, as experimentally measured in [21]. This peak is called the Coherent Backscattering (CBS) effect, and features a doubling of the probability for the atoms to be backcattered as compared to the classical diffusive picture. It constitutes a direct manifestation of weak localization in the momentum distribution of a non-interacting Bose gas subjected to a disorder potential.

## Full time evolution

While Eq. (1.100) holds for long time only, the full time evolution of the CBS peak maximum for a $\delta$-correlated potential can also be derived by performing the integral in (1.99) at $\boldsymbol{k}=-\boldsymbol{k}_{0}$, without taking the $\omega \rightarrow 0$ limit. The exact result is :

$$
\begin{equation*}
n_{\boldsymbol{k}}^{C}(t)=n_{\max }\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}+\frac{t^{2}}{2 \tau^{2}}\right)\right] \tag{1.101}
\end{equation*}
$$

Note that, as expected, the CBS and diffusive amplitudes coincide at long time, but not at short time $t \sim \tau$ where low scattering orders - described by the terms within square brackets - come into play. The short-time behavior of the CBS peak height has an extra term, compared to Eq. (1.90), which is due to the absence of the low scattering order in the series of crossed diagrams. Both contribution have a different short-time behavior which should be visible in numerical simulations.

## Conclusion

In this chapter, we have introduced the basic concepts and equations which will be used in the next chapters. We have constructed a microscopic diagrammatic theory describing the temporal evolution of a non-interacting (single particle) gas in the presence of a weak disorder. We have shown how to compute basic quantities such as the density of states, the spectral function, the scattering mean free time and mean free path from the statistical properties of the disorder, in the weak disorder regime where the Born approximation is valid. We have studied how the momentum distribution of a gas initially launched with a finite velocity evolves with time. In the long-time limit, the momentum distribution tends to a stationary non-thermal isotropic distribution. In addition, a peak develops around the exact backscattering direction, whose intensity is equal to the background, and whose width decreases like $1 / \sqrt{t}$.

## Chapter 2

## Kinetic theory for non-equilibrium, weakly localized bosons

## Introduction

In the previous chapter, we have described the temporal evolution of a non-interacting Bose gas in a spatially disordered potential. Following this scenario, from now on we include the ingredient of particle interactions, focusing on the case of a dilute Bose gas. Precisely, we consider the out-of-equilibrium dynamics of a Bose gas following a simultaneous "quantum quench" of both a disorder potential and interactions. In contrast with the rather simple non-interacting dynamics exposed in chapter 1, in the presence of interactions the system experiences a more or less fast thermalization process that eventually drives it to an ergodic equilibrium state. This problem falls in line with a recent, intense research activity in the field of non-equilibrium quantum gases [74, 89, 99, 191-193]. In this context, a phenomenon that has attracted considerable attention is many-body localization. Originally, many-body localization was identified as a finite temperature phase transition between a conducting, thermal phase, and a "many-body localized" insulating phase for interacting electrons in a disordered metal $[110,111]$. Later on, the concept of many-body localization has been identified as a seemingly very fundamental phenomenon of ergodicity breaking, through which an isolated, many-body disordered system cannot thermalize to a conventional Gibbs ensemble due to the disorder [106-109]. Many-body localization has, since then, been observed in various experiments [113-116], but still raises a number of open questions [109]. Our ambition, in this chapter and the subsequent ones, will be rather to focus on the limit of weak interactions and disorder, where the system remains essentially ergodic but, nevertheless, a nontrivial interplay between weak localization and interactions occurs. For this purpose, we will come back to the theoretical description of the momentum distribution presented in the previous chapter, but we will now include interactions within the diagrammatic transport theory. This chapter will present the core of the theory, and, as such, is rather technical.

Specifically, here we construct the weak localization diagrammatic theory in the presence of interactions. This will lead us to generalized Bethe-Salpether equations for both diffusive and weakly localized modes, from which we will derive simple kinetic equations for the diffusive ring and the coherent backscattering (CBS) peak introduced in the previous chapter. The practical consequences of these equations and the comparison with ab initio numerical simulations based on the Gross-Pitaevskii equation (GPE) will be addressed in the next chapter.

### 2.0.1 Weak localization and interactions in electronic systems

Before addressing the non-equilibrium bosonic problem, it is useful to first recall some known elements about the question of weak localization in interacting systems. Historically, this problem was first considered in the context of weakly disordered conductors, where the impact of the Coulomb interaction between electrons on the conductivity is twofold:

- Due to interactions, electrons are not only sensitive to the disorder potential, but also to the fluctuations of the electronic density. In the multiple scattering regime, the diffusive electronic motion induced by the disorder tends to reinforce the effects of interactions compared to the ballistic regime. This leads to a reduction of the conductivity, which turns out to be of the order of the weak localization correction [194, 195]. This effect, called the Altshuler-Aronov correction [196-198], is a purely incoherent effect. It can be distinguished from the weak localization correction by applying a magnetic field that destroys the latter in a controlled fashion [199, 200].
- In a metal, the Coulomb interaction between two conduction electrons is efficiently screened by the presence of the other electrons. This allows for a description of conduction electrons as independent quasi-particles with a finite lifetime ('Fermi liquid'). This finite lifetime is closely related the time $\tau_{\phi}$ during which the particles maintain their phase coherence. As a consequence, the counter-propagating multiple scattering sequences of length larger than $L_{\phi}=v_{F} \tau_{\phi}$ (with $v_{F}$ the velocity at the Fermi level) will not interfere, and the weak localization correction is reduced compared to the non-interacting case. This equivalence between the quasi-particle lifetime and the phase coherence time has also been proven experimentally, for example in 1 d , where the temperature dependence of $\tau_{\phi}$ has been measured in metals with few magnetic impurities [201, 202]. As we will see in this chapter, a similar effect occurs for CBS of nonequilibrium bosons.


### 2.0.2 Interactions and coherent backscattering

In the context of coherent backscattering, the first seminal works addressing the role of "interactions" appeared in the context of nonlinear optics, precisely in disordered media displaying a Kerr nonlinearity (i.e., a refractive index depending on the wave intensity) [203-205],
or in atomic vapors where the nonlinear behavior stems from the internal atomic structure [205-208]. Later on, this problem was extended to the propagation of atom lasers through disordered junctions, a configuration described by a stationary Gross-Pitaevskii equation fully similar to the nonlinear wave equation in optics [205, 209-212]. In all these works, it was shown that interactions have dramatic effects of the CBS: For strong enough repulsive interactions for instance, they lead to an inversion of the CBS peak. This inversion was also recently shown to be robust in the many-body regime [213]. The impact of interactions on the out-of-equilibrium dynamics of weakly disordered Bose gases, on the other hand, has been addressed more recently. In [169, 214, 215] for instance, the temporal spreading of wave-packets was described by a generalized diffusion equation self-consistently renormalized by the mean-field nonlinear potential of the Gross-Pitaevskii equation. Later on, this approach was complemented by a kinetic description of inelastic particle collisions [172, 216]. In all these works, however, all weak localization effects were neglected, the dynamics being assumed purely diffusive in the absence of interactions. It is precisely the goal of the present chapter to fill this gap. To this end, we will consider the same physical configuration as in the previous chapter, namely the temporal evolution of a disordered Bose gas initially prepared as a plane-wave state in momentum space, with the addition of an interaction quench at $t=0$. To keep the things simple and to connect with the non-interacting regime, we will restrict ourselves to a dilute Bose gas and thus construct our interacting quantum transport theory starting from the disordered Gross-Pitaevskii equation.

### 2.1 Mean-field description of Bose gases in disorder

In this section, we give an elementary derivation of the Gross-Pitaevskii equation that governs the evolution of a dilute Bose gas in a disorder potential. This equation describes atom-atom interactions by means of a classical, mean-field approximation.

### 2.1.1 Many-body Hamiltonian

We consider a quantum gas of $N$ identical bosons of mass $m$, evolving from $t=0$ onward under the simultaneous presence of interactions and an external (trapping, disorder...) potential $V$. Interactions can be modeled by a two-body Van der Waals interaction potential $U$, and the dynamics of the gas is encoded in the many-body Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\int \mathrm{d} \boldsymbol{r} \hat{\psi}^{\dagger}(\boldsymbol{r}, t)\left[-\frac{\hbar^{2} \Delta}{2 m}+V(\boldsymbol{r})\right] \hat{\psi}(\boldsymbol{r}, t)+\frac{1}{2} \int \mathrm{~d} \boldsymbol{r} \mathrm{~d} \boldsymbol{r}^{\prime} \hat{\psi}^{\dagger}(\boldsymbol{r}, t) \hat{\psi}^{\dagger}\left(\boldsymbol{r}^{\prime}, t\right) U\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \hat{\psi}(\boldsymbol{r}, t) \hat{\psi}\left(\boldsymbol{r}^{\prime}, t\right), \tag{2.1}
\end{equation*}
$$

written in second quantization. The bosonic field operator $\hat{\psi}$ satisfies the commutation relations

$$
\begin{align*}
& {\left[\hat{\psi}(\boldsymbol{r}, t) \hat{\psi}^{\dagger}\left(\boldsymbol{r}^{\prime}, t\right)\right]=\delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)} \\
& {\left[\hat{\psi}(\boldsymbol{r}, t) \hat{\psi}\left(\boldsymbol{r}^{\prime}, t\right)\right]=\left[\hat{\psi}^{\dagger}(\boldsymbol{r}, t) \hat{\psi}^{\dagger}\left(\boldsymbol{r}^{\prime}, t\right)\right]=0 .} \tag{2.2}
\end{align*}
$$

### 2.1.2 Effective two-body interactions in a dilute ultracold gas

At low enough temperature, the physics of the system is dominated by low energies. In this regime, the interaction between atoms can be described in terms of $s$-wave scattering processes, whose properties are encoded in a single characteristic length, the $s$-wave scattering length $a$ [217]. Provided that the typical density $\rho_{0}$ of the gas is low enough, the average inter-atomic distance is much larger than the $s$-wave scattering length $|a| \ll \rho_{0}^{-1 / d}$, and the precise structure of the interaction potential is not resolved. Thus, it can be replaced by any scattering potential that yields the same scattering length $a$. The simplest choice is to take the contact pseudo-potential [218]

$$
\begin{equation*}
U(\boldsymbol{r})=g \delta(\boldsymbol{r}), \tag{2.3}
\end{equation*}
$$

where $g$ is a dimension-dependent function of the scattering length $a$, which measures the strength of the effective interaction. Substituting (2.3) into (2.1) yields

$$
\begin{equation*}
\mathcal{H}=\int \mathrm{d} \boldsymbol{r} \hat{\psi}^{\dagger}(\boldsymbol{r}, t)\left[-\frac{\hbar^{2} \Delta}{2 m}+V(\boldsymbol{r})\right] \hat{\psi}(\boldsymbol{r}, t)+\frac{g}{2} \int \mathrm{~d} \boldsymbol{r} \hat{\psi}^{\dagger}(\boldsymbol{r}, t) \hat{\psi}^{\dagger}(\boldsymbol{r}, t) \hat{\psi}(\boldsymbol{r}, t) \hat{\psi}(\boldsymbol{r}, t) . \tag{2.4}
\end{equation*}
$$

In the Heisenberg picture, the time-evolution of the field operator is given by

$$
\begin{equation*}
i \hbar \partial_{t} \hat{\psi}(\boldsymbol{r}, t)=[\hat{\psi}(\boldsymbol{r}, t), \mathcal{H}] \tag{2.5}
\end{equation*}
$$

which yields, using the bosonic commutation relations (2.2),

$$
\begin{equation*}
i \hbar \partial_{t} \hat{\psi}(\boldsymbol{r}, t)=\left[-\frac{\hbar^{2} \Delta}{2 m}+V(\boldsymbol{r})+g \hat{\psi}^{\dagger}(\boldsymbol{r}, t) \hat{\psi}(\boldsymbol{r}, t)\right] \hat{\psi}(\boldsymbol{r}, t) \tag{2.6}
\end{equation*}
$$

### 2.1.3 Bogoliubov approximation

Let us now assume that the Bose gas is initially prepared in a 3d trapping potential, so that it typically forms a Bose-Einstein condensate (BEC) at low temperature. The ground state (or condensate mode) is much more populated than the excited modes. This justifies a decomposition of the field operator as

$$
\begin{equation*}
\hat{\psi}(\boldsymbol{r}, t)=\phi_{0}(\boldsymbol{r}, t) \hat{a}_{0}+\delta \hat{\psi}(\boldsymbol{r}, t) \tag{2.7}
\end{equation*}
$$

where $\hat{a}_{0}$ and $\phi_{0}$ are, respectively, the annihilation operator and the wavefunction of the condensate mode. At low temperature, the contribution of non-condensed modes $\delta \hat{\psi}(\boldsymbol{r}, t)$ is typically a small perturbation of the total field operator and can be neglected. We are left with the approximate expression $\phi_{0}(\boldsymbol{r}, t) \hat{a}_{0}$ for the field operator. The condensate mode being macroscopically populated, i.e, $n_{0}=\hat{a}_{0}^{\dagger} \hat{a}_{0} \simeq N$ with $N$ very large, we can follow Bogoliubov's prescription $[219,220]$ and replace the annihilation operator $\hat{a}_{0}$ by the corresponding cnumber $\sqrt{N}$. The field operator is now proportional to the classical field $\phi_{0}$, which means that we adopt a classical description of the collective motion of the atoms in the condensate, neglecting the influence of the thermal cloud formed by excited atoms. For consistency with the normalization to unity of the density in subsequent chapters, we will call $\psi(\boldsymbol{r}, t) \equiv \phi_{0}(\boldsymbol{r}, t)$ the wavefunction of the condensate, such that

$$
\begin{equation*}
\hat{\psi}(\boldsymbol{r}, t) \simeq \sqrt{N} \psi(\boldsymbol{r}, t) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \mathrm{d} \boldsymbol{r}|\psi(\boldsymbol{r}, t)|^{2}=1 \tag{2.9}
\end{equation*}
$$

Substituting this equation into (2.6) yields the Gross-Pitaevskii equation for the time-evolution of $\psi$ :

$$
\begin{equation*}
i \hbar \partial_{t} \psi(\boldsymbol{r}, t)=\left[-\frac{\hbar^{2} \Delta^{2}}{2 m}+V(\boldsymbol{r})+g N|\psi(\boldsymbol{r}, t)|^{2}\right] \psi(\boldsymbol{r}, t) . \tag{2.10}
\end{equation*}
$$

This equation corresponds to a mean-field description of the Bose-Einstein condensate, in the sense that we have reduced the many-body problem to a one-body problem, where the nonlinear term $g N|\psi(\boldsymbol{r}, t)|^{2}$ represents the effective potential felt by a particle at point $\boldsymbol{r}$ as the result of its interaction with all the other particles. Note that by setting the normalization of the density (2.9) - which imposes particle conservation - to unity, we technically describe the evolution of a single particle with a nonlinearity of strength $g \times N$, rather than $N$ particles interacting with interaction strength $g$. However, it follows from the structure of the Gross-Pitaevskii equation that these two problems are strictly equivalent.

In this section, we have given a somewhat simplistic derivation of the Gross-Piteavskii equation. It can be derived more rigorously [221], and has proven to be a very successful tool for the interpretation of experimental results involving weakly interacting bosons [219]. Despite being a very simplified version of the many-body problem, it is still difficult to obtain analytical results within this mean-field approximation, in particular in an out-of-equilibrium
context. In this chapter, we nevertheless manage to exploit it to construct an effective quantum transport theory for a simple statistical observable (the average momentum distribution) in the weak-disorder regime. Numerical implementations of the Gross-Pitaevskii equation are, on the other hand, relatively easy, and may offer valuable insight. In our 2 d geometry, quasi-exact ${ }^{1}$ simulations can be performed up to a relatively long times at a reasonable cost. Their implementation is described in section 3.1.4.

### 2.2 Short-time Momentum space dynamics

In this section, we construct the nonlinear version of the quantum transport theory of chapter 1. We recall that we are interested in the out-of-equilibrium dynamics of a 2d Bose gas expanding in a disorder potential, initially prepared in a plane wave state $\left|\boldsymbol{k}_{0}\right\rangle$, in the presence of weak interactions encoded in the nonlinear term of Eq. (2.10). Generally speaking, in this chapter we consider a regime where the interactions are small enough so that their effect slowly builds upon the diffusive description of multiple scattering. For simplicity, in the following we consider a Gaussian, uncorrelated disorder potential $V$ satisfying

$$
\begin{equation*}
\overline{V(\boldsymbol{r})}=0 \quad \text { and } \quad \overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}=\gamma \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) . \tag{2.11}
\end{equation*}
$$

In the rest of this chapter, we again set $\hbar=1$ to lighten the notations.

### 2.2.1 Average momentum distribution

The plane wave state $\phi(\boldsymbol{r})=e^{i \boldsymbol{k}_{0} \cdot \boldsymbol{r}} / \sqrt{\mathcal{V}}=\left\langle\boldsymbol{r} \mid \boldsymbol{k}_{0}\right\rangle$ being a stationary state of the GrossPitaevskii equation (2.10), the gas will display, on average, a uniform spatial density at all times. On the contrary, as seen in the previous chapter, the momentum distribution $n_{\boldsymbol{k}}$ exhibits a non-trivial time evolution. In chapter 1, see Eq. (1.66), we have shown that it could be expressed in terms of an average density kernel $\mathcal{I}_{\epsilon, \omega}$ :

$$
\begin{equation*}
n_{\mathbf{k}}(t)=\overline{|\psi(\boldsymbol{k}, t)|^{2}}=\int \frac{\mathrm{d} \epsilon \mathrm{~d} \omega}{(2 \pi)^{2}} e^{-i \omega t} \mathcal{I}_{\epsilon, \omega}(\boldsymbol{k}), \tag{2.12}
\end{equation*}
$$

with, in the absence of interactions, the definition

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})=\overline{\langle\boldsymbol{k}| \hat{G}_{\epsilon+\omega / 2}^{R}\left|\boldsymbol{k}_{0}\right\rangle\left\langle\boldsymbol{k}_{0}\right| \hat{G}_{\epsilon-\omega / 2}^{A}|\boldsymbol{k}\rangle} . \tag{2.13}
\end{equation*}
$$

Due to our choice for the condensate wavefunction (2.8), the number of particles $N$ appears explicitly in the Gross-Pitaevskii equation (2.10), and the momentum distribution is normalized to unity:

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} n_{\boldsymbol{k}}(t)=1 \tag{2.14}
\end{equation*}
$$

[^7]which imposes the conservation of the number of particles. We also recall some results of chapter 1 that will be useful for our computations. In the absence of interactions, the density kernel at weak disorder can be split into an incoherent (diffusive) and a coherent (CBS) contribution:
\[

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})=\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})+\mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k}), \tag{2.15}
\end{equation*}
$$

\]

with

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k}) & =\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \\
& \times\left[(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\left(1+\frac{i}{\omega \tau_{\epsilon}+i 0^{+}}\right)\right] \tag{2.16}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k})=\gamma \bar{G}_{\epsilon_{+}}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon_{-}}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon_{+}}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon_{-}}^{A}\left(\boldsymbol{k}_{0}\right)\left[\frac{1}{-i \omega \tau_{\epsilon}+D_{\epsilon}\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2} \tau_{\epsilon}}\right] \tag{2.17}
\end{equation*}
$$

The average Green function is given by Eq. (1.36) of the previous chapter, $\tau_{\epsilon}=\left(2 \pi \gamma \nu_{\epsilon}\right)^{-1}$ is the mean free time and $D_{\epsilon}=\epsilon \tau / m$ is the diffusion coefficient. The energy dispersion of the particles being small for elastic scattering and at weak disorder, we can perform the on-shell approximation and replace the energy dependent quantities $\tau_{\epsilon}, D_{\epsilon}$ as well as the mean free path $\ell_{\epsilon}=k \tau_{\epsilon}$ by their value at the initial energy $\epsilon_{0}=k_{0}^{2} / 2 m$. We thus omit the energy subscript for these quantities in the following.

### 2.2.2 Weak interactions

While developing an exact quantum transport theory accounting for both interactions and disorder is a formidable task, even at the level of the Gross-Pitaevskii equation (2.10), relatively simple results can be obtained when interactions are "weak" compared with the disorder. To quantify this limit, we first note that the interaction term in the disordered Gross-Pitaevskii equation can be seen as an additional, but nonlinear, random potential (see Fig.2.1), which causes the atoms to be scattered on the spatial density fluctuations. The main idea of this chapter is to treat this potential as a perturbation of the ladder and crossed scattering series. Physically, this amounts to assuming that scattering events on the nonlinear potential are rare compared to scattering events on the random potential. In terms of time scales, this condition reads $\tau_{\mathrm{NL}} \gg \tau$, where $\tau_{\mathrm{NL}}$ is the particle interaction time. To estimate this quantity, we use the Fermi golden rule

$$
\begin{equation*}
\frac{1}{2 \tau_{\mathrm{NL}}}=\pi \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime}}\right) \tilde{\mathcal{C}}_{\mathrm{NL}}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right), \tag{2.18}
\end{equation*}
$$

where we introduced the power spectrum of the nonlinear potential,

$$
\begin{equation*}
\tilde{\mathcal{C}}_{\mathrm{NL}}(\boldsymbol{k}) \equiv \int d^{2}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)(g N)^{2} \overline{|\psi(\boldsymbol{r}, t)|^{2}\left|\psi\left(\boldsymbol{r}^{\prime}, t\right)\right|^{2}} e^{i \boldsymbol{k}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)} \tag{2.19}
\end{equation*}
$$



Figure 2.1 - Left: Visual example of a single realization of a numerical Gaussian uncorrelated disorder potential. Within the discretized space needed to perform numerical simulations (see chapter 3), the disorder displays no characteristic length scale. Right: Density of the gas, after letting the initial plane wave evolve in the uncorrelated potential during a mean free time time $\tau$. The density forms a speckle potential, correlated over the De Broglie wavelength $\lambda_{\mathrm{DB}}=2 \pi / k_{0}$, in accordance with Eq. (2.20). Parameters are chosen such that we are in the weak disorder limit $k_{0} \ell \gg 1$, and $g \rho_{0}$ is small enough so that interaction events are very rare compared to disorder scattering. We also observe that $V(\boldsymbol{r})$ and $|\psi(\boldsymbol{r}, t)|^{2}$ do not appear to be correlated with one another, in agreement with the result (2.44).

To leading approximation, the density-density correlator is not modified by interactions, and reads [125]

$$
\begin{equation*}
\overline{|\psi(\boldsymbol{r}, t)|^{2}\left|\psi\left(\boldsymbol{r}^{\prime}, t\right)\right|^{2}}=\frac{1}{\mathcal{V}^{2}}\left[1+J_{0}\left(k_{0}\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) e^{-\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right| / \ell}\right], \tag{2.20}
\end{equation*}
$$

so that we define

$$
\begin{equation*}
\tau_{\mathrm{NL}}=\frac{\epsilon_{0}}{\left(g \rho_{0}\right)^{2}} \tag{2.21}
\end{equation*}
$$

By defining the mean free path for particle collisions as $\ell_{\mathrm{NL}} \equiv k_{0} \tau_{\mathrm{NL}} / m$, we then rewrite the criterion of rare particle collisions and weak disorder as

$$
\begin{equation*}
k_{0} \ell_{\mathrm{NL}} \gg k_{0} \ell \gg 1 . \tag{2.22}
\end{equation*}
$$

In the following, we will assume these conditions to be fulfilled. In this limit, the effect of interactions on the ladder and crossed diagrammatic series can be estimated perturbatively ${ }^{2}$ by interrupting the multiple scattering sequences - generated by the iterating the BetheSalpeter equation - with interaction events. More precisely, the Bethe-Salpeter equation is modified by adding irreducible, elementary diagrams representing the possible interaction processes, at sufficiently low order in the interaction strength $g \rho_{0}$ to fullfill condition (2.22). A similar approach was previously used in [204, 205, 209, 210] to describe the stationary coherent backscattering effect of continuous waves in finite media, and in [169, 214, 215] to model the dynamics of interacting wave packets in the diffusive limit. The latter configuration was later extended for wave packets in the localization regime [119, 120], but by taking into account first-order corrections in $g$ only, see Sec. 2.3.1, while neglecting second-order corrections responsible for thermalization. In the present scenario, we will see that the former are negligible while the latter control the evolution of the gas.

### 2.2.3 Born series

When $g \neq 0$, the notion of Green's function can strictly speaking no longer be utilized to express the intensity kernel, as we did in Eq. (2.13). Nevertheless, the definition (2.12) of $n_{\boldsymbol{k}}$ can still be written, by redefining the intensity kernel in terms of the wavefunction $\psi$ :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k}) \equiv \overline{\psi_{\epsilon+\omega / 2}(\boldsymbol{k}) \psi_{\epsilon-\omega / 2}^{*}(\boldsymbol{k})}, \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\epsilon}(\boldsymbol{k}) \equiv \int \mathrm{d}^{2} \boldsymbol{r} \int_{-\infty}^{\infty} \mathrm{d} t e^{i \epsilon t} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}} \psi(\boldsymbol{r}, t) \tag{2.24}
\end{equation*}
$$

[^8]As a consequence, in the presence of interactions, the diagrammatic quantum transport theory is constructed from the Lippmann-Schwinger equation associated with the GrossPitaevskii equation (2.10):

$$
\begin{align*}
\psi_{\epsilon}(\boldsymbol{k}) & =\phi(\boldsymbol{k})+G_{0}(\epsilon, \boldsymbol{k})\left[\int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} V\left(\boldsymbol{k}^{\prime}\right) \psi_{\epsilon}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)\right. \\
& \left.+g \int \frac{d \epsilon_{1}}{2 \pi} \frac{d \epsilon_{2}}{2 \pi} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{1}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{k}_{2}}{(2 \pi)^{2}} \psi_{\epsilon_{1}}\left(\boldsymbol{k}_{1}\right) \psi_{\epsilon_{2}}^{*}\left(\boldsymbol{k}_{2}\right) \psi_{\epsilon-\epsilon_{1}+\epsilon_{2}}\left(\boldsymbol{k}-\boldsymbol{k}_{1}+\boldsymbol{k}_{2}\right)\right], \tag{2.25}
\end{align*}
$$

where $G_{0}(\epsilon, \boldsymbol{k})=\left(\epsilon-\boldsymbol{k}^{2} / 2 m+i 0^{+}\right)^{-1}$ is the free-space retarded Green's function (well-defined from Eq. (2.10) with $g=0$ ). Iteration of Eq. (2.25) leads to an expansion of $\psi_{\epsilon}$ in powers of $V$ and $g$ known as the Born series. In addition to the usual scattering processes on the random potential, this Born series also involves particle interactions, which can be thought of as scattering events on the nonlinear potential, as mentioned above. These two elementary processes are diagrammatically shown in Fig. 2.2, together with the conservation rules for energies and momenta. From the Born series for $\psi_{\epsilon}$, one can construct a Bethe-Salpeter equation for the density kernel $\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})$. Indeed, by multiplying Eq. (2.25) - taken at energy $\epsilon+\omega / 2$ - by $\psi_{\epsilon-\omega / 2}^{*}$ and taking the disorder average, we arrive at:

$$
\begin{align*}
& \mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})=\phi(\boldsymbol{k}) \psi_{\epsilon-\omega / 2}^{*}(\boldsymbol{k})+G_{0}^{R}(\epsilon+\omega / 2, \boldsymbol{k})\left[\int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \overline{V\left(\boldsymbol{k}^{\prime}\right) \psi_{\epsilon+\omega / 2}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \psi_{\epsilon-\omega / 2}^{*}(\boldsymbol{k})}\right. \\
& \left.+g N \int \frac{d \epsilon_{1}}{2 \pi} \frac{d \epsilon_{2}}{2 \pi} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}_{1}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{k}_{2}}{(2 \pi)^{2}} \overline{\psi_{\epsilon_{1}}\left(\boldsymbol{k}_{1}\right) \psi_{\epsilon_{2}}^{*}\left(\boldsymbol{k}_{2}\right) \psi_{\epsilon_{3}+\omega / 2}\left(\boldsymbol{k}-\boldsymbol{k}_{1}+\boldsymbol{k}_{2}\right) \psi_{\epsilon-\omega / 2}^{*}(\boldsymbol{k})}\right] \tag{2.26}
\end{align*}
$$

where we denoted $\epsilon_{3}=\epsilon-\epsilon_{1}+\epsilon_{2}$. We can then evaluate the disorder averages from this expression diagrammatically, by writing down all possible arrangements of amplitudes $\psi_{\epsilon}(\boldsymbol{k})$ and intensities $\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})$ that obey the rules of Fig. 2.2. In the next section, we will use this procedure to derive a Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}(\boldsymbol{k})$ in the weakly interacting limit. In the regime where particle collisions are less frequent than collisions on the random potential - remember condition (2.22) - a splitting of $\mathcal{I}_{\epsilon, \omega}$ into a ladder $\mathcal{I}_{\epsilon, \omega}^{D}$ and a crossed contribution $\mathcal{I}_{\epsilon, \omega}^{C}$, can still be identified. The next two sections will be devoted to a derivation of kinetic equations for these components.


Figure 2.2 - The Born series obtained by iterating the Lippmann-Schwinger equation (2.25) generates terms built on scattering processes on the random potential $V$ (left) and on the nonlinear potential $g|\psi|^{2}$ (right). The solid and dashed lines with arrows refer to the freespace, retarded and advanced Green's functions, respectively. The cross refers to the random potential $V$ and the wavy line to the interaction parameter $g$. For each vertex, the lower-right line $(\epsilon, \boldsymbol{k})$ is the outgoing field, and integrations over $\epsilon_{1}, \epsilon_{2}, \boldsymbol{k}^{\prime}, \boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$ are understood.

### 2.3 Kinetic theory for diffusive atoms

Let us first focus on the construction of a Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{D}$, i.e. for atoms that are purely diffusive in the non-interacting limit. The latter is obtained by adding corrective terms to the Bethe-Salpeter for $g=0$, in which the ladder sequence can be interrupted by one or several particle interaction events. We first consider the corrections of first order in $g \rho_{0}$, which are known to dominate the dynamics in the stationary configurations of [204, 209, 210], and for the spreading of weakly interacting wave packets [169, 214, 215]. In our out-of-equilibrium quench scenario however, we will show that they turn out to have negligible influence on the dynamics, unlike second order corrections.

### 2.3.1 First order nonlinear corrections

To build the elementary diagrams that represent the first-order, iterative correction to the linear Bethe-Salpeter equation, we have to insert a single nonlinear interaction event between two disorder scattering events in a multiple scattering sequence for the density, represented by a ladder diagram $\mathcal{I}_{\epsilon, \omega}^{D}$. The interaction term $g|\psi|^{2}$ being itself proportional to the density, this interaction event has to be connected to another ladder diagram, which can be seen as an external "source" term.

Using the rules of Fig. 2.2 to position the incoming and outgoing momenta, as well as the energies, we obtain the diagram (a) represented in Fig. 2.3 (plus its complex conjugate, which has been omitted here for clarity). One can check that iterating this diagram indeed yields a multiple scattering sequence interrupted only by non-consecutive interaction events.


Figure 2.3 - First-order diagrammatic correction to the Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{D}$, involving one interaction event. Red boxes refer to an incoming, ladder-type sequence $\mathcal{I}_{\epsilon, \omega}^{D}$, where, apart from particle interaction processes, the two paths propagate along the same sequence of scatterers in the same direction. The solid and dashed lines symbolize $\bar{G}_{\epsilon}^{R}$ and $\bar{G}_{\epsilon}^{A}$, respectively, the vertical dotted line the correlation function in Eq. (2.11), and the wavy lines a particle interaction event, see Fig. 2.2.

## Computation of diagram 2.3(a)

To write down the contribution of diagram 2.3(a), one simply needs to compute the energies and momenta of every Green's function and intensity box, using the rules of Fig. 2.2. Integration over the incoming variables then yields

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D(a)}(\boldsymbol{k}) & =2 g N \gamma \int \frac{\mathrm{~d} \epsilon^{\prime}}{2 \pi} \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}}\left[\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k})\right. \\
& \left.\times \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \mathcal{I}_{\epsilon^{\prime}, \omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right) \mathcal{I}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime \prime}\right)\right], \tag{2.27}
\end{align*}
$$

where the factor 2 stems from the Wick decomposition of the average $\overline{\psi_{\epsilon_{1}} \psi_{\epsilon_{2}}^{*} \psi_{\epsilon-\epsilon_{1}+\epsilon_{2}} \psi_{\epsilon}^{*}}$ from Eq. (2.26), and the Fourier transform of the correlation function of the potential $\tilde{\mathcal{C}}(\boldsymbol{k})=\gamma$. It corresponds to the two different ways to pair incoming field amplitudes into ladder intensities connected to the nonlinear vertex. In other words, it takes into account the second possible interaction kernel obtained by exchanging subscripts 1 and 2 in Fig. 2.2. Using the definition (2.12) of $n_{\boldsymbol{k}}(t)$, and the normalization condition (2.14), we get

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \int \frac{\mathrm{~d} \epsilon^{\prime}}{2 \pi} \mathcal{I}_{\epsilon^{\prime}, \omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right)=\int \mathrm{d} t e^{i \omega^{\prime} t} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \overline{\left.\psi\left(\boldsymbol{k}^{\prime}, t\right)\right|^{2}}=\int \mathrm{d} t e^{i\left(\omega^{\prime}+i 0^{+}\right) t}=\frac{1}{-i \omega^{\prime}+0^{+}}, \tag{2.28}
\end{equation*}
$$

where the second equality follows from using the normalization condition (2.14), which en-
sures particle conservation. Eq. (2.27) becomes

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D(a)}(\boldsymbol{k})=2 g N \gamma \int \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}} \frac{\left[\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \mathcal{I}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime \prime}\right)\right]}{-i \omega^{\prime}+0^{+}} . \tag{2.29}
\end{equation*}
$$

We recall that (see Eq. (1.36))

$$
\begin{equation*}
\bar{G}_{\epsilon}^{R}(\boldsymbol{k})=\frac{1}{\epsilon-\epsilon_{\boldsymbol{k}}-\Sigma^{R}} \tag{2.30}
\end{equation*}
$$

with $\Sigma^{\prime \prime R}<0$ (we recall our notation for the real and imaginary parts of the self-energy: $\left.\Sigma=\Sigma^{\prime}+i \Sigma^{\prime \prime}\right)$. We saw in the previous chapter that $\Sigma^{\prime \prime}$ is independent of $k$ for an uncorrelated potential. Here it is also implicitly evaluated on-shell, i.e., at energy $\epsilon_{0}$. Therefore $\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}(\boldsymbol{k})$ has a pole in the upper part of the complex plane with respect to the integration over $\omega^{\prime}$. Using expression (2.16), the same can be said of $\int \frac{d^{2} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}\left(\boldsymbol{k}^{\prime \prime}\right)$. The integral over $\omega^{\prime}$ is then easily computed using the residue theorem for the only pole in the lower part of the complex plane, $\omega^{\prime}=-i 0^{+}$. This yields, after taking the limit to 0 :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D(a)}(\boldsymbol{k})=2 g \rho_{0} \gamma\left[\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k})\right]^{2} \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime \prime}\right) \tag{2.31}
\end{equation*}
$$

## Energy shift

From Eq. (2.31), we can show that the contribution of the diagram 2.3(a) boils down to a constant energy shift $-2 g \rho_{0}$ of $\bar{G}_{\epsilon}^{R}$ in the linear Bethe-Salpeter equation that we recall here (see derivation in chapter 1):

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})=\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \times(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime}\right) \tag{2.32}
\end{equation*}
$$

To see this, we first perform the substitution $\epsilon \rightarrow \epsilon-2 g \rho_{0}$ in the second term in the righthand side of Eq. (2.32). This is equivalent to assuming that after the first disorder scattering event, all retarded average Green's functions have their energy shifted. The first term is left untouched because it corresponds to the ballistic or "coherent" mode, which has experienced no disorder scattering, and thus no interaction event (since condition (2.22) is fulfilled) :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})=\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \times(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \bar{G}_{\epsilon+\omega / 2-2 g \rho_{0}}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime}\right) \tag{2.33}
\end{equation*}
$$

Then, using the definition (2.30) of the average retarded Green's function, one has the following expansion for small $g$ :

$$
\begin{equation*}
\bar{G}_{\epsilon-2 g \rho_{0}}^{R}(\boldsymbol{k}) \simeq \bar{G}_{\epsilon}^{R}(\boldsymbol{k})+2 g \rho_{0}\left[\bar{G}_{\epsilon}^{R}(\boldsymbol{k})\right]^{2} . \tag{2.34}
\end{equation*}
$$

Substituting Eq (2.34) into Eq. (2.33) we get

$$
\begin{align*}
\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k}) & =\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \times(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime}\right) \\
& +2 g \rho_{0} \gamma\left[\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k})\right]^{2} \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}\left(\boldsymbol{k}^{\prime \prime}\right) \tag{2.35}
\end{align*}
$$

The right-hand side of Eq. (2.32) is modified by an extra term which is exactly equal to $\mathcal{I}_{\epsilon, \omega}^{D(a)}(\boldsymbol{k})$ from Eq. (2.31). We conclude that adding diagram 2.3(a) in the linear BetheSalpeter equation is equivalent to shifting the average retarded Green's functions energy by $-2 g \rho_{0}$. The same conclusion holds for the complex conjugate of diagram 2.3(a), with the energy shift affecting the advanced Green's function. Due to condition (2.22), this shift is small compared to the characteristic energies of the system and, as a consequence, first-order nonlinear corrections to the Bethe-Salpeter equation do not quantitatively affect the diffusive dynamics. Note, in passing, that this result is in stark contrast with the scenario where one follows the spreading of a wave packet in position space. In this case, diagrams of the type of Fig. 2.3(a) were shown to significantly modify the wave-packet density distribution [169, 214, 215]. The difference lies in the behavior of the mean density $\overline{|\psi(\boldsymbol{r}, t)|^{2}}$, which explicitly depends on time and space for an initial wave packet, whereas it always remains uniform and time independent for an initial plane wave.

### 2.3.2 Modification of the self-energy

As discussed in the previous section, leading-order nonlinear corrections to the BetheSalpeter equation for the diffusive intensity boil down to a constant energy shift of the Green's functions. In turn, this shift can alternatively be described in terms of a correction, linear in $g$, to the real part of the self-energy. As stated in the beginning of Sec. 2.2.3, the concept of Green's function - and thus, of self-energy - is not rigorously defined when $g \neq 0$. However, hinted by the conclusion of the last (sub)section, we can derive equivalent objects from the Born series (2.25) by complete analogy with the linear case. As we will see, this approach is valid at least within our assumptions (2.22). The expansion of $\Sigma(\epsilon, \boldsymbol{k})$ obtained in this way is displayed in Fig. 2.4.

## Born approximation

The first diagram of Fig. 2.4 is the usual Born approximation for the disorder potential,

$$
\begin{equation*}
\Sigma(\boldsymbol{k}, \epsilon)=\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \tag{2.36}
\end{equation*}
$$

The imaginary part of Eq. (2.36) defines the scattering mean free time $\tau$, as discussed in chapter 1. As we will see later when computing the energy distributions of the gas, the average energy of bosons in the disorder potential is also shifted, due to the real part of the self-energy.

## First order nonlinear correction

The second self-energy diagram is the nonlinear correction corresponding to the density diagram $2.3(\mathrm{a})$. It is purely real, simply given by :

$$
\begin{equation*}
\Sigma^{(1)}(\epsilon, \boldsymbol{k})=2 g N \int \frac{\mathrm{~d} \epsilon^{\prime} \omega^{\prime}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon^{\prime}, \omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right)=2 g \rho_{0} \tag{2.37}
\end{equation*}
$$

and indeed describes a constant shift of the Green's function energy by $-2 g \rho_{0}$. The value of this shift can be qualitatively explained as follows. At very short times $t \ll \tau$, no scattering has occured and the gas resembles the initial plane wave. Thus the average interaction energy, given by [222]

$$
\begin{equation*}
\epsilon_{\mathrm{int}}=\frac{g N}{2} \int \mathrm{~d} \boldsymbol{r} \overline{|\psi(\boldsymbol{r}, t)|^{4}} \tag{2.38}
\end{equation*}
$$

is equal to $g \rho_{0} / 2$, as $\overline{|\psi(\boldsymbol{r}, t)|}^{4}={\overline{|\psi(\boldsymbol{r}, t)|^{2}}}^{2} \sim 1 / \mathcal{V}^{2}$. After a few $\tau$, the density $|\psi(\boldsymbol{r}, t)|^{2}$ becomes itself a spatially distributed random variable (see Fig. 2.1), and we have $\overline{|\psi(\boldsymbol{r}, t)|}{ }^{4}=$ $2{\overline{\left.\psi(\boldsymbol{r}, t)\right|^{2}}}^{2} \sim 2 / \mathcal{V}^{2}$. This result is called the Rayleigh law for weak disorder. Consequently, after a few mean free times, the value of $\epsilon_{\text {int }}$ is doubled to $g \rho_{0}$. In terms of self-energy, which contains the interaction energy for two particles, this corresponds to a shift of $2 g \rho_{0}$.

## Screening effect

At first order in $g$, another type of self-energy diagram comes into play. The latter follows from the observation that the two random potentials $V(\boldsymbol{r})$ and $g|\psi(\boldsymbol{r}, t)|^{2}$ in the GrossPitaevskii equation (2.10) may be correlated. By iterating the Born series (2.25), it is clear that terms proportional to the hybrid correlation term $\overline{|\psi(\boldsymbol{r}, t)|^{2} V\left(\boldsymbol{r}^{\prime}\right)}$ will arise, and should thus included in the self-energy. This defines a second version of Eq. (2.36),

$$
\begin{equation*}
\Sigma^{(2)}(\boldsymbol{k}, \epsilon)=\int \frac{\mathrm{d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} G_{0}\left(\boldsymbol{k}^{\prime \prime}, \epsilon\right) \tilde{\mathcal{C}}^{(2)}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \tag{2.39}
\end{equation*}
$$



Figure 2.4 - Leading-order contributions to an expansion of the self-energy when $g \neq 0$. Symbols have the same meaning as in Fig. 2.3.
with the power spectrum

$$
\begin{equation*}
\tilde{\mathcal{C}}^{(2)}(\boldsymbol{k}) \equiv 4 \int d^{2}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) g \overline{|\psi(\boldsymbol{r}, t)|^{2} V\left(\boldsymbol{r}^{\prime}\right)} e^{i \boldsymbol{k}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)} \tag{2.40}
\end{equation*}
$$

In the factor 4 added, one factor 2 again stems from the two possibilities to pair the incoming fields into ladder intensities [same factor as in Eq. (2.27)], and another factor 2 counts the other combination $\overline{\left.\psi\left(\boldsymbol{r}^{\prime}, t\right)\right|^{2} V(\boldsymbol{r})}$. The self-energy diagrams corresponding to Eq. (2.39) are shown in the lower part of Fig. 2.4.

The self-energy $\Sigma^{(2)}$ corresponds to a screening effect where fluctuations of the random potential are smoothed by the nonlinearity, and is well known in the Thomas-Fermi regime of strong interactions [223]. The hybrid correlator is conveniently expressed in position space as follows:

$$
\begin{align*}
& \overline{|\psi(\boldsymbol{r}, t)|^{2} V\left(\boldsymbol{r}^{\prime}\right)}=\gamma^{2} \int \mathrm{~d}^{2} \boldsymbol{r}^{\prime \prime} \int \frac{\mathrm{d} \epsilon^{\prime}}{2 \pi} \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} e^{-i \omega^{\prime} t} \mathcal{I}_{\epsilon^{\prime}, \omega^{\prime}}\left(\boldsymbol{r}^{\prime \prime}\right) \\
& \times\left[G_{0}^{*}\left(\boldsymbol{r}^{\prime \prime}-\boldsymbol{r},\right) G_{0}\left(\boldsymbol{r}^{\prime \prime}-\boldsymbol{r}^{\prime}, \epsilon^{\prime}\right) G_{0}\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}, \epsilon^{\prime}\right)+\text { c.c. }\right] \tag{2.41}
\end{align*}
$$

This simplifies to:

$$
\begin{equation*}
\overline{|\psi(\boldsymbol{r}, t)|^{2} V\left(\boldsymbol{r}^{\prime}\right)}=\frac{i \gamma \rho_{0}}{2 \pi \nu_{\epsilon_{0}}}\left[G_{0}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, \epsilon_{0}\right)^{2}-G_{0}^{*}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}, \epsilon_{0}\right)^{2}\right], \tag{2.42}
\end{equation*}
$$

where we invoked particle conservation [see Eq. (2.28)] and used that the energy remains peaked around $\epsilon \simeq \epsilon_{0} \equiv \boldsymbol{k}_{0}^{2} / 2 m$ at short time. The self energy (2.39) can then be rewritten as

$$
\begin{equation*}
\Sigma^{(2)}(\boldsymbol{k}, \epsilon) \simeq \frac{4 g \rho_{0} \gamma i}{2 \pi \nu_{\epsilon_{0}}} \int \mathrm{~d}^{2} \boldsymbol{r} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}} G_{0}(\boldsymbol{r}, \epsilon) \times\left[G_{0}\left(\boldsymbol{r}, \epsilon_{0}\right)^{2}-G_{0}^{*}\left(\boldsymbol{r}, \epsilon_{0}\right)^{2}\right] \tag{2.43}
\end{equation*}
$$

Evaluating the integral on-shell, i.e. for $\epsilon=\epsilon_{0}$ and $\boldsymbol{k}=\boldsymbol{k}_{0}$, we obtain the following estimate for the imaginary part of $\Sigma^{(2)}$ :

$$
\begin{equation*}
\Sigma^{\prime \prime(2)}\left(\boldsymbol{k}_{0}, \epsilon_{0}\right) \sim \frac{g \rho_{0}}{k_{0} \ell} \ll g \rho_{0} . \tag{2.44}
\end{equation*}
$$

In the weak-disorder regime considered throughout this chapter, this contribution to the self energy is thus negligible. This is clearly visible in the example depicted in Fig. 2.1, where the disorder potential and the density display no spatial correlations with each other, indicating that $\overline{|\psi(\boldsymbol{r}, t)|^{2} V\left(\boldsymbol{r}^{\prime}\right)}$ is very small. A similar decay with $k_{0} \ell$ is also expected for the real part of $\Sigma^{(2)}$, though its precise form requires a regularization beyond the Born approximation, as for $\Sigma^{(0)}$.

### 2.3.3 Summary

We have derived the first-order nonlinear corrections to the Bethe-Salpeter equation for the diffusive component of the gas. The most important correction is a small and constant energy shift of the average Green's functions, which has no effect on the dynamics of the gas. In addition to this shift, there also exist first-order nonlinear corrections shifting the imaginary part of $\Sigma(\epsilon, \boldsymbol{k})$. These corrections stem from correlations between the disorder and nonlinear potentials in the Gross-Pitaevskii equation (2.10), but turn out to be very small in the weak-disorder limit. From now on, we will thus neglect these self-energy corrections, and always evaluate average Green's functions simply using Eq. (2.30), with $\Sigma(\epsilon, \boldsymbol{k}) \simeq-i / 2 \tau$.

### 2.3.4 Second-order corrections

We now examine interaction corrections to the ladder Bethe-Salpeter equation (2.32) that are of second order in $g$. Since each interaction vertex $g$ is connected to four field amplitudes (see Fig. 2.2), these corrections involve six incoming field amplitudes, i.e they are proportional to the third power of the density. Due to the condition (2.22), we also know that at least one disorder scattering event occurs before every interaction event, similarly to the leadingorder corrections. Since the disorder scattering events are described by ladder diagrams (for weak disorder), we group the six incoming arrows into three incoming ladder sequences $\mathcal{I}_{\epsilon_{i}, \omega_{i}}^{D}$, each of them originating from different disorder scattering events. Analyzing all possible non-trivial ways (i.e. those which do not reduce to a mere energy shift) of connecting the incoming arrows to the $g$ vertices, we arrive at the diagrams shown in Fig. 2.5.

## Expression of the Bethe-Salpeter equation

To write down the expression for the diagrams of Fig. 2.5, one just needs to compute the energies and momenta for all Green's functions using the rules of Fig. 2.2. The corresponding Bethe-Salpeter equation reads:

$$
\begin{align*}
& \mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})=\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k})\left[(2 \pi)^{2} \delta\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right)+\gamma \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}^{D}\left(\boldsymbol{k}^{\prime}\right)\right. \\
&+\left(g \rho_{0} \gamma\right)^{2} \times\left[\prod_{i=1,2} \int \frac{\mathrm{~d} \epsilon_{i} \mathrm{~d} \omega_{i}}{(2 \pi)^{4}} \frac{\mathrm{~d}^{2} \boldsymbol{k}_{i} \mathrm{~d}^{2} \boldsymbol{k}_{i}^{\prime}}{(2 \pi)^{8}} \mathcal{I}_{\epsilon_{i}, \omega_{i}}^{D}\left(\boldsymbol{k}_{i}^{\prime}\right) \bar{G}_{\epsilon_{i}+\omega_{i} / 2}^{R}\left(\boldsymbol{k}_{i}\right) \bar{G}_{\epsilon_{i}-\omega_{i} / 2}^{A}\left(\boldsymbol{k}_{i}\right)\right] \\
& \times\left\{2 \gamma \bar{G}_{\epsilon_{3}+\Omega_{1} / 2}^{R}\left(\boldsymbol{k}_{3}\right) \bar{G}_{\epsilon_{3}-\Omega_{1} / 2}^{A}\left(\boldsymbol{k}_{3}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{k}_{3}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon_{3}, \Omega_{1}}^{D}\left(\boldsymbol{k}_{3}^{\prime}\right)\right. \\
&+\gamma\left(4 \bar{G}_{\epsilon_{4}+\Omega_{1} / 2}^{R}\left(\boldsymbol{k}_{4}\right)+2 \bar{G}_{\epsilon_{3}-\Omega_{1} / 2}^{A}\left(\boldsymbol{k}_{3}\right)\right) \bar{G}_{\epsilon+\Omega_{2}}^{R}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon_{5}, \Omega_{1}}^{D}\left(\boldsymbol{k}^{\prime}\right) \\
&\left.\left.+\gamma\left(4 \bar{G}_{\epsilon_{4}-\Omega_{1} / 2}^{A}\left(\boldsymbol{k}_{4}\right)+2 \bar{G}_{\epsilon_{3}+\Omega_{1} / 2}^{R}\left(\boldsymbol{k}_{3}\right)\right) \bar{G}_{\epsilon-\Omega_{2}}^{A}(\boldsymbol{k}) \int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon_{6}, \Omega_{1}}^{D}\left(\boldsymbol{k}^{\prime}\right)\right\}\right] \tag{2.45}
\end{align*}
$$

where we defined $\epsilon_{3}=\epsilon_{1}+\epsilon_{2}-\epsilon, \epsilon_{4}=\epsilon+\epsilon_{1}-\epsilon_{2}, \epsilon_{5}=\epsilon-\left(\omega_{1}+\omega_{2}\right) / 2, \epsilon_{6}=\epsilon+\left(\omega_{1}+\omega_{2}\right) / 2$, $\Omega_{1}=\omega-\omega_{1}-\omega_{2}, \Omega_{2}=\omega / 2-\omega_{1}-\omega_{2}$ for energies, and $\boldsymbol{k}_{3}=\boldsymbol{k}_{1}+\boldsymbol{k}_{2}-\boldsymbol{k}, \boldsymbol{k}_{4}=\boldsymbol{k}+\boldsymbol{k}_{1}-\boldsymbol{k}_{2}$ for momenta.

## Kinetic equation for diffusive modes

Let us start by defining the quantities $f_{\epsilon}(t)$ and $f_{\epsilon}^{C}(t)$ :

$$
\begin{align*}
f_{\epsilon}(t) & \equiv \frac{1}{2 \pi \nu_{\epsilon}} \int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} e^{-i \omega t} \mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k}) .  \tag{2.46}\\
f_{\epsilon}^{C}(t) & \equiv \frac{1}{2 \pi \nu_{\epsilon}} \int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} e^{-i \omega t} \mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k}) . \tag{2.47}
\end{align*}
$$

The normalization condition (2.14), and the decomposition (2.15) of the intensity kernel imply that the sum $f_{\epsilon}(t)+f_{\epsilon}^{C}(t)$ is normalized according to

$$
\begin{equation*}
\int \mathrm{d} \epsilon \nu_{\epsilon}\left[f_{\epsilon}(t)+f_{\epsilon}^{C}(t)\right]=1 \tag{2.49}
\end{equation*}
$$

which imposes the conservation of the number of particles. This condition naturally identifies the product $\nu_{\epsilon} f_{\epsilon}(t)$ (respectively $\nu_{\epsilon} f_{\epsilon}^{C}(t)$ ) as the energy distribution of the diffusive (coherent) component of the gas, and $f_{\epsilon}\left(f_{\epsilon}^{C}\right)$ as the corresponding occupation numbers.


Figure 2.5 - Diagrammatic representation of the Bethe-Salpeter equation for the diffusive contribution to the momentum distribution, $\mathcal{I}_{\epsilon, \omega}^{D}(\boldsymbol{k})$, taking into account second-order interaction corrections (following our conclusions from Section 2.3.1, first-order interaction diagrams are discarded). Symbols have the same meaning as in Fig. 2.3. The numerical prefactors account for the possible combinations of propagation lines connecting to the vertex $g$.

From Eq. (2.45) we can derive a closed kinetic equation for the occupation number of the diffusive atoms $f_{\epsilon}(t)$ in the limit $t \gg \tau$. To obtain it, we proceed as follows. First, we integrate the Bethe-Salpeter equation (2.45) over $\boldsymbol{k}$. The limit $t \gg \tau$ is equivalent to $\omega \tau, \omega_{i} \tau \ll 1$ $(i=1,2)$ in the integrands, so we simply omit the $\omega, \omega_{i}$ dependence of the Green's functions. This leads to a closed equation for the quantity:

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega} \equiv \int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon, \omega}(\boldsymbol{k}) \tag{2.50}
\end{equation*}
$$

In the limit $\omega \tau \ll 1$, we also simplify the second and third terms in the right-hand side of Eq. (2.45), using that

$$
\begin{equation*}
\gamma \int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \simeq 1+i \omega \tau . \tag{2.51}
\end{equation*}
$$

Within the same limit, we also set all $\omega, \omega_{1}$ and $\omega_{2}$ to zero in the frequency arguments of the Green's functions, and in the energy arguments of the intensities (so that $\epsilon_{5}=\epsilon_{6}=\epsilon$ ). At this stage, we are left with:

$$
\begin{align*}
& \mathcal{I}_{\epsilon, \omega}^{D}=\bar{G}_{\epsilon}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon}^{A}\left(\boldsymbol{k}_{0}\right)+(1+i \omega \tau) \mathcal{I}_{\epsilon, \omega}^{D} \\
& +\left(g \rho_{0} \gamma\right)^{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) \times\left[\prod_{i=1,2} \int \frac{\mathrm{~d} \epsilon_{i} \mathrm{~d} \omega_{i}}{(2 \pi)^{4}} \frac{\mathrm{~d}^{2} \boldsymbol{k}_{i}}{(2 \pi)^{4}} \bar{G}_{\epsilon_{i}}^{R}\left(\boldsymbol{k}_{i}\right) \bar{G}_{\epsilon_{i}}^{A}\left(\boldsymbol{k}_{i}\right) \mathcal{I}_{\epsilon_{i}, \omega_{i}}^{D}\right] \\
& \times\left\{2 \gamma \bar{G}_{\epsilon_{3}}^{R}\left(\boldsymbol{k}_{3}\right) \bar{G}_{\epsilon_{3}}^{A}\left(\boldsymbol{k}_{3}\right) \mathcal{I}_{\epsilon_{3}, \Omega_{1}}^{D}\right. \\
& \\
& \quad+4 \gamma\left(\bar{G}_{\epsilon_{4}}^{R}\left(\boldsymbol{k}_{4}\right) \bar{G}_{\epsilon}^{R}(\boldsymbol{k})+\bar{G}_{\epsilon_{4}}^{A}\left(\boldsymbol{k}_{4}\right) \bar{G}_{\epsilon}^{A}(\boldsymbol{k})\right) \mathcal{I}_{\epsilon, \Omega_{1}}^{D}  \tag{2.52}\\
& \\
&
\end{align*}
$$

To perform the remaining integrals over $\boldsymbol{k}, \boldsymbol{k}_{1}$ and $\boldsymbol{k}_{2}$, we use several times the following identities:

$$
\begin{align*}
\bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) & =i \tau\left(\bar{G}_{\epsilon}^{R}(\boldsymbol{k})-\bar{G}_{\epsilon}^{A}(\boldsymbol{k})\right) \\
& =\frac{i}{2 \pi \nu_{\epsilon} \gamma} \int \mathrm{d}^{2} \boldsymbol{r} e^{-i \boldsymbol{k} \cdot \boldsymbol{r}}\left\{\bar{G}_{\epsilon}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon}^{A}(\boldsymbol{r})\right\} \tag{2.53}
\end{align*}
$$

where the second equality stems from the definition of $\tau$, and we have used the relation

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \bar{G}_{\epsilon}^{R}(\boldsymbol{k}) \bar{G}_{\epsilon}^{A}(\boldsymbol{k}) e^{i \boldsymbol{k} \boldsymbol{r}}=\int \mathrm{d}^{2} \boldsymbol{r}^{\prime} \bar{G}_{\epsilon}^{R}\left(\boldsymbol{r}^{\prime}\right) \bar{G}_{\epsilon}^{A}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right) \tag{2.54}
\end{equation*}
$$

We also systematically neglect products of the type $\bar{G}_{\epsilon}^{R}(\boldsymbol{r}) \bar{G}_{\epsilon}^{R}(\boldsymbol{r})$ and $\bar{G}_{\epsilon}^{A}(\boldsymbol{r}) \bar{G}_{\epsilon}^{A}(\boldsymbol{r})$, which give contributions smaller by a factor $1 /\left(k_{0} \ell\right) \ll 1$. Eq. (2.52) becomes:

$$
\begin{align*}
-i \omega \mathcal{I}_{\epsilon, \omega}^{D}= & i\left[\bar{G}_{\epsilon}^{R}\left(\boldsymbol{k}_{0}\right)-\bar{G}_{\epsilon}^{A}\left(\boldsymbol{k}_{0}\right)\right] \\
+ & \frac{\left(g \rho_{0}\right)^{2}}{(2 \pi)^{3}} \prod_{i=1,2} \int \frac{\mathrm{~d} \epsilon_{i} \mathrm{~d} \omega_{i}}{(2 \pi)^{2}} \frac{\mathcal{I}_{\epsilon_{i}, \omega_{i}}^{D}}{\nu_{\epsilon_{i}}} \int \mathrm{~d}^{2} \boldsymbol{r}\left[\bar{G}_{\epsilon_{1}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{1}}^{A}(\boldsymbol{r})\right]\left[\bar{G}_{\epsilon_{2}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{2}}^{A}(\boldsymbol{r})\right]\left[\bar{G}_{\epsilon}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon}^{A}(\boldsymbol{r})\right] \\
\times & \therefore 2 \frac{\mathcal{I}_{\epsilon_{1}+\epsilon_{2}-\epsilon, \omega-\omega_{1}-\omega_{2}}^{D}}{\nu_{\epsilon_{1}+\epsilon_{2}-\epsilon}^{D}}\left[\bar{G}_{\epsilon_{1}+\epsilon_{2}-\epsilon}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{1}+\epsilon_{2}-\epsilon}^{A}(\boldsymbol{r})\right] \\
& +2 \frac{\mathcal{I}_{\epsilon, \omega-\omega_{1}-\omega_{2}}^{D}}{\nu_{\epsilon}}\left[\bar{G}_{\epsilon_{1}+\epsilon_{2}-\epsilon}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{1}+\epsilon_{2}-\epsilon}^{A}(\boldsymbol{r})\right] \\
& \left.-4 \frac{\mathcal{I}_{\epsilon, \omega-\omega_{1}-\omega_{2}}^{D}}{\nu_{\epsilon}}\left[\bar{G}_{\epsilon+\epsilon_{1}-\epsilon_{2}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon+\epsilon_{1}-\epsilon_{2}}^{A}(\boldsymbol{r})\right]\right\} \tag{2.55}
\end{align*}
$$

We then Fourier transform with respect to $\omega$ and use the definition of the occupation number $f_{\epsilon}(t)$ :

$$
\begin{equation*}
f_{\epsilon}(t) \equiv \frac{1}{2 \pi \nu_{\epsilon}} \int \frac{\mathrm{d} \omega}{2 \pi} e^{-i \omega t} \mathcal{I}_{\epsilon, \omega} . \tag{2.56}
\end{equation*}
$$

This finally yields

$$
\begin{equation*}
\partial_{t} f_{\epsilon}=\delta(t) \frac{A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{\nu_{\epsilon}}+\int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0} \mathrm{~d} \epsilon_{1} \mathrm{~d} \epsilon_{2} W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)\left[\left(f_{\epsilon}+f_{\epsilon_{3}}\right) f_{\epsilon_{1}} f_{\epsilon_{2}}-f_{\epsilon} f_{\epsilon_{3}}\left(f_{\epsilon_{1}}+f_{\epsilon_{2}}\right)\right] \tag{2.57}
\end{equation*}
$$

with the following expression for the kernel $W$ :
$W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)=\frac{\left(g \rho_{0}\right)^{2}}{4 \pi^{3} \nu_{\epsilon}} \int \mathrm{d}^{2} \boldsymbol{r}\left[\bar{G}_{\epsilon}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon}^{A}(\boldsymbol{r})\right]\left[\bar{G}_{\epsilon_{1}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{1}}^{A}(\boldsymbol{r})\right] \times\left[\bar{G}_{\epsilon_{2}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{2}}^{A}(\boldsymbol{r})\right]\left[\bar{G}_{\epsilon_{3}}^{R}(\boldsymbol{r})-\bar{G}_{\epsilon_{3}}^{A}(\boldsymbol{r})\right]$,
where we denoted $\epsilon_{3} \equiv \epsilon_{1}+\epsilon_{2}-\epsilon$. The integration range of $\epsilon_{1}$ and $\epsilon_{2}$ covers all energies allowed by the densities of states $\nu_{\epsilon_{1}}, \nu_{\epsilon_{2}}$ and $\nu_{\epsilon_{1}+\epsilon_{2}-\epsilon}$ contained in the definition of the occupation numbers. At weak disorder, the density of states coincides, at leading order, with the freespace one, which imposes $\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0$. Equation (2.57) constitutes a kinetic equation for the occupation number $f_{\epsilon}(t)$, whose dynamics is governed by the collision kernel (2.58). The kinetic equation should be complemented by an initial condition, which is here provided by the "coherent mode", i.e. the first term in the right-hand side of Eq. (2.45). The latter gives:

$$
\begin{equation*}
f_{\epsilon}\left(t=0^{+}\right)=\frac{A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{2 \pi \nu_{\epsilon}} \equiv f_{\epsilon}^{(0)}, \tag{2.59}
\end{equation*}
$$

which is nothing but the occupation number for $g=0$ that we introduced in chapter 1 . The fact that the non-interacting value of $f_{\epsilon}$ plays the role of the initial condition for the interacting problem is due to our assumption that particle collisions are less frequent than scattering events on the disorder, Eq. (2.22). Indeed, in this regime the diffusive ring first establishes, and only then do interactions come into play.

Multiplying equation (2.57) by $\nu_{\epsilon}$, and integrating over $\epsilon$, we obtain

$$
\begin{equation*}
\partial_{t}\left[\int \mathrm{~d} \epsilon \nu_{\epsilon} f_{\epsilon}(t)\right]=0 \tag{2.60}
\end{equation*}
$$

as the triple integral in the right-hand side is equal to its opposite by permutations of the energy arguments. This implies that the normalization of the product $\nu_{\epsilon} f_{\epsilon}$ is conserved over time:

$$
\begin{equation*}
\int \mathrm{d} \epsilon \nu_{\epsilon} f_{\epsilon}(t)=\int \mathrm{d} \epsilon \frac{A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{2 \pi}=1 . \tag{2.61}
\end{equation*}
$$

As expected, no dissipation is associated with the out-of-equilibrium evolution of diffusive modes in our isolated system. The kinetic equation (2.57) indicates that, in the presence of interactions, the diffusives modes undergo a thermalization process, during which energies are redistributed over time by the interactions. As will be discussed in detail in chapter 5, this process ultimately drives the system towards a thermal equilibrium state that can be described by a Gibbs ensemble, as prescribed by statistical mechanics.

Notice that Eqs. (2.57) and (2.58) coincide with the standard Boltzmann kinetic equation for Bose gases in the limit of large occupation numbers, where the gas is described by a classical field [224]. The sole effect of disorder on the dynamics appears in the collision Kernel $W$, where disorder-averaged Green's functions appear instead of free-space ones. As we show below, however, at weak disorder the final expression of $W$ is in turn independent of any disorder parameter (in particular, the diffusion coefficient or the scattering mean free path do not appear). For weakly interacting diffusive bosons, disorder thus only manifests itself through the spectral function, involved both in the initial condition $f_{\epsilon}(0)$ and in Eq. (2.63) that connects the energy distribution to the momentum distribution. This situation would of course change drastically at stronger disorder or in the localization regime, where $W$ would take a different expression. See, for example, an analysis of the 1d case in [121]. Equation (2.57) has been used, in particular in [172], to qualitatively discuss the possible emergence of a Bose condensate at very long time, but without microscopic justification. We note that the kinetic equation (2.57) has also been derived in [216] by means of a classical field theory in the presence of disorder.

## Interaction kernel

Let us now examine in detail the interaction kernel (2.58). By performing the integration over $\boldsymbol{r}$, we obtain [216, 225]:

$$
\begin{equation*}
W\left(\epsilon ; \epsilon_{1}, \epsilon_{2}\right)=\frac{m^{3}\left(g \rho_{0}\right)^{2}}{2 \pi^{4} \nu_{\epsilon}} \frac{K\left(\frac{2 \sqrt[4]{\epsilon \epsilon_{1} \epsilon_{2} \epsilon_{3}}}{\sqrt{\epsilon_{1} \epsilon_{2}}+\sqrt{\epsilon \epsilon_{3}}}\right)}{\sqrt{\epsilon_{1} \epsilon_{2}}+\sqrt{\epsilon \epsilon_{3}}}, \tag{2.62}
\end{equation*}
$$

where $\epsilon_{3} \equiv \epsilon_{1}+\epsilon_{2}-\epsilon$, and $K$ is the complete elliptic integral of the first kind.

## Momentum distribution

We obtain the diffusive contribution to the momentum distribution for $g \neq 0$ by integrating Eq. (2.45) over $\epsilon$ and taking the Fourier transform with respect to $\omega$. At leading order in the interaction strength, the term proportional to $g^{2}$ in the right-hand side can be neglected, such that, in the hydrodynamic regime $\omega \tau \ll 1$, we have:

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}=\int_{-\infty}^{\infty} \mathrm{d} \epsilon A_{\epsilon}(\boldsymbol{k}) f_{\epsilon}(t) \tag{2.63}
\end{equation*}
$$

This formula quite naturally generalizes the non-interacting case, for which $f_{\epsilon}(t)$ reduces to $f_{\epsilon}^{(0)}$. In the presence of interactions, the distribution $f_{\epsilon}(t)$ is no longer constant in time, which leads to an evolution of the diffusive background. Note that the normalization of the diffusive part of the momentum distribution, $\int \mathrm{d}^{2} \boldsymbol{k} /(2 \pi)^{2} n_{\boldsymbol{k}}^{D}=1$ directly follows from the normalization of the energy distribution (2.61), very much like in the non-interacting limit [125].

In summary, in this section, we have derived a kinetic equation for the occupation number of the diffusive component of the Bose gas, starting from microscopic considerations. We have also shown that within our limits defined by condition (2.22), the collision kernel $W$ is independent of the disorder. It is important to note that this result is different from the case of electrons in low-temperature disordered conductors, where the diffusive motion strengthens the effect of interactions [125, 194, 226].

### 2.4 Kinetic theory for coherent backscattering

We now move on to the construction of a Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{C}$, i.e. for the atoms that contribute to the CBS peak in the non-interacting limit. As for the diffusive background, it is obtained by adding corrective terms to the Bethe-Salpeter for $g=0$, in which the crossed sequence can be interrupted by one or several particle interaction events. As for diffusive atoms, we first show that the first-order corrections are again negligible, while second-order ones dominate the dynamics of coherent backscattering.


Figure 2.6 - First-order diagrammatic correction to the Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{C}$, involving one interaction event. Red boxes refer to an incoming, ladder-type sequence $\mathcal{I}_{\epsilon, \omega}^{D}$, where, apart from particle interaction processes, the two paths propagate along the same sequence of scatterers in the same direction. Blue boxes refer to time-reversed scattering sequences as in chapter 1. The solid and dashed lines symbolize $\bar{G}_{\epsilon}^{R}$ and $\bar{G}_{\epsilon}^{A}$, respectively, the vertical dotted line the correlation function in Eq. (2.11), and the wavy lines a particle interaction event, see Fig. 2.2.

### 2.4.1 First-order nonlinear corrections

As for the diffusive background, we first address the first-order nonlinear corrections to the linear Bethe-Salpeter equation. Using the same reasoning as in section 2.3.1, we have to insert a single interaction event in a multiple scattering sequence that includes time-reversed intensity diagrams $\mathcal{I}_{\epsilon, \omega}^{C}$, either as the main sequence or as the 'source'. Again following the rules from Fig. 2.2 for energy and momenta, we end up with the two diagrams depicted in Fig. 2.6, as well as their complex conjugates. A third diagram that would involve two time-reversed density $\mathcal{I}_{\epsilon, \omega}^{C}$ cannot exist because there would be no way to position energies and momenta according to the rules of Fig. 2.2.

## Computation of diagram 2.6(b)

To compute diagram 2.6(b), we proceed as was done in the non-interacting case to derive the Bethe-Salpeter equation for the coherent component: invoking time-reversal invariance, we can reverse one arrow connected to the counter propagating intensity $\mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k})$, and change its $\boldsymbol{k}$ arguments to the opposite direction. We then perform the change of variables $\{\boldsymbol{K}=$ $\left.\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) / 2=-\boldsymbol{K}^{\prime} ; \boldsymbol{Q}=\boldsymbol{k}+\boldsymbol{k}_{0}\right\}$. After these transformations, diagram 2.6(b) - depicted in Fig. 2.7(b) - has the same iterative structure as its incoherent counterpart 2.3(a). We can then integrate over the outgoing momenta of the resulting quantity $\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)$, to obtain:


Figure 2.7 - First-order diagrams for the quantities $\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(b)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)$ and $\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(c)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)$, obtained from diagrams 2.6(b) and (c) by reversing the advanced Green's functions (and its $\boldsymbol{k}$-arguments), and performing the change of variables $\left\{\boldsymbol{K}=\left(\boldsymbol{k}-\boldsymbol{k}_{0}\right) / 2=-\boldsymbol{K}^{\prime}, \boldsymbol{Q}=\boldsymbol{k}+\boldsymbol{k}_{0}\right\}$. Thanks to time-reversal invariance, they are equal to their corresponding diagram in Fig. 2.6: $\mathcal{I}_{\epsilon, \omega}^{C(b)}(\boldsymbol{k}) \equiv \tilde{\mathcal{I}}_{\epsilon, \omega}^{C(b)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)$. In this form, it has a correct iterative structure, and can be added to the linear Bethe-Salpeter equation for the coherent component.

$$
\begin{align*}
& \mathcal{I}_{\epsilon, \omega}^{C(b)}(\boldsymbol{k}) \equiv \tilde{\mathcal{I}}_{\epsilon, \omega}^{C(b)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right) \\
&=2 g \rho_{0} \gamma \int \frac{\mathrm{~d} \epsilon^{\prime}}{2 \pi} \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}}\left[\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right)\right. \\
&\left.\times \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{K}-\boldsymbol{Q} / 2) \mathcal{I}_{\epsilon^{\prime}, \omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right) \tilde{\mathcal{I}}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)\right], \tag{2.64}
\end{align*}
$$

where we have used that $\bar{G}_{\epsilon}^{(R / A)}(-\boldsymbol{k})=\bar{G}_{\epsilon}^{(R / A)}(\boldsymbol{k})$.

The rest of the calculation is very similar to what we did for diagram 2.3(a): we use identity (2.28) and compute the integral over $\omega^{\prime}$ using the residue theorem on the only pole situated in the lower half-plane of the complex space, $\omega^{\prime}=-i 0^{+}$. We are left with :

$$
\begin{equation*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(b)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)=2 g \rho_{0} \gamma\left[\bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right)\right]^{2} \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{K}-\boldsymbol{Q} / 2) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right), \tag{2.65}
\end{equation*}
$$

which is equivalent to :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{C(b)}(\boldsymbol{k})=2 g \rho_{0} \gamma\left[\bar{G}_{\epsilon+\omega / 2}^{R}(\boldsymbol{k})\right]^{2} \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{k}-\boldsymbol{k}_{0}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{k}+\boldsymbol{k}_{0}\right), \tag{2.66}
\end{equation*}
$$

By proceeding exactly as in the last section, one can show that this diagram and its complex conjugate only amount to a constant shift $-2 g \rho_{0}$ of the Green's functions energies in the linear Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k})$, Eq. (1.94), derived in chapter 1. The conclusion is the same: since the spatial density is uniform, the energy shift has no impact on the dynamics. We will neglect the contribution of these diagrams in what follows.

## Computation of diagram 2.6(c)

To compute diagram 2.6(c), we again start by reversing one of the counterpropagating Green's function, and performing the same change of variables as in the previous section. These transformations yield the equivalent diagram for $\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(c)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)$, depicted in Fig. 2.7. Thanks to time-reversal invariance, the two diagrams are equal. Diagram 2.7(c) reads :

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(c)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)=2 g \rho_{0} \gamma \int & \frac{\mathrm{~d} \epsilon^{\prime}}{2 \pi} \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} \frac{\mathrm{~d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}}\left[\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right)\right. \\
& \left.\times \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{K}^{\prime}-\boldsymbol{Q} / 2\right) \tilde{\mathcal{I}}_{\epsilon^{\prime}, \omega^{\prime}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right) \mathcal{I}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right)\right] . \tag{2.67}
\end{align*}
$$

This time, we cannot use Eq. (2.28) to simplify Eq. (2.67). Instead, we use the expression (2.17) for $\mathcal{I}^{C}$ to perform the integration over $\epsilon^{\prime}$ and $\boldsymbol{K}^{\prime \prime}$ :

$$
\begin{align*}
\int \frac{\mathrm{d} \epsilon^{\prime}}{2 \pi} \frac{\mathrm{~d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon^{\prime}, \omega^{\prime}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right) & =\int \frac{\mathrm{d} \epsilon^{\prime}}{2 \pi} \frac{\bar{G}_{\epsilon^{\prime}+\omega^{\prime} / 2}^{R}(\boldsymbol{K}+\boldsymbol{Q} / 2) \bar{G}_{\epsilon^{\prime}-\omega^{\prime} / 2}^{A}(\boldsymbol{K}-\boldsymbol{Q} / 2)}{D Q^{2} \tau-i \omega^{\prime} \tau} \\
& =\frac{1}{D Q^{2}-i \omega^{\prime}}, \tag{2.68}
\end{align*}
$$

where we recall that $D=\epsilon_{0} \tau / m$ is the diffusion coefficient, taken on the energy shell. Here the second equality is only valid in the diffusive limit of long times $\omega^{\prime} \tau \ll 1$ and over large distances $Q \ell \ll 1$. Using expression (2.16) for $\mathcal{I}^{D}$ in this limit, we also compute:

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} \boldsymbol{k}^{\prime}}{(2 \pi)^{2}} \mathcal{I}_{\epsilon-\omega^{\prime} / 2, \omega-\omega^{\prime}}^{D}\left(\boldsymbol{k}^{\prime}\right)=\frac{\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)}{-i\left(\omega-\omega^{\prime}\right)+0^{+}} \tag{2.69}
\end{equation*}
$$

Substituting (2.68) and (2.69) into (2.67) yields:

$$
\begin{align*}
& \tilde{\mathcal{I}}_{\epsilon, \omega}^{C(c)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)=2 g \rho_{0} \gamma \int \frac{\mathrm{~d} \omega^{\prime}}{2 \pi} \frac{1}{\left(D Q^{2}-i \omega^{\prime}\right)\left(i \omega^{\prime}-i \omega+0^{+}\right)}\left[\bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right)\right.  \tag{2.70}\\
&\left.\times \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{K}^{\prime}-\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon+\omega / 2-\omega^{\prime}}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\right] .
\end{align*}
$$

One can check that this expression has only one pole in the lower complex half-plane with respect to the integration over $\omega^{\prime}$. The residue theorem applied to this pole, $\omega^{\prime}=-i D Q^{2}$, gives:

$$
\begin{align*}
\tilde{\mathcal{I}}_{\epsilon, \omega}^{C(c)}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)=2 g \rho_{0} \gamma \frac{1}{\left(D Q^{2}-i \omega+0^{+}\right)} & {\left[\bar{G}_{\epsilon+\omega / 2+i D Q^{2}}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right)\right.}  \tag{2.71}\\
& \left.\times \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{K}^{\prime}-\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon+\omega / 2+i D Q^{2}}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)\right] .
\end{align*}
$$

Finally, we get for diagram 2.6(c), in the diffusive limit :

$$
\begin{equation*}
\mathcal{I}_{\epsilon, \omega}^{C(c)}(\boldsymbol{k})=2 g \rho_{0} \gamma \frac{\left[\bar{G}_{\epsilon+\omega / 2+i D\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2}}^{R}\left(\boldsymbol{k}_{0}\right)\right]^{2} \bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{k}_{0}\right) \bar{G}_{\epsilon-\omega / 2}^{A}(\boldsymbol{k}) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{k}_{0}\right)}{D\left(\boldsymbol{k}+\boldsymbol{k}_{0}\right)^{2}-i \omega+0^{+}} . \tag{2.72}
\end{equation*}
$$

When $\boldsymbol{k}=-\boldsymbol{k}_{0}$, i.e. in the backscattering direction, it is straightforward to see that all three diagrams 2.3(a), 2.6(b) and (c) are equal. In this case, the contribution of diagram 2.6(c) can be recast as an additional shift of $-2 g \rho_{0}$ of the Green's functions energy, which has no effect on the dynamics, and is negligible within our limit (2.22). On the other hand, for any $\boldsymbol{k} \neq-\boldsymbol{k}_{0}$, this expression is of order $1 / k_{0} \ell$ because of the diffusion coefficient $D \propto k_{0} \ell$ in the denominator. It can therefore be safely neglected in the weak disorder limit $k_{0} \ell \gg 1$.

At this stage, an important comment is in order. In the stationary scenario considered in [204, 205, 209], it was shown that specific concatenations of the diagram 2.6(c) were leading to a dephasing between the reversed amplitudes, which could even change the sign of the coherent backscattering peak. We just showed, however, that, in the present dynamical setup, these combinations have a negligible weight. To get a more intuitive approach of this phenomenon, we show in a more visual fashion in Fig. 2.8 one example of interference sequence between time-reversed paths built from diagram 2.6(c). The peculiarity of this sequence is that both the direct (solid) path and its time-reversed (dashed) partner are involved in the particle interaction process. If the direct path undergoes the interaction process at a certain time $t_{\text {coll }}$, and thus the time-reversed path at time $t-t_{\text {coll }}$, the temporal locality of the interactions imposes that $t_{\text {coll }}=t-t_{\text {coll }}$, i.e. that $t_{\text {coll }}=t / 2$. In other words, the interaction event must occur at a very specific time (more precisely, within a time window of width $1 / k_{0} \ell$, centered around $t / 2$ ). Within such a short time window, and given the condition (2.22), it is highly improbable that two (or more) collisions occur. Any concatenation of diagrams 2.6(c) can thus be safely neglected here. Note the similarities of this reasoning with the experimental protocol of Ref. [22], where a dephasing pulse applied to a system of 2 d ultracold atoms in disorder at a specific time $t$ lead to a destruction (for $t \neq T / 2$, where $T$ is the average time needed for the atoms to go trough the crossed scattering sequence) and a revival (for $t=T / 2)$ of the CBS peak.

In summary, in this section, we have demonstrated that all leading-order corrections in $g$ to the Bethe-Salpeter equation for the coherent component are either negligible or have no impact on the dynamics: an examination of the second order diagrams is again required.


Figure 2.8 - Example of interference sequence generated by the diagram in Fig. 2.6(c) (for a better visualization, we momentarily change the definition of arrows, which here always indicate the direction of propagation. black (resp. red) arrows represent retarded (resp. advanced) Green's functions). Blue arrows represent the hypothetical path followed by two amplitudes starting at opposite sides of the sequence at $t=0$, if they were to meet at a specific point in space to interact (here represented by the grey circle). The direct path, starting at $t=0$, undergoes a particle interaction event at $t_{\text {col }}$, and the time reversed-path at $t-t_{\text {col }}$. The interaction being local in time, we must have $t_{\mathrm{col}}=t / 2$. The interaction event must occur within a very narrow time window, of the order of $1 / k_{0} \ell$. Within such a short window, it is highly improbable that several interaction events can occur (remember that we chose $g$ small to have rare interaction events). As a consequence, any concatenation of this diagram is negligible, of order $1 / k_{0} \ell$.

### 2.4.2 Second-order corrections

We now examine all the second-order corrections to the Bethe-Salpeter equation for the coherent component. To write down all possible diagrams, one good method is to start from the diffusive diagrams of Fig. 2.5, and try to replace one (or more) diffusive intensities $\mathcal{I}^{D}$ with counterpropagating intensities $\mathcal{I}^{C}$, by reversing one of the outgoing arrows. One then just needs to check if the new diagrams respect the rules of Fig. 2.2.

## Negligible diagrams

We have found 13 topologically different second-order diagrams that can be built from combinations of $\mathcal{I}^{D}$ and $\mathcal{I}^{C}$. However, as explained in the caption of Fig. 2.8 - and proven in the specific case of diag. 2.6(c) - , any concatenation of a diagram where two counterpropagating amplitudes participate in the same interaction event is expected to be of order $1 / k_{0} \ell$ at long enough times, and thus negligible in the weak-disorder limit. We can therefore safely neglect the second order diagrams for which it is the case.

For example, the interference counterpart of the upper-right diagram in Fig. 2.5 contains two counterpropagating amplitudes that participate in the same interaction event, and is thus negligible at long time. To give another intuitive example for this argument, we show in Fig. 2.9 an interference sequence that would correspond to the upper-right diagram in Fig. 2.5 in which an amplitude is time-reversed. It is a second-order example of the mechanism of Fig. 2.8: here, again, because the two interaction processes involve both the direct and the reversed paths, they must occur almost simultaneously, at $t_{\text {col }} \simeq t / 2$, which is extremely improbable given the rarity of particle collisions that we assume. This type of diagram is thus negligible.

## Expression of the Bethe-Salpeter equation

All non-negligible second-order corrections to be added to the linear Bethe-Salpeter equation for time-reversed sequences are shown in Fig. 2.10. Note that, as compared to the diffusive corrections in Fig. 2.5, there are only four different topologies, and not five. These topologies are the same as those of the four last diffusive diagrams in Fig. 2.5. Consequently, the Bethe-Salpeter equation for $\mathcal{I}_{\epsilon, \omega}^{C}$ is similar to Eq. (2.45): after using the time-reversal invariance and a change of variables for the momenta as we already did several times in Sec. 2.4.1, we essentially recover the same equation as for the diffusive case, except for the missing diagram :


Figure 2.9 - Example of interference sequence between time-reversed paths involving two collisions (for a better visualization we momentarily change the definition of arrows, which here always indicate the direction of propagation). Black (resp. red) arrows represent retarded (resp. advanced) Green's functions. As for the diagram of Fig. 2.8, the interaction processes involve both the direct and the reversed paths. This imposes them to occur almost simultaneously, at $t_{\text {col }} \simeq t / 2$, which is very unlikely. This diagram is therefore negligible.

$$
\begin{align*}
& \mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k})=\tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime}, \boldsymbol{Q}\right)=\bar{G}_{\epsilon+\omega / 2}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \bar{G}_{\epsilon-\omega / 2}^{A}\left(\boldsymbol{K}^{\prime}-\boldsymbol{Q} / 2\right)\left[(2 \pi)^{2} \delta\left(\boldsymbol{K}-\boldsymbol{K}^{\prime}\right)\right. \\
& +\gamma \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon, \omega}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)+\left(g \rho_{0} \gamma\right)^{2}\left[\prod_{i=1,2} \int \frac{\mathrm{~d} \epsilon_{i} \mathrm{~d} \omega_{i} \mathrm{~d}^{2} \boldsymbol{k}_{i} \mathrm{~d}^{2} \boldsymbol{k}_{i}^{\prime}}{(2 \pi)^{4}} \frac{\left.\mathcal{I}_{\epsilon_{i}, \omega_{i}}^{D}\left(\boldsymbol{k}_{i}^{\prime}\right) \bar{G}_{\epsilon_{i}+\omega_{i} / 2}^{R}\left(\boldsymbol{k}_{i}\right) \bar{G}_{\epsilon_{i}-\omega_{i} / 2}^{A}\left(\boldsymbol{k}_{i}\right)\right]}{(2 \pi)^{8}}\right) \\
& \times\left\{\gamma\left(4 \bar{G}_{\epsilon_{4}+\Omega_{1} / 2}^{R}\left(\boldsymbol{K}_{4}+\right)+2 \bar{G}_{\epsilon_{3}-\Omega_{1} / 2}^{A}\left(\boldsymbol{K}_{3}+\right)\right) \bar{G}_{\epsilon+\Omega_{2}}^{R}\left(\boldsymbol{K}^{\prime}+\boldsymbol{Q} / 2\right) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon_{5}, \Omega_{1}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)\right. \\
& \left.\left.+\gamma\left(4 \bar{G}_{\epsilon_{4}-\Omega_{1} / 2}^{A}\left(\boldsymbol{K}_{4}-\right)+2 \bar{G}_{\epsilon_{3}+\Omega_{1} / 2}^{R}\left(\boldsymbol{K}_{3}-\right)\right) \bar{G}_{\epsilon-\Omega_{2}}^{A}\left(\boldsymbol{K}^{\prime}-\boldsymbol{Q} / 2\right) \int \frac{\mathrm{d}^{2} \boldsymbol{K}^{\prime \prime}}{(2 \pi)^{2}} \tilde{\mathcal{I}}_{\epsilon_{6}, \Omega_{1}}^{C}\left(\boldsymbol{K}, \boldsymbol{K}^{\prime \prime}, \boldsymbol{Q}\right)\right\}\right] \tag{2.73}
\end{align*}
$$

where we defined $\epsilon_{3}=\epsilon_{1}+\epsilon_{2}-\epsilon, \epsilon_{4}=\epsilon+\epsilon_{1}-\epsilon_{2}, \epsilon_{5}=\epsilon-\left(\omega_{1}+\omega_{2}\right) / 2, \epsilon_{6}=\epsilon+\left(\omega_{1}+\omega_{2}\right) / 2$, $\Omega_{1}=\omega-\omega_{1}-\omega_{2}, \Omega_{2}=\omega / 2-\omega_{1}-\omega_{2}$ for energies, and $\boldsymbol{K}_{3}( \pm)=\boldsymbol{k}_{1}+\boldsymbol{k}_{2}-\boldsymbol{K}^{\prime} \mp \boldsymbol{Q} / 2$, $\boldsymbol{K}_{4}( \pm)=\boldsymbol{K}^{\prime} \pm \boldsymbol{Q} / 2+\boldsymbol{k}_{1}-\boldsymbol{k}_{2}$ for momenta. We recall that the change of variables used after reversing one of the trajectories is : $\left\{\boldsymbol{K}=\left(\boldsymbol{k}_{0}-\boldsymbol{k}\right) / 2=-\boldsymbol{K}^{\prime} ; \boldsymbol{Q}=\boldsymbol{k}_{0}+\boldsymbol{k}\right\}$.


Figure 2.10 - Second-order corrections to the Bethe-Salpeter equation for the CBS contribution to the momentum distribution, $\mathcal{I}_{\epsilon, \omega}^{C}(\boldsymbol{k})$. Symbols have the same meaning as in Fig. 2.6. Recall that the two wave paths involved in the blue boxes propagate in opposite directions (the incoming and outgoing momenta $\boldsymbol{k}_{0}$ and $\boldsymbol{k}$ are explicitly indicated for clarity). The numerical prefactors account for the possible combinations of propagation lines connecting to the vertex $g$.

### 2.4.3 Kinetic equation for the CBS modes

The derivation of the collision integral follows the exact same steps as in Sec. 2.3.4 in the diffusive case. For this reason and for clarity, we do not rewrite the whole calculation explicitly in this section.

## Collision integral

By closely following the derivation of Sec. 2.3.4, one can easily see that the missing diagram, i.e. the missing term in Eq. (2.73) compared to the diffusive case, is the one responsible for the term $\propto f_{\epsilon_{1}+\epsilon_{2}-\epsilon} f_{\epsilon_{1}} f_{\epsilon_{2}}$ in Eq. (2.57). Because of this missing term, the factor $f_{\epsilon}^{C}(t)$ present in each of the other terms of the collision integral can be factored out. Precisely, following the exact same steps as before, we obtain, for the "coherent" occupation number $f_{\epsilon}^{C}$ defined in (2.47), the kinetic equation

$$
\begin{equation*}
\partial_{t} f_{\epsilon}^{C}=f_{\epsilon}^{C} \int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0}^{\mathrm{d} \epsilon_{1} \mathrm{~d} \epsilon_{2}} W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)\left[f_{\epsilon_{1}} f_{\epsilon_{2}}-f_{\epsilon_{3}}\left(f_{\epsilon_{1}}+f_{\epsilon_{2}}\right)\right], \tag{2.74}
\end{equation*}
$$

where $\epsilon_{3} \equiv \epsilon_{1}+\epsilon_{2}-\epsilon$, and the kernel $W$ is still given by Eqs. (2.62). The initial condition is again set by the non-interacting limit, $f_{\epsilon}^{C}(t=0)=f_{\epsilon}^{(0)}$.

## CBS peak amplitude

As in the diffusive case, we integrate the iterative equation for $\mathcal{I}^{C}$ over the energy $\epsilon$, and take its Fourier transform with respect to $\omega$. In the long-time limit, and neglecting terms of higher order in $g$, we infer the momentum-space amplitude of the coherent backscattering peak:

$$
\begin{equation*}
\overline{\left|\psi^{C}\left(-\boldsymbol{k}_{0}, t\right)\right|^{2}}=\int_{-\infty}^{\infty} \mathrm{d} \epsilon A_{\epsilon}\left(\boldsymbol{k}_{0}\right) f_{\epsilon}^{C}(t) . \tag{2.75}
\end{equation*}
$$

At this stage, we already expect the asymmetry between the kinetic equations for $f_{\epsilon}^{C}$ and $f_{\epsilon}$ to induce different dynamical evolutions of the CBS peak and diffusive background. Furthermore, due to the missing term (which has a positive sign), the norm of the coherent distribution decreases as a function of time, whereas it is conserved in the diffusive case. As will be described in chapter 3, this in turn leads to a decay of the CBS peak (relative to the diffusive ring) at long time ${ }^{3}$.

[^9]
## Conclusion

In this chapter, we have constructed a microscopic diagrammatic theory describing the out-of-equilibrium evolution of a weakly interacting disordered Bose gas in momentum space. Assuming weak disorder and rare particle collisions, we have extended the linear, non-interacting diagrammatic theory of the previous chapter to derive coupled kinetic equations for the two main physical processes at work in this regime, particle diffusion and coherent backscattering. Our approach has revealed a noticeable asymmetry in the kinetic equations for these two contributions. As will be seen in the next chapter, this asymmetry is in turn responsible for a decay of the CBS peak contrast. We will also confirm this phenomenon with ab initio numerical simulations for the disordered Gross-Pitaevskii equation.

## Chapter 3

## Coherent backscattering and diffusion in 2d interacting Bose gases: kinetic theory vs. numerics

## Introduction

In this chapter, we detail the predictions of the kinetic theory developed in chapter 2 for the out-of-equilibrium dynamics of a Bose gas in two dimensions, focusing on the regime of short times. We also compare these predictions to ab initio Gross-Pitaevskii simulations. In the first part of the chapter, we describe our numerical implementation of these simulations, which rely on separate treatments of the disorder and the nonlinearity. Our numerical code gives access to the full time-evolution of the condensate wavefunction (and thus, to all dynamical observables), starting from any initial state in an arbitrary random potential. In the second part, we present an in-depth numerical study of the short-time evolution of the momentum distribution, and confront it with the predictions of the kinetic equations derived in chapter 2. Obtaining an analytical solution at all times for the kinetic equations is a difficult problem, so we start by solving the latter numerically and find a good qualitative agreement with the ab initio simulations. We then develop semi-analytical approximations of the kinetic equations at short times, which yield an estimation of the time scales associated with the dynamics of both the diffusive ring and the coherent backscattering (CBS) peak, again in good agreement with the simulations. In particular, we provide theoretical predictions for the temporal decay of the contrast of the CBS peak, which measures how sensitive to interactions are the diffusive and the weakly localized modes of the gas. Finally, we also show that the simulated momentum distribution is accurately matched by the kinetic theory over relatively long times, during which interactions slowly turn the diffusive ring into a thermal state. In this chapter, we set $\hbar=1$ and $m=1$ for convenience.

### 3.1 Numerical implementation of the 2d Gross-Pitaevskii equation

In this section, we describe our numerical implementation of the Gross-Pitaevskii equation for interacting cold atoms in a disorder potential:

$$
\begin{equation*}
i \partial_{t} \psi(\boldsymbol{r}, t)=\left[-\frac{\Delta^{2}}{2}+V(\boldsymbol{r})+g|\psi(\boldsymbol{r}, t)|^{2}\right] \psi(\boldsymbol{r}, t)=\mathcal{H} \psi(\boldsymbol{r}, t), \tag{3.1}
\end{equation*}
$$

where $\psi$ is the condensate wavefunction, $V$ is the disorder potential and $g$ is the interaction strength.

### 3.1.1 Discretization of space and time

To propagate numerically a given initial condition $\psi(\boldsymbol{r}, t=0)$ with equation (3.1), we start by discretizing the space on a regular grid of size $\mathcal{V}=L_{x} \times L_{y}$ with lattice spacing $a$. We also define an reference length scale $L_{0}$, from which all the length scales of the original problem will be expressed. The amount of discretization of the system is controlled by the ratio $L_{0} / a$, which represents the number of numerical points per unit of physical length. Our theoretical results from the previous chapters being derived in continuous space, we ideally want to compare them with simulations in the continuous limit $L_{0} / a \rightarrow \infty$. In practice, it is sufficient to choose a discretization fine enough so that all the relevant length scales of the system are well resolved. Throughout the manuscript, when discussing simulation results, we express momenta in units of $1 / L_{0}$, length in $L_{0}$, times in $L_{0}^{2}$, and energies in $1 / L_{0}^{2}$. The disorder amplitude $\gamma$ is also expressed in $1 / L_{0}^{2}$. When the discretization $a$ is not specified, it is implicitly assumed equal to 1 .

The space being of finite size, we also impose periodic boundary conditions, in order to minimize boundary effects. Still, $L_{x}$ and $L_{y}$ must be chosen large enough, typically much larger than the mean free path $\ell$. We denote the value of the discrete wavefunction on site $(i, j)$ at time $t$ by $\psi_{i, j}(t)$. In discretized space, the Laplacian in equation (3.1) is replaced by its discrete version:

$$
\begin{equation*}
\Delta \psi_{i, j}(t)=\frac{\psi_{i+1, j}(t)+\psi_{i-1, j}(t)+\psi_{i, j+1}(t)+\psi_{i, j-1}(t)-4 \psi_{i, j}(t)}{a^{2}} \tag{3.2}
\end{equation*}
$$

and the full Gross-Pitaevskii equation reads

$$
\begin{equation*}
i \partial_{t} \psi_{i, j}(t)=-\frac{\Delta \psi_{i, j}(t)}{2}+V_{i, j} \psi_{i, j}(t)+g\left|\psi_{i, j}(t)\right|^{2} \psi_{i, j}(t) \tag{3.3}
\end{equation*}
$$

where $V_{i, j}$ is the value of the random potential on site $(i, j)$. For $V=0$ and $g=0$, one recovers the stationary plane wave solutions of the free Hamiltonian by solving $\mathcal{H} \psi_{i, j}=\epsilon \psi_{i, j}$

$$
\begin{equation*}
\psi_{i, j}=\frac{1}{\sqrt{\mathcal{V}}} e^{i\left(k_{x} i a+k_{y} j a\right)} \quad\left(k_{x}=\frac{n \pi}{L_{x}}, k_{y}=\frac{m \pi}{L_{y}} \quad n, m \in \mathbb{Z}\right) \tag{3.4}
\end{equation*}
$$

with the corresponding periodic dispersion relation

$$
\begin{equation*}
\epsilon\left(k_{x}, k_{y}\right)=\frac{2-\cos \left(k_{x} a\right)-\cos \left(k_{y} a\right)}{a^{2}} \simeq \frac{k_{x}^{2}+k_{y}^{2}}{2} \quad \text { if } \quad\left(k_{x}, k_{y}\right) \ll 1 . \tag{3.5}
\end{equation*}
$$

Accessible energies are thus comprised between 0 and $4 / a^{2}$, and all integrations over momenta should be done over the first Brillouin zone $-\pi / a \leq k_{x / y}<-\pi / a$. Note that in the non-interacting case $g=0$, this problem is directly mapped onto the 2 d version of the Anderson problem with the hopping term $t=-1 / 2 a^{2}$ by shifting the energies (3.5) by the constant term $2 / a^{2}$ [126]. This discretization of space provides a simple representation of the physical system, with the considerable advantage that the application of the discrete disorder Hamiltonian to $\psi_{i, j}$

$$
\begin{equation*}
\mathcal{H}_{0} \psi_{i, j} \equiv \mathcal{H}_{(g=0)} \psi_{i, j}=-\frac{\Delta \psi_{i, j}}{2}+V_{i, j} \psi_{i, j} \tag{3.6}
\end{equation*}
$$

is a sparse matrix in configuration space, where the disorder is diagonal $\left(\left\langle i^{\prime}, j^{\prime}\right| V|i, j\rangle=\right.$ $V_{i, j} \delta_{i, i^{\prime}} \delta_{j, j^{\prime}}$ ) and the Laplacian (3.2) only involves neighboring sites. Any computation involving products of this matrix is thus performed efficiently. In return, the dispersion relation and the density of states (see Fig. 3.3) are modified, so that a comparison of numerical results with real experiments requires a very small discretization step $a$, which is computationally demanding. We could also discretize the Laplacian over more points (for example by taking into account the second neighbors), which reduces discretization effects on the dispersion relation but also reduces the sparsity of the Hamiltonian, implying larger computation times. In this thesis however, the physical phenomena we are interested in are in essence not sensitive to a change of the dispersion relation or the density of states, so we make the choice of efficiency by using (3.2) and a spatial step only small enough to resolve the characteristic length scales of the problems.

### 3.1.2 Generation of a random potential

Generating an uncorrelated potential on a spatial grid does not represent a challenge: one simply needs to pick a value following the desired distribution for each lattice site. In this manuscript, we mostly use a Gaussian uncorrelated potential, whose discrete spatial correlations read

$$
\begin{equation*}
\overline{V_{\boldsymbol{r}} V_{\boldsymbol{r}^{\prime}}}=\gamma \delta_{\boldsymbol{r}, \boldsymbol{r}^{\prime}} / a^{2}, \tag{3.7}
\end{equation*}
$$

where $\delta$ is the Kronecker delta. Note that in practice, due to the discretization, the uncorrelated potential is effectively correlated over the lattice spacing $a$. However, since we
perform simulations using correlated potentials in chapter 4, we describe their implementation here. In cold atom experiments where optical speckle potentials are the most common, the disorder potential is modeled by the intensity in the far-field reflection (or transmission) on a thin plate displaying a certain amount of disorder (see e.g [21, 228]). To impose a certain spatial correlation on the final potential, one generally puts a mask on top of the plate, which imprints its own Fourier transform on top of the far-field intensity, serving as a spatial correlation function. For example, the application of a Gaussian mask on the plate will result in a Gaussian correlation function proportional to $\exp \left(-\boldsymbol{r}^{2} / 2 \sigma^{2}\right)$, where the correlation length $\sigma$ depends on the distance between the plate and the observation plane, the wavelength of the laser and the size of the mask [7, 8, 175]. Numerically, we proceed in analogy with this protocol: after generating an uncorrelated disorder with given distribution, we compute the convolution of this grid with the desired correlation function (the Fourier transform of our "mask"). This convolution is done simply in Fourier space, where it reduces to a simple multiplication. Taking the modulus square of the convolution then produces the desired disorder potential. A visual example of the results is displayed on Fig. 3.1. Note that when the disorder potential is correlated, we choose the correlation length $\sigma$ as the reference length scale for the system.


Figure 3.1 - Visual representation of a numerically generated disorder potential, with a Gaussian on-site distribution and Gaussian spatial correlation. The presented sample has dimensions $25 \sigma \times 25 \sigma$, where $\sigma$ is the correlation length. The spatial discretization step $a$ is chosen small enough compared to $\sigma$ to have a smooth 3d plot.

### 3.1.3 Propagation in the non-interacting case

After generating the disorder potential, we want to perform the temporal evolution of a given initial state $|\psi(t=0)\rangle$ with equation (3.1). We start with the non-interacting case $g=0$. The formal solution to the Schrödinger equation is written

$$
\begin{equation*}
|\psi(t)\rangle=\hat{U}(t)|\psi(t=0)\rangle=e^{-i \mathcal{H}_{0} t}|\psi(t=0)\rangle . \tag{3.8}
\end{equation*}
$$

where $\hat{U}(t)$ is known as the evolution operator of the system. The knowledge of $\hat{U}$ at all times is sufficient to derive the whole time-evolution. Thus we need to find a representation for the exponential which allows for an efficient numerical approximation. A direct diagonalization of the Hamiltonian is of course excluded because of the large dimension of the Hilbert space. For this kind of problem, one usually relies on iterative methods, in which the wavefunction is evaluated at successive intervals of time $\delta t$. The simplest approach is a so-called split-step algorithm: the evolution of the wave function over a time period $\delta t$ is performed by splitting the evolution operator into the product of the kinetic part and the disorder part

$$
\begin{equation*}
\exp \left(-i \mathcal{H}_{0} \delta t\right) \simeq \exp (+i \Delta / 2 \delta t) \exp (-i V \delta t) \tag{3.9}
\end{equation*}
$$

The disorder and kinetic parts are then computed and applied to the wave function respectively in configuration and momentum space, where they are diagonal. Switching from one space to the other is conveniently done by performing a fast Fourier transform. In practice, we have found that such a method is rather slow when the discretization step $a$ is not very small, which is our case here. Likewise, explicit numerical methods of solving partial differential equation such as the simple Euler or Runge-Kutta methods are known to be rather inefficient for long-time propagation, as they require a small time step $\delta t$ to guarantee numerical stability [229]. Implicit methods, like the Crank-Nicholson algorithm [230], generally display better numerical stability, in theory allowing the use of a larger $\delta t$, but require to solve large linear systems of equations, which remains computationally demanding. Moreover, the precision of this algorithm in only of the order of $\mathcal{O}\left(\delta t^{2}\right)$, which still imposes a rather small discretization of time for reasonably accurate results. Both of these problems can be tackled by performing an expansion of the evolution operator in Chebychev polynomials of the Hamiltonian, as described in [231-234]. As we will see, the method is particularly adapted to our case, where $a$ is not required to be very small, hence the spectrum of the Hamiltonian typically extends over a small energy range $\sim\left[0,4 / a^{2}\right]$. In these conditions, the algorithm, described in detail in the rest of this subsection, proves to be rather fast, and is essentially exact, the error being exponentially small with the number of terms kept in the Chebychev expansion, and thus scaling like $\exp (-\alpha / \delta t)$, with $\alpha$ a fixed number, as explained in section 3.1.3.

## Chebychev polynomials

Chebychev polynomials are a family of polynomials $\left(T_{n}\right)_{n \in \mathbb{N}}$ which are usually defined iteratively by the sequence [235]:

$$
\left\{\begin{array}{l}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x)  \tag{3.10}\\
T_{0}(x)=1, T_{1}(x)=x
\end{array}\right.
$$

The Chebychev polynomial $T_{n}$ is of degree $n$ and can be expressed as $T_{n}(x)=\cos (n \arccos (x))$. An interesting property of these polynomials is that they form an orthogonal basis of the set of piecewise smooth and continuous functions over a normed vector space. Their orthogonality relation reads

$$
\begin{equation*}
\int_{-1}^{1} \mathrm{~d} x \frac{T_{n}(x) T_{m}(x)}{\sqrt{1-x^{2}}}=\frac{\pi}{2} \delta_{n, m}\left(2-\delta_{n, 0}\right) \tag{3.11}
\end{equation*}
$$

As a consequence, any function $f$ suitably defined over the vector space can be expanded into a Chebychev series

$$
\begin{equation*}
f(x)=\sum_{n=0}^{+\infty} c_{n} T_{n}(x) \tag{3.12}
\end{equation*}
$$

whose convergence is assured for $|x|<1$.

## Expansion of the evolution operator over Chebyshev polynomials

The Chebyshev series (3.12) converges only for $|x|<1$, so it cannot be directly used to expand the evolution operator $e^{-i \mathcal{H}_{0} t}$, because the spectrum of the Hamiltonian $\mathcal{H}_{0}$ is unknown, due to the presence of the disorder potential, which can display rare events of large magnitude. To overcome this obstacle, we rescale the energy spectrum by performing the following transformation:

$$
\begin{align*}
& \mathcal{H}_{0}^{\prime}=\frac{\mathcal{H}_{0}-E_{1}}{E_{2}} \\
& E_{1}=\frac{\epsilon_{\max }+\epsilon_{\min }}{2} \\
& E_{2}=\frac{\epsilon_{\max }-\epsilon_{\min }}{2} \tag{3.13}
\end{align*}
$$

where $\epsilon_{\max }$ and $\epsilon_{\min }$ are the bounds of the energy spectrum. The new Hamiltonian $\mathcal{H}_{0}^{\prime}$ has all its eigenvalues in $[-1,1]$, and the evolution operator reads

$$
\begin{equation*}
\hat{U}(t)=\mathrm{e}^{-i \mathcal{H}_{0} t}=e^{-i E_{1} t} e^{-i E_{2} \mathcal{H}_{0}^{\prime} t} \tag{3.14}
\end{equation*}
$$

The quantity $e^{-i E_{2} \mathcal{H}_{0}^{\prime} t}$ can then be decomposed over the basis of Chebychev polynomials as

$$
\begin{equation*}
e^{-i E_{2} \mathcal{H}_{0}^{\prime} t}=\sum_{n=0}^{+\infty} c_{n} T_{n}\left(\mathcal{H}_{0}^{\prime}\right) \tag{3.15}
\end{equation*}
$$

and the value of the coefficients $c_{n}$ follow directly from the orthogonality relation (3.11):

$$
\begin{align*}
& c_{0}=\frac{2}{\pi} \int_{-1}^{1} \mathrm{~d} x \frac{\mathrm{e}^{-i E_{2} x t}}{\sqrt{1-x^{2}}}=2 J_{0}\left(E_{2} t\right) \\
& c_{n}=\frac{1}{\pi} \int_{-1}^{1} \mathrm{~d} x \frac{T_{n}(x) \mathrm{e}^{-i E_{2} x t}}{\sqrt{1-x^{2}}}=(-i)^{n} J_{n}\left(E_{2} t\right) \tag{3.16}
\end{align*}
$$

where $J_{n}(x)$ is the $n^{\text {th }}$ order Bessel function of the first kind. In the numerical implementation, we never explicitly form the operator of Eq. (3.15), but rather work with the object

$$
\begin{equation*}
e^{-i E_{2} \mathcal{H}_{0}^{\prime} t}|\psi(t=0)\rangle=\sum_{n=0}^{+\infty} c_{n} T_{n}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle . \tag{3.17}
\end{equation*}
$$

The $T_{n}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle$ are then computed from the recurrence relation

$$
\begin{equation*}
T_{n+1}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle=2 \mathcal{H}_{0}^{\prime}\left[T_{n}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle\right]-T_{n-1}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle, \tag{3.18}
\end{equation*}
$$

where the most computationally demanding operation $2 \mathcal{H}_{0}^{\prime}\left[T_{n}\left(\mathcal{H}_{0}^{\prime}\right)|\psi(t=0)\rangle\right]$ is optimized by using the fact that $\mathcal{H}_{0}^{\prime}$ is sparse. In fact, at this stage, the computation of the sum in (3.17) is even further optimized by the use of the so-called "Clenshaw" trick [236]. This method allows for minimal memory usage, by performing an efficient reordering of the sum in powers of $\mathcal{H}_{0}^{\prime}$.

## Choice of the truncation order

In practice, we have to truncate the full series at a certain order. This is where the decomposition over Chebychev polynomials proves very effective: as it turns out, for large $n$, the first order Bessel function $J_{n}$ decays exponentially with $n$ [225]. Consequently, provided the truncation of the series is at large enough order, the finite sum yields a quasi-exact approximation of the evolution operator. More precisely, the Bessel function $J_{n}\left(E_{2} t\right)$ being exponentially small when $n \gg E_{2} t$ [225], the truncation of the series at order $n_{\text {max }}$ allows for a precise estimation of the evolution operator up to a time $t \simeq n_{\max } / E_{2}$. The iterative computation of the Chebyschev polynomials being numerically stable up to very large orders, there is a priori no need to split the time evolution into small steps $t=m \delta t$ : using (3.18) to compute $m$ times the sum (3.17) up to order $N=\delta t E_{2}$ is equivalent to computing it once up to order $N^{\prime}=t E_{2}=m N$. We will see, however, that the treatment of the nonlinearity at $g \neq 0$ requires to use small time steps $\delta t$, in which case the former solution is used.

## Estimation of the bounds of the spectrum

A precise estimation of $\epsilon_{\min }$ and $\epsilon_{\max }$ for a given realization of the disorder is important for the efficiency of the procedure: the larger the value of their difference $E_{2}$, the higher is the order $n_{\max }$ at which we need to evaluate the series. Absolute bounds for the spectrum of $\mathcal{H}$ can be naively estimated by taking the lowest and largest possible values for both the kinetic and the disorder potential energy:

$$
\begin{align*}
& \epsilon_{\min }^{\mathrm{abs}}=V_{\min } \\
& \epsilon_{\max }^{\mathrm{abs}}=\frac{4}{a^{2}}+V_{\max } \tag{3.19}
\end{align*}
$$

However, a simple minimization procedure yields more precise bounds for the spectrum of the Hamiltonian: for an arbitrary state $|\phi\rangle$ which is not orthogonal to the eigenstate of $\mathcal{H}$ with the lowest (resp. highest) eigenvalue, we have

$$
\begin{align*}
& \left.\left|\left(\mathcal{H}-\epsilon_{\min }^{\mathrm{abs}}\right)^{n}\right| \phi\right\rangle \mid \stackrel{n \rightarrow \infty}{\sim}\left(\epsilon_{\max }-\epsilon_{\min }^{\mathrm{abs}}\right)^{2 n}  \tag{3.20}\\
& \left.\left|\left(\mathcal{H}-\epsilon_{\max }^{\mathrm{abs}}\right)^{n}\right| \phi\right\rangle \mid \stackrel{n \rightarrow \infty}{\sim}\left(\epsilon_{\min }-\epsilon_{\max }^{\mathrm{abs}}\right)^{2 n}, \tag{3.21}
\end{align*}
$$

In practice, to evaluate $\epsilon_{\max }$ (resp. $\epsilon_{\min }$ ), we choose for $|\psi\rangle$ an eigenstate of the free Hamiltonian with the highest (resp. lowest) possible energy, i.e the plane wave $|\boldsymbol{k}\rangle$ with $\boldsymbol{k}=$ $(\pi / a, \pi / a)($ resp. $\boldsymbol{k}=0)$, and we stop to apply the operator in the left hand side when the ratio between two consecutive values is roughly constant, yielding

$$
\begin{align*}
& \left(\epsilon_{\max }-\epsilon_{\min }^{\mathrm{abs}}\right)^{2} \stackrel{n \rightarrow \infty}{\sim} \frac{\left.\left|\left(\mathcal{H}-\epsilon_{\min }^{\mathrm{abs}}\right)^{n+1}\right| \phi\right\rangle\left.\right|^{2}}{\left.\left|\left(\mathcal{H}-\epsilon_{\min }^{\mathrm{abs}}\right)^{n}\right| \phi\right\rangle\left.\right|^{2}}  \tag{3.22}\\
& \left(\epsilon_{\min }-\epsilon_{\max }^{\mathrm{abs}}\right)^{2} \stackrel{n \rightarrow \infty}{\sim} \frac{\left.\left|\left(\mathcal{H}-\epsilon_{\max }^{\mathrm{abs}}\right)^{n+1}\right| \phi\right\rangle\left.\right|^{2}}{\left.\left|\left(\mathcal{H}-\epsilon_{\max }^{\mathrm{abs}}\right)^{n}\right| \phi\right\rangle\left.\right|^{2}} . \tag{3.23}
\end{align*}
$$

To stay on the safe side, the computed value of $\epsilon_{\max }$ (resp. $\epsilon_{\min }$ ) is increased (resp. decreased) by a few percents, as any eigenvalue of the Hamiltonian outside of the spectrum bounds estimation leads to a dramatic exponential divergence of the series (3.15).

### 3.1.4 Numerical integration of the full Gross-Pitaevskii equation

In the previous subsection 3.1.3, we described our numerical technique for the implementation of the disordered part of the Gross-Pitaevskii equation. In this subsection, we add the nonlinearity, and consider the full equation (3.3) with $g \neq 0$. The time-dependence of the nonlinear term seems to invalidate our previous approach. However, if $g$ remains small
enough to be considered as a small perturbation of the Hamiltonian, the effect of interactions can be added on top of the Chebychev expansion. Indeed, we show in this section that one can separate the linear and nonlinear parts of the evolution operator evaluated at a small enough time step $\delta t$. For $g \neq 0$, the formal solution of the Gross-Pitaevskii equation can be written

$$
\begin{equation*}
|\psi(\delta t)\rangle=\hat{U}(\delta t)|\psi(0)\rangle=\mathcal{T} \exp \left(-i \int_{0}^{\delta t} \mathrm{~d} t^{\prime}\left[\mathcal{H}_{0}\left(t^{\prime}\right)+g\left|\psi\left(\boldsymbol{r}, t^{\prime}\right)\right|^{2}\right]\right)|\psi(0)\rangle, \tag{3.24}
\end{equation*}
$$

where $\mathcal{T}$ denotes the time ordering operator. Inserting the Taylor expansion of the nonlinear term at short times:

$$
\begin{equation*}
g|\psi(\boldsymbol{r}, \delta t)|^{2}=g|\psi(\boldsymbol{r}, 0)|^{2}+\left.\delta t g \partial_{t}|\psi(\boldsymbol{r}, t)|^{2}\right|_{t=0}+\mathcal{O}\left(\delta t^{2}\right) \tag{3.25}
\end{equation*}
$$

into Eq. (3.24), we obtain

$$
\begin{align*}
|\psi(\delta t)\rangle & =\mathcal{T} \exp \left(-i \int_{0}^{\delta t} \mathrm{~d} t^{\prime}\left[\mathcal{H}_{g=0}+g|\psi(\boldsymbol{r}, 0)|^{2}+\left.t^{\prime} g \partial_{t}|\psi(\boldsymbol{r}, t)|^{2}\right|_{t=0}+\mathcal{O}\left(t^{\prime 2}\right)\right]\right)|\psi(0)\rangle \\
& =\mathcal{T} \exp \left(-i \delta t[\mathcal{H}(t=0)]-\left.i \frac{\delta t^{2}}{2} g \partial_{t}|\psi(\boldsymbol{r}, t)|^{2}\right|_{t=0}+\mathcal{O}\left(\delta t^{3}\right)\right)|\psi(0)\rangle \tag{3.26}
\end{align*}
$$

Noticing that all the nested commutators of the two operators involved are at least of order $\mathcal{O}\left(\delta t^{3}\right)$, we can split the exponential using the well-known Baker-Campbell-Hausdorff formula:

$$
\begin{equation*}
|\psi(\delta t)\rangle=\exp \left(-\left.i \frac{\delta t^{2}}{2} g \partial_{t}|\psi(\boldsymbol{r}, t)|^{2}\right|_{t=0}\right) \exp (-i \delta t[\mathcal{H}(t=0)])|\psi(0)\rangle+\mathcal{O}\left(\delta t^{3}\right) \tag{3.27}
\end{equation*}
$$

and further simplify the rightmost exponential term with the symmetrized Trotter formula:

$$
\begin{align*}
\exp (-i \delta t[\mathcal{H}(t=0)]) & =\exp \left(-i \delta t\left[\mathcal{H}_{g=0}+g|\psi(\boldsymbol{r}, 0)|^{2}\right]\right) \\
& =\exp \left(-i \frac{\delta t}{2} g|\psi(\boldsymbol{r}, 0)|^{2}\right) \exp \left(-i \delta t \mathcal{H}_{g=0}\right) \exp \left(-i \frac{\delta t}{2} g|\psi(\boldsymbol{r}, 0)|^{2}\right)+\mathcal{O}\left(\delta t^{3}\right) \tag{3.28}
\end{align*}
$$

Using again the Taylor expansion (3.25), we arrive at

$$
\begin{equation*}
|\psi(\delta t)\rangle=\exp \left(-i \frac{\delta t}{2} g|\psi(\boldsymbol{r}, \delta t)|^{2}\right) \exp \left(-i \delta t \mathcal{H}_{g=0}\right) \exp \left(-i \frac{\delta t}{2} g|\psi(\boldsymbol{r}, 0)|^{2}\right)|\psi(0)\rangle+\mathcal{O}\left(\delta t^{3}\right) \tag{3.29}
\end{equation*}
$$

Under this form, we can compute the evolution operator $\hat{U}(\delta t)$ with small error over a time step $\delta t$, set by the validity of the Taylor expansion of the linear term. The exponential in the center is evaluated with the Chebychev expansion described in the last paragraph, and the nonlinear term in the leftmost exponential is computed at each time step by the application of the two rightmost exponentials:

$$
\begin{equation*}
\left.|\psi(\boldsymbol{r}, \delta t)|^{2}=\left|\langle\boldsymbol{r}| \exp \left(-i \delta t \mathcal{H}_{g=0}\right) \exp \left(-i \frac{\delta t}{2} g|\psi(\boldsymbol{r}, 0)|^{2}\right)\right| \psi(0)\right\rangle\left.\right|^{2} \tag{3.30}
\end{equation*}
$$

In the range of parameters used in this manuscript, the condition on the time step $\delta t$ from the nonlinear propagation is the main restriction for performing simulations at very long times, or for very large values of $g \rho_{0}$. When the time step is chosen too large, the norm of the simulated density exhibits large deviations from its expected value after a certain evolution time. When it is very small, the computation time increases dramatically. We have not precisely benchmarked the optimal value of $\delta t$ for a given set of input parameters. However, in practice, we have found that keeping the non-linear phase $g \rho_{0} \delta t \sim 10^{-3}$ guarantees that the norm of the numerically computed density is within $1 \%$ of its exact value for the system sizes and times we consider, at least for weak disorder strengths.

This numerical implementation of the GPE is rather rudimentary, and is only computationally efficient when the interaction strength is the smallest energy scale in the problem. While this is typically the case when we study the effect of interactions on the CBS peak and the diffusive ring, in the next chapters we will be studying regimes where interactions becomes comparable, even larger than the disorder strength and the kinetic energy. In this case we are forced to choose low values of $\delta t$, which considerably increases simulation times. A lot of more refined, and thus more efficient numerical implementations of the GPE exist in the litterature [237], for instance in the context of superfluid turbulence where the apparition of non-linear vortices is taken into account [238, 239]. In the following however, we chose to stick with this suboptimal implementation, because of its availability, avoiding development times that are non-negligible on the time scale of a PhD. Despite this, our numerical scheme allows to compute the full time-resolved propagation of an initial state with the GPE (3.1) in a quasi-exact manner, in the sense that precision is only limited by computational resources. From the knowledge of the wavefunction $|\psi(t)\rangle$, we can then compute the dynamical evolution of all the relevant observables of the system. The efficiency of the algorithm is such that for the numerical results presented in this thesis, simulation times rarely exceeds one day.

### 3.1.5 Simulated spectral functions and density of states

In what follows, we make extensive use of simulated spectral functions $A_{\epsilon}(\boldsymbol{k})$ and density of states $\nu_{\epsilon}$. To obtain the spectral function from simulated data, we follow the method from
[240]. Starting from the definition

$$
\begin{equation*}
A_{\epsilon}(\boldsymbol{k}) \equiv 2 \pi \overline{\langle\boldsymbol{k}| \delta(\epsilon-\mathcal{H})|\boldsymbol{k}\rangle}, \tag{3.31}
\end{equation*}
$$

we use the positive-time representation of the Dirac delta function to obtain:

$$
\begin{equation*}
A_{\epsilon}(\boldsymbol{k})=2 \Im \frac{1}{\epsilon-\mathcal{H}-i 0^{+}}=2 \Re \int_{0}^{+\infty} \mathrm{d} \epsilon e^{i \epsilon t} \overline{\langle\boldsymbol{k}| e^{-i \mathcal{H} t}|\boldsymbol{k}\rangle} . \tag{3.32}
\end{equation*}
$$

The integral in the left hand side is the positive-time Fourier transform of the autocorrelation function $A(t)=\overline{\langle\psi(t=0) \mid \psi(t)\rangle}$, starting with an initial plane wave $|\boldsymbol{k}\rangle$. To obtain it numerically, we thus simply compute the overlap between the state $|\psi(t)\rangle$ and the initial plane wave state. The final time $T$ of the propagation gives the energy resolution of the spectral function $\Delta_{\epsilon}=1 / T$. Examples of simulated spectral functions for a wide range of $\boldsymbol{k}$ values are displayed in Fig. 3.2. Note, in particular, that the Lorentzian expression

$$
\begin{equation*}
A_{\epsilon}(\boldsymbol{k})=\frac{1}{\tau_{\epsilon}} \frac{1}{\left(\epsilon-\epsilon_{\boldsymbol{k}}\right)^{2}+\frac{1}{4 \tau_{\epsilon}^{2}}} \tag{3.33}
\end{equation*}
$$

for $A_{\epsilon}(\boldsymbol{k})$, derived in the Born approximation, is indeed valid for values of $\boldsymbol{k}$ that fulfill the weak disorder condition $k \ell \gg 1$. We recall that for a 2d Gaussian uncorrelated disorder potential (see Sec. 1.5.3 of chapter 1), .

$$
\begin{equation*}
\tau_{\epsilon} \equiv \tau=1 / \gamma \quad \text { and } \quad \ell_{k}=k \tau \simeq \ell_{k_{0}} \tag{3.34}
\end{equation*}
$$

where the last equality is the on-shell approximation of the scattering mean free path, which stems from the low dispersion of the momenta around the initial value $k_{0}$, due to elastic scattering. At lower momentum values, the disorder is felt more strongly by the atoms, and their spectral functions extends towards negative energies, indicating that they may be trapped in shallow potential wells. At larger momentum, the modification of the density of states (see Fig. 3.3) due to the discretization is more important, and the width of the numerical spectral function is no longer given by Eq. (3.34).
The density of states per unit volume is obtained in a similar manner by propagating a point-like initial state $|\boldsymbol{r}\rangle$ with any $\boldsymbol{r}$ :

$$
\begin{equation*}
\nu_{\epsilon}=\frac{1}{\mathcal{V}} \int \mathrm{~d} \boldsymbol{r} \overline{\boldsymbol{\langle}|\delta(\epsilon-\mathcal{H})| \boldsymbol{r}\rangle}=\overline{\langle\boldsymbol{r}| \delta(\epsilon-\mathcal{H})|\boldsymbol{r}\rangle}=\frac{1}{\pi} \Re \int_{0}^{+\infty} \mathrm{d} \epsilon e^{i \epsilon t} \overline{\langle\boldsymbol{r}| e^{-i \mathcal{H} t \mid}|\boldsymbol{r}\rangle}, \tag{3.35}
\end{equation*}
$$

where, in the second equality, we have used that the local density of states is uniform after taking the disorder average, restoring translationnal invariance. Examples of simulated density of states are displayed in Fig. 3.3, where the combined effects of disorder and discretization are highlighted.


Figure 3.2 - Simulated spectral functions for the Gaussian uncorrelated disorder at fixed $\gamma=0.01$, for various values of $|\boldsymbol{k}|$, ranging from 0 to 1 , with a step $\delta k=0.04$. The system size is set to $500 \times 500$, with spatial discretization $a=1$, and the results are averaged over 960 realizations of the disorder. The dashed line is the Born prediction of the Lorentzian shape (3.31), for $k=0.5$. To account for the small effect of the real part of the self-energy (i.e. the deviation of the maximum of the spectral function from the kinetic energy $\epsilon_{k}=0.125$ ), its maximum is slightly shifted to match the maximum of the simulated spectral function. In the central region of the figure, the spectral functions all have the same approximately width $1 / \tau=0.01$ and height $2 \tau / \pi \simeq 62.8$, because $\tau$ in Eq. (3.33) is independent of the energy (see text). In the left part of the figure, the spectral functions start to deviate from a Lorentzian form around $k \simeq 0.2$, i.e. $k \ell \simeq 4$, since the Born approximation ceases to be valid. In the right side of the figure, the spectral function still has a Lorentzian shape, but $\tau$ is no longer given by Eq. (3.34). This is due to the discretization - $k a$ becomes non-negligible - which modifies the density of states (see Fig. 3.3) and the dispersion relation (see Eq. (3.5)).


Figure 3.3 - Left: Density of states (DoS) per unit volume at fixed discretization $a=1$ and for various values of the disorder strength. The system size is set to $500 \times 500$, and the results are averaged over 9600 realizations of the disorder. The free (continuous) density of states, $\nu_{\epsilon}^{(0)}=\theta(\epsilon) / 2 \pi$ is displayed in black for comparison. The peak in the center in the famous Van Hove singularity for the DoS of a discretized system [241]. Disorder tends to extend the DoS towards negative energies, and further increase the deviation from the freespace continuous value. In 2d, these corrections are of order $(k \ell)^{-1}[125]$ (where $k=\sqrt{2 \epsilon}$ ) and we thus neglect them in first approximation. Right: Simulated DoS at fixed $\gamma=0.01$ and for various values of the discretization $a$. This plot displays the dependence in $4 / a^{2}$ of the maximum energy, suggested by the discrete dispersion relation (3.5). More importantly, we see that the discrete DoS is a reasonable approximation of the free DoS for energies $\epsilon \ll 1 /\left(2 a^{2}\right)$, which corresponds to the condition $k a \ll 1$ to recover the continuous dispersion relation (see Eq. (3.5)). This condition is necessary to compare our simulation results with continuous-space theories.

### 3.2 CBS and diffusive ring in the presence of interactions: numerics versus kinetic theory

Armed with the numerical scheme described in section 3.1, we can simulate the temporal evolution of the wavefunction $\psi(\boldsymbol{r}, t)$ for a given realization of the disorder, and deduce from it the observables we are interested in. The disorder average is then obtained by repeating the numerical experiment with different realizations of $V$. In this section, we use the simulations to unveil the effects of interactions on the diffusive ring and the CBS peak. We compare our results with the predictions of the kinetic equations derived in chapter 2. To this aim, we first recall the two coupled kinetic equations for the energy distributions $f_{\epsilon}$ and $f_{\epsilon}^{C}$, respectively associated to the diffusive and CBS modes (see sections 2.3 and 2.4):

$$
\begin{align*}
& \partial_{t} f_{\epsilon}=\int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0} \mathrm{~d} \epsilon_{2} \mathrm{~d} \epsilon_{2} W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)\left[\left(f_{\epsilon}+f_{\epsilon_{1}+\epsilon_{2}-\epsilon}\right) f_{\epsilon_{1}} f_{\epsilon_{2}}-f_{\epsilon} f_{\epsilon_{1}+\epsilon_{2}-\epsilon}\left(f_{\epsilon_{1}}+f_{\epsilon_{2}}\right)\right]  \tag{3.36}\\
& \partial_{t} f_{\epsilon}^{C}=f_{\epsilon}^{C} \int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0}^{\mathrm{d} \epsilon_{1} \mathrm{~d} \epsilon_{2}} W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)\left[f_{\epsilon_{1}} f_{\epsilon_{2}}-f_{\epsilon_{1}+\epsilon_{2}-\epsilon}\left(f_{\epsilon_{1}}+f_{\epsilon_{2}}\right)\right] \tag{3.37}
\end{align*}
$$

where $\epsilon_{3}=\epsilon_{1}+\epsilon_{2}-\epsilon$, and $W$ is the interaction kernel, expressed is 2 d as

$$
\begin{equation*}
W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)=\frac{m^{3}\left(g \rho_{0}\right)^{2}}{2 \pi^{4} \nu_{\epsilon}} \frac{K\left(\frac{2 \sqrt[4]{\epsilon \epsilon_{1} \epsilon_{2} \epsilon_{3}}}{\sqrt{\epsilon_{1} \epsilon_{2}}+\sqrt{\epsilon \epsilon_{3}}}\right)}{\sqrt{\epsilon_{1} \epsilon_{2}}+\sqrt{\epsilon \epsilon_{3}}} . \tag{3.38}
\end{equation*}
$$

Both equations are complemented with the initial condition

$$
\begin{equation*}
f_{\epsilon}(t=0)=f_{\epsilon}^{C}(t=0)=\frac{A_{\epsilon}\left(\boldsymbol{k}_{0}\right)}{2 \pi \nu_{\epsilon}} \equiv f_{\epsilon}^{(0)} \tag{3.39}
\end{equation*}
$$

with $A_{\epsilon}\left(\boldsymbol{k}_{0}\right)$ being the spectral function evaluated at the momentum $\boldsymbol{k}_{0}$ of the initial plane wave. We finally recall that these equations hold in a regime where interactions are typically much smaller than the fluctuations of the disorder potential, with particle interactions occurring at the scale

$$
\begin{equation*}
\tau_{\mathrm{NL}}=\epsilon_{0} /\left(g \rho_{0}\right)^{2} \gg \tau \tag{3.40}
\end{equation*}
$$

### 3.2.1 Density plots of the momentum distribution

We first show in Fig. 3.4 3d plots of the simulated momentum density $n_{\boldsymbol{k}}(t)=\overline{\psi^{*}(\boldsymbol{k}, t) \psi(\boldsymbol{k}, t)}$ at different times, obtained from direct numerical simulations of the Gross-Pitaevskii equation in the absence of interactions. The plots reveal the short-time dynamical picture predicted in chapter 1: starting from the initial plane wave (a $\delta$ peak at $\boldsymbol{k}_{0}$ ), we observe the formation of the diffusive ring and of the CBS peak around the backscattering direction. At intermediate times $t \leq \tau$, the ring grows isotropically, and after a few $\tau$, the initial plane-wave mode has completely decayed. The CBS peak emerges on the same time scale, and eventually reaches
twice the height of the ring, a consequence of the time-reversal invariance of the system, which imposes $n_{-\boldsymbol{k}_{0}}^{D}=n_{-\boldsymbol{k}_{0}}^{C}$ (see Eq. (1.100) of chapter 1). The system has then reached a quasi-stationary state, except for the visible narrowing of the CBS peak width with increasing time. We showed in section 1.6.3 that the width of the peak evolves as $1 / \sqrt{D t}$, with $D$ the diffusion coefficient.


Figure 3.4 - Momentum distributions obtained from 2d simulations at different times for a disorder strength $\gamma=0.01$ (mean scattering time $\tau=100$ in the Born approximation (3.34)) and an initial momentum $k_{0} \simeq \pi / 12$ (corresponding to $k_{0} \ell \sim 6.85$ ), averaged over 2048 realizations of a Gaussian uncorrelated disorder. To obtain a good resolution in momentum space, we have to set a large system size $1200 \times 1200$. At $t=0$, the initial plane wave is a delta peak at $\boldsymbol{k}=\boldsymbol{k}_{0}$ in momentum space. It then decays exponentially and the diffusive ring grows isotropically, as predicted by equation (1.89). The CBS peak, around the backscattering direction, starts growing after a few $\tau$, and gets narrower with time, as suggested by (1.100).

We then display in Fig. 3.5 the temporal evolution of the momentum distribution in the presence of interactions with the same parameters. The value of $g$ is chosen such that $\tau_{\mathrm{NL}} \gg \tau$, the regime of validity of our kinetic equations. Due to this separation of time scales, the short-time picture $t<\tau_{\mathrm{NL}}$ is similar to the non-interacting case. As $t$ reaches $\tau_{\mathrm{NL}}$, however, a destruction of the CBS peak and a broadening of the diffusive ring are noticeable. After a few $\tau_{\mathrm{NL}}$, the CBS peak has completely vanished, in accordance with the asymmetric nature of the kinetic equations for diffusive and weakly localized modes discussed in section
2.4.3 of chapter 2. Eventually, the diffusive ring is also washed out and the momentum distribution becomes smooth and centered around zero. This phenomenon, to which we will come back later on, marks the onset of thermalization of the Bose gas.


Figure 3.5 - Density plots of the momentum distribution obtained from 2 d simulations at different times with the same parameters as Fig. 3.4, but with $g \rho_{0}=0.003 \neq 0$, such that $\tau_{\mathrm{NL}} \simeq 3807 \simeq 38 \tau$. The plots at $t \sim 0.26 \tau_{\mathrm{NL}}$ and $0.78 \tau_{\mathrm{NL}}$ are taken at the same time than the last two plots of Fig. 3.4. The destruction of the CBS peak appears clearly, as well as the broadening and the collapse of the diffusive ring towards small momenta. Notice that, with these parameters, the CBS peak contrast never reaches 1 , which would be the case if the time scales $\tau$ and $\tau_{\text {NL }}$ were more separated.

### 3.2.2 Numerical solution of the kinetic equations

We now wish to compare the ab initio results to our kinetic theory. Finding an exact analytical solution for the kinetic equations (3.36) and (3.37) is difficult in general, so we need to solve them numerically. As first-order differential equations, they are easily handled by any differential equation solver (we used "solve_ivp" from the python library Scipy [242]), provided that one can compute the collision integral on the right hand side at each time $t$. To do this, it should be first noted that the energy integrals in the right hand side of Eqs. (3.36) and (3.37) run over all energies allowed by the density of states. At the level of the Born approximation where the kernel $W$ is derived, only positive energies are included, because we neglected corrections of order $\left(k_{0} \ell\right)^{-1}$ that extend the density of states towards negative
energies (see Fig. 3.3). We thus compare the kinetic equations with simulations in the weak disorder regime $k_{0} \ell \gg 1$ and use the free density of states $\nu_{\epsilon}^{(0)}=\theta(\epsilon) / 2 \pi$. We also choose our simulation parameters to have $k_{0} a \ll 1$, so that $\nu_{\epsilon}^{(0)}$ is a good approximation of the discrete density of states (see Fig. 3.3). In order to be consistent with our approximations, we also use the expression (3.33) of the spectral function in the Born approximation for the initial condition $f_{\epsilon}(t=0)$. Just like the density of states, this expression is only valid at intermediate momenta and energies (see Fig. 3.2). Consequently, our solutions of the kinetic equations are not accurate at low $k$ and low energies $\epsilon$. At relatively short time, however, we focus on the evolution of $n_{\boldsymbol{k}}$ around $|\boldsymbol{k}|=k_{0}$, so this description is sufficient. The free density of states imposes the integration domain $\mathcal{D}=\left\{\left(\epsilon_{1}, \epsilon_{2}\right) \mid \epsilon_{1}>0, \epsilon_{2}>0, \epsilon_{1}+\epsilon_{2}-\epsilon>0\right\}$. The main difficulty in the implementation of the kinetic equations is the interaction kernel (3.38), which presents a wide range of (integrable) singularities over the integration domain $\mathcal{D}$. Indeed, as shown in Fig. 3.6, the interaction kernel diverges on the two lines $\epsilon_{1}=\epsilon$ and $\epsilon_{2}=\epsilon$. The divergence is logarithmic, symmetric around $\epsilon$ :


Figure 3.6 - Density plot of the kernel $W\left(\epsilon=1, \epsilon_{1}, \epsilon_{2}\right)$ over the domain definition of the collision integrals, $\mathcal{D}$. The two visible lines $\epsilon=\epsilon_{1}$ and $\epsilon=\epsilon_{2}$ are the logarithmic divergences (3.41) of the kernel.

These divergences make the numerical integration of the kernel a priori difficult. However, in
the case of the kinetic equation for the diffusive modes, the part of the integrand involving the energy distributions vanishes linearly as $\epsilon_{1,2} \rightarrow \epsilon$, thus canceling the singularities. In a numerical integration scheme, one can thus simply put the values of the integrand to 0 in this region, to avoid any errors stemming from the evaluation of $W$ at a singular point. This strategy, on the other hand, cannot be used for the kinetic equation (3.37), for which the integrand stays finite on the singular lines. We have found, however, that by computing the integral with a high density of points around the singular lines, we obtain an approximation that does not depend on the discretization of the energy grid. This numerical scheme is once more quasi-exact, and numerical errors are well controlled. The only approximation is the Born approximation, which sets the validity of the expressions for the density of states, the spectral functions and the collision kernel $W$. When studying the decay of the CBS, we will see that this method reproduces the behavior of numerical simulations within a reasonable error. We show in Fig. 3.7 the temporal evolution of $f_{\epsilon}$ and $f_{\epsilon}^{C}$ obtained with this numerical scheme.


Figure 3.7 - Numerically computed solutions of the kinetic equations at different times. The parameters used are the same as in Fig 3.5. The initial condition is derived from the expression of $A_{\epsilon}(\boldsymbol{k})$ in the Born approximation, and the free density of states $\nu_{\epsilon}^{(0)}=\theta(\epsilon) / 2 \pi$. The asymmetry between the two collision integrals is well illustrated by these solutions, with the leftmost one conserving its norm, and the rightmost quickly vanishing.

### 3.2.3 Short-time decay of the height of the ring and CBS

Let us first recall the expressions of the heights of the ring and the CBS peak as a function of the energy distributions from chapter 2 :

$$
\begin{align*}
& n_{|k|=k_{0}}^{D}(t)=\int_{-\infty}^{\infty} \mathrm{d} \epsilon A_{\epsilon}(k) f_{\epsilon}(t) \times\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}\right)\right]  \tag{3.42}\\
& n_{-\boldsymbol{k}_{0}}^{C}(t)=\int_{-\infty}^{\infty} \mathrm{d} \epsilon A_{\epsilon}\left(-\boldsymbol{k}_{0}\right) f_{\epsilon}^{C}(t) \times\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}+\frac{t^{2}}{2 \tau^{2}}\right)\right] . \tag{3.43}
\end{align*}
$$

To describe the times $t \leq \tau$, we have here multiplied the right-hand side of both equations by the same short-time corrections as in the linear case that we derived in sections 1.6.2 and 1.6.3. This is a very good approximation in the regime $\tau_{\mathrm{NL}} \gg \tau$ considered here (the effect of interactions is negligible at the scale of $\tau$, as discussed in section 2.3.2 of chapter 2). In Fig. 3.8, we show fits of the Gross-Pitaevskii simulation results to Eqs. (3.42) and (3.43), with $f_{\epsilon}$ and $f_{\epsilon}^{C}$ computed from the kinetic equations (3.36) and (3.37) and using $g \rho_{0}$ as a fit parameter. The spectral functions and density of states used in the computation of $n_{\boldsymbol{k}}(t)$ and for the initial state $f_{\epsilon}^{(0)}$ of the kinetic equations are the theoretical expressions at the Born approximation. As seen in Fig. 3.8, the agreement between the kinetic theory and the GrossPitaevskii simulations is excellent at all times. We note, however, that, for the ring height, the fitted values of $g \rho_{0}$ differ by $\sim 10 \%$ compared to those chosen in numerical simulations, and for the CBS height by $\sim 30 \%$. One possible reason for this difference is the numerical uncertainties in the resolution of the collision integrals described in the last paragraph. This discrepancy could also stem from higher-order interaction contributions that renormalize the interaction strength $g$ and are not taken into account in the present work. ${ }^{1}$

### 3.2.4 Estimation of the decay rates

An important information one may extract from the time-dependent evolutions in Fig. 3.8 are the characteristic time scales $\tau_{\text {ring }}$ and $\tau_{\text {CBS }}$ governing the decay of the diffusive ring and of the CBS peak height. In this section, we evaluate them with the help of the kinetic equations.

## Diffusive ring

At short time $t \ll \tau_{\mathrm{NL}}$, an approximate solution of the kinetic equation (3.36) for the diffusive modes can be found. In this regime, all the relevant energy scales remain close to the initial plane wave energy $\epsilon_{0}=k_{0}^{2} / 2 m$, so that we can perform an expansion of the energy distribution $f_{\epsilon}$ around this value,

[^10]

Figure 3.8 - Heights of the diffusive ring and of the CBS peak versus time for increasing values of $g \rho_{0}$ from top to bottom. Colored curves are the Gross-Pitaevskii simulation data and solid black curves are solutions of the kinetic equations, using the interaction strength $g \rho_{0}$ as a fit parameter. Numerical data for the ring are obtained by computing the maximum value of $n_{\boldsymbol{k}}(t)$ along the direction perpendicular to $\boldsymbol{k}_{0}$, where no CBS is present. Data for the CBS peak are obtained by subtracting the momentum distribution rotated by $90^{\circ}$ from $n_{\boldsymbol{k}}(t)$. Dotted curves are the approximate formula (3.57). Here $k_{0}=\pi / 5, \gamma \simeq 0.0182$, which corresponds to $k_{0} \ell \sim 21.7$. Data are averaged over 16000 realizations. $\tau_{\mathrm{NL}} \sim \epsilon_{0} /\left(g \rho_{0}\right)^{2}$ varies from around 200000 to 50000 , while $\tau \sim 500$.

$$
\begin{equation*}
f_{\epsilon}(t) \simeq f_{\epsilon_{0}}(t)+\left.\left(\epsilon-\epsilon_{0}\right) \partial_{\epsilon} f_{\epsilon}(t)\right|_{\epsilon=\epsilon_{0}}+\left.\frac{\left(\epsilon-\epsilon_{0}\right)^{2}}{2} \partial_{\epsilon}^{2} f_{\epsilon}(t)\right|_{\epsilon=\epsilon_{0}} \tag{3.44}
\end{equation*}
$$

Noting that the energy distribution $f_{\epsilon}(t)$ is maximal around $\epsilon_{0}$, we can set $\left.\partial_{\epsilon} f_{\epsilon}(t)\right|_{\epsilon=\epsilon_{0}}$ to 0 in the previous equation. Inserting this expansion into the kinetic equation then yields, at the lowest order:

$$
\begin{equation*}
\partial_{t} f_{\epsilon_{0}}(t)=-\left.\int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{1}+\epsilon_{2}-\epsilon \geq 0} \mathrm{~d} \epsilon_{1} \mathrm{~d} \epsilon_{2} W\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right)\left(\epsilon_{0}-\epsilon_{1}\right)\left(\epsilon_{0}-\epsilon_{2}\right) f_{\epsilon_{0}}^{2}(t) \partial_{\epsilon}^{2} f_{\epsilon}(t)\right|_{\epsilon=\epsilon_{0}} \tag{3.45}
\end{equation*}
$$

At the short times considered here, the initial energy distribution has not been dramatically affected, and we can make the approximation $f_{\epsilon_{0}}^{2}(t) \simeq f_{\epsilon_{0}}^{2}(t=0)$ in the right-hand side of equation (3.45). Moreover, since all energies are close to $\epsilon_{0}$, and the initial spectral function is very peaked for weak disorder, we can regularize the integral ${ }^{2}$ by substituting $f_{\epsilon_{0}}^{2}(t=0)$ with the product $f_{\epsilon_{1}}(t=0) f_{\epsilon_{2}}(t=0)$. We obtain that the energy distribution obeys a diffusion equation in the energy domain:

$$
\begin{equation*}
\partial_{t} f_{\epsilon}(t) \simeq-D_{\epsilon_{0}} \partial_{\epsilon}^{2} f_{\epsilon}(t) \quad \text { for } \epsilon \sim \epsilon_{0} \tag{3.46}
\end{equation*}
$$

${ }^{2}$ Which is otherwise divergent, since $W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right) \stackrel{\epsilon_{1,2} \rightarrow \infty}{\sim} 1 / \sqrt{\epsilon_{1 / 2}}$. This divergence at infinity is expected, since we directly replace the energy distributions by their truncated Taylor expansion under the integral sign.
with

$$
\begin{equation*}
D_{\epsilon_{0}} \simeq \int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{1}+\epsilon_{2}-\epsilon \geq 0} \underset{\epsilon_{1} \mathrm{~d} \epsilon_{2}}{ } W\left(\epsilon_{0}, \epsilon_{1}, \epsilon_{2}\right)\left(\epsilon_{0}-\epsilon_{1}\right)\left(\epsilon_{0}-\epsilon_{2}\right) A_{\epsilon_{1}}\left(\boldsymbol{k}_{0}\right) A_{\epsilon_{2}}\left(\boldsymbol{k}_{0}\right) \tag{3.47}
\end{equation*}
$$

The general solution of equation (3.46) is

$$
\begin{equation*}
f_{\epsilon}(t) \simeq \int_{-\infty}^{+\infty} \mathrm{d} \epsilon^{\prime} \frac{f_{\epsilon^{\prime}}^{(0)}}{\sqrt{4 \pi D_{\epsilon_{0}} t}} \exp \left[-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{4 D_{\epsilon_{0}} t}\right] \tag{3.48}
\end{equation*}
$$

which, in turn, yields for the momentum distribution, at $t>\tau$ :

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}=\int_{-\infty}^{+\infty} \mathrm{d} \epsilon \mathrm{~d} \epsilon^{\prime} \frac{A_{\epsilon}(\boldsymbol{k}) A_{\epsilon^{\prime}}\left(\boldsymbol{k}_{0}\right)}{\nu_{\epsilon} \sqrt{4 \pi D_{\epsilon_{0}} t}} \exp \left[-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{4 D_{\epsilon_{0}} t}\right] . \tag{3.49}
\end{equation*}
$$

After performing the integral over $\epsilon$, using the expression (3.33) for the spectral function, we finally get

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}=\frac{1}{\pi \nu_{\epsilon_{0}} \tau \sqrt{4 \pi D_{\epsilon_{0}} t}} \int_{-\infty}^{+\infty} \mathrm{d} u \frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}+u\right)^{2}+\frac{1}{\tau^{2}}} \exp \left[-\frac{u^{2}}{4 D_{\epsilon_{0}} t}\right] \tag{3.50}
\end{equation*}
$$

where we changed the variable $\epsilon^{\prime} \rightarrow u=\epsilon^{\prime}-\epsilon_{0}$. In the non-interacting limit where $D_{\epsilon_{0}} \rightarrow 0$, the integral is dominated by small values of $u$. At the lowest order for instance, one obviously recovers the expression for the Lorentzian shape of the ring, Eq. (1.86):

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D(g=0)}(t)=\frac{1}{\pi \nu_{\epsilon_{0}} \tau} \frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}\right)^{2}+\frac{1}{\tau^{2}}} . \tag{3.51}
\end{equation*}
$$

For a time $t$ such that $2 D_{\epsilon_{0}} t \ll 1 / \tau^{2}$, equation (3.49) can be expanded as

$$
\begin{align*}
n_{\boldsymbol{k}}^{D} & \simeq \frac{1}{\pi \tau \nu_{\epsilon_{0}}}\left[\frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}\right)^{2}+\frac{1}{\tau^{2}}}-\frac{2 D_{\epsilon_{0}} t}{\tau^{2}} \frac{1}{\left(\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}\right)^{2}+\frac{1}{\tau^{2}}\right)^{3}}\right] \\
& =n_{\boldsymbol{k}}^{D(g=0)}\left[1-\frac{2 D_{\epsilon_{0}} t}{\tau^{2}} \frac{1}{\left(\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}\right)^{2}+\frac{1}{\tau^{2}}\right)^{2}}\right] . \tag{3.52}
\end{align*}
$$

In particular, the height of the ring $n_{\boldsymbol{k}_{0}}^{D}$ decays at short times over a characteristic time $\tau_{\text {ring }}=1 / 2 D_{\epsilon_{0}} \tau^{2}$ according to

$$
\begin{equation*}
n_{\boldsymbol{k}_{0}}^{D}=n_{\boldsymbol{k}_{0}}^{D(g=0)}\left(1-\frac{t}{\tau_{\text {ring }}}\right) . \tag{3.53}
\end{equation*}
$$

Using the definition (3.47) of the diffusion coefficient, we obtain that

$$
\begin{equation*}
\frac{1}{\tau_{\text {ring }}}=C_{1} \frac{\left(g \rho_{0}\right)^{2}}{\epsilon_{0}}=\frac{C_{1}}{\tau_{\mathrm{NL}}}, \tag{3.54}
\end{equation*}
$$

where $C_{1}$ is a numerical constant, which can be evaluated numerically using Eq. (3.47), and a priori only depends of $\gamma$ and $k_{0}$. We obtain the simple result that the decay rate $\tau_{\text {ring }}$ scales with the particle interaction time $\tau_{\mathrm{NL}}$. We also see that the condition $2 D_{\epsilon_{0}} t \ll 1 / \tau^{2}$ effectively reduces to $t \ll \tau_{\mathrm{NL}}$, as we assumed at the beginning of this section. Note that, in this short-time regime, the ring maintains its approximate Lorentzian form, and its HalfWidth at Half-Maximum (HWHM) $\Delta k(t)$ consequently increases according to

$$
\begin{equation*}
\Delta k(t) \sim\left(1+C t / \tau_{\mathrm{NL}}\right) / \ell \tag{3.55}
\end{equation*}
$$

Eq. (3.53) suggests that the short-time behavior of $n_{\boldsymbol{k}_{0}}^{D}$ can be approximated by an exponential decay

$$
\begin{equation*}
n_{\boldsymbol{k}_{0}}^{D}(t) \simeq \frac{\tau}{\pi \nu_{\epsilon_{0}}} e^{-t / \tau_{\text {ring }}} \times\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}\right)\right] . \tag{3.56}
\end{equation*}
$$

## Coherent backscattering peak

In the case of the CBS peak, an approximate expression for the temporal decay can be inferred from the kinetic equation (3.37). Indeed, since the time dependence of the diffusive background, encoded in the distribution $f_{\epsilon}(t)$ in the right-hand side of the equation is rather slow, in first approximation $f_{\epsilon}$ decays exponentially, which suggests the simple form

$$
\begin{equation*}
n_{-\boldsymbol{k}_{0}}^{C}(t) \simeq \frac{\tau}{\pi \nu_{\epsilon_{0}}} e^{-t / \tau_{\mathrm{CBS}}} \times\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}+\frac{t^{2}}{2 \tau^{2}}\right)\right] \tag{3.57}
\end{equation*}
$$

To estimate the decay rate $\tau_{\mathrm{CBS}}$, we simply perform a short-time expansion of the solution $f^{C}(t)$ :

$$
\begin{equation*}
f_{\epsilon}^{C}(t) \simeq f_{\epsilon}^{(0)}-\left.\partial_{t} f_{\epsilon}^{C}(t)\right|_{t=0} t+\mathcal{O}\left(t^{2}\right) . \tag{3.58}
\end{equation*}
$$

Substituting this expansion into the expression of the momentum distribution in the backscattering direction $n_{-k_{0}}^{C}(t)$, we arrive at

$$
\begin{equation*}
n_{-k_{0}}^{C}(t) \simeq \frac{\tau}{\pi \nu_{\epsilon_{0}}}\left(1-\frac{t}{\tau_{\mathrm{CBS}}}+\mathcal{O}\left(t^{2}\right)\right) \times\left[1-e^{-t / \tau}\left(1+\frac{t}{\tau}+\frac{t^{2}}{2 \tau^{2}}\right)\right] \tag{3.59}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\left.\tau_{\mathrm{CBS}}^{-1} \equiv \frac{\pi \nu_{\epsilon_{0}}}{\tau} \int \mathrm{~d} \epsilon A_{\epsilon}\left(\boldsymbol{k}_{0}\right) \partial_{t} f_{\epsilon}^{C}(t)\right|_{t=0} t \tag{3.60}
\end{equation*}
$$

By substituting the Taylor expansion for $f_{\epsilon}^{C}(t)$ in the CBS kinetic equation (3.37), we obtain a numerical estimation of $\left.\partial_{t} f_{\epsilon}^{C}(t)\right|_{t=0}$, which yields:

$$
\begin{equation*}
\frac{1}{\tau_{\mathrm{CBS}}}=C_{2} \frac{\left(g \rho_{0}\right)^{2}}{\epsilon_{0}}=\frac{C_{2}}{\tau_{\mathrm{NL}}}, \tag{3.61}
\end{equation*}
$$

where $C_{2}$ is a numerical constant, which can be evaluated numerically using Eqs. (3.60) and (3.37). $C_{2}$ a priori only depends on $\gamma$ and $k_{0}$, like $C_{1}$. Using a numerical estimation of $C_{2}$, we plot Eq. (3.57) in dashed lines over the simulation results in the right graph of Fig. 3.8. The agreement is remarkably good, which confirms the quasi-exponential decay of the CBS peak. The data in Fig. 3.8 makes it possible to extract the numerical values of $C_{1}$ and $C_{2}$. We find $C_{1} \approx 2.27$ and $C_{2} \approx 7.17$. Estimating the values of these parameters from the kinetic theory using Eqs. (3.47), (3.37) and (3.60) is a delicate task, and we obtained only rough estimates which are slightly larger by few tens of percent.

The characteristic times governing the decay of the diffusive background and CBS peak, Eqs. (3.54) and (3.61), respectively, are therefore both proportional to the particle interaction time $\tau_{\mathrm{NL}}(3.40)$, previously defined in chapter 2 using the Fermi golden rule. While this is quite a natural result, it should be noted that we find $C_{2} \simeq 3 C_{1}$, and thus the decay time for CBS is approximately three times shorter than the decay time for the diffusive background. In other words, the CBS peak is way more sensitive to interactions, as clearly seen in Fig. 3.8 .

## Contrast of the coherent backscattering peak

To confirm these semi-analytical results, we also compare the theoretical predictions (3.54) and (3.61) to the decay rates extracted from the Gross-Pitaevskii numerical simulations. For this purpose, we compute numerically the CBS maximum and diffusive amplitude versus time for several values of the disorder strength $\gamma$. We then extract the slope of these curves within a narrow time window following the curve maxima (located near $t=15 \tau$ in Fig. 3.8). The results are shown in Fig. 3.9 as a function of the disorder parameter $k_{0} \ell$ (lower points are obtained from the decay of the diffusive ring and upper points from the decay of the CBS peak). The theoretical predictions (3.54) and (3.61) are shown on the same graph, and they match very well the simulations. These results show, remarkably, the independence of the collision time - i.e. of the coefficients $C_{1}$ and $C_{2}$ - on the disorder strength. This can be understood: in the weak disorder regime, the spectral function $A_{\epsilon}(\boldsymbol{k})$ and the distribution $f_{\epsilon}$ are narrow Lorentzian functions, which facilitates the evaluation of Eqs. (3.47), (3.37) and (3.60). It then turns out that $C_{1}$ and $C_{2}$ should not depend on $\gamma$, in agreement with the
results shown in Fig. 3.9. By computing numerically the slopes for several values of $g$, we have also verified the $\left(g \rho_{0}\right)^{2}$ dependence of $\left(\tau_{\text {ring }}\right)^{-1}$ and $\left(\tau_{\mathrm{CBS}}\right)^{-1}$.


Figure 3.9 - Decay rates $\tau_{\text {ring }}^{-1}$ and $\tau_{\text {CBS }}^{-1}$ for the diffusive background (lower orange dots) and CBS (upper blue dots) amplitudes, at fixed $g \rho_{0}=0.001$. Dots are obtained from our numerical simulations, by computing the slope of the simulation curves in Fig. 3.8 for several values of $\gamma$ (error bars originate from the fitting of the slopes by a straight line). From right to left: $\gamma=0.0036,0.0056,0.0081,0.0121,0.0182,0.0256,0.0324,0.0506$. Data are displayed as a function of the dimensionless disorder parameter $k_{0} \ell$.

In summary, we have shown that the decay rates for the diffusive ring and the CBS are universal, as they do not depend on the disorder strength $\gamma$, provided that $k_{0} \ell \gg 1$. We have also provided estimations of $\tau_{\text {ring }}$ and $\tau_{\text {CBS }}$ in a quasi-exact way, confirmed by the simulations in Fig. 3.9. As a consequence of Eqs. (3.56) and (3.57), the contrast of the CBS peak decays exponentially as

$$
\begin{equation*}
\frac{n_{-\boldsymbol{k}_{0}}^{C}}{n_{-\boldsymbol{k}_{0}}^{D}} \simeq \exp \left(-\frac{t}{\tau_{\phi}}\right) \tag{3.62}
\end{equation*}
$$

with a relaxation rate

$$
\begin{equation*}
\frac{1}{\tau_{\phi}} \equiv \frac{1}{\tau_{\mathrm{CBS}}}-\frac{1}{\tau_{\mathrm{ring}}} \simeq \frac{5\left(g \rho_{0}\right)^{2}}{\epsilon_{0}} \tag{3.63}
\end{equation*}
$$

again controlled by the particle collision time $\tau_{\mathrm{NL}}$. With this result, we establish an interesting connection with condensed-matter electronic systems, for which the effect of electron-electron
interactions on the weak localization correction in a disordered conductor can be explained by the finite electronic coherence time $\tau_{\phi}$. Note, however, that, for electrons in low-dimensional conductors, the decay of weak localization with the particle interaction time has been derived analytically, and is not strictly exponential: in 2 d geometries, it is rather of the form $\exp \left(-t /\left(\tau_{\text {in }} \ln t\right)\right)\left(\tau_{\text {in }}\right.$ being the electronic equivalent of our $\left.\tau_{\mathrm{NL}}\right)$ [243]. Whether or not similar logarithmic corrections are present in our case remains an interesting open problem.

### 3.2.5 Thermalization of the diffusive ring

Using our numerical solution of the kinetic equation for the diffusive mode (3.36), we can also compare the prediction of the kinetic approach for the transverse shape of the ring with the Gross-Pitaevskii simulations, from short time to the regime $t \geq \tau_{\mathrm{NL}}$, where the thermalization process completely smoothens the momentum distribution (see the last pictures in Fig. 3.5). We have seen in subsection 3.1.5 that the theoretical expressions for the density of states and the spectral functions at the Born approximation fail at low energies and momenta, as $k \ell$ becomes smaller (see Figs. 3.2 and 3.3). In this region, obtaining a precise analytical expression of the spectral functions beyond the Born approximation is a very hard problem [240, 244]. In an effort to take these discrepancies into account, to achieve a good precision for the transverse shape of the ring at all $k$ (and not just for $k \sim k_{0}$ as in the previous subsection), we wish to solve the kinetic equation (3.36) using a numerically simulated density of states, and a numerically simulated spectral function for the initial condition $f_{\epsilon}^{(0)}$. However, we are again confronted to the fact that our kernel $W$ is computed in the Born approximation, and is not strictly speaking valid at low energies (and not defined for negative energies). To address this difficulty, we proceed as follows. We first compute numerical spectral functions $A_{\epsilon}(k)$ for different values of $k$, and shift them in energy to set the maximum at the kinetic energy $\epsilon_{k}$. This approximation is roughly equivalent to neglecting the real part of the self-energy. We then compute the corresponding density of states by integrating these shifted spectral functions over $\boldsymbol{k}$ (see Eq. (1.61) in chapter 1). The kinetic equation (3.36) is solved for $f_{\epsilon}(t)$ using this density of states, and taking for the initial condition the (shifted) simulated spectral function $A_{\epsilon}\left(\boldsymbol{k}_{0}\right)$. Finally, the momentum distribution is computed from equation (3.42) at different $k$, once again using the simulated spectral functions. The results are displayed in Fig. 3.10 and agree well with the simulated momentum distribution up to $t \sim 2 \tau_{\mathrm{NL}}$, except at very low values of the momentum. At these values, our semi-analytical procedure fails to describe important corrections to the Born approximation (see, e.g., the significative change in the shape of the spectral functions in Fig. 3.2).
Of course, the kinetic equation (3.36) accurately describes the momentum density at intermediate momenta (around $k=k_{0}$ ) at all times. However, as can be seen in Fig. 3.10, at times $t \gg \tau_{\mathrm{NL}}$, thermalization shifts the momentum distribution towards low momenta that


Figure 3.10 - Radial cuts of the momentum distribution $n_{\boldsymbol{k}}(t)$ at four increasing times. The insets show the corresponding density plots in the $\left(k_{x}, k_{y}\right)$ plane. Chosen parameters are $k_{0} \simeq \pi / 10$ and $\gamma=0.01$, corresponding to a mean free time $\tau=100$, and the interaction energy is set to $g \rho_{0}=0.002$. Note that these parameters are very similar to the ones of Figs. 3.4 and 3.5. The distributions involve an angular average and are further averaged over 1680 disorder realizations. Solid red curves are solutions of the theoretical kinetic equations 3.36 and 3.37 , computed using simulated spectral functions, as described in the main text.
cannot be described by the Born approximation. Moreover, in this long-time regime, the diminishing width of the momentum distribution requires a fine discretization in momentum space, and thus simulations of very large systems over long times. These two constraints set a computational limit to the numerical study of the momentum space dynamics of our system. In the last chapter of this thesis, devoted to the long-time thermalization process of the system, we will circumvent this issue by monitoring the dynamics of the system through the time-resolved coherence function of the gas, $g_{1}$, which is the Fourier transform of the
momentum distribution $n_{\boldsymbol{k}}$.

## Conclusion

In this chapter, we have compared the predictions of the kinetic theory of chapter 2 with ab initio simulations of the disordered Gross-Pitaevskii equation, in the limit of weak disorder and rare particle collisions. By numerically solving the kinetic equations, we have shown that the energy distributions for the diffusive and coherent components of the gas have different temporal evolutions. In terms of the momentum distribution, these evolutions consist of a broadening of the diffusive ring and a destruction of the CBS peak. These two effects are indeed observed in our simulations, and quantitatively compare with the results of the kinetic theory, thus validating the approach developed in chapter 2 . To describe more precisely the short-time dynamics, we have also introduced an approximate semi-analytical description of both effects, from which we obtained a good estimation of the effective decay rates $\tau_{\text {ring }}^{-1}$ and $\tau_{\text {CBS }}^{-1}$ resulting from the asymmetry between the two kinetic equations. In particular, we have found that the contrast of the CBS peak is well captured by an exponentially decay with a characteristic time $\tau_{\phi} \sim \epsilon_{0} / 5\left(g \rho_{0}\right)^{2}$. This time scale can be interpreted as an effective dephasing mechanism for the counter-propagating amplitudes responsible for CBS. To some extent, this effect is similar to what happens for weak localization, due to electron-electron interactions, in disordered conductors, usually presented as a decoherence process [245-247]. Finally, at longer times, we have seen that the broadening of the diffusive ring eventually leaves room to a complete smoothing of the momentum distribution, hinting the beginning of a thermalization process. In this long-time regime, the momentum distribution shifts towards low momenta, where the effects of disorder are stronger, which complicates both theoretical and numerical approaches. We leave the study of the long-time thermalization for the final chapter of this thesis. In the next chapter, we will still focus on the short-time dynamics of the gas in the opposite regime of interactions stronger than the disorder, where multiple scattering becomes negligible and the gas displays an interesting prethermal behavior.

## Chapter 4

## Prethermalization in disorder

## Introduction

In the previous chapters, our main focus was the effect of weak particle interactions on the diffusion and weak localization phenomena in a disordered Bose gas. To study them, we have looked at the short-time dynamical evolution of the momentum distribution of the gas, in a completely out-of-equilibrium scenario induced by a quench in both disorder and interactions. Until now, however, we have restricted ourselves to the regime where the disorder is typically larger than interactions. Within this limit, we have described both numerically and theoretically the destruction of the coherent backscattering peak due to particle interactions. On a longer time scale controlled by the particle interaction time $\tau_{\mathrm{NL}}$, the diffusive motion of the atoms is also impacted, and the momentum distribution slowly acquires a smooth isotropic shape centered around $\boldsymbol{k}=0$. We have interpreted this phenomenon as the establishment of thermalization, a slow relaxation process that eventually drives isolated interacting systems towards a state of thermal equilibrium, for which the value of macroscopic quantities are time independent, as prescribed by statistical mechanics [69-71]. This thermalization process will be the topic of our final chapter.

In the present chapter, we again explore the interplay between disorder and interactions in a far from equilibrium Bose gas, but this time in the regime where interactions, albeit weak, are typically stronger than the disorder. This intermediate limit between the homogeneous case and the strongly disordered case remains poorly explored, especially in dimensions larger than one. When interactions are strong enough, disorder scattering is expected to vanish, and this regime should display a physics closer to the one of the homogeneous gas. To emphasize the differences with the physics addressed in the previous chapter, we will first look at the structural changes in the momentum distribution as interactions are increased. We will then see that the relevant dynamics is revealed more naturally by the spatial coherence function $g_{1}$ of the gas. Using a hydrodynamic approach, we will derive the short time-
evolution of $g_{1}$ and compare it to the spatial coherence function in the multiple scattering regime. As interactions are increased, one naively expects that the system thermalizes on a shorter time scale. On the contrary, however, we will show that the system quickly reaches a specific non-thermal state, from which it departs very slowly, before eventually undergoing full thermalization. In this metastable state, the gas displays a light-cone spreading of its spatial correlation, within which the fluctuations exhibit properties resembling those of a true thermal equilibrium, including a certain degree of universality. We interpret this phenomenon as a form of prethermalization, an exotic relaxation process usually displayed by systems slightly perturbed from integrability, and here occuring as a consequence of disorder. In the following, we again set $\hbar=1$.

### 4.1 Effect of interactions on the momentum distribution

To get a first insight on the dynamics of the system for strong interactions, we compute numerically the time-resolved momentum distributions for increasing interaction strengths, starting from the nearly linear regime discussed in chapters 1 and 2 . Note that for a reason that will become apparent later (see 4.3.2), the numerical simulations in this chapter are performed using a correlated disorder potential $V(\boldsymbol{r})$, namely a blue-detuned speckle [7, 228, 248], with a mean value $\overline{V(\boldsymbol{r})}=0$ and a Gaussian correlation function

$$
\begin{equation*}
\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}=V_{0}^{2} \exp \left(-\frac{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{2}}{2 \sigma^{2}}\right), \tag{4.1}
\end{equation*}
$$

where $\sigma$ denotes the correlation length of the disorder.

In the multiple scattering regime, the hierarchy of energy scales is typically $\epsilon_{0}>V_{0}>g \rho_{0}$, where $\epsilon_{0}=k_{0}^{2} / 2 \mathrm{~m}$. The time evolution of the momentum distribution observed numerically in this regime is shown in column $a$ of Fig. 4.1. The results are qualitatively similar to what was found in the previous chapters, incidentally showing that at time $t>\tau$ the general shape of the momentum distribution is not affected by the fact that the disorder is correlated. We then compute the momentum distributions at very similar times, but now progressively increasing the interaction strength. In the intermediate regime where $\epsilon_{0}>g \rho_{0}>V_{0}$, displayed in Fig. 4.1b, particle interactions scramble the distribution before the diffusive ring is fully formed, and the onset of thermalization is visible at much shorter times. As interactions become larger than the kinetic energy, $g \rho_{0}>V_{0}, \epsilon_{0}$ (Figs. 4.1 c and d), we observe the emergence of interference rings that span the whole momentum distribution, suggesting that the condensate field $\psi$ acquires a long-range spatial phase coherence. In this regime, disorder scattering is in fact negligible, and interactions make the gas behave more and more like a fluid [220, 249].

These qualitative observations suggest that the first-order spatial correlation function of the Bose gas plays a particular role in the regime of stronger interactions:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \equiv \mathcal{V} \overline{\psi^{*}(0, t) \psi(\boldsymbol{r}, t)}=\int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} n_{\boldsymbol{k}}(t) e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \tag{4.2}
\end{equation*}
$$

where we recall that the overbar refers to the disorder average. As is well known, the spatial decay of $g_{1}$ provides a measure of the spatial coherence of the Bose gas. For example, the $g_{1}$ correlation of a thermal gas usually decays exponentially in space, while for a Bose-Einstein condensate, $g_{1}$ saturates at large $r$. From the numerical point of view, looking at $g_{1}$ instead of $n_{k}$ has a specific advantage: its long range spatial decay can be extrapolated from its behavior over relatively small distances, which does not require simulations over large systems. On the other hand, the momentum distribution $n_{k}$ is typically concentrated around the low $k$ values, and its study requires a fine discretization of the momentum space, implying large systems sizes.


Figure 4.1 - Momentum distribution $n_{\boldsymbol{k}}(t)$ of an interacting Bose gas launched with momentum $\boldsymbol{k}_{0}$ in a 2 d random potential. Rows correspond to three successive times, given either in units of the scattering mean free time $\tau$ or of the nonlinear time $\tau_{\mathrm{NL}} \sim \epsilon_{0} /\left(g \rho_{0}\right)^{2}$. For all plots, the disorder amplitude is set to $V_{0}=0.4$. (a) $\epsilon_{0}>V_{0}>g \rho_{0}$ : particles experience multiple scattering on the random potential (with here $k_{0} \ell=18.0$ ). This gives rise to the incoherent diffusive ring in momentum space, and the CBS peak. As time increases, CBS vanishes and the distribution slowly thermalizes due to particle interactions. (b) $\epsilon_{0}>g \rho_{0}>V_{0}$ : increased interactions compete with disorder and thermalize the distribution before the elastic ring is fully formed. (c) $g \rho_{0}>\epsilon_{0}>V_{0}$ : interactions are larger than the kinetic energy, so that the gas starts to behave like a fluid. The initial small disorder-induced field fluctuations are coherently enhanced and yield an interference ring pattern in momentum space. (d) $g \rho_{0}>V_{0}>\epsilon_{0}=0$ : same regime as in column (c) but for a gas initially at rest. The interference pattern is more visible as kinetic energy vanishes.

### 4.2 Spatial coherence in the multiple scattering regime

To have a benchmark for the coherent properties of the interacting Bose gas, we first consider the spatial coherence expected in the multiple scattering regime. We obtain the coherence function $g_{1}$ from the average momentum distribution derived in chapter 2 , using Eq. (4.2).

### 4.2.1 Non-interacting case

In the non-interacting case, we recall that the long-time momentum distribution for the diffusive modes is described, in the Born approximation, by an isotropic Lorentzian shape after a few $\tau$ (see Eq. (1.86) of chapter 1):

$$
\begin{equation*}
n_{\boldsymbol{k}}(g=0)=\frac{1}{\pi \nu \tau} \frac{1}{\left(\epsilon_{k}-\epsilon_{0}\right)^{2}+1 / \tau^{2}}, \tag{4.3}
\end{equation*}
$$

for a Gaussian uncorrelated potential. The result is of course the same for a correlated potential, the finite correlation simply boiling down to a change of the scattering mean free time $\tau$. The latter is set by the imaginary part of the self-energy $\Sigma=\Sigma^{\prime}+i \Sigma^{\prime \prime}$ :

$$
\begin{equation*}
\frac{1}{\tau} \equiv-2 \Sigma^{\prime \prime}=2 \pi \int \frac{\mathrm{~d} \boldsymbol{k}^{\prime \prime}}{(2 \pi)^{d}} \tilde{\mathcal{C}}\left(\boldsymbol{k}^{\prime \prime}-\boldsymbol{k}\right) \delta\left(\epsilon-\epsilon_{\boldsymbol{k}^{\prime \prime}}\right) \tag{4.4}
\end{equation*}
$$

where $\tilde{\mathcal{C}}$ is the Fourier transform of the disorder correlation function, i.e. the power spectrum of the disorder. For a potential with Gaussian correlation (4.1), we find

$$
\begin{equation*}
\tilde{\mathcal{C}}(\boldsymbol{k})=2 \pi V_{0}^{2} \sigma^{2} \exp \left(-\frac{1}{2} k^{2} \sigma^{2}\right), \tag{4.5}
\end{equation*}
$$

which leads to the following expression for $\tau$ :

$$
\begin{equation*}
\frac{1}{\tau}=2 \pi V_{0}^{2} \sigma^{2} e^{-k_{0}^{2} \sigma^{2}} I_{0}\left(k_{0}^{2} \sigma^{2}\right) . \tag{4.6}
\end{equation*}
$$

Here $I_{0}$ denotes the modified Bessel function of the first kind. Using Eq. (4.3), we find the coherence function:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=J_{0}\left(k_{0} r\right) \exp (-r / \ell) \quad(g=0) \tag{4.7}
\end{equation*}
$$

with $r \equiv|\boldsymbol{r}|, J_{0}$ the Bessel function of the first kind and $\ell=\left(k_{0} / m\right) \tau$ is the mean free path. Note that this expression is essentially the first-order correlation function of the 2 d matter-wave speckle pattern formed by the particles scattered in the random potential [250]. It shows that the coherence length of the Bose gas is rather short in the multiple-scattering regime ${ }^{1}$, of the order of the de Broglie wavelength $2 \pi / k_{0}$. We show in Fig. 4.3 (in black) the $g_{1}$ function computed numerically for $g=0$, together with the above theoretical formula.
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### 4.2.2 Broadening of the diffusive ring

For small but nonzero $g$, interactions lead to a decay and a broadening of the diffusive ring, both controlled by the nonlinear time $\tau_{\mathrm{NL}}=\epsilon_{0} /\left(g \rho_{0}\right)^{2}$. We have found in chapter 2 that the time evolution of the energy distribution $f_{\epsilon}(t)$ is described by a Boltzmann-like kinetic equation in this regime. While $f_{\epsilon}(t)$ ultimately becomes thermal when $t \gg \tau_{\mathrm{NL}}$ [172], as long as $t<\tau_{\mathrm{NL}}$ the scattering ring remains well resolved (as in Figs. 4.1a-1-3) and we have seen that the time evolution of $f_{\epsilon}(t)$ is approximately captured by a diffusion process in the energy domain:

$$
\begin{equation*}
f_{\epsilon}(t) \simeq \int d \epsilon^{\prime} \frac{f_{\epsilon^{\prime}}^{(0)}}{\sqrt{4 \pi D_{\epsilon_{0}} t}} \exp \left[-\frac{\left(\epsilon-\epsilon^{\prime}\right)^{2}}{4 D_{\epsilon_{0}} t}\right] \tag{4.8}
\end{equation*}
$$

with a diffusion coefficient in energy space such that $2 D_{\epsilon_{0}} \tau_{\mathrm{NL}} \sim 1 / \tau^{2}$. Eq. (4.8) yields, for the momentum distribution,

$$
\begin{equation*}
n_{\boldsymbol{k}}^{D}=n_{\boldsymbol{k}}^{D(g=0)}\left[1-C_{1} \frac{t}{\tau_{\mathrm{NL}}} \frac{1}{\left(\epsilon_{\boldsymbol{k}}-\epsilon_{0}\right)^{2}+1 / \tau^{2}}\right] \tag{4.9}
\end{equation*}
$$

where $C_{1}$ is a numerical constant, which we estimated to be of the order of 2 using numerical simulations, see chapter 3. According to Eq. (4.9), at short time, the ring maintains its approximate Lorentzian form, and its Half-Width at Half-Maximum (HWHM) $\Delta k(t)$ consequently increases linearly in time:

$$
\begin{equation*}
\Delta k(t) \sim\left(1+C t / \tau_{\mathrm{NL}}\right) / \ell \tag{4.10}
\end{equation*}
$$

This broadening is illustrated in Fig. 4.2, which shows radial cuts of the scattering ring, obtained by numerically solving the disordered Gross-Pitaevskii equation at successive times ${ }^{2}$. As long as $t<\tau_{\mathrm{NL}}$, we find that width extracted from these cuts indeed grows linearly in time.
The Fourier transform of Eq. (4.9) yields

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq J_{0}\left(k_{0} r\right) \exp [-\Delta k(t) r] . \tag{4.11}
\end{equation*}
$$

The short-time evolution of the coherence function is therefore controlled by the width of the diffusive ring. As shown in Fig. 4.3, Eq. (4.11) describes very well the numerical results for $g_{1}$ at $g \neq 0$. Here the main effect of interactions is to smoothen the matter-wave speckle,
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Figure 4.2 - Left: radial cuts of the scattering ring, computed numerically at times $t=10.9 \tau$, $15.1 \tau$ and $19.8 \tau$ from top to bottom (numerical data points have been joined for clarity). Each cut involves an angular average of the momentum distribution. Right: HWHM of the ring, obtained by fitting the radial cuts with a Lorentzian profile in a $k$-window of width 0.8 centered on $k_{0}$ (red symbols). Error bars are deduced from the $\chi^{2}$ goodness of the fits. The solid line is a linear fit $\Delta k_{\mathrm{fit}}(t)=1 / \ell\left[1+6.38(t-5.84 \tau) / \tau_{\mathrm{NL}}\right]$, which confirms the linear evolution of $\Delta k(t)$. The dashed line shows the $g=0$ result, $\Delta k=1 / \ell$. Here $g \rho_{0}=0.07$, $V_{0}=0.2, k_{0}=1.57, k_{0} \ell=36$. The chosen system size is $L=200 \pi$, and the discretization is such that there are 7.5 points per correlation length. Results are averaged over 4800 realizations. With these parameters, $\tau=14.6$ and $\tau_{\mathrm{NL}} \simeq 251.5$.


Figure 4.3 - Radial cuts of the coherence function $g_{1}(\boldsymbol{r}, t)$ of the Bose gas in the multiple scattering regime. Parameters are the same as in Fig. 4.2, such that $\tau=14.6$ and $\tau_{\mathrm{NL}} \simeq$ 251.5. The cuts also involve an angular average of $g_{1}$. For $g=0$ (outer black symbols, numerics, and solid black curve, theory) the function is independent of time after a few $\tau$ and exhibits oscillations at the scale $2 \pi / k_{0}$. In the presence of interactions, these oscillations are smoothed. Colored solid curves for $g \neq 0$ are the theoretical prediction, Eq. (4.11), in which we take the expression $\Delta k(t)=\Delta k_{\mathrm{fit}}(t)$ given in the caption of Fig. 4.2.
without significantly affecting the coherence of the gas. This picture would of course change at long time $t \gg \tau_{\mathrm{NL}}$, where the momentum distribution starts to significantly deviate from Eq. (4.3) and approaches a thermal law [172]. This limit will be extensively discussed in chapter 5.

### 4.3 Coherence function in the hydrodynamic regime

We now address the opposite regime where $g \rho_{0} \gg V_{0} \gg \epsilon_{0}$. In this limit, and according to the discussion in Sec. 4.1, the dynamics is dominated by the interactions, while disorder plays the role of a small perturbation. In the context of homogeneous 3 d condensates, at equilibrium and at low enough temperatures, the condensate mode in macroscopically occupied and the quantum and thermal fluctuations induce a negligible depletion of the condensates into the other modes. This allows for a good approximation of the total field operator by the complex wavefunction of the condensate [220, 222, 251] (see the reasoning used for our elementary derivation of the GPE in chapter 2). The wavefunction of the
condensate is thus usually written as $\psi=\psi_{0}+\delta \psi$, with $\psi_{0}$ the condensate wave function and $\delta \psi$ describing the fluctuations. In lower dimensions and in particular in 2d, however, a macroscopic condensate structure is prohibited by the Mermin-Wagner theorem [252], so that this complex representation is a priori not valid. In fact, in this case, the phase of the wave function tends to fluctuate more than in 3d. This imposes to describe the gas using a density-phase repretation [253-257] :

$$
\begin{equation*}
\Psi(\boldsymbol{r}, t)=\sqrt{\rho(\boldsymbol{r}, t)} \exp [i \theta(\boldsymbol{r}, t)], \tag{4.12}
\end{equation*}
$$

where both the density $\rho$ and the phase $\theta$ fluctuate. As compared to the usual situation of a Bose gas subjected to quantum or thermal fluctuations though, in our case $\rho$ and $\theta$ fluctuate purely due to the presence of the random potential.

### 4.3.1 Hydrodynamic description

Substituting Eq. (4.12) into the GPE and separating the real and imaginary parts leads to the coupled equations

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}=-\frac{1}{m} \nabla(\rho \nabla \theta)  \tag{4.13}\\
& \frac{\partial \theta}{\partial t}=\frac{1}{2 m} \frac{\nabla^{2} \sqrt{\rho}}{\sqrt{\rho}}-\frac{1}{2 m}(\nabla \theta)^{2}-V(\boldsymbol{r})-g \rho, \tag{4.14}
\end{align*}
$$

complemented with the initial conditions $\rho(\boldsymbol{r}, t=0)=\rho_{0}$ and $\theta(\boldsymbol{r}, t=0)=\boldsymbol{k}_{0} \cdot \boldsymbol{r}$. Aside from the disorder potential $V(\boldsymbol{r})$, Eqs. (4.13) and (4.14) are respectively the continuity and the Euler equation for a fluid with density $\rho(\boldsymbol{r}, t)$ and velocity $\nabla \theta(\boldsymbol{r}, t)$. As expected, we end up with the out-of-equilibrium formulation of the hydrodynamic description of the gas, in which the density is the modulus square of $\psi$, while the velocity of the fluid is given by the gradient of the phase, $\nabla \theta(\boldsymbol{r}, t)$. This description, originally employed by Bogoliubov to explain describe the superfluid behavior of Helium-4, was subsequently adapted to the superfluidity of cold atomic Bose gases [220, 222, 253].

## Density and phase fluctuations

As the gas evolves in time, the density $\rho(\boldsymbol{r}, t)$ and the phase $\theta(\boldsymbol{r}, t)$ fluctuate due to the presence of the disorder potential. The typical fluctuations of the disorder being very small compared to the typical interaction energy, we make use of perturbation theory. The hydrodynamic description proves useful in this respect: we directly write the density in the form $\rho(\boldsymbol{r}, t)=\rho_{0}+\delta \rho(\boldsymbol{r}, t)$, where $\delta \rho(\boldsymbol{r}, t)$ is a small density fluctuation, and make no assumption on the phase fluctuations, which may be strong in this regime [256]. However, Eq. (4.13), which can be rewritten as

$$
\begin{equation*}
\frac{\partial \delta \rho}{\partial t}=-\frac{1}{m} \nabla \delta \rho \cdot \nabla \theta-\frac{1}{m}\left(\rho_{0}+\delta \rho\right)\left(\nabla^{2} \theta\right), \tag{4.15}
\end{equation*}
$$

imposes that the fluctuations of the gradient of the phase $\delta \nabla \theta$ are necessarily of the same order than $\delta \rho$. Without disorder first, $\delta \rho(\boldsymbol{r}, t)=0$ and, substituting Eq. (4.12) into (4.14), we find the unperturbed solution

$$
\begin{equation*}
\psi^{(0)}(\boldsymbol{r}, t)=\sqrt{\rho_{0}} e^{i \boldsymbol{k}_{0} \cdot \boldsymbol{r}-\left(\frac{k_{0}^{2}}{2 m}+g \rho_{0}\right) t} \tag{4.16}
\end{equation*}
$$

Thus, for small disorder, it is convenient to write the phase as $\theta(\boldsymbol{r}, t)=\boldsymbol{k}_{0} \cdot \boldsymbol{r}-\left(k_{0}^{2} / 2 m+\right.$ $\left.g \rho_{0}\right) t+\delta \theta(\boldsymbol{r}, t)$, and linearize Eqs. (4.13) and (4.14) around the homogeneous solution $\psi^{(0)}$ with respect to the small parameters $\delta \rho$ and $\nabla \delta \theta$. This leads to the Bogoliubov-De Gennes (BdG) equations [258]

$$
\begin{align*}
\frac{\partial \delta \rho}{\partial t} & =-(\boldsymbol{v} \cdot \nabla) \delta \rho-\frac{\rho_{0}}{m} \nabla^{2} \delta \theta  \tag{4.17}\\
\frac{\partial \delta \theta}{\partial t} & =-(\boldsymbol{v} \cdot \nabla) \delta \theta+\frac{1}{4 m \rho_{0}} \nabla^{2} \delta \rho-V(\boldsymbol{r})-g \delta \rho \tag{4.18}
\end{align*}
$$

where $\boldsymbol{v}=\boldsymbol{k}_{0} / \mathrm{m}$. They are complemented with the initial conditions $\delta \rho(\boldsymbol{r}, t)=0=\delta \theta(\boldsymbol{r}, t)$ (the initial state being a pure plane wave). Eqs. (4.17) and (4.18) can be conveniently recast under the usual form of the BdG equations

$$
i \frac{\partial \boldsymbol{\phi}(\boldsymbol{r}, t)}{\partial t}=\mathcal{L} \phi(\boldsymbol{r}, t)+2 \sqrt{\rho_{0}} V(\boldsymbol{r})\left[\begin{array}{l}
0  \tag{4.19}\\
1
\end{array}\right]
$$

with

$$
\boldsymbol{\phi}(\boldsymbol{r}, t) \equiv\left[\begin{array}{c}
\delta \rho(\boldsymbol{r}, t) / \sqrt{\rho_{0}}  \tag{4.20}\\
2 i \sqrt{\rho_{0}} \delta \theta(\boldsymbol{r}, t)
\end{array}\right] \quad \text { and } \quad \mathcal{L}=\left[\begin{array}{cc}
-i(\boldsymbol{v} \cdot \nabla) & -\frac{1}{2 m} \nabla^{2} \\
-\frac{1}{2 m} \nabla^{2}+2 g \rho_{0} & -i(\boldsymbol{v} \cdot \nabla)
\end{array}\right] .
$$

This linear system is easily solved in Fourier space. Denoting by $\tilde{\boldsymbol{\phi}}(\boldsymbol{k}, t)$ the Fourier transform of $\boldsymbol{\phi}(\boldsymbol{r}, t)$ using the initial conditions for $\delta \rho$ and $\delta \theta$, we obtain

$$
\tilde{\boldsymbol{\phi}}(\boldsymbol{k}, t)=-2 i \sqrt{\rho_{0}} \tilde{V}(\boldsymbol{k}) \int_{0}^{t} \mathrm{~d} t^{\prime} e^{i \tilde{\mathcal{L}}(\boldsymbol{k}) \times\left(t^{\prime}-t\right)}\left[\begin{array}{l}
0  \tag{4.21}\\
1
\end{array}\right]
$$

where

$$
\tilde{\mathcal{L}}(\boldsymbol{k})=\left[\begin{array}{cc}
\boldsymbol{v} \cdot \boldsymbol{k} & -\frac{k^{2}}{2 m}  \tag{4.22}\\
-\frac{k^{2}}{2 m}+2 g \rho_{0} & \boldsymbol{v} \cdot \boldsymbol{k}
\end{array}\right]
$$

$\tilde{\mathcal{L}}(\boldsymbol{k})$ can be readily diagonalized, with eigenvalues $\lambda_{ \pm}= \pm \omega_{\boldsymbol{k}}+\boldsymbol{v} \cdot \boldsymbol{k}$, where $\omega_{\boldsymbol{k}}=\sqrt{\epsilon_{\boldsymbol{k}}\left(\epsilon_{\boldsymbol{k}}+2 g \rho_{0}\right)}$ is the well-known Bogoliubov spectrum, and we recall that $\epsilon_{k}=\boldsymbol{k}^{2} / 2 m$. In fact, we performed
here a time-dependent Bogoliubov transformation: we showed that the dynamics of the interacting system can be mapped onto the equivalent problem of a gas of non-interacting quasi-particles with the dispersion relation $\omega_{k}+\boldsymbol{v} \cdot \boldsymbol{k}$. At low momenta $k \ll k_{c}$, where

$$
\begin{equation*}
k_{c} \equiv \sqrt{m g \rho_{0}} \tag{4.23}
\end{equation*}
$$

the elementary excitations of the system are phonons, characterized by a linear dispersion relation $E(\boldsymbol{k})=c_{s} k+\boldsymbol{v} \cdot \boldsymbol{k}$, where $c_{s}=\sqrt{g \rho_{0} / m}$ is the associated sound velocity. This part of the spectrum is responsible for the superfluid properties of Bose gases at equilibrium [220]. At high momenta, $k \gg k_{c}$, we recover the free-particle behavior as $\omega_{\boldsymbol{k}} \sim \epsilon_{\boldsymbol{k}}$.

Substituting the diagonal form of $\tilde{\mathcal{L}}(\boldsymbol{k})$ into the general solution (4.21), and performing the integral over $t^{\prime}$, we find

$$
\tilde{\phi}(\boldsymbol{k}, t)=\sqrt{\rho_{0}} \tilde{V}(\boldsymbol{k})\left[\begin{array}{c}
\frac{\epsilon_{\boldsymbol{k}}}{\omega_{\boldsymbol{k}}}\left(F(\boldsymbol{k}, t)+F^{*}(-\boldsymbol{k}, t)\right)  \tag{4.24}\\
F(\boldsymbol{k}, t)-F^{*}(-\boldsymbol{k}, t)
\end{array}\right] \quad \text { with } \quad F(\boldsymbol{k})=\frac{1-e^{i\left(\omega_{\boldsymbol{k}}-\boldsymbol{v} \cdot \boldsymbol{k}\right) t}}{\omega_{\boldsymbol{k}}-\boldsymbol{v} \cdot \boldsymbol{k}} .
$$

Inverting the change of variables we made in equation (4.20), we finally obtain, for the density and phase fluctuations

$$
\begin{align*}
& \delta \rho(\boldsymbol{r}, t)=\rho_{0} \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{V}(\boldsymbol{k}) \frac{\epsilon_{\boldsymbol{k}}}{\omega_{\boldsymbol{k}}}\left[F(\boldsymbol{k}, t)+F^{*}(-\boldsymbol{k}, t)\right] e^{i \boldsymbol{k} \cdot \boldsymbol{r}},  \tag{4.25}\\
& \delta \theta(\boldsymbol{r}, t)=\frac{1}{2 i} \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{V}(\boldsymbol{k})\left[F(\boldsymbol{k}, t)-F^{*}(-\boldsymbol{k}, t)\right] e^{i \boldsymbol{k} \cdot \boldsymbol{r}} . \tag{4.26}
\end{align*}
$$

For the sake of simplicity, we will now restrict ourselves to the case where the atomic cloud is initially at rest, $\boldsymbol{k}_{0}=0$, corresponding to Fig. 4.1d-1-3. The effect of an initial velocity of the atomic cloud will be discussed later, in section 4.3.3. Here, we are not interested in the drag force induced by a superfluid flow around an obstacle, as is frequently encountered in the literature [259-262], but rather in the evolution of the spatial coherence. In this limiting case, $F(\boldsymbol{k})=\left(1-e^{i \omega_{k} t}\right) / \omega_{\boldsymbol{k}}$, and Eqs. (4.25) and (4.26) reduce to

$$
\begin{align*}
& \delta \rho(\boldsymbol{r}, t)=2 \rho_{0} \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{V}(\boldsymbol{k}) \frac{1-\cos \left(\omega_{\boldsymbol{k}} t\right)}{\epsilon_{\boldsymbol{k}}+2 g \rho_{0}} e^{i \boldsymbol{k} \cdot \boldsymbol{r}}  \tag{4.27}\\
& \delta \theta(\boldsymbol{r}, t)=\int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{V}(\boldsymbol{k}) \frac{\sin \left(\omega_{\boldsymbol{k}} t\right)}{\omega_{\boldsymbol{k}}} e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \tag{4.28}
\end{align*}
$$

Eq. (4.27) confirms a posteriori the assumption that the density fluctuations remain small at weak enough disorder. Indeed, one can verify that the quantity $\sqrt{\overline{\delta \rho^{2}}} / \rho_{0}$, which measures the amplitude of the disorder fluctuations, is always small as long as $V_{0} / g \rho_{0} \ll 1$. Additionally, one can show that the spatial extension of the amplitude of the density fluctuations is controlled by the characteristic length

$$
\begin{equation*}
\xi \equiv 1 / k_{c}=\frac{1}{\sqrt{m g \rho_{0}}} \tag{4.29}
\end{equation*}
$$

called the healing length, which represents the size of the typical variations of the wavefunction. Phase fluctuations, on the other hand, can a priori be arbitrarily large.

## Coherence function

Using the expressions for the density and phase fluctuations, Eqs. (4.27) and (4.28), we can now derive the coherence function. To this aim, we start from the definition (4.2), which in the density-phase formalism reads

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \equiv \mathcal{V} \overline{\sqrt{\rho(0, t) \rho(\boldsymbol{r}, t)} e^{i \Delta \theta(\boldsymbol{r}, t)}} \tag{4.30}
\end{equation*}
$$

where $\Delta \theta(\boldsymbol{r}, t) \equiv \delta \theta(\boldsymbol{r}, t)-\delta \theta(0, t)$. Substituting $\rho(\boldsymbol{r}, t)=\rho_{0}+\delta \rho(\boldsymbol{r}, t)$ into this expression, and expanding to the second order in $\delta \rho$, we obtain

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=\mathcal{V}_{0}\left(\overline{e^{i \Delta \theta}}+\frac{1}{2 \rho_{0}} \overline{\left(\delta \rho+\delta \rho^{\prime}\right) e^{i \Delta \theta}}-\frac{1}{8 \rho_{0}^{2}} \overline{\left(\delta \rho^{2}+\delta \rho^{\prime 2}-2 \delta \rho \delta \rho^{\prime}\right) e^{i \Delta \theta}}\right) \tag{4.31}
\end{equation*}
$$

where we use the notations $\delta \rho(0, t)=\delta \rho$ and $\delta \rho(\boldsymbol{r}, t)=\delta \rho^{\prime}$ for clarity. To simplify the averages, we replace the exponentials by their (infinite) Taylor series, and use the Wick theorem to decompose terms of the type $\overline{(\delta \rho)^{n}(\Delta \theta)^{l}}$ into sums of second order averages $\overline{\delta \rho \Delta \theta}, \overline{\delta \rho^{2}}$ and $\overline{\Delta \theta^{2}}$. This procedure yields the simple identities [256]:

$$
\begin{align*}
& \overline{e^{i \Delta \theta}}=e^{-\overline{\Delta \theta^{2}} / 2} \\
& \overline{\delta \rho e^{i \Delta \theta}}=e^{-\overline{\Delta \theta^{2}} / 2}(i \overline{\delta \rho \Delta \theta}) \\
& \overline{\delta \rho^{2} e^{i \Delta \theta}}=e^{-\overline{\Delta \theta^{2}} / 2}\left(\overline{\delta \rho^{2}}-{\overline{\delta \rho \Delta \theta^{2}}}^{2}\right) \\
& \overline{\delta \rho \delta \rho^{\prime} e^{i \Delta \theta}}=e^{-\overline{\Delta \theta^{2}} / 2}\left(\overline{\delta \rho \delta \rho^{\prime}}-\overline{\delta \rho \Delta \theta} \cdot \overline{\delta \rho^{\prime} \Delta \theta}\right) . \tag{4.32}
\end{align*}
$$

Eq. (4.31) becomes:

$$
\begin{align*}
g_{1}(\boldsymbol{r}, t) & =\mathcal{V} \rho_{0}\left(1+\frac{i}{2 \rho_{0}}\left(\overline{\delta \rho \Delta \theta}+\overline{\delta \rho^{\prime} \Delta \theta}\right)\right. \\
& \left.-\frac{1}{8 \rho_{0}^{2}}\left[\overline{\delta \rho^{2}}+\overline{\delta \rho^{\prime 2}}-2 \overline{\delta \rho \delta \rho^{\prime}}-\left(\overline{\delta \rho \Delta \theta}-\overline{\delta \rho^{\prime} \Delta \theta}\right)^{2}\right]\right) e^{-\overline{\Delta \theta^{2}} / 2} \tag{4.33}
\end{align*}
$$

This equation can be further simplified by using Eqs. (4.25) and (4.26). Indeed, noticing that

$$
\begin{equation*}
\overline{\tilde{V}(\boldsymbol{k}) \tilde{V}\left(\boldsymbol{k}^{\prime}\right)}=(2 \pi)^{2} \tilde{C}(\boldsymbol{k}) \delta\left(\boldsymbol{k}+\boldsymbol{k}^{\prime}\right) \tag{4.34}
\end{equation*}
$$

where we recall that $\tilde{C}(\boldsymbol{k})=\int d \boldsymbol{r} e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \overline{V(0) V(\boldsymbol{r})}=2 \pi V_{0}^{2} \sigma^{2} e^{-k^{2} \sigma^{2} / 2}$ is the disorder power spectrum, we see that

$$
\begin{equation*}
\overline{\delta \rho \Delta \theta}=-\overline{\delta \rho^{\prime} \Delta \theta}=-2 \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{C}(\boldsymbol{k})\left[\frac{1-\cos \left(\omega_{\boldsymbol{k}} t\right)}{\epsilon_{\boldsymbol{k}}+2 g \rho_{0}}\right]\left[\frac{\sin \left(\omega_{\boldsymbol{k}} t\right)}{\omega_{\boldsymbol{k}}}\right]\left[1-e^{-i \boldsymbol{k} \cdot \boldsymbol{r}}\right] . \tag{4.35}
\end{equation*}
$$

We also neglect the term $\left(\overline{\delta \rho \Delta \theta}-\overline{\delta \rho^{\prime} \Delta \theta}\right)^{2}$, which is of second order in the small parameter $V_{0} / g \rho_{0}$. All in all, we find for the coherence function of the gas:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=\mathcal{V} \rho_{0} \exp \left\{-\frac{1}{8 \rho_{0}^{2}} \overline{[\delta \rho(\boldsymbol{r}, t)-\delta \rho(0, t)]^{2}}-\frac{1}{2} \overline{[\delta \theta(\boldsymbol{r}, t)-\delta \theta(0, t)]^{2}}\right\} \tag{4.36}
\end{equation*}
$$

Again using the explicit expression of the density and phase fluctuations, Eqs. (4.25) and (4.26), we have

$$
\begin{align*}
& \overline{[\delta \rho(\boldsymbol{r}, t)-\delta \rho(0, t)]^{2}}=8 \rho_{0}^{2} \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{C}(\boldsymbol{k})\left[\frac{1-\cos \left(\omega_{\boldsymbol{k}} t\right)}{\epsilon_{\boldsymbol{k}}+2 g \rho_{0}}\right]^{2}(1-\cos (\boldsymbol{k} \cdot \boldsymbol{r})),  \tag{4.37}\\
& \overline{[\delta \theta(\boldsymbol{r}, t)-\delta \theta(0, t)]^{2}}=2 \int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{C}(\boldsymbol{k})\left[\frac{\sin \left(\omega_{\boldsymbol{k}} t\right)}{\omega_{\boldsymbol{k}}}\right]^{2}(1-\cos (\boldsymbol{k} \cdot \boldsymbol{r})), \tag{4.38}
\end{align*}
$$

which yields the final expression for $g_{1}$ :

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=\rho_{0} \exp \left\{-\int \frac{d^{2} \boldsymbol{k}}{(2 \pi)^{2}} \tilde{C}(\boldsymbol{k})\left(\left[\frac{1-\cos \left(\omega_{k} t\right)}{\epsilon_{k}+2 g \rho_{0}}\right]^{2}+\left[\frac{\sin \left(\omega_{k} t\right)}{\omega_{k}}\right]^{2}\right)(1-\cos (\boldsymbol{k} \cdot \boldsymbol{r}))\right\} \tag{4.39}
\end{equation*}
$$

### 4.3.2 Structure of the coherence function

To interpret physically the structure of Eq. (4.39), we start by performing the angular integral, which leads to

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=\rho_{0} \exp \left\{-V_{0}^{2} \sigma^{2} \int_{0}^{+\infty} \mathrm{d} k k e^{-k^{2} \sigma^{2} / 2}\left(\left[\frac{1-\cos \left(\omega_{k} t\right)}{\epsilon_{k}+2 g \rho_{0}}\right]^{2}+\left[\frac{\sin \left(\omega_{k} t\right)}{\omega_{k}}\right]^{2}\right)\left[1-J_{0}(k r)\right]\right\} . \tag{4.40}
\end{equation*}
$$

We then use the change of variables $k \rightarrow k / \xi$ to recast this equation under the form:

$$
\begin{align*}
g_{1}(\boldsymbol{r}, t)=\rho_{0} \exp \{ & -\frac{1}{4} \frac{V_{0}^{2}}{\left(g \rho_{0}\right)^{2}} \frac{\sigma^{2}}{\xi^{2}} \int_{0}^{+\infty} \mathrm{d} k k e^{-\frac{k^{2}}{2} \frac{\sigma^{2}}{\xi^{2}}} \\
& \left.\times\left(\left[\frac{1-\cos \left(\tilde{\omega}_{k} \frac{2 c_{s} t}{\xi}\right)}{\tilde{\epsilon_{k}}+1}\right]^{2}+\left[\frac{\sin \left(\tilde{\omega}_{k} \frac{2 c_{s} t}{\xi}\right)}{\tilde{\omega}_{k}}\right]^{2}\right)\left[1-J_{0}(k r / \xi)\right]\right\}, \tag{4.41}
\end{align*}
$$

where $\tilde{\omega}_{k}=\sqrt{\tilde{\epsilon}_{k}\left(\tilde{\epsilon}_{k}+1\right)}$ and $\tilde{\epsilon}_{k}=k^{2} / 4$. Under this form, the physical content of Eq. (4.39) becomes more apparent as we know discuss. First of all, we notice that the decay of the coherence function is controlled by the parameter

$$
\begin{equation*}
\left(\frac{V_{0} \sigma}{g \rho_{0} \xi}\right)^{2} \tag{4.42}
\end{equation*}
$$

The ratio $V_{0} / g \rho_{0}$ being the small parameter of our perturbation theory, this result a priori indicates a slow spatial decay of coherence in the regime considered. As it turns out, however, the decay can be made stronger by tuning the ratio between the correlation length $\sigma$ and the healing length $\xi$. This result has a rather intuitive physical origin: if the typical size of the disorder potential hills (and wells) $\sigma$ is much smaller than the healing length, then the initial density fluctuations it produces will be quickly "smoothed" by the interaction potential, and a large spatial coherence is established. On the other hand, if the typical spatial extent of the initial fluctuations is larger than $\xi$, the smoothing effect of interactions will take longer to settle in.

## Influence of disorder correlations

The ratio $\sigma / \xi$ also appears in the Gaussian exponential in Eq. (4.41), which effectively selects the momenta that participate in the integral. Physically, this can be understood as follow: a disorder with correlation length $\sigma$ will typically produce partial waves of momentum $k \sim k_{\sigma}=1 / \sigma$. Thus, when $\sigma / \xi \gg 1$, we have $k_{\sigma} \ll k_{c}=1 / \xi$. $k_{c}$ being the momentum value that separates the linear, phononic part of the Bogoliubov spectrum from the quadratic part, the choice of this ratio decides which type of excitations plays a role in the dynamics of the system. This is the reason why we originally chose to use a correlated disorder potential in this chapter: the effect of interactions being encoded in the low energy part of the spectrum, we wanted to leave us the possibility to give more weight to the low-lying energy excitations of the system. However, as we will see in the next section where the integral is computed explicitly, the general behavior of the coherence function remains smooth as we turn from a correlated to an uncorrelated potential, the ratio $\sigma / \xi$ only modifying the overall amplitude of $g_{1}$. This is due to the fact that the prefactor (4.42) remains well-defined in the limit of uncorrelated disorder where $\sigma \rightarrow 0, V_{0} \rightarrow \infty$ with the product $V_{0}^{2} \sigma^{2}$ constant, corresponding to $\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}=\gamma \delta\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)$ with $\gamma \equiv V_{0}^{2} \sigma^{2}$.

## Dynamical spreading of correlations

Under the form (4.41), we see that the spatial extent of $g_{1}$ is characterized by two characteristic lengths, the healing length $\xi$ and the dynamic length scale

$$
\begin{equation*}
r_{c}(t) \equiv 2 c_{s} t . \tag{4.43}
\end{equation*}
$$

The ratio of these two lengths, $r_{c}(t) / \xi=2 g \rho_{0} t$, suggests that the short-time dynamics of the gas is governed by the characteristic time $\tau_{g} \equiv 1 / g \rho_{0}$.

At very short times $t \leq \tau_{g}$, we typically have $r_{c}(t) \leq \xi$, and the trigonometric functions in the integrand can be expanded, yielding:

$$
\begin{align*}
g_{1}(\boldsymbol{r}, t) & =\rho_{0} \exp \left\{-t^{2} V_{0}^{2} \frac{\sigma^{2}}{\xi^{2}} \int_{0}^{+\infty} \mathrm{d} k k e^{-\frac{k^{2}}{2} \frac{\sigma^{2}}{\xi^{2}}}\left[1-J_{0}(k r / \xi)\right]\right\} \\
& =\rho_{0} \exp \left\{-t^{2} V_{0}^{2}\left[1-e^{-\frac{r^{2}}{2 \sigma^{2}}}\right]\right\} \tag{4.44}
\end{align*}
$$

$g_{1}$ thus first quickly decays at the scale of of the correlation length $\sigma$, after which it is constant over the whole space, and very close to its initial constant value 1 , as $t V_{0} \geq V_{0} / g \rho_{0} \ll 1$. At such short times, the effect of interactions is not yet visible, and the coherence function strongly resembles that of the initial plane wave.

At longer times $t \gg \tau_{g}$, the two length scales $\xi$ and $r_{c}(t)$ are well separated, and we distinguish two main limits:

- $r \ll r_{c}(t)$. In general, the integral is dominated by values of $k$ such that the argument of the Bessel function is large, $k \gg \xi / r$, up to an upper limit imposed by the Gaussian exponential. In this case, this condition translates into $k \gg \xi / r \gg \xi / r_{c}(t)$. Consequently, the arguments of the sine and cosine functions are typically very large, which leads to very fast oscillations as $k$ increases. Thus, we can in first approximation replace them by their average value over one period $\left\langle(1-\cos (x))^{2}\right\rangle=3 / 2$ and $\left\langle\sin ^{2}(x)\right\rangle=1 / 2$. We obtain a time-independent expression of the coherence function:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq \rho_{0} \exp \left\{-8 \frac{V_{0}^{2}}{\left(g \rho_{0}\right)^{2}} \frac{\sigma^{2}}{\xi^{2}} \int_{0}^{+\infty} \mathrm{d} k \frac{\left(k^{2}+1\right)}{k\left(k^{2}+4\right)^{2}} e^{-\frac{k^{2}}{2} \frac{\sigma^{2}}{\xi^{2}}}\left[1-J_{0}(k r / \xi)\right]\right\} \tag{4.45}
\end{equation*}
$$

When $r \ll \xi$, the argument of the Bessel function is close to 0 and $g_{1}$ can be approximated by a Gaussian :

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq \rho_{0} \exp \left\{-\alpha \frac{r^{2}}{\xi^{2}} \mathcal{H}_{1}\left(\frac{\sigma^{2}}{\xi^{2}}\right)\right\} \tag{4.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{1}{2} \frac{V_{0}^{2}}{g \rho_{0}^{2}} \frac{\sigma^{2}}{\xi^{2}}, \tag{4.47}
\end{equation*}
$$

and $\mathcal{H}_{1}$ is the function defined by

$$
\begin{equation*}
\mathcal{H}_{1}(x)=\frac{(4+6 x) e^{2 x} E_{1}(2 x)-3}{2} \quad \text { with } \quad E_{1}(x)=\int_{x}^{+\infty} \mathrm{d} t \frac{e^{-t}}{t} \tag{4.48}
\end{equation*}
$$

In the opposite limit $r \gg \xi$, we split the integral at the intermediate value $\xi / r$. The integral involving the low values of $k$ is negligible, and, in the other, we can simply neglect the Bessel function, which has large argument. We find that $g_{1}$ decays algebraically:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq \rho_{0}\left[\mathcal{H}_{2}\left(\frac{\sigma^{2}}{\xi^{2}}\right) \frac{\xi}{r}\right]^{\alpha} \tag{4.49}
\end{equation*}
$$

with the same $\alpha$ as in Eq. (4.45), and

$$
\begin{equation*}
\mathcal{H}_{2}(x)=\sqrt{x} \exp \left\{\frac{(1+6 x) e^{2 x} E_{1}(2 x)-3-\gamma_{\mathrm{em}}}{2}\right\} \tag{4.50}
\end{equation*}
$$

where $\gamma_{\mathrm{em}} \simeq 0.577$ is the Euler-Mascheroni constant.

- $r \gg r_{c}(t)$. In this case, the argument of the Bessel function is always very large, and we can neglect it. Similarly to the previous case, we split the integral at $k=\xi / r_{c}(t)$, and show that the term corresponding to large $k$ values dominates. We find that the coherence function does not depend on $r$ within this limit:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t)=\rho_{0} \exp \left\{-\frac{1}{4} \frac{V_{0}^{2}}{\left(g \rho_{0}\right)^{2}} \frac{\sigma^{2}}{\xi^{2}} \int_{0}^{+\infty} \mathrm{d} k k e^{-\frac{k^{2}}{2} \frac{\sigma^{2}}{\xi^{2}}}\left(\left[\frac{1-\cos \left(\tilde{\omega}_{k} \frac{2 c_{s} t}{\xi}\right)}{\tilde{\epsilon_{k}}+1}\right]^{2}+\left[\frac{\sin \left(\tilde{\omega}_{k} \frac{2 c_{s} t}{\xi}\right)}{\tilde{\omega}_{k}}\right]^{2}\right)\right\} . \tag{4.51}
\end{equation*}
$$

Furthermore, if we assume that $r_{c}(t) \gg \xi$ (which is always the case at long enough times), we can again replace the sine and cosine by their averages, and we find

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq \rho_{0}\left[\frac{\mathcal{H}_{2}\left(\frac{\sigma^{2}}{\xi^{2}}\right)}{2} \frac{\xi}{r_{c}(t)}\right]^{\alpha} . \tag{4.52}
\end{equation*}
$$

In the region of large $r$, the coherence function thus displays a plateau that decays algebraically in time, with the same exponent as for the spatial algebraic decay at intermediate $r$.

Our analysis of Eq. (4.41) shows that for a weak disorder such that $V_{0} \ll g \rho_{0}$, the 2 d coherence function displays algebraically decaying correlations that spread in a light-cone fashion, with velocity $2 c_{s}$. A similar 2d algebraic scaling was found in [263], in a configuration where the fluctuations were however encoded in the initial state and not in a disorder potential.

This behavior has also been predicted in other quench-like configurations more commonly encountered in the literature [ $75,89,101,105,264,265]$. In these works however, the initial fluctuations are of quantum or thermal origin. Here, we have shown that this behavior can be
induced by another source of fluctuations, the disorder potential, which can be easily varied experimentally.

Outside of the light cone, $g_{1}$ has a constant value over the whole space, which is reminiscent of the perfect coherence of the initial plane wave. This time-dependent plateau decays algebraically in time.

These results are obviously in strong contrast with the multiple scattering regime, where the Bose gas displays a very low spatial coherence (compare with Eq. (4.11)). Although we are here in an out-of-equilibrium context, notice that the algebraic part of $g_{1}$ is very similar to the one of a 2 d quasi-condensate at thermal equilibrium, which exhibits algebraic quasi-long range order [266], as opposed to the true long-range order of a BEC in 3d condensate (for which $\left.g_{1}(\boldsymbol{r})=1\right)[220,222]$. The presence of this coherent structure is also usually associated with superfluid properties of a fraction of the gas, as observed below the BKT phase transition [60, 260, 267, 268]. Due to these analogies, the decay of $g_{1}$ here observed in a non-equilibrium context is known as prethermalization (see also the discussion of section 4.3.4).

## Comparison with simulations

Within the linearization approach that led us to Eq. (4.41), the disorder fluctuations are described in terms of independent Bogoliubov quasi-particles, which reduce to phonons at low-energy. Using advanced quantum field theories that go beyond the Bogoliubov description, the effect of collisions between these phonons can be taken into account, as was done for example in 1d in [269]. In this work, it was shown that phonon-phonon interactions slowly change the momentum distribution of the particles, and make the system slowly depart from the algebraic regime described here by Eq. (4.49) . While the effect of these collisions remains small at short time, it was found in [263] that even at short time it is necessary to take them into account in order to achieve a quantitative agreement with numerical simulations for $g_{1}$. We account for this change by adding a phenomenological, fitting parameter $\beta(t) / k$ in the second line of Eq. (4.41), which becomes $\left(\beta(t) / k+\left[\left(1-\cos \left(E_{k} t\right)\right) /\left(\epsilon_{k}+2 g \rho_{0}\right)\right]^{2}+\left[\sin \left(E_{k} t\right) / E_{k}\right]^{2}\right)$. The factor $1 / k$ is here introduced somewhat arbitrarily to reduce the weight of phonon collisions at short scale. We have verified that an alternative fitting option, independent of $k$, also allows us to reproduce the numerical results [263], albeit less accurately at short scale. A comparison between Eq. (4.36), modified according to this procedure, and the exact simulations for $g_{1}$, is shown in Fig. 4.4 (parameters are here the same as those in Figs. 4.1d). The agreement is every good, except for the small spatial variations of $g_{1}$ in the vicinity of the light-cone boundary, which are not present in the simulation results. One reason might be a smoothing of these variations due to particle collisions.


Figure 4.4 - Cut along $x$ of the coherence function $g_{1}(\boldsymbol{r}, t)$ in the regime $V_{0} \ll g \rho_{0}$. Symbols show the numerical results obtained at times $t=15 \tau_{\mathrm{NL}}, 30 \tau_{\mathrm{NL}}$ and $60 \tau_{\mathrm{NL}}$ from bottom to top. Solid curves are the theoretical prediction, Eq. (4.36), including a phenomenological $\beta(t) / k$ correction accounting for phonon collisions, as discussed in the main text. Fit values are $\beta\left(15 \tau_{\mathrm{NL}}\right)=-0.0055, \beta\left(30 \tau_{\mathrm{NL}}\right)=-0.094$ and $\beta\left(60 \tau_{\mathrm{NL}}\right)=-0.152$. Insets show cuts along $k_{x}$ of the numerical momentum distributions at the same times (corresponding to Figs. 4.1d-$1-3)$, together with the theory, Eq. (4.53). Here $g \rho_{0}=1.5, V_{0}=0.4, k_{0}=0$, and the chosen system size is $L=250 \pi \sigma$. With these parameters, $\tau_{\mathrm{NL}}=0.67$ and $\sigma / \xi=1.22$.

## Momentum distribution

When $V_{0} / g \rho_{0} \ll 1$, one can expand the exponential in Eq. (4.41), so that the momentum distribution $n_{\boldsymbol{k}}(t)$ at $\boldsymbol{k} \neq 0$ is in first approximation given by the simple law

$$
\begin{equation*}
n_{\boldsymbol{k}}(t) \simeq \rho_{0} B(\boldsymbol{k})\left(\left[\frac{1-\cos \left(\omega_{k} t\right)}{\epsilon_{k}+2 g \rho_{0}}\right]^{2}+\left[\frac{\sin \left(\omega_{k} t\right)}{\omega_{k}}\right]^{2}\right) \tag{4.53}
\end{equation*}
$$

Such a profile consists of concentric rings whose minima are located at positions $k_{n}=$ $(\sqrt{2} / \xi)\left\{-1+\left[1+\left(\pi n / g \rho_{0} t\right)^{2}\right]^{1 / 2}\right\}^{1 / 2}$, where $n$ is a non-zero positive integer. These rings are well visible in the distributions of Figs. 4.1d-1-3. Physically, they originate from both the interference bteween phonons, which are propagating with a phase $\pm \omega_{k} t$, yieding, interference pattern $\sim \cos \left(2 \omega_{k} t\right)$, and between the phonons and the mean field (which has a constant phase), which yield the interference pattern $\sim \cos \left(\omega_{k} t\right)$. The spacing $\sim \pi /\left(c_{s} t\right)$ between the rings decreases in time, signaling that the interfering particles are further and further apart as time grows. Eq. (4.53) is displayed in the inset of Fig. 4.4, together with cuts along $k_{x}$ of the distributions in Figs. 4.1d-1-3 extracted from simulations. The agreement is again very good, in particular for the positions of the minima, indicated by vertical lines.

### 4.3.3 Initial finite velocity

An interesting question is the impact on the previous results of taking finite values for the initial momentum $k_{0}$ of the plane wave. Starting back from Eqs. (4.25) and (4.26), we can derive the $g_{1}$ function for a finite initial momentum $k_{0}<k_{c}$ (see Eq. (4.23))

$$
\begin{align*}
& g_{1}(\boldsymbol{r}, t, \phi)=\rho_{0} \exp \left\{-\alpha \frac{\sigma^{2}}{\xi^{2}} \int_{0}^{+\infty} \mathrm{d} k e^{-\frac{k^{2}}{2}} \frac{\sigma^{2}}{\xi^{2}} \frac{\mathcal{I}_{M}(k, r, \phi)}{k}-i \boldsymbol{k}_{0} \cdot \boldsymbol{r}\right\} \\
& \mathcal{I}_{M}(k, r, \phi)=\frac{1}{\pi} \int_{0}^{\pi} \frac{1-3 M^{2} \cos ^{2} \theta}{\left(1-M^{2} \cos ^{2} \theta\right)^{2}}\left[1-\cos \left[k \frac{r}{\xi} \cos (\theta+\phi)\right]\right] \tag{4.54}
\end{align*}
$$

where $M=\frac{v}{c_{s}}$ is the Mach number associated with the flow of the fluid, and $\phi$ is the angle between the initial $\boldsymbol{k}_{0}$ and the axis along which we look at $g_{1}$. At low Mach numbers $M<1, \mathcal{I}_{M}$ becomes independent of $\phi$, and we can compute Eq. (4.54). Along the direction perpendicular to $k_{0}$, the $g_{1}$ function at $r \ll r_{c}(t)$ is algebraic with the same $\alpha$ (4.47) as before:

$$
\begin{equation*}
g_{1}(\boldsymbol{r}, t) \simeq \rho_{0}\left[e^{\gamma_{\mathrm{em}} / 2} \frac{\sigma^{2}}{\xi^{2}} \frac{\xi}{r}\right]^{\alpha} \tag{4.55}
\end{equation*}
$$

This result is illustrated in Fig. 4.5. It is important to note, however, that in the direction along $\boldsymbol{k}_{0}, g_{1}$ is modified by the extra phase term $i \boldsymbol{k}_{0} \cdot \boldsymbol{r}$, and generally has an anisotropic shape. This means that the coherence function retains a certain memory of this initial condition over


Figure 4.5 - Cut along $y$ (perpendicular to the direction of $\boldsymbol{k}_{0}$ ) of the coherence function $g_{1}(\boldsymbol{r}, t)$ in the superfluid regime for finite $k_{0} \simeq 0.2683$. Symbols show the numerical results obtained at successive times with the same parameters as in Fig. 4.4. Solid curves are the theoretical prediction, Eq. (4.54), including a phenomenological $\beta(t) / k$ correction accounting for phonon collisions, as described in the caption of Fig. 4.4. In this regime, the algebraic decay of $g_{1}$ at low $x$ and the light-cone spreading are still present, the only different with the case of the gas initially at rest $k_{0}=0$ being the spatial modulation in the shape of a "step", preceding the edge of the light cone.
a relatively long time, even after the plateau reaches the edge of the system. Furthermore, when $M>1$, our calculations present some unexplained divergences, indicating a drastic change in the behavior of $g_{1}$, which we also observed numerically.

### 4.3.4 Discussion

We have mentioned in the introduction of the thesis that when an integrable system is slightly perturbed from integrability, its evolution exhibits a two-stage exotic dynamics characterized by well separated time scales [99], with first a fast evolution into a quasi-thermal state, and later a relaxation toward full thermalization. The first "prethermalization process" has recently been generalized to a number of physical systems, both quantum or classical, at high and low energy $[80,98,101,104]$. While a global picture of prethermalization is still lacking, a certain number of characteristics of the phenomenon are commonly accepted and observed, such as a clear separation of time scales, the slow loss of memory of the initial conditions, the emergence of a certain degree of universality during the long metastable evolution, and structural similarities between the quasi-stationary state and the final thermal state [270].

In this chapter, we have considered a weakly interacting quenched Bose gas with a very weak disorder. In the limit of vanishing disorder, the initial plane wave being a stationary state of the Gross-Pitaevskii equation, the gas is in a state of metastable (and non-thermal) equilibrium. The addition of a small disorder brings the system away from this equilibrium. In this sense, we are in a situation of near-integrability, where one could expect the onset of prethermalization. This view of our quench scenario sheds a new light to the results of this chapter. Indeed, we observe that the system first relaxes quickly (on a time scale $\tau_{g} \sim 1 / g \rho_{0}$ ), showing correlations which spread in a light-cone fashion, towards a state which algebraic spatial coherence. A very similar behavior was for instance observed in a series of experiments using 1d quantum gases on a microchip [105, 271, 272]. In these works, a quench was realized by suddenly splitting the cloud in half generates quantum noise, and the phase correlation between the two halves of the gas spread linearly in time during the dynamical evolution, see Fig. 4.6. Just like in our system, in these experiments, once the light cone reaches the edges of the system, $r_{c}(t)=L$, i.e. at time $t=L / 2 c_{s}$, the plateau vanishes ${ }^{3}$ and the $g_{1}$ function is purely exponential (here in 1 d , but purely algebraic in 2 d ), as if the gas was in thermal equilibrium.
Forgetting for a moment the effect of the weak disorder potential, we could thus define an effective temperature $T_{\text {eff }}$ for the gas as a function of the initial quench parameters $V_{0}, g \rho_{0}, \sigma$,
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Figure 4.6 - Left : Experimental phase correlation functions between two atomic clouds at a relative distance $\bar{z}$, resulting from the split of an initially trapped Bose gas in 1d. The bottom (green) line is the theoretical correlation function of the prethermalized state. Right : Position of the crossover distance between the zone where correlations decay, and the zone retaining the initial long-range order of the gas before the splitting as a function of evolution time $t$. The linear behavior reveals the light-cone spreading of correlations. Adapted from [272].
using the relation between the algebraic decay coefficient of a homogeneous superfluid at equilibrium and the thermal de Broglie wavelength $\lambda_{T}$ [273], as well as our expression of $\alpha$ under Eq. (4.46). We will see however in the next chapter that the true equilibrium temperature of the gas, whose relation to the initial parameters is fully determined by the conservation of energy and number of particles, is larger than $T_{\text {eff }}$. The description of our prethermal state using a single effective temperature, however, is a bit at odds with the usual picture of prethermalization for near-integrable quantum systems, where the transient state is described by a generalized Gibbs ensemble (GGE) (i.e. by several effective "temperatures", each associated with the relaxation of a conserved quantity) [73, 89, 102]. Indeed, in the GGE description, several Lagrange multipliers are usually necessary to fully describe the system. In our case, this number reduces to 1 , probably because our system has few conserved quantities. This was also observed in [105], where it was explained by the reduced number of conserved quantities caused by the particular quench protocol.

Note, finally, that the algebraic exponent $\alpha$ of Eq. (4.47) is independent of the precise shape of the disorder spectrum $\tilde{C}(\boldsymbol{k})$. In fact, the whole equation only depends on the small set of parameters $\left\{\xi, \sigma, g \rho_{0}, V_{0}\right\}$ and is thus, to a large extent, universal. This hint at universality is reinforced by the discussion following Eq. (4.47), in which we have shown that the dynamical picture developed here would not change for an uncorrelated disorder potential.

### 4.4 Conclusion

In this chapter, we have described theoretically the short-time dynamics of a 2 d Bose gas, in the limit where the interactions are stronger than the disorder, in contrast with the previous chapters. We have seen that the main differences between the two regimes could be described in term of spatial coherence. The latter is of very short range in the multiple scattering regime, while it becomes long range when interactions are stronger. In the latter case, the disorder essentially induces small density fluctuations, which are coherently enhanced by the interacting potential during the time evolution. The spatial correlation of these fluctuations decays algebraically over a region that spreads linearly in time, at twice the speed of sound. This intermediate state is quickly reached by the system, and presents a certain degree of universality, and strong similarities with a thermal state. This can be understood as a prethermalization process, stemming from the weak breaking of integrability by the disorder potential. In the next and final chapter, we will extend our study to much longer times, through simulations that eventually demonstrate the establishment of full thermalization. This will be the occasion to quantify the associated time scales in the difference regimes we have considered. We will also precisely describe some features of the 2 d equilibrium phase diagram, at finite temperature, which is to our knowledge not fully established yet.

## Chapter 5

## Thermal equilibrium of 2d weakly interacting disordered Bose gases following a quench

## Introduction

In this chapter, we present and discuss simulation results on the properties of a quenched 2d disordered Bose gas as it approaches thermal equilibrium at long time. We again restrict ourselves to the regime of weak interactions, and describe the dynamics of the gas on the basis of the disordered Gross-Pitaesvkii equation. We will see that this choice of a classical approach compels us to discretize space in order to observe thermalization, in contrast to the previous chapters, where we always considered space to be continuous. In this context, we find that the thermalization process is associated with the dynamical formation of a Berezinskii-Kosterlitz-Thouless (BKT) transition [55, 56, 274] for the 2D Bose gas [62, 273]. By varying the initial properties of the latter, as well as the disorder and interaction strengths, we use our simulations to establish the global phase diagram of the disordered gas at thermal equilibrium. In particular, we investigate the effects of disorder on the superfluid-to-normal BKT transition. The access to the full time evolution of the gas, monitored via the coherence function $g_{1}$, allows us to put in perspective the equilibrium phase diagram with the preceding out-of-equilibrium dynamics. Although they are obtained within a classical field description, we do not expect our results to differ from the corresponding many-body description at weak interactions. In this chapter, we set for simplicity $\hbar=1$ and $k_{B}=1$.

### 5.1 Thermalization of a disordered Bose gas

We start by recalling the Bolztmann-like kinetic equation governing the time-evolution of the diffusive modes in a weakly interacting Bose disordered gas in two dimensions, which has
been derived in chapter 2 :

$$
\begin{equation*}
\partial_{t} f_{\epsilon}=\int_{\epsilon_{1}, \epsilon_{2}, \epsilon_{3} \geq 0}^{\mathrm{d} \epsilon_{1} \mathrm{~d} \epsilon_{2}} W\left(\epsilon, \epsilon_{1}, \epsilon_{2}\right)\left[\left(f_{\epsilon}+f_{\epsilon_{3}}\right) f_{\epsilon_{1}} f_{\epsilon_{2}}-f_{\epsilon} f_{\epsilon_{3}}\left(f_{\epsilon_{1}}+f_{\epsilon_{2}}\right)\right] \tag{5.1}
\end{equation*}
$$

where $\epsilon_{3}=\epsilon_{1}+\epsilon_{2}-\epsilon$, and $f_{\epsilon}(t)$ is the occupation number ${ }^{1}$ of the diffusive modes at time $t$. A simple analysis [70] yields the stationary solutions of this equation, which cancel its righthand side. These solutions are candidates for the occupation number at thermal equilibrium, and are of the form

$$
\begin{equation*}
f_{\epsilon}=\frac{T}{\epsilon-\mu} \tag{5.2}
\end{equation*}
$$

where $T$ and $\mu$ are two constants. This distribution, known as the Rayleigh-Jeans distribution, in fact coincides with the low-energy limit of the famous Bose-Einstein distribution

$$
\begin{equation*}
f_{\epsilon}=\left[\exp \left(\frac{\epsilon-\mu}{T}\right)-1\right]^{-1} \tag{5.3}
\end{equation*}
$$

where $T$ and $\mu$ are referred to as respectively the temperature and chemical potential of the gas at equilibrium. This formula is a direct consequence of the indistinguishability of quantum particles. Our classical description being essentially valid in a regime of high degeneracy, it is natural that it describes the low energies of the gas, i.e., $\epsilon \ll T-\mu$. The RayleighJeans distribution (5.2) was originally introduced to describe the spectrum of the blackbody radiation (i.e. the radiation spectrum of an assembly of photons), where it can be computed from classical electrodynamics [275, 276]. In this context, it describes very well the low-energies of the black-body spectrum, but yields unphysical ultraviolet divergence, a phenomenon known as the ultraviolet catastrophe. These issues were corrected by an empirical law, later explained by Planck in 1900 by introducing the quantization of the energy levels [277]. Using this assumption, he derived the law that bears his name, which is the analogue of Eq. (5.3) for an assembly of photons, and correctly describes the high-energy limit of the spectrum.
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### 5.1.1 Temperature and chemical potential

In Eq. (5.2), the temperature and chemical potential are the canonical thermodynamic variables associated respectively with the conservation of total energy $E$ and the conservation of the number of particles $N$. For our quenched 2d Bose gas, these two conservation laws fully determine $T$ and $\mu$ as functions of the initial condition and quench parameters, $\left(g \rho, V_{0}, k_{0}\right)$. They are linked by the conservation laws

$$
\begin{align*}
& N=\int_{\mu}^{+\infty} \mathrm{d} \epsilon \nu_{\epsilon} \frac{T}{\epsilon-\mu}  \tag{5.4}\\
& E=\frac{k_{0}^{2}}{2 m}+g \rho_{0}+\bar{V}=\int_{\mu}^{+\infty} \mathrm{d} \epsilon \nu_{\epsilon} \epsilon \frac{T}{\epsilon-\mu}, \tag{5.5}
\end{align*}
$$

where $\nu_{\epsilon}$ is the disorder-average density of states per unit volume. Note that for Eqs. (5.4) and (5.5) to be defined at all energies, the chemical potential $\mu$ must be smaller than the ground state energy of the system. This is where the disordered and homogeneous case differ: in the presence of a Gaussian disorder for instance, one can always find energy states of arbitrarily low (negative) energy, such that the energy integrals in Eqs. (3) and (4) strictly speaking range from $-\infty$ to $+\infty$. Such states form the so-called Lifshitz tail of the average density of states [278]. They, however, are extremely rare. For this reason, in the following we will consider for simplicity that the energy spectrum is bounded from below by a certain energy $-\delta \epsilon_{\text {disorder }}$, below which the average density of states is negligibly small, as illustrated in the plot in Fig. 5.1. While we do not know the precise value of the lower bound $-\delta \epsilon_{\text {disorder }}$, we can accurately replace it by the chemical potential $\mu$, which is necessary smaller by definition of the occupation number, and therefore yields the same result (this what is done in Eqs. (5.4) and (5.5)). In what follows, we use a Gaussian, uncorrelated disorder potential, with $\bar{V}=0$ and $\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}=\gamma \delta_{\boldsymbol{r}, \boldsymbol{r}^{\prime}} / a^{2}$.

For a given initial number of particles $N$ and total energy $E$, if there exists $T$ and $\mu$ that verify both Eqs. (5.4) and (5.5), then the system will indeed evolve towards a equilibrium thermal state, well-described by the Rayleigh-Jeans distribution (5.2).

### 5.1.2 Ultraviolet catastrophe

Both energy integrals in (5.5) and (5.4) diverge at high energy. These divergences, which correspond exactly to the ultraviolet catastrophe of the black-body radiation spectrum, indicate that, within a classical approach, the gas can, strictly speaking, never thermalize in the continuous limit. To circumvent this issue, in this chapter, we abandon the idea of describing the continuous system as faithfully as possible, and consider a discretized version of the problem, for which the atoms are in a lattice with elementary spatial step $a$. In simulations,


Figure 5.1 - Simulated density of states per unit volume of a 2D Bose gas in a lattice of step $a$, at small (orange curve) and vanishing (blue curve) disorder. The system size is $L=800$ and the lattice spacing is $a=1.5$. For the disordered case, we use a Gaussian, uncorrelated random potential $V(\boldsymbol{r})$ such that $\overline{V(\boldsymbol{r})}=0$ and $\overline{V(\boldsymbol{r}) V\left(\boldsymbol{r}^{\prime}\right)}=\gamma \delta_{\boldsymbol{r}, \boldsymbol{r}^{\prime}} / a^{2}$, and the density of states is averaged over 11520 disorder realizations. For $\gamma \neq 0$, the density of states is approximately bounded within the energy range $\left[\delta \epsilon_{\text {disorder }}, \frac{4}{m a^{2}}+\delta \epsilon_{\text {disorder }}\right]$.
we are thus released from the constraint to choose a discretization step $a$ much smaller than the characteristic length scales of the physical system, as was previously the case. Within this description, the energy spectrum is bounded from above by $\epsilon_{\max }=4 / m a^{2}+\delta \epsilon_{\text {disorder }}$ (see Fig. 5.1, and the discretization of the GPE in Chapter 3), and no divergence is present anymore.

### 5.1.3 Emergence of a quasicondensate at low energy

Using the simulated density of states at finite disorder from Fig. 5.1, we can solve the implicit equation (5.5) for $E$ and $\mu$ (the temperature being a multiplicative factor in both conservation laws, we can initially simply set it to 1 for this analysis). The results are displayed in Fig. 5.2. We see that:

- If the energy $E$ injected in the system is above a certain threshold $E=E^{*}$ (which depends on the disorder strength $\gamma$ ), we can always find a pair $(E, \mu)$ that satisfies the energy conservation law with $\mu<0$, indicating that the system indeed thermalizes towards the corresponding Rayleigh-Jeans distribution. The temperature $T$ is then determined from the other conservation rule (5.4). This regime corresponds to the normal side of the BKT superfluid-to-normal transition.
- The second energy threshold, situated at the central energy of the density of states, is


Figure 5.2 - Couples of solutions $(E, \mu)$ of the equation (5.5) for the conservation of energy, using the simulated density of states from Fig. 5.1 at $\gamma \simeq 0.2$. Below a certain energy $E^{*}$ injected into the system (in our case mostly controlled by initial kinetic energy, and thus the value of $k_{0}$ ), the Rayleigh-Jeans distribution yields no solution for the conservation of energy. Above $E^{*}$, a solution exists, so that the gas lies in a normal thermal phase describes. The threshold $\epsilon_{\mathrm{VH}}$ refers to the energy around which the density of states is symmetric, as a result of the discretization of the system (see text).
an irrelevant consequence of the symmetric behavior of the average density of states around this value (see Fig. 5.1). Due to this symmetry, the situation is the same as in the intermediate energy range, but with a positive $\mu$. Indeed, Eq. (5.5) is left unchanged by the change of variables $\epsilon^{\prime}=4 / m \Delta_{r}^{2}-\epsilon$, with the effective chemical potential $\mu^{\prime}=4 / m \Delta_{r}^{2}-\mu>0$.

- For initial energies below $E^{*}$, there is no value of $\mu$ that satisfies the conservation of energy: the thermal equilibrium cannot be described by the Rayleigh-Jeans distribution. This result signals a breakdown of Eqs. (5.4)-(5.5) due to an accumulation of particles in the low-energy states of the gas, featuring the formation of a quasi-condensate.

Since we do not know the full expression of the atomic occupation number owing to the presence of the quasi-condensate at low energy, especially in the presence of disorder, we cannot derive the equilibrium temperature and chemical potential from the initial parameters using the conservation laws as in the normal regime. In the next section, devoted to the construction of the long-time equilibrium phase diagram, we will thus determine them with an alternative numerical method.

### 5.2 Full time evolution of the coherence function

To grasp an intuitive picture of the dynamics of the gas, from the initial quench, in both disorder and interactions, to its final thermal equilibrium, we show in the left plots of Figs. 5.3 and 5.4 snapshots of the coherence function $g_{1}$ of the gas at successive times, respectively for $V_{0}<g \rho_{0}$ and $V_{0}>g \rho_{0}{ }^{2}$. Aside from the stronger discretization of space, the former corresponds exactly to the regime described in chapter 4 , while the latter is the multiple scattering regime of chapters 1 and 2 . As previously done in chapter 4 , we define a characteristic time scale for the short-time dynamics of the gas when interactions effects dominate:

$$
\begin{equation*}
\tau_{g} \equiv 1 / g \rho_{0} \tag{5.6}
\end{equation*}
$$

### 5.2.1 Interactions larger than disorder

The left plot of Fig. 5.3 shows cuts along $x$ of the isotropic $g_{1}$ coherence function in the case where the initial interaction energy $g \rho_{0}$ is much larger than the disorder strength $V_{0}$. At short times, the light-cone spreading of density correlations is visible. Notice, however, that as compared to chapter 4 here disorder is uncorrelated. We see that the coherence function decays algebraically at all times. The right plot shows the long-time evolution of the algebraic exponent $\alpha(t)$. It indicates that during a relatively long pre-thermal regime, $\alpha(t)$ decreases very slowly, until it eventually saturates at long time. This saturation is the hallmark of a full thermalization of the quenched Bose gas. The algebraic decay of $g_{1}$, here observed at long time, indicates that, for the initial parameters chosen $\left(k_{0}, g \rho_{0}, \gamma\right)$, the Bose gas reaching thermal equilibrium behaves as a quasi-condensate, i.e. it displays a quasi long-range order. This behavior, as we will see below, is also associated with a finite superfluid fraction.

Note that due to the periodic boundary conditions, the coherence function computed at long times is affected by the superposition of spurious coherent waves that have reached the edge of the system and constructively interfere with themselves. This numerical artifact leads to large variations of the coherence near the edge of the system. To reduce this effect, the plots of the coherence function are averaged over simulations results using different system sizes, which averages out the stray interference. The error bars in the right plot of Fig. 5.3 correspond to the standard deviation of the slopes obtained with this procedure. It also proves that the shape of our simulated $g_{1}$ functions is globally independent of the system size at all times.
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Figure 5.3 - Left: Full time evolution of the $g_{1}$ function obtained with the initial quench parameters $k_{0}=0, \gamma \simeq 0.2$ and $g \rho_{0}=1.0$. Here, $V_{0}=\sqrt{\gamma}>g \rho_{0}$ and we are thus close to the prethermal regime of chapter 4 . The results are averaged over system sizes from $L=340$ to $L=400$, by steps of 5 , to avoid unwanted noise near $x=L$, caused by the boundary conditions (see main text). Right: algebraic exponent $\alpha(t)$, extracted from the slope of the $g_{1}$ function in log-log plot for the same parameters, starting at the first time where the fit by an algebraic law is conclusive. The error bars indicate the standard deviation of the measured value of $\alpha(t)$ over the set of different system sizes.

### 5.2.2 Disorder larger than interactions

In the left panel of Fig. 5.4, we plot the time evolution of $g_{1}$ in the opposite regime where disorder effects dominate the dynamics, $V_{0}>g \rho_{0}$, and for a finite value of $k_{0}$. We observe at short times the speckle correlation where $g_{1} \propto J_{0}\left(k_{0} r\right) \exp (-r / \ell)$, and at long times an exponential decay of $g_{1}$. The latter corresponds to the normal-fluid phase discussed in the previous section, associated with a relatively high temperature. This long-time behavior could have been expected because the energy of the system is in this case much higher due to the finiteness of $k_{0}$. The right plot of Fig. 5.4 shows the time evolution of the exponential decay length. We observe that thermalization is much faster in this case. This is due to the absence of a prethermal regime, which is expected because the system is very far from integrability when disorder is stronger. As in the previous section, the plot is also averaged over simulations results using several system sizes. The error bars in the right plot of Fig. 5.4 show that the exponential decay length is roughly insensitive to the system size.


Figure 5.4 - Left: Full time evolution of the $g_{1}$ function obtained with the initial quench parameters $k_{0}=0.75, \gamma \simeq 0.2$ and $g \rho_{0}=0.003$, thus in the multiple scattering regime of chapters 1 and 2. The results are again averaged over system sizes starting at $L=350$ up to $L=400$, by steps of 5 . Right: exponential decay length $\mathcal{L}(t)$, extracted from the $g_{1}$ functions at different times, in a log-plot for the same parameters, starting at the first time where the fit by an exponential law is conclusive. The error bars indicate the standard deviation of the measured value of $\mathcal{L}(t)$ over the set of different system sizes.

### 5.3 Equilibrium phase diagram of the 2d disordered Bose gas

In this section, we numerically establish the temperature-disorder equilibrium phase diagram of our 2d disordered Bose gas by analyzing the long-time thermal state reached by the system for various initial quench parameters. We assume that thermal equilibrium is reached when the simulated $g_{1}$ function becomes independent of time in a chosen spatial window. A more precise criterion will be given in Section 5.3.3, where we provide an estimation of the thermalization time over the phase diagram.

### 5.3.1 Determination of $T$ and $\mu$

To place data points on the phase diagram, we need to know the values of the temperature $T$ and the chemical potential $\mu$ of the thermal equilibrium reached for every given set of initial quench parameters $\left(V_{0}, g \rho_{0}, k_{0}\right)$. As explained in the introduction, in general we cannot simply infer these values from the conservation laws (5.4) and (5.5), due to the presence of a quasi-condensate for a certain set of initial conditions. Instead, for each set of parameters, we compute the time evolution of both $g_{1}(\boldsymbol{r}, t)$ and the energy distribution $f_{\epsilon}(t) \nu_{\epsilon}$. While a direct numerical computation of the occupation number $f_{\epsilon}(t)$ is complicated, the energy distribution can be obtained by a rather simple numerical procedure: we start by propagating the initial plane wave $\left|\boldsymbol{k}_{0}\right\rangle$ using the numerical scheme of chapter 3, up to the desired measurement


Figure 5.5 - Examples of simulated inverse occupation numbers $f_{\epsilon}^{-1}$ at thermal equilibrium, with fixed initial parameters $k_{0}=0.45$ and $g \rho_{0}=0.1$ and for different values of the disorder strength $\gamma$. At high energies, the data are perfectly fit by a Rayleigh-Jeans distribution. Note that we are here in the superfluid region of the phase diagram, such that, according to equation (5.8), the measured chemical potential is equal to $-2 g \rho_{0}+\mu$, where $\mu$ is the chemical potential introduced in the Bogoliubov description of the gas.
time $t$. Once we obtain the propagated state $|\psi(t)\rangle$, we use it as the initial state for a new propagation, this time with $g=0$. We then compute the Fourier transform with respect to time of the real part of the autocorrelation function obtained for this propagation, as we did in chapter 3 to compute spectral functions. One can show that this procedure yields the energy distribution of the gas at time $t$. Then, to extract the occupation number $f_{\epsilon}$ from the numerical energy distribution $f_{\epsilon}(t) \nu_{\epsilon}$, we cannot simply divide it by the simulated density of states $\nu_{\epsilon}$. Indeed, on the edges of the energy spectrum, the latter takes values very close to 0 , of the order of the precision of our algorithm. Thus, the ratio $f_{\epsilon}(t) \nu_{\epsilon} / \nu_{\epsilon}$ is not well-controlled, and displays very large fluctuations. In practice, we prefer to plot the inverse occupation number $f_{\epsilon}(t)^{-1}$ obtained by the product $\nu_{\epsilon} \times\left(\nu_{\epsilon} f_{\epsilon}\right)^{-1}$. At large enough energy, this quantity always scales like $\epsilon / T-\mu / T$ (see the remark at the end of this section), giving access to $T$ and $\mu$ from a simple fit. The behavior of $f_{\epsilon}$ at low energy is of course more complicated, but we do not need it in our approach. An illustration of this procedure in given in Fig. 5.5.

In practice, this way of extracting the final temperature and chemical potential sets a lower limit for the value of the disorder parameter $\gamma$ providing reliable results. Indeed, when the
mean free path of a given diffusive mode $\ell_{k} \sim k / \gamma$ starts to exceed the system size, the partial wave amplitudes propagating with momentum $k$ in the medium - which typically decay as $\exp \left(-r / \ell_{k}\right)$, see equation (1.44)- become non-negligible as they reach the edges of the system, which causes them to self-interfere because of the boundary conditions. This makes the temporal autocorrelation of the wavefunction increase by a constant amount, which translates into parasitic oscillations in the energy distribution. This problem is all the more present when probing long times, as the momentum distribution spreads out, and modes of high momenta associated with a large mean free path are populated. A good condition for this effect to be negligible is that the mean free path associated with the maximum possible value of the momentum, $\ell_{\max }=\pi /(a \gamma)$, is smaller than $L / 10$, i.e for $\gamma \geq 10 \pi /(a L)$. Note that whenever this condition is fulfilled, we checked that the computed temperature and chemical potential have a very weak dependence on the size of the system, indicating that the system is very close to the true thermodynamic limit.

Remark In the above description of our numerical computation of the temperature and chemical potential, we stated that at large energies, the occupation number $f_{\epsilon}$ is always described by the Rayleigh-Jeans distribution. While this is obvious for the normal phase, i.e. when the amount of energy injected in the system is above the energy threshold $E^{*}$ from Fig. 5.2, this result is less trivial in the phase where a quasi-condensate is present, as we do not know a priori the expression of the energy distribution. We present here a very succinct justification of this statement. The phenomenon of quasi-condensation in two dimensions is predicted by the Bogoliubov theory [256, 279], which describes the interacting Bose gas by a non-interacting gas of quasiparticles. Within this framework, the conservation of the number of particles is also ensured by the introduction of a chemical potential $\mu$, and, for a continuous dispersion relation of the quasiparticles, reads $\omega_{k}=\sqrt{\epsilon_{k}\left(\epsilon_{k}+2 \mu\right)}$, where $\epsilon_{k}=k^{2} / 2 m$, and $\mu=g \rho_{0}$ [279]. The latter equality follows from the Hugenholtz-Pines theorem which states that in a uniform system, the phononic spectrum is gapless (i.e. $\lim _{k \rightarrow 0} \omega_{k} \rightarrow 0$ and $\omega_{k}=0$ ) [280], and still holds in the presence of disorder [281]. The occupation number for the Bogoliubov quasiparticles then reads

$$
\begin{equation*}
f_{\epsilon_{k}}^{*}=\frac{T}{\omega_{k}} \tag{5.7}
\end{equation*}
$$

which, at large energies $\epsilon \gg \mu$, coincides with the Rayleigh-Jeans distribution (5.2) with chemical potential equal to $-\mu$, as $\omega_{k} \sim \epsilon_{k}+\mu$. In our (non-uniform) lattice system, the value of the chemical potential is not set by $\mu=g \rho_{0}$, and can instead take arbitrary values. In this case, the Bogoliubov dispersion relation thus has the general form $\omega_{k}=\sqrt{\left(\epsilon+3 g \rho_{0}-\mu\right)\left(\epsilon+g \rho_{0}-\mu\right)}$ and the occupation number is still given by Eq. (5.7) [281]. Inverting the Bogoliubov transformation, we obtain the occupation number of the atoms in the limit of large energies, which is still described by the Rayleigh-Jeans distribu-
tion, this time with an effective chemical potential $-2 g \rho_{0}+\mu$ :

$$
\begin{equation*}
f_{\epsilon \gg \mu}=\frac{T}{\epsilon+2 g \rho_{0}-\mu} . \tag{5.8}
\end{equation*}
$$

This demonstrates that the occupation number $f_{\epsilon}$ has the form of a Rayleigh-Jeans distribution at large energies both in the normal and in the quasi-condensate phases (see Fig. 5.5).

### 5.3.2 Equilibrium phase diagram

We now have everything we need to build the long-time equilibrium phase diagram originating from the quenched plane-wave state. We have performed long-time numerical propagations over a wide range of initial parameters $\left(\gamma, k_{0}\right)$, at fixed (small) interaction strength $g \rho_{0}=0.1$, discretization $a=1.5$ and system size $L=400$, and measured both the coherence function and the energy distribution of the gas, up to a time of $t_{\max }=10^{4} \tau_{g}$. At such long times, the coherence function is time independent for most choices of parameters.

To characterize the equilibrium phase reached after the evolution, we use the following empirical procedure. Starting from the somewhat arbitrary length $3 \xi$, where $\xi=1 / \sqrt{g \rho_{0}}$ is the healing length, we fit a cut of the $g_{1}$ function along the $y$-axis (i.e., perpendicular to the initial $\boldsymbol{k}_{0}$ ) by an algebraic law and an exponential law, up to the length $L-20 \xi$ to avoid the noise stemming from the use of periodic boundary conditions, as previously explained. If the algebraic fit is successful, i.e., with an estimated relative error on the fit parameters of less than $1 \%$, we conclude that the gas lies in the superfluid phase, indicated in blue in Fig. 5.6. If, on the contrary, the exponential fit is not successful, then we conclude that the gas lies in the normal phase, indicated in orange. In between these two cases, the distinction becomes less clear and we are in a transition zone between superfluid and normal fluid, which in two dimensions is known as the BKT transition. As shown in Fig. 5.7, close to the transition, the $g_{1}$ function is not completely algebraic nor exponential. This defines a zone (represented in green in Fig. 5.6), where both fits may work approximately. On the normal side, we simply consider that the gas is in a normal fluid state when the exponential fit is nearly perfect, for values of $g_{1}$ above $10^{-2}$. This criterion yields a precise distinction between the two phases because the characteristic decay length of the exponential diverges very sharply as we approach the critical temperature (see section 5.4.3). On the other side of the green area, where $g_{1}$ decays rather slowly, things are less clear, and relying on the accuracy of the algebraic fits yields a blurry separation between the blue and the green zone. However, we have noticed that the log-log plot of the coherence function at low values of $r$ suddenly changes from concave to convex as it approaches the BKT transition from the superfluid size (see Fig. 5.7). We take this change of convexity as our criterion for the distinction between the blue and the green zones. This empirical procedure yields a rather wide "transition" zone, which is expected to contain the critical temperature of the BKT transition. This statement
is confirmed by a good agreement with theoretical prediction of the critical temperature (or critical disorder), represented by the dotted line in Fig. 5.6. The derivation of this prediction is the topic of the next section.

The curvature of the BKT transition line shows the impact of disorder on the critical temperature. Note that the regime where prethermalization is to be expected, as in Fig. 5.3, lies far below the lower left corner of this diagram, for which the lowest value of the disorder strength we considered is $\gamma \simeq 0.023$, yielding a ratio $\gamma / g \rho_{0} \simeq 0.23$. The multiple scattering regime of Fig.5.4, on the other hand, is situated very far beyond the top right corner of the diagram.

Finally, we have checked that the general shape of this diagram is unaffected by small variations of the value of the interaction strength, nor by for slight changes of the discretization.

## Behavior at large disorder strength

The area void of data points in the top left corner of Fig. 5.6 is unreachable when starting from an initial plane-wave state. Indeed, at fixed $k_{0}$, we have found that the final temperature $T$ approximately increases linearly with $\gamma$, leading to curved trajectories on the $\gamma-T$ diagram. The behavior of data points with the lowest initial kinetic (and thus total) energy, $k_{0}=0$, for increasing values of $\gamma$ is indicated on the diagram and sets a limit for the lowest temperatures that can be reached. Coincidentally, we have noticed that this limit approximately coincides with the many-body localization-delocalization (MBDLT) transition line predicted in [65], which is most probably not contained within the classical-field description.

## Slow thermalization area

In practice, we have been able to find a reliable, time-independent equilibrium state for almost all data points shown in the phase diagram. The exception is the zone indicated by the darker blue dots on the left side of the superfluid region. Indeed, in this region, we have observed that thermalization seems to be very long compared to the rest of the diagram. Specifically, it was not reached at $t=t_{\text {max }}$, the $g_{1}$ function displaying an algebraic decay only in a limited region of space. This motivated us to perform simulations over even longer times for some of these points, of the order of $t=10^{6}=10 t_{\max }$. These simulations, displayed in Fig. 5.8, reveal that within this region, the dynamics of the gas is very slow, and looks almost stationary after a certain time. This suggests that if thermal equilibrium is indeed reached, it will take a very long time. Even more puzzling, this odd behavior completely vanishes for a very slight change of the initial $k_{0}$ on the left of the region. We do not currently have a satisfactory explanation for these observations.


Figure 5.6 - (Quasi-)Equilibrium phase diagram of the 2d, quenched disordered Bose gas obtained after the temporal evolution is completed. Each point in the diagram is obtained by propagating an initial plane wave of wavevector $\boldsymbol{k}_{0}$ in a Gaussian uncorrelated disorder potential of strength $\gamma$ and with an interaction strength $g \rho_{0}$ for a sufficiently long time, so that the $g_{1}$ spatial correlation function of the gas becomes independent of time. At this point, we assume that the system has reached thermal equilibrium, and the thermodynamic quantities $T$ and $\mu$ are extracted from the energy distribution $f_{\epsilon}$, which is assumed to follow a RayleighJeans distribution $T /(\epsilon-\mu)$ at high energy. The blue crosses refer to an algebraically decaying $g_{1}$ (the dark blue dots show cases where full thermalization has not yet been reached, dee Fig. 5.8), while orange crosses correspond to the normal phase, with exponentially decaying $g_{1}$. The green dots lie in the vicinity of the BKT transition, and fall in none of the two previous categories. The presented data are computed for values of $\gamma$ comprised between 0.023 and 1.1, and values of $k_{0}$ from 0.0 to 1.0. The dashed black curve is a theoretical prediction for the BKT transition, obtained by solving implicitly Eq. (5.20). The rectangle around $\gamma=0.3 \pi g \rho_{0}$ and $T=6 g \rho_{0}$ corresponds to the plots shown in Fig. 5.7, while the small ellipsis in the superfluid zone corresponds to the plots of Fig. 5.8.


Figure 5.7 - Examples of $g_{1}$ functions of the gas at $t=t_{\max }$, in the three different phases of the phase diagram, at fixed disorder strength $\gamma=0.14$ and for different values of $k_{0}$ indicated in the left plot (and thus different final temperatures). From top to bottom, these curves correspond to the four points (from left to right) highlighted by a grey rectangle in the phase diagram in Fig. 5.6, colors being chosen accordingly. The left plot is in log-log scale, and the right one is the same in semilog scale. One can see the change from convex to concave in the $\log -\log$ representation of $g_{1}$, as we go from the superfluid to normal side.


Figure 5.8 - Two examples of the time-evolution of $g_{1}$, corresponding to the circled dark blue crosses in the blue (superfluid) area of the phase diagram in Fig. 5.6. In both plots, the disorder strength is fixed at $\gamma=0.09$, and $g \rho_{0}=0.1$. The initial momentum for the left plot is $k_{0}=0.16$, and $k_{0}=0.2$ for the right plot. Despite the algebraic behavior of $g_{1}$ over short length scales, the coherence function does not look thermal around $y=L$, even though the propagation time goes up to $10 t_{\max }=10^{5} \tau_{g}$. The dynamics of $g_{1}$ in this zone is extremely slow, suggesting a very large thermalization time. As a comparison, on the edges on the zone formed by the dark blue crosses in Fig. 5.6, the $g_{1}$ functions already look thermal (i.e. algebraic over the whole system) and time independent at times of the order of $10^{4} \tau_{g}$.

### 5.3.3 Thermalization time

The findings of the previous subsection are an invitation to put in perspective the equilibrium phase diagram and the dynamical evolution that precedes it. To this aim, we have tried to compute the thermalization time associated with each data point. However, finding a proper definition of the thermalization time is a difficult task, for several reasons:

- When $g_{1}$ decreases slowly in space, such that it takes non-negligible values at the edge of the system, the time at which the coherence function looks time independent heavily depends on $L$. For example, suppose we take as a condition for the system to be thermalized that the algebraic exponent $\alpha$ (measured in an intermediate spatial zone, as discussed above) does not change by more than $1 \%$ over $10 \%$ of the propagation time. Then, for a smaller system, for which the fitting zone is smaller, it is clear that this condition will be fulfilled at an earlier time (see, e.g., the shape of $g_{1}$ in the non-thermal regime in Fig. 5.8). A proper definition of the thermalization time would thus require to run simulations over system sizes such that the $g_{1}$ becomes close to 0 at the edge, while being completely algebraic over the whole space. This would require huge system sizes $L$, which is way beyond our computational resources. Of course, this issue is much less stringent in the normal phase, where the coherence function decays exponentially, so that we can define a reliable, size-independent thermalization time by applying a similar prescription to the decay length $\mathcal{L}$.
- We have nevertheless tried to compute thermalization times at our fixed volume $L=$ 400 , using the " $1 \%$ over $10 \%$ " condition of the last paragraph, for both $\alpha$ and $\mathcal{L}$. In practice, however, we have found there are noticeable consistency issues between the thermalization times in the superfluid and normal region: the fluctuations of the values of $\alpha$ and $\mathcal{L}$ around their equilibrium value are different, so using the same criterion for both cases yields conflicting results.
To circumvent these issues, we have chosen another condition for thermal equilibrium, equivalent for all three phases. The thermalization time $\tau_{\text {th }}$ is assumed reached when the difference of the area under two successive curves in the fit region does not vary by more than $5 \%$ over $10 \%$ of the total propagation time. In the superfluid and normal phases, this condition is complemented by the fact that the $g_{1}$ function is well-fitted by an algebraic or exponential law. This procedure yields the values of $\tau_{\text {th }}$ in the density plot in Fig. 5.9. These results reflect the general shape of the "out-of-equilibrium" phase diagram. In particular, they show a jump of the thermalization time when going through the transition region. Then, in the normal phase, the thermalization time drops very quickly as we stray away from the BKT transition.


Figure 5.9 - Reduced version of the phase diagram in Fig. 5.6 with the same parameters except the lowest value of $\gamma$. On the diagram is superimposed a density plot of the thermalization times at fixed system size $L=400$, estimated with the method described in the main text. The error on the values of $\tau_{\text {th }}$ is at least of the order of $200 \tau_{g}$, which is the time interval between the snapshots of the $g_{1}$ functions we used. Nevertheless, the diagram shows a consistent general behavior of the thermalization time, approximately constant in the superfluid region except for the zone of very long thermalization discussed in section 5.3.2. Around the BKT transition, the thermalization time seems to increase slightly, before dropping by an order of magnitude in the bulk of the normal fluid phase.

### 5.4 Properties of the BKT transition in the presence of disorder

In the superfluid phase of the 2d Bose gas at finite temperature, it is well known that only a certain fraction of the gas, associated with the quasi-condensate structure, exhibits a superfluid behavior, while the thermal atoms behave as a normal fluid: the total density of the gas $\rho_{0}$ is the sum of a superfluid density $\rho_{s}$ (or superfluid fraction) and a normal density $\rho_{n}[54,260,282-284]$. In the homogeneous case, the superfluid fraction of the gas, equal to 0 in the high-temperature normal phase, undergoes a sudden jump at the exact BKT transition, described by the Nelson-Kosterlitz relation [285]:

$$
\begin{equation*}
\rho_{s}\left(T_{\mathrm{BKT}}\right)=\frac{2 m}{\pi} T_{\mathrm{BKT}} . \tag{5.9}
\end{equation*}
$$

As the temperature decreases further, more and more atoms join the quasi-condensate, and the superfluid fraction is generally expected to increase [286]. Note, however, that a direct measurement of the superfluid fraction of quantum gases is a complex experimental problem, and appears to be still lacking in the 2 d case [68, 283]. In this section, we give some insight on how this homogeneous picture is modified in the presence of disorder, in the context of our discrete system. We start by deriving a theoretical expression of the critical disorder as a function of the temperature (and conversely), leading to the BKT critical line that matches well the green area of the numerical phase diagram in Fig. 5.6. We then verify numerically that the Nelson-Kosterlitz relation still holds in the presence of disorder, using our estimate of the disorder dependence of the critical temperature $T_{\mathrm{BKT}}(\gamma)$ and of the superfluid fraction $\rho_{s}(\gamma)$ through the algebraic decay of the $g_{1}$ function. Finally, we examine another characteristic feature of the BKT transition: the sharp divergence of the characteristic coherence length $\mathcal{L}$ as we approach the transition from the normal side. This divergence appears to scale in a universal way with the disorder-modified critical temperature

### 5.4.1 Theory : BKT transition line in disorder

For this derivation, we closely follow the reasoning developed in [65] and [281], and adapt it to our discrete system.

## Weak disorder

In the presence of a weak external disorder such that $\gamma \ll g \rho_{0}$, the expression for the normal (non-superfluid) density of a 2-dimensional weakly interacting Bose gas has been derived in [287], in the Bogoliubov framework, by computing the static linear response function of the system, which naturally separates into a normal and a superfluid part [288]:

$$
\begin{equation*}
\rho_{n}=\frac{\rho_{0}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \frac{\tilde{\mathcal{C}}(\boldsymbol{k})}{\left(g \rho_{0}+\epsilon_{\boldsymbol{k}} / 2\right)^{2}}-\int \frac{\mathrm{d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \epsilon_{\boldsymbol{k}} \frac{\partial f_{\omega_{\boldsymbol{k}}}^{*}}{\partial \omega_{\boldsymbol{k}}} \equiv \rho_{n}^{\mathrm{dis}}+\rho_{n}^{\mathrm{hom}} \tag{5.10}
\end{equation*}
$$

where $\epsilon_{k}$ is the kinetic energy of the particles, $\omega_{k}=\sqrt{\left(\epsilon_{k}+3 g \rho_{0}-\mu\right)\left(\epsilon_{k}+g \rho_{0}-\mu\right)}$ the Bogoliubov dispersion relation, $f^{*}$ the occupation number of the quasiparticles (5.7), and $\tilde{\mathcal{C}}(\boldsymbol{k})$ the power spectrum of the disorder. We recall that for a discrete system, the kinetic energy reads

$$
\begin{equation*}
\epsilon_{k_{x}, k_{y}}=\frac{2-\cos \left(k_{x} a\right)-\cos \left(k_{y} a\right)}{m a^{2}} . \tag{5.11}
\end{equation*}
$$

In what follows, we keep the integral notations for clarity, but strictly speaking they should be replaced by discrete sums over the momenta (and energies) allowed by the system. In the second equality, we defined $\rho_{n}^{\text {dis }}$ and $\rho_{n}^{\text {hom }}$, respectively as the disorder and homogeneous contributions to the normal density. For a Gaussian uncorrelated potential, the disorder power spectrum from the first integral is

$$
\begin{equation*}
\tilde{\mathcal{C}}(\boldsymbol{k})=\gamma . \tag{5.12}
\end{equation*}
$$

Substituting this into the expression of $\rho_{n}^{\text {dis }}$ in Eq. (5.10) yields, after switching from momenta to energy in the integrals,

$$
\begin{align*}
& \rho_{n}^{\mathrm{dis}}=\frac{\rho_{0} \gamma}{2} \int \mathrm{~d} \epsilon \frac{\nu_{\epsilon}}{\left(g \rho_{0}+\frac{\epsilon}{2}\right)^{2}}=\frac{m \rho_{0} \gamma}{4 \pi g \rho_{0}} I_{1}\left(g \rho_{0}, \gamma, a, \mu\right)  \tag{5.13}\\
& I_{1}\left(g \rho_{0}, \gamma, a, \mu\right)=\int \mathrm{d} \epsilon \frac{g \rho_{0} \nu_{\epsilon} / \nu}{\left(g \rho_{0}+\frac{\epsilon}{2}\right)^{2}}, \tag{5.14}
\end{align*}
$$

where the integrals run over all the energies allowed by the density of states. The quantity $\nu=m /(2 \pi)$ is the free-space density of space of the continuous system. We have introduced the dimensionless constant $I_{1}$, which depends on the interaction strength $g \rho_{0}$, the spatial discretization $a$ and the chemical potential $\mu$. Its dependence on the disorder strength $\gamma$, through the modification of the density of states, is negligible at weak disorder. The other contribution, $\rho_{n}^{\text {hom }}$, corresponds to the normal fraction of the thermal part of the gas in the homogeneous case. The quasiparticle occupation number $f_{\epsilon}^{*}$ is given by (5.7), and the integral is taken from $\mu$ to the maximum energy set by the discretization, $\epsilon_{\max }=4 / m a^{2}$. The derivative is easily performed and we obtain

$$
\begin{align*}
& \rho_{n}^{\text {hom }}=-\int \mathrm{d} \epsilon \nu_{\epsilon} \epsilon \frac{\partial f_{\omega}}{\partial \omega}=\frac{m T}{2 \pi} I_{2}\left(g \rho_{0}, \gamma, a, \mu\right)  \tag{5.15}\\
& I_{2}\left(g \rho_{0}, \gamma, a, \mu\right)=\int \mathrm{d} \epsilon \frac{\nu_{\epsilon} / \nu}{\epsilon+4 g \rho_{0}-2 \mu} \tag{5.16}
\end{align*}
$$

where $I_{2}$ is another dimensionless constant, which depends on the same parameters as $I_{1}$. Using our simulated values for $T, \mu$ and for the density of states $\nu_{\epsilon}$, we can numerically compute $I_{1}$ and $I_{2}$, which yield the normal fraction of the gas (5.10) at each point of the phase diagram as :

$$
\begin{equation*}
\rho_{n}=\rho_{n}^{\mathrm{dis}}+\rho_{n}^{\mathrm{hom}}=\frac{m \rho_{0} \gamma}{4 \pi} I_{1}+\frac{m T}{2 \pi} I_{2}, \tag{5.17}
\end{equation*}
$$

To obtain an expression for the critical disorder of the BKT transition, we make the assumption that the Nelson-Kosterlitz relation (5.9) is still valid in the presence of disorder, as we approach the transition from the superfluid phase:

$$
\begin{equation*}
\rho_{s}(T)=\frac{2 m}{\pi} T \quad \text { at } \quad T=T_{\mathrm{BKT}} . \tag{5.18}
\end{equation*}
$$

This assumption will be verified using simulation data in the next subsection. Using the decomposition of the gas density into a normal and a superfluid part, we obtain, at $T \sim T_{\mathrm{BKT}}$,

$$
\begin{equation*}
\rho_{n}=\rho_{0}-\rho_{s}=\rho_{0}\left(1-4 \frac{T}{T_{d}}\right) \tag{5.19}
\end{equation*}
$$

where $T_{d}=2 \pi \rho_{0} / m$. From Eqs. (5.19) and (5.17), we obtain the following expression for the critical disorder strength $\gamma^{*}$ :

$$
\begin{equation*}
\gamma^{*}=\frac{4 \pi}{m I_{1}}\left[1-\frac{T_{\mathrm{BKT}}}{T_{d}}\left(4-I_{2}\right)\right] . \tag{5.20}
\end{equation*}
$$

At weak disorder, $I_{1}$ and $I_{2}$ depend very weakly in the disorder strength $\gamma$, and are easily computed at a given interaction strength $g \rho_{0}$ from the simulated density of states, and the numerical values for $\mu$, using expressions (5.14) and (5.16). Then, we solve implicitely Eq. (5.20) for pairs of solutions $\left(\gamma^{*}, T_{\mathrm{BKT}}\right)$. This yields the lower half of the dashed transition curve in Fig. 5.6. Note that in the continuous case, $\epsilon_{\max } \simeq T$ in $I_{2}, \mu=g \rho_{0}$, and $\nu_{\epsilon} \simeq \nu$ (see the remark at the end of section 5.3.1), so that we recover, in the limit of weak interactions $T \gg g \rho_{0}$,

$$
\begin{align*}
& I_{1}=\int_{0}^{+\infty} \frac{1}{\left(g \rho_{0}+\frac{\epsilon}{2}\right)^{2}}=\frac{2}{g \rho_{0}},  \tag{5.21}\\
& I_{2}=\int_{0}^{T} \mathrm{~d} \epsilon \frac{1}{\epsilon+2 g \rho_{0}} \simeq \ln \left(\frac{T}{g \rho_{0}}\right), \tag{5.22}
\end{align*}
$$

which yields the same expression as in Ref. [65]:

$$
\begin{equation*}
\epsilon^{*}\left(T_{\mathrm{BKT}}\right)=2 g \rho_{0}\left[1-\frac{T}{T_{d}} \ln \left(e^{4} \frac{T}{g \rho_{0}}\right)\right], \tag{5.23}
\end{equation*}
$$

with $\epsilon^{*}=m \gamma / \pi$. In the absence of disorder, $\epsilon^{*}=0$, Eq. (5.23) gives for the critical temperature $T_{\mathrm{BKT}} \simeq T_{d} / \ln \left(e^{4} T / g \rho_{0}\right)$, which is very close to the value obtained by MonteCarlo simulations in [58]: $T_{\mathrm{BKT}} \simeq T_{d} / \ln \left(\xi T / g \rho_{0}\right)$, with $\xi \simeq 60$. According to Ref. [65], in the regime of weak disorder $\gamma \ll g \rho_{0}$, Eq. (5.23) yields values of the critical temperature which agree within $20 \%$ with the results of the Monte-Carlo numerical approach developed in [66].

## Stronger disorder

As the disorder is stronger, $\gamma \sim g \rho_{0}$, the constants $I_{1}$ and $I_{2}$ start to depend on the disorder strength in a non-negligible way, through the modification of the density of stats $\nu_{\epsilon}$. As a result, equation (5.20) becomes implicit in the critical disorder strength $\gamma^{*}$. Another issue is the validity of our initial formula (5.10), which was derived with a Bogoliubov approach with the assumption of a weak disorder. As $\gamma$ approaches $g \rho_{0}$, the approach must be corrected by taking into account higher-order interaction terms between quasiparticles and the random potential in the Bogoliubov Hamiltonian. This was done in the 3D case in [281], for arbitrarily strong disorder and interactions. We will not present here a full adaptation of the reasoning to the 2 d case, and refer the interested reader to the paper in question. The net consequence of this approach on the formula (5.20), pushed to the next order in the disorder strength, is an effective renormalization of the interaction strength $g \rho_{0}$, via

$$
\begin{align*}
& g \rho_{0} \rightarrow g\left(\rho_{0}+\sigma_{1}\right)  \tag{5.24}\\
& \sigma_{1}=\frac{\rho_{0}}{2} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \frac{\gamma}{\left(g \rho_{0}+\epsilon_{\boldsymbol{k}} / 2\right)^{2}}+T \int \frac{\mathrm{~d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} \frac{g \rho_{0}}{\epsilon_{k}\left(\epsilon_{k}+4 g \rho_{0}-\mu\right)}, \tag{5.25}
\end{align*}
$$

where $\sigma_{1}$ stems from the contribution of anomalous averages of the creation/anihiliation operators $\left\langle a_{\boldsymbol{k}} a_{-\boldsymbol{k}}\right\rangle$, rendered non-negligible by the presence of strong disorder. Equation (5.25) is, in fact, equal to the expression of the normal density (5.10), where the energy factor in the second integral has been replaced by $-g \rho_{0}$. Computing $\sigma_{1}$ with our numerical values of the temperature, chemical potential and density of states, and performing the replacement (5.24) into Eq. (5.20), we obtain another implicit equation for the critical disorder $\gamma^{*}$, which yields the full dashed line in Fig. 5.6, in reasonable agreement with the position of the BKT transition obtained from simulated data.

### 5.4.2 Nelson-Kosterlitz relation

In this section, we verify numerically the validity of the Nelson-Kosterlitz relation (5.9) in the presence of disorder, thus confirming our assumption of Sec. 5.4.1. To do so, we need to compute the value of the superfluid density $\rho_{s}(T)$ as $T$ approaches $T_{\mathrm{BKT}}$. This can be done by looking at the algebraic decay of the $g_{1}$ function in the superfluid region. In the


Figure $5.10-g_{1}$ function in the superfluid region of the phase diagram at different times. At long time, $g_{1}$ no longer depends on time, i.e., thermal equilibrium is reached. The dashed line is a fit of $g_{1}$ at the final time with formula (5.26), giving access to the superfluid density $\rho_{s}$.
homogeneous case, the equilibrium coherence function in the 2 d superfluid phase is given by the expression [289]:

$$
\begin{equation*}
g_{1}(r)=\rho_{s}(T)\left(\frac{\xi}{r}\right)^{-1 / \rho_{s}(T) \lambda_{T}^{2}} \tag{5.26}
\end{equation*}
$$

where $\lambda_{T}=\sqrt{\frac{2 \pi}{m T}}$ is the thermal de Broglie wavelength. The Nelson-Kosterlitz relation (5.9) can be rewritten in terms of $\lambda_{T}$ as

$$
\begin{equation*}
\rho_{s}(T) \lambda_{T}^{2}=4 \quad\left(T=T_{\mathrm{BKT}}\right) \tag{5.27}
\end{equation*}
$$

To extract the superfluid density $\rho_{s}$ from our simulations, we make the assumption that the algebraic decay of $g_{1}$ at equilibrium in the homogeneous case (5.26) is still valid in the presence of disorder, with a disorder-dependent superfluid density $\rho_{s}(T, \gamma)$. By fitting the simulated $g_{1}$ in the superfluid region of the phase diagram (i.e. for each light blue point of Fig. 5.6), we can access numerically the quantity $\rho_{s}(T, \gamma)$. An example is displayed in Fig. 5.10.

To verify Eq. (5.27), we need a good estimate of the value of the critical temperature $T_{\mathrm{BKT}}$ as a function of the disorder strength $\gamma$. To do this, we simply take the average value of the temperature of all the points within the green area of Fig. 5.6 at fixed $\gamma$, and attribute it


Figure 5.11 - Plot of $\rho_{s}(T, \gamma) \lambda_{T}^{2}$ versus $T / T_{\mathrm{BKT}}$ for various values of the disorder strength $\gamma$. Here the horizontal error bars stem from the determination of $T_{\mathrm{BKT}}$ from the green points of Fig. 5.6. All points seem to converge towards the value 4 as $T \rightarrow T_{\mathrm{BKT}}$. This shows that the Nelson-Kosterlitz relation $\rho_{s}\left(T_{\mathrm{BKT}}\right) \lambda_{T_{\mathrm{BKT}}}^{2}=4$ is still valid in the presence of disorder, and also confirms our assumption on the expression of the $g_{1}$ on the superfluid side, Eq. (5.26).
with an error equal to the width of the area. Using these values, combined with the measured superfluid densities, we plot in Fig. 5.11 the temperature-dependence of the quantity $\rho_{s}(T) \lambda_{T}^{2}$. The agreement is reasonably good, within the error bars. This validates a posteriori our assumption that Eq. (5.26) is only modified by the disorder through the superfluid density and, more importantly, confirms the validity of the Nelson-Kosterlitz relation, at least in the regime of weak disorder $\gamma \ll g \rho_{0}$. At larger values of the disorder strength, the agreement remains approximately correct, but the error bars become significantly larger, so that additional simulations would be required to get a reliable result.

### 5.4.3 Normal phase

We now turn to the normal phase, where the $g_{1}$ function displays an exponential decay. An important feature of the BKT transition is the very sharp divergence of the characteristic decay length $\mathcal{L}$ of the exponential at the transition [56]. In the homogeneous case indeed, it grows as [289]:

$$
\begin{equation*}
\mathcal{L}\left(T>T_{\mathrm{BKT}}\right) \sim \lambda_{T} \exp \frac{\sqrt{\zeta T_{\mathrm{BKT}}}}{\sqrt{T-T_{\mathrm{BKT}}}} \tag{5.28}
\end{equation*}
$$

where $\zeta$ is a model-dependent dimensionless constant. Once again, we assume that the
structure of this formula is not changed in the presence of disorder, and try to compute the numerical constant $\zeta$ as a function of the disorder strength $\gamma$. We start by deriving an analytical formula for the coherence function, and thus for $\mathcal{L}$, far from the transition, including the presence of weak disorder.

## $g_{1}$ decay far from the transition

Far from the BKT transition, we can use the results of chapter 2 to derive $g_{1}$ at equilibrium. First, let us recall that, at all times:

$$
\begin{equation*}
n_{\boldsymbol{k}}(t)=\overline{|\psi(\boldsymbol{k}, t)|^{2}}=\int_{-\infty}^{\infty} \mathrm{d} \epsilon A_{\epsilon}(\boldsymbol{k}) f_{\epsilon}(t) \tag{5.29}
\end{equation*}
$$

where $A_{\epsilon}(\boldsymbol{k})$ is the spectral function and $f_{\epsilon}(t)$ the time-dependent occupation number of the gas.
We have seen that at long time and far above the BKT transition, $f_{\epsilon}(t)$ eventually reaches the equilibrium distribution of Eq. (5.2). Thus, using the Lorentzian expression for the spectral function at weak disorder, the equilibrium momentum distribution $n_{\boldsymbol{k}}$ can be written as :

$$
\begin{equation*}
n_{\boldsymbol{k}}=\int_{0}^{\infty} \mathrm{d} \epsilon \frac{1}{2 \pi \tau} \frac{1}{\left(\epsilon-k^{2} / 2 m\right)^{2}+1 / 4 \tau^{2}} \frac{T}{\epsilon-\mu} . \tag{5.30}
\end{equation*}
$$

Taking the Fourier transform of this expression, we arrive at :

$$
\begin{equation*}
g_{1}(\boldsymbol{r})=\frac{T}{2 \pi \tau V} \int \frac{\mathrm{~d}^{2} \boldsymbol{k}}{(2 \pi)^{2}} e^{i \boldsymbol{k} . \boldsymbol{r}} \int_{0}^{\infty} \mathrm{d} \epsilon \frac{1}{\left(\epsilon-k^{2} / 2 m\right)^{2}+1 / 4 \tau^{2}} \frac{1}{\epsilon-\mu} . \tag{5.31}
\end{equation*}
$$

Performing the angular integral first yields :

$$
\begin{equation*}
g_{1}(\boldsymbol{r})=\frac{T}{2 \pi \tau V} \int_{-\infty}^{+\infty} \mathrm{d} \epsilon \frac{1}{\epsilon-\mu} \int_{0}^{+\infty} \frac{\mathrm{d} k}{2 \pi} \frac{J_{0}(k r) k}{\left(\epsilon-k^{2} / 2 m\right)^{2}+1 / 4 \tau^{2}} . \tag{5.32}
\end{equation*}
$$

We now want to compute the following integral:

$$
\begin{equation*}
I=\int_{0}^{+\infty} \frac{\mathrm{d} k}{2 \pi} \frac{k J_{0}(k r)}{\left(\epsilon-k^{2} / 2 m\right)^{2}+1 / 4 \tau^{2}} . \tag{5.33}
\end{equation*}
$$

Let us first notice that the integrand is an even function of the integration variable ( $J_{0}$ is even when it is defined on the negative reals by analytic continuation), so that we can extend the integration domain to $[-\infty,+\infty]$. Then, using the integral representation for the Bessel function of the first kind $J_{0}(x)=\frac{2}{\pi} \int_{0}^{+\infty} \sin (x \cosh u)$, the integral becomes:

$$
\begin{equation*}
I=\Im\left[\int_{0}^{+\infty} \mathrm{d} u \int_{0}^{+\infty} \frac{\mathrm{d} k}{\pi^{2}} \frac{k e^{i r k \cosh u}}{\left(\epsilon-k^{2} / 2 m\right)^{2}+1 / 4 \tau^{2}}\right] \tag{5.34}
\end{equation*}
$$

The integrand has two simple poles on the top-half of the complex plane: $\pm \sqrt{2 m \epsilon \pm i m / \tau}$. In the weak disorder limit $k_{\epsilon} \ell_{\epsilon} \gg 1$, we can rewrite them as $\pm k_{\epsilon}+i / 2 \ell_{\epsilon}$, where $k_{\epsilon} \equiv \sqrt{2 m \epsilon}$,
and we introduced the mean free path $\ell_{\epsilon}=k \tau / m$. The integration is performed by using the residue theorem on the usual half-circle contour, and yields:

$$
\begin{align*}
I & =\frac{\tau}{2 \pi} \Im\left[\int_{0}^{+\infty} \mathrm{d} u e^{i\left(k_{\epsilon}+i / 2 \ell_{\epsilon}\right) r \cosh u}-e^{i\left(-k_{\epsilon}+i / 2 \ell_{\epsilon}\right) r \cosh u}\right] \\
& =\frac{\tau}{2 \pi} \int_{0}^{+\infty} \mathrm{d} u \sin \left(k_{\epsilon} r \cosh u\right) e^{-r / 2 \ell_{\epsilon} \cosh u} \tag{5.35}
\end{align*}
$$

Let us now try to find an approximation to this integral. When $k_{\epsilon} r \gg 1$ first, the function $\sin \left(k_{\epsilon} r \cosh u\right)$ is highly oscillatory and therefore the integral is dominated by the stationary phase $u=0$, where $\cosh u$ is minimal. This implies:

$$
\begin{equation*}
I \simeq \frac{\tau}{2 \pi}\left[\int_{0}^{+\infty} \mathrm{d} u \sin \left(k_{\epsilon} r \cosh u\right)\right] e^{-r / 2 \ell_{\epsilon}} \quad\left(k_{\epsilon} r \gg 1\right) \tag{5.36}
\end{equation*}
$$

In the opposite case $k_{\epsilon} r \leq 1$, again due to the oscillatory character of $\sin \left(k_{\epsilon} r \cosh u\right)$, only values of $u$ such that $k_{\epsilon} r \cosh u \leq 1$ contribute non-vanishingly to the integral. For such values, the argument of the exponential in Eq. (5.35) is $r / 2 \ell_{\epsilon} \cosh u \leq 1 / 2 k_{\epsilon} \ell_{\epsilon} \ll 1$, so that

$$
\begin{equation*}
I \simeq \frac{\tau}{2 \pi}\left[\int_{0}^{+\infty} \mathrm{d} u \sin \left(k_{\epsilon} r \cosh u\right)\right], \quad\left(k_{\epsilon} r \leq 1\right) \tag{5.37}
\end{equation*}
$$

which can also be seen as equal to (5.36) since $r / 2 \ell_{\epsilon} \ll k_{\epsilon} r \leq 1$. In other words, whatever $r$, we always have, in very good approximation,

$$
\begin{equation*}
I \simeq \frac{\tau}{2 \pi}\left[\int_{0}^{+\infty} \mathrm{d} u \sin \left(k_{\epsilon} r \cosh u\right)\right] e^{-r / 2 \ell_{\epsilon}}=\frac{\tau}{4} J_{0}\left(k_{\epsilon} r\right) e^{-r / 2 \ell_{\epsilon}} \tag{5.38}
\end{equation*}
$$

Going back to our derivation of $g_{1}$, we are left with :

$$
\begin{equation*}
g_{1}(\boldsymbol{r})=\frac{T}{8 \pi V} \int_{0}^{+\infty} \mathrm{d} \epsilon \frac{J_{0}\left(k_{\epsilon} r\right) e^{-r / 2 \ell_{\epsilon}}}{\epsilon-\mu} . \tag{5.39}
\end{equation*}
$$

The remaining integral over the energies is easily performed, and yields the final result

$$
\begin{equation*}
g_{1}(\boldsymbol{r})=\frac{T}{4 \pi V} K_{0}\left(k_{\mu} r\right) e^{-r / 2 \ell} \tag{5.40}
\end{equation*}
$$

At large $r$, this expression becomes :

$$
\begin{equation*}
g_{1}(\boldsymbol{r}) \sim \frac{T}{4 \sqrt{2 \pi} V} \sqrt{\frac{r}{\ell_{\mu}}} e^{-r / \ell_{\mu}} e^{-r / 2 \ell} \tag{5.41}
\end{equation*}
$$

where we introduced the characteristic decay length $\ell_{\mu} \equiv \sqrt{2 m \mu}$. Equation (5.41) thus yields the expression of the exponential decay length


Figure 5.12 - $g_{1}$ function in the normal region of the phase diagram at different times, here far from the BKT transition. At long enough time $g_{1}$ does not evolve anymore, so we consider that thermal equilibrium is reached. The dashed line is a fit of $g_{1}$ at the final time with Eq. (5.40).

$$
\begin{equation*}
\frac{1}{\mathcal{L}}=\frac{1}{\ell_{\mu}}+\frac{1}{\ell} \tag{5.42}
\end{equation*}
$$

and we recover the correct expression $\mathcal{L}=\sqrt{2 m \mu}$ in the homogenous case [289]. Note that this expression can be rewritten as

$$
\begin{equation*}
\mathcal{L}=\sqrt{2 m \mu} \simeq \frac{\lambda_{T}}{\sqrt{4 \pi}} e^{\mathcal{D} / 2} \tag{5.43}
\end{equation*}
$$

where $\mathcal{D}=\rho_{s} \lambda_{T}^{2}$ is the phase space density of the gas. Eq. (5.43) matches the formula (5.28) in the limit $T \gg T_{\mathrm{BKT}}$. Using a simulated value of the chemical potential $\mu$, expression (5.41) matches very well our simulations results, very far from the BKT transition line, as shown in Fig. 5.12.

## Divergence of the characteristic decay length at the transition

As we get closer to the transition, $T \rightarrow T_{\mathrm{BKT}}$, we can extract the characteristic decay length $\mathcal{L}$ from our simulations and check the validity of expression (5.28) for the divergence of the exponential decay length at the onset of the transition. The results (without error bars) are displayed in Fig. 5.13 and show a good agreement with the value $\zeta \simeq 2$. This


Figure 5.13 - Plot of the exponential decay length $\mathcal{L}$ of the $g_{1}$ function in the normal phase of the phase diagram, as a function of the temperature, and for different values of $\gamma$. The dashed curve is a fit of the series $\gamma=0.2$ by the formula (5.28). For the fit, we use $\zeta \simeq 1.944$ and a prefactor $a_{f i t} \simeq 0.04$. Here the leftmost blue cross corresponds to the parameters in Fig. 5.12, which can indeed be considered far from the transition.
suggests that the divergence (5.28) of the correlation function is universal, the whole effect of disorder boiling down to a renormalization of $T_{\mathrm{BKT}}$.

## Conclusion

In this chapter, we have presented and discussed preliminary numerical results on the equilibrium phase diagram reached by a 2d weakly interacting Bose gas in disorder a long time after a quench. The phase diagram exhibits the expected normal and superfluid phases, separated by a BKT transition. Our results show a dependence of the critical temperature on the disorder strength, which is globally consistent with previous theoretical [54, 65, 287], numerical $[58,66]$ and experimental $[67,68]$ works. We have also shown that a few of the well-known properties of the BKT mechanism, like the superfluid jump at the transition or the divergence of the coherence length on the normal side of the transition are robust in the presence of uncorrelated disorder. Note, in passing, that recent works [64] predict a significative broadening of the transition in the presence of strongly correlated disorder, a phenomenon which was also observed experimentally [67, 68]. One of the most interesting aspects of our numerical implementation of a quenched system is the possibility to relate the equilibrium phase diagram with the out-of-equilibrium evolution that precedes it, noticeably
through the thermalization time $\tau_{\text {th }}$. Another remarkable point is that in the considered regime of relatively weak interactions, the use of a classical field description in the simulations seems sufficient to encapsulate the quantum behavior of the Bose gas at low energy.

## Conclusion

In this thesis, we have explored several aspects of the non-equilibrium dynamics of weakly interacting disordered Bose gases in two dimensions. In chapter 1, we have first reviewed a few core concepts associated with interference phenomena in the multiple scattering of a non-interacting matter wave, in particular Anderson localization and weak localization/coherent backscattering. Then, we have recalled the usual quantum transport theory allowing one to describe the propagation of a single particle in a random potential in the limit of weak disorder, and we have applied it to the problem of coherent backscattering of a nonequilibrium cold gas, visible in its momentum distribution. Starting from this approach, we have extended the quantum transport theory to the realm of weakly interacting Bose gases in chapter 2. Assuming particle interactions processes to be less frequent that disorder scattering events (i.e., an interaction "weaker" than the disorder), we have been able to derive, from the first principles, kinetic equations governing both the diffusive and weakly localized modes responsible for coherent backscattering. This kinetic theory constitutes a central result of the thesis and it was, to the best of our knowledge, not known so far.

In the third chapter, we have solved the kinetic equations and we have explored their predictions for the temporal evolution of the momentum distribution of a quenched disordered Bose gas in two dimensions. At short time, we have found that particle interactions essentially broaden and flatten the energy distribution of the particles. The asymmetry of the kinetic equations for diffusive and weakly localized modes, on the other hand, gives rise to a kind of breaking of reciprocity, in turn leading to a decrease of the coherent backscattering peak contrast. At the macroscopic level, this phenomenon can be interpreted as an effective decoherence mechanism for weak localization, similar in spirit to what is observed for interacting electrons in disordered conductors. All these predictions have been successfully confirmed by extensive numerical simulations of the time-dependent Gross-Pitaevskii equation in two dimensions.

The fourth chapter of thesis has been dedicated to the dynamics of a disordered Bose gas
in a regime where the interaction quench is "stronger" than the disorder quench. In this limit, the temporal evolution can no longer be seen as a multiple scattering process perturbed by rare interactions processes. Rather, the disorder fluctuations are smoothed by interactions, and the Bose gas exhibits a robust, quasi long-range spatial coherence during its evolution. At the same time, the dynamics in this regime becomes much slower, the Bose gas lying in a "pre-thermal" state typical of nearly-integrable non-equilibrium systems. In the thesis, we have also provided a detailed theoretical description of this regime, based on a non-equilibrium, density-phase Bogoliubov formalism, and have again confirmed its validity by numerical simulations of the Gross-Pitaevskii equation.

In the last chapter, finally, we have characterized the equilibrium state reached by the gas a long time after the quench. As a mirror of the early-time dynamics, at long time the Bose gas can fall into two qualitatively different states, depending on the relative amplitudes of the disorder, kinetic and interaction energies. For a disorder typically stronger than interactions, for example, the gas eventually thermalizes to a normal-fluid state displaying a short-range spatial coherence. On the contrary, for a disorder smaller than interactions, the gas exhibits a quasi-condensate state on top of a thermal background, together with a finite superfluid fraction. These two phases are separated by a Kosterlitz-Thouless phase transition that dynamically emerges in time. We have verified a few emblematic signatures of this transition in the presence of disorder, such as a universal algebraic exponent of the coherence function at the transition, or a divergence of the correlation length above it.

## Outlook

The results we have obtained during this PhD naturally rise a number of questions. On the behavior of coherent backscattering in the presence of interactions, while both our simulations and a qualitative analysis of the kinetic equations strongly suggest an exponential relaxation of its contrast, at this stage we cannot exclude sub-leading corrections to this observed scaling. Likewise, we have not explored the effect of interactions on the momentum width of the coherent backscattering peak. While, in the absence of interactions, the latter becomes narrower and narrower as time grows, we might expect a saturation in the presence of decoherence induced by interactions. Another obvious question is the impact of interactions on the coherent forward scattering peak, known to emerge in the momentum distribution of the non-interacting gas at the onset of the Anderson localization regime. Charactering this impact for weak interactions, however, would require to make the (Anderson) localization time - where coherent forward scattering appears - much smaller than the particle interaction time. In practice, this would require working with rather large disorder strengths, making a theoretical analysis probably challenging. From this point of view, a study in one dimension
could be a first valuable step.

While we have been able to successfully characterize the short-time dynamics in the limit where disorder is weaker than interactions using a non-equilibrium Bogoliubov theory, a description of the full temporal thermalization process in this regime is lacking. In short, it would consist in developing a quantum kinetic theory, as done in chapter 2, but now starting from the basis of Bogoliubov quasi-particles (phonons). This task is currently the object of another thesis in the Complex Quantum Systems group.

The long-time thermalization process of the two-dimensional Bose gas, which we have touched upon in the last chapter of the thesis, is perhaps the subject on which most questions remain open. In the first place, our analysis of the time it takes for the Bose gas to reach its final equilibrium state, is still preliminary. We have observed rather large variations of this time scale, which we need to understand and characterize more precisely. Another open question is the long-time equilibration of the Bose gas at very low temperatures. Indeed, in practice this regime is difficult to explore since the very existence of the quench naturally involves a minimal energy initially injected into the system, and therefore a corresponding minimum equilibrium temperature at long time. Let alone that, for low equilibrium temperatures, the thermalization time tends to be very long. In fact, at low temperature, one expects the gas to fall in the famous Bose glass phase, possibly involving a tri-critical point connecting the superfluid and normal phases. At strong disorder and strong interactions, finally, a manybody localized phase could emerge as well. Describing this phenomenon in two dimensions remains, however, a very challenging task.
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[^0]:    ${ }^{1}$ The precise definition of quantum integrability is rather involved. In short, a quantum model is said to be integrable if it has a infinite number of conserved quantities with certain locality properties. These quantities constrain the dynamics of the system in a way similar to the classical case discussed above. The interested reader can find further details in [93, 94].

[^1]:    ${ }^{1}$ Note that the number of disorder realizations required to obtain a meaningful averaged value can vary a lot depending on the quantity we are looking at. As we will see, this is especially relevant when one wants to perform numerical simulations (see chapter 3). Note also that some quantities are self-averaging: in a single sample of sufficient size, they display typical values equal to their ensemble average. The most common example is the conductance of a disordered material, which follows Ohm's law in the classical limit where the electronic motion is diffusive.

[^2]:    ${ }^{2}$ Note that in equation (1.2) we did not put an average value over the density: Anderson localization is so robust that the exponential decay of the wavefunction can be observed from sample to sample, with a statistically equivalent disorder [126].

[^3]:    ${ }^{3}$ To use the residue theorem, we choose the usual half-circle contour followed by $\omega$ in the complex plane. As the radius of this circle goes to infinity, we need to use Jordan's lemma to ensure that the integral over the contour is equal to our original integral: for an integrand of the form $e^{i a \epsilon} f(\epsilon)$, it applies only in the lower (upper) half of the complex plane if $a<0(a>0)$.

[^4]:    ${ }^{4}$ The factor 2 stems is added so that this definition of $\tau$ coincides with the Fermi golden rule (1.4). It stems from the fact that the self-energy deals with $|\boldsymbol{k}\rangle$, while the Fermi golden rule deals with $||\boldsymbol{k}\rangle|^{2}$.

[^5]:    ${ }^{5}$ The last term of this expression is not well-defined as it is written. In fact here, the notation $\int \frac{\mathrm{d} \omega}{2 \pi} \frac{e^{-i \omega t}}{\omega}$ should be understood as $\int \frac{\mathrm{d} \omega}{2 \pi} \frac{e^{-i \omega t}}{\omega+i 0^{+}} \equiv \lim _{\eta \rightarrow 0} \int \frac{\mathrm{~d} \omega}{2 \pi} \frac{e^{-i \omega t}}{\omega+i \eta}$, following Feynman's prescription for the causality of quantum propagators.

[^6]:    ${ }^{6}$ Strictly speaking, according to the normalization condition (1.84), the product $\nu_{\epsilon} f_{\epsilon}$ is the energy distribution of the gas, while $f_{\epsilon}$ should be called the occupation number. Nevertheless, in this manuscript, we refer to $f_{\epsilon}$ as the energy distribution, because this name carries a more intuitive way of understanding the physics at play.

[^7]:    ${ }^{1}$ In the sense that they are limited only by the available computer resources.

[^8]:    ${ }^{2}$ Our theory will be perturbative in the sense that elementary scattering and interaction processes of higher order in $k_{0} \ell$ and $g \rho_{0}$ are systematically neglected. However, at fixed order in these parameters, we take into account an arbitrary large number of sequences of such processes, in a non-perturbative way.

[^9]:    ${ }^{3}$ As is well known, adding CBS to the diffusive contribution leads to a breakdown of global normalization when $g=0$. This is also the case when $g \neq 0$, as seen from the fact that $\int \mathrm{d} \epsilon \nu_{\epsilon} f_{\epsilon}^{C}(t) \neq 0$. Restoring such a normalization requires a fine account of weak localization corrections [125, 227], which is beyond the scope of this manuscript.

[^10]:    ${ }^{1}$ Note that this analysis was done long before the work presented in subsection 3.2.5, in which we present a precise fit of the transverse shape of the ring at longer times, without any fit parameter. In that section, we use simulated spectral functions $A_{\epsilon}(\boldsymbol{k})$, and introduce an energy shift that sets their maximum at the kinetic energy $\epsilon_{\boldsymbol{k}}$, taking into account the real part of the self energy. The results from this subsection and the next one would most probably gain in accuracy from this trick.

[^11]:    ${ }^{1}$ In the multiple scattering regime and for correlated disorder, the $g_{1}$ function has a small imaginary part at very short times $t \leq \tau$, as the momentum distribution is not yet fully isotropic. Here, we focus on a regime $t \gg \tau$, where this imaginary part can be neglected.

[^12]:    ${ }^{2}$ The attentive reader will notice that the measured value of the constant $C_{1}$ differs from the measured value of 2.27 from chapter 3 by a factor 3 . In fact, the independence of this constant on the strength of disorder and interactions heavily relies on the separation of the time scales $\tau$ and $\tau_{\mathrm{NL}}$, because we assumed that the ring is fully formed before it relaxes due to interactions. In the previous chapter, we checked that independence for ratios $\tau_{\mathrm{NL}}$ ranging from $\sim 700$ to $\sim 10^{5}$. Here, we choose $\tau_{\mathrm{NL}} \sim 17 \tau$, so that it is natural to expect some discrepancies. While this choice is made essentially because simulations with a correlated disorder are more computationally demanding (due to a much thinner discretization required), it provides the interesting result that the linear time evolution of the width is remarkably robust as $\tau$ approaches $\tau_{\mathrm{NL}}$.

[^13]:    ${ }^{3}$ This does not mean, however, that the memory of the initial condition is lost, as the decay of $g_{1}$ is still dependent on initial parameters. For example, the algebraic exponent (4.47) depends on the correlation of the disorder, which shapes the initial density fluctuations. Likewise, as we have seen in subsection 4.3.3, for a gas launched with an initial velocity $k_{0}$ the coherence function still heavily depends on $k_{0}$.

[^14]:    ${ }^{1}$ In all previous chapters, we intentionally referred to this quantity as the energy distribution of the gas, for the sake of simplicity. The true definition of energy distribution of the gas is, however, the product $\nu_{\epsilon} f_{\epsilon}(t)$, indeed normalized to 1 , where $\nu_{\epsilon}$ is the density of states per unit volume. In the previous chapters, where we considered continuous systems, the DoS was always approximated by its constant value in homogeneous systems, $\nu_{\epsilon}^{(0)}=m / 2 \pi$, so that identifying $f_{\epsilon}(t)$ with the energy distribution was harmless. In this chapter, we will consider a discrete system, where the previous approximation of the DoS is not true. Moreover, in the context of equilibrium physics the denomination "occupation number" is widely used, so we will comply to this convention in this chapter.

[^15]:    ${ }^{2}$ To be consistent with the notation for the strength of the correlated potential used in chapter 4 (see section 4.3.2, we define here $V_{0}=\sqrt{\gamma / a}$.

