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Abstract

Entanglement among multiple modes is a necessary resource in the field of quantum
information technology. In this context, frequency comb sources of femtosecond pulsed
light represent a useful resource, with approximately 105 individual frequency modes
across the pulse bandwidth and it has been recently shown that a synchronously pumped
optical parametric oscillator (SPOPO) can generate highly multimode nonclassical
states of light. A high degree of control over the mode structure of the output can
thus be achieved by shaping the spectral mode of the pump beam using a pulse shaper.
The SPOPO setup is also a promising platform for the simulation of quantum optical
networks. Energy exchanges have been characterized for several models of networks
via the measurement of the spectral density function and the observation of quantum
non-Markovian behavior.
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Introduction

Optics is a wonderful tool to perform measurements and interact with the outside world.
It has never stop evolving throughout history, which enabled many technological and
scientific advances. First, engineering optical elements is a way to observe objects at
long distances that are not accessible to human eye. In the Middle Ages, the develop-
ment of telescopes and geometrical optics enabled the discoveries by Kepler and Galileo
about planets paths and confirmed Copernic hypothesis, which had an important im-
pact on society and ways of thinking at that time. Beside, optical instruments can also
be used to measure objects of small size. Because of the short wavelengths in the visible
regime, among the wave easily produceable, light offers better resolution than sound for
example and is often used for imagery techniques on biological tissue or through com-
plex medium[Anderson 58, Segev 13, John 84, Horstmeyer 15, Popoff 10]. In addition,
the interference phenomenon, consequence of the wave model adoption [Maxwell 65,
Maxwell 96], can push the resolution further for an optical detection setup. Indeed, at
the end of XIXth century, A. A. Michelson and E. Morley build an interferometer and
showed it was possible to measure small displacements [Michelson , Michelson 94].

The XXth century was also subject to high advances in physics and especially in optics.
At the beginning of the century, a new field appeared, quantum physics, proposing a
description of object at very low scale [de Broglie 24, Born 23, Heisenberg 25, Dirac 25].
The emergence of this field has been a source of debate because of some of its conse-
quences, which may seem counterintuitive. We can quote the superposition property,
the Heisenberg principle. Another property, entanglement, was firstly introduced as a
paradox by A. Einstein B. Podolsky and N. Rosen to raise the question of the com-
pleteness of quantum theory [Einstein 35a]. J. S. Bell brought a new outlook to the
problem showing that quantum physics is incompatible with hidden variable theories
and introducing the inequality called by his name [Einstein 35b]. The violation of this
inequality was experimentally observed few years later [Aspect 82]. In spite of these
curious properties, quantum physics was still at the origin of some advances in industry,
like for the laser [Maiman 60] or the transistor [Bardeen 57].
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Nowadays, and for several years now, we saw a growth of the publications number
related to quantum physics. This is partly the result of a remark made by Richard
Feynman : “The nature is not classical”. By this sentence, the author means that if
you want to study phenomena involving object of small size, because of their quan-
tum properties, the best way to simulate them would be to use a quantum platform
[Feynman 86, Feynman 96]. From this observation, scientist started dreaming and
working about a quantum computer, which we can define as a calculator working from
quantum properties. Although, it firstly remained just an idea, after the exhibition of
potential applications especially for cryptographic problems [Shor 94], more and more
scientists have taken an interest in its design [Politi 09, Martin-Lopez 12, Knill 10]. The
purpose of such a machine would be to perform calculations faster but also to tackle
problems unsolvable for a classical computer.
Today, several ways to build a quantum computer are investigated with their own
advantages and drawbacks: superconducting circuits [Devoret 13, You 05], trapped
ions [Paul 90, Church 69, Leibfried 03, Blatt 12], NV centers [.Childress 13], photonics
[P.Kok 07, O’Brien 07], cold atoms [Bloch 12]. Beside, if most of the work in this field
is dedicated to produce and improve qubit (quantum bit) in discrete variable, some of
them study quantum computing using continuous variable[Furusawa 98, Braunstein 05,
Weedbrook 12, Raussendorf 01a, Raussendorf 01b, Menicucci 06].

Continuous variable optical qubits are based on non classical states of light called
squeezed states[Ma 90, Walls 83, Lvovsky 09]. They are named that way because they
exhibit noise below the standard quantum noise limit in one quadrature component.
We can produce them in an optic laboratory using Optical Parametric Amplification
(OPA)[Wu 87]. This is a source for squeezing or entanglement or both as depends on
the measurement basis. Hence, for a large number of optical modes we can produce
entanglement on a large ensemble of states using an ensemble of beam splitters. We
call these states cluster states[Yokoyama 13, Chen 14, Cai 17]. The team, whose I was
member all along my PhD, studied squeezed and cluster states for many years now:
how we can produce them, their applications in term of metrology and quantum com-
puting and how can we produce non Gaussian states, i.e continuous variable quantum
states with non Gaussian distribution. They are key elements to get quantum advan-
tage over classical computing [Mari 12, Bartlett 02]. Today, a part of the research
on continuous variable quantum information is turning to the production of these
exotic states [Ourjoumtsev 07, Ourjoumtsev 06, Ra 20, Walschaers 21a, Bourassa 21,
Gottesman 01].

In this work, we restrict ourself to the gaussian states case. Although, this resource is
not sufficient to overcome a classical computer, the aim is to try to compute simulations
with a system over which we have a large control. The cluster states that we want to
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produce are based on optical frequency modes from a femtosecond laser. This kind of
sources have the advantage to contain a high number of teeth in their frequency comb
(around 105 modes), which ensures the ability to build large cluster states.

For the last three years and a half, I have been working on the experiment called
SPOPO (Synchronously Pumped Optical Parametric Oscillator) whose central piece is
an OPO cavity resonant for frequency combs and driven by blue pulse light [Roslund 14,
Patera 09]. The purpose of this cavity is to produce a superposition of squeezed vac-
uum states among the optical modes of a frequency comb. I first took part to a project
of optimizing the pump spectral shape using machine learning algorithms in order to
obtain different forms of multimode squeezed states at the output of the SPOPO cav-
ity. Then I worked on the implementation of a photonics crystal fiber that widens the
optical spectrum of the frequency comb in order to increase the number of accessible
frequency modes.
Then, the second and my main project was dedicated to the simulation of the evo-
lution of open quantum system coupled to an environment modeled by an ensemble
of harmonic oscillators. We performed measurement following the theoretical works
made by J. Nokkala [Nokkala 18b, Nokkala 18a]. The purpose of this work is to take
benefit of the large number and variety of cluster states available and characterize
the energy exchanges between these two subsystems. If the presence of an envi-
ronment was before synonym of losses, it has been recently shown that an environ-
ment suitably tailored could actually protect the system against losses or decoherence
[Verstraete 09, Barreiro 02, Biercuk 09]. The first quantity that we look is the spectral
density for a coupling environment as a function of the frequency of the system of in-
terest. Finally the second point is to observe and quantify quantum non Markovianity
between the open system and its environment which reflects a back flow of information.

0.1 Thesis Outlines

This thesis aims to highlight the evolution of the research works that occupied me
throughout my PhD. It is organized in three parts as follows:

Part 1:
This part is composed by one chapter. The goal here is to introduce the different
concepts and notations for a better understanding of the two next parts. The chapter
discusses classical optics and more specifically the optical pulses and the physics of
cavity. We also introduce the basics of quantum optics.

Part 2:
The purpose of this part is to present the whole SPOPO experiment. It is divided in
three chapters. The first one shows the SPOPO cavity itself and the beam preparation

3
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to obtain the desired states. Then, the second chapter discusses the detection part and
its multimode aspect. Finally the third one shows squeezing measurements on charac-
terization of the SPOPO output when the pump is optimized or not.

Part 3:
The last part is divided in two chapters dedicated to the simulation of harmonic os-
cillators networks and the characterization of the energy exchanges inside. The first
chapter introduces the model used in this part and shows measurements of spectral
density for different environments coupled to the open quantum system. Finally in the
last chapter of this thesis, we highlight quantum non Markovianity behaviours for some
of the networks that we simulate.
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Chapter 1

A toolbox for classical and quantum
optics

Contents
1.1 A classical definition of the light . . . . . . . . . . . . . . . . 8

1.1.1 What is a mode? . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Some examples of modes . . . . . . . . . . . . . . . . . . . . . 8
1.1.3 Power of a pulse train beam . . . . . . . . . . . . . . . . . . . 16
1.1.4 Cavity in optics . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.2 Quantum optics . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.1 Quantization of the field . . . . . . . . . . . . . . . . . . . . . 19
1.2.2 The quadrature operators . . . . . . . . . . . . . . . . . . . . 20
1.2.3 The Wigner function . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.4 The Covariance Matrix . . . . . . . . . . . . . . . . . . . . . . 22
1.2.5 Basis Change . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2.6 Symplectic Transformation . . . . . . . . . . . . . . . . . . . 23
1.2.7 Usual states in quantum optics . . . . . . . . . . . . . . . . . 23

Before presenting details about the experiment I had been working on during my
PhD and its results, we have to introduce physical concepts and their notation for a
better understanding of this manuscript. This is the object of this chapter. First, we
start with tools from classical optics which are frequently used even for a quantum
optics experiment and then, in a second part, we present notions of quantum optics:
what are operators and Hamiltonians in quantum optics? How do we represent a state
in this context?
This chapter aims to put definitions on words in order to get a better appreciation
about what do we mean by “multimode quantum optics”.
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1.1. A CLASSICAL DEFINITION OF THE LIGHT

1.1 A classical definition of the light

1.1.1 What is a mode?

The first term we introduce here is “multimode”. Indeed what do we mean by multimode
optics? And what is a mode exactly? To answer to these questions, let’s take a function
g(r, t) where r and t are respectively the position vector in a Cartesian referential and
the time. The function g is an optical mode if it is solution of the wave propagation
equation [Fabre 20][Grynberg 10]:

∆g(r, t)− n2

c2

∂2g(r, t)
∂t2

= 0 (1.1)

Here, c is the speed of light in vacuum, n is the index of the propagation medium
and ∆ stands for Laplacian operator in Cartesian coordinate system. This equation
is derived from Maxwell’s equations [Maxwell 65] where the charge density and the
current density are zero. The electric field E is solution of (1.1). Before writing the
electric field, let us first set out the assumptions that will define a framework for this
manuscript:

• we restrict ourself to the single mode and narowband solutions where ω0 is the
wave frequency.

• we assume k.r = kz according to the paraxial approximation where k is the wave
vector and k its component along z axis.

We have then

E(r, t) = E0f(r, t)ε exp(−i(ω0t− kz)) (1.2)
where E0 is the amplitude of the wave, ε is the polarization vector and f is a function
dependent on t and r normalized in space. We can thus write:

∫

V

d3r |f(r, t)| = 1 (1.3)

where V denotes a large volume containing the wave. For sake of simplicity we call f
the mode as it includes all the informations about the temporal and spatial aspects of
the real one if we remove the exponential term responsible of the wave propagation.

1.1.2 Some examples of modes

1.1.2.1 Plane waves

If the function f is not dependent on time and spatial variables, it becomes just a
constant function. This case is actually the most common one to study optics, called
the plan-wave model. In this restriction, we have E(r, t) = E0εe

−i(ω0t−kz).

8
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1.1.2.2 Spatial modes

Now we only assume f is not dependent on time. The function f is a slowly varying
envelope in the longitudinal direction, which is translated mathematically by

∣∣∣∂2f
∂z2

∣∣∣ �∣∣2k ∂f
∂z

∣∣. By injecting the field expression (1.2) deduced from these hypothesis in (1.1),
we get:

∂2f

∂x2
+
∂2f

∂y2
− 2ik

∂f

∂z
= 0 (1.4)

This equation admits a family of solutions called the transverse electromagnetic modes
(TEM) and denoted as fn,m. They are actually the spatial eigenmodes of a laser cavity
or a waveguide [Siegman 86]. We can write the mode fn,m as follows:

fn,m(x, y, z) =
Cn,m
w(z)

Hn

(√
2x

w(z)

)
Hm

(√
2y

w(z)

)
e−(x2+y2)/w(z)2

e−ik(x2+y2)/2R(z)e−i(m+n+1)φ(z)

(1.5)
where Cn,m is a normalization factor, w(z) is the beam width, R(z) is the radius of
curvature, Hn and Hm are Hermite Gaussian polynomials respectively of order n and
m and φ(z) is the Gouy phase shift. The transverse shapes of the first order modes are
represented in figure 1.1

To have a better understanding about these solutions and the parameters intro-
duced, let’s take the example of the first mode f0,0:

f0,0(x, y, z) =
w0

w(z)
e−(x2+y2)/w(z)2

e−ik(x2+y2)/2R(z)e−iφ(z) (1.6)

the beam width can be derived as follows:

w(z)2 = w2
0 (1 + z/zR) (1.7)

w0 is the minimum and is called the waist. zR is the Rayleigh length given by:

zR =
πw2

0n

λ
(1.8)

zR represents the distance from the waist given by the relation w(z0 ± zR) =
√

2w0

where z0 is the position of the waist. It’s also possible to derive the radius of curvature
and the phase:

1

R(z)
=

z

z2 + z2
R

(1.9)

1

φ(z)
= arctan

(
z

zR

)
(1.10)

The figure represents an example of propagation along the axis Oz of this f0,0 mode.

9
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Figure 1.1 – Profile of TEM modes as a function of transverse position x and y.

1.1.2.3 Temporal and frequency modes

We have just seen the case where the function f only depends on spatial variables. Let
us see now the temporal case. First, we introduce the Fourier transform, which makes
the study of optical waves in frequency or temporal domains equivalent. F denotes this
operation defined as:

F [h(t)] =

∫

R

dt√
2π
h(t)e−iωt = h̃(ω) (1.11)

where h is a function of time defined on R. The inverse operation is given by:

F−1[h̃(ω)] =

∫

R

dω√
2π
h̃(ω)eiωt = h(t) (1.12)

Now, considering the electric field, we can write:

E(ω, r) =

∫

R

dt√
2π

E(t, r)e−iωt (1.13)

10



CHAPTER 1. A TOOLBOX FOR CLASSICAL AND QUANTUM OPTICS

Figure 1.2 – Gaussian profile of the TEM mode f0,0 along the direction of propagation
z

For the complex expression of the electric field we have the relation: [E(ω, r)]∗ =
E(−ω, r). Hence, all the necessary information about the frequency spectrum is con-
tained in the R+ domain and in order to be more consistent we introduce the notation
E(+) which is the Fourier transform of the field in temporal domain only on R+:

E(+)(ω, r) =

∫

R+

dt√
2π

E(t, r)e−iωt (1.14)

The equivalent definition for R− also stands and is denoted as E(−):

E(−)(ω, r) =

∫

R−

dt√
2π

E(t, r)e−iωt (1.15)

Now that we have introduced the Fourier transform and the corresponding notation
of the field, we can describe the pulsed modes. Here we will only focus on the temporal
and frequency descriptions of the pulse, meaning we restrict the calculation to the r = 0
case.
A pulse is defined as a wave at frequency ω0 with an envelope depending on time. With
our notation, f plays the role of the envelop so we can write the electric field as:

Ep(t) = E0εf(t)e−iω0t (1.16)

11
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We call τ the duration of the pulse. In the frequency domain, we have:

Ep(ω) = E0ε

∫

R

dt√
2π
f(t)e−i(ω−ω0)t = E0εf̃(ω − ω0) (1.17)

where f̃ indicates the Fourier transform of the envelop function.

Now let us study the case of a pulse train. The temporal mode is not anymore
composed by one pulse but a succession of pulses spaced by a time ∆t. We define the
repetition rate as ωr := 1/∆t. This example corresponds to the laser source of the
SPOPO experiment described in the following chapters, with the particularity that the
envelop f(t) has a gaussian shape. It means we can write, for one pulse, f(t) as:

f(t) = Cpe
− t2

4τ2 (1.18)

where Cp is a normalization constant, and τ is the standard deviation of the gaussian
function. This parameter is usually called the pulse duration. One interesting property
of gaussian functions is their Fourier transform. Indeed the Fourier transform of a
gaussian function is a gaussian function. We thus have for the function f(t):

f̃(ω) = C̃pe
− ω2

∆ω2 (1.19)

where C̃p is also a normalization constant and ∆ω is the spectral bandwidth in frequency
domain. If we come back to the train of pulses, we can deduce the electric field in
temporal and frequency domains. First, in temporal, we have [Thiel 15]:

E(t) = E0ε
∑

l

f(t− l∆t)e−i[ω0(t−l∆t)] (1.20)

Then, in frequency domain, we have:

E(ω) = E0εf̃(ω)
∑

l

δ(ω − lωr) (1.21)

Hence, the Fourier transform of a pulse train is a frequency comb with a gaussian
envelope (figure 1.3). As we will see in chapter 2, these modes are the ones of our
laser source. One of the other major benefit, if we compare with TEM beams, is about
the number of modes. Indeed, as we saw in the expression (1.21) each element of the
sum is actually a mode called tooth of the frequency comb. Let’s now consider the
experimental values of our laser source: we have ωr = 75 MHz, λ0 = 795 nm and
τ = 100 fs. We obtain the quantity Nmode ≈ 1

ωr∆t
≈ 105 modes. This number would

be very difficult to reach for the TEM modes in term of scalability so the pulse train
is a very good candidate for a multimode experiment as soon as we don’t want to be
limited by this quantity.

12
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time
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⌧

Figure 1.3 – An example of pulse-train (left) and the correspondingly Fourier transform,
the gaussian frequency comb (right).

1.1.2.4 Dispersion in a frequency comb

The large number of modes of the frequency comb is a wonderful support, however this
advantage comes with a non negligible drawback: the dispersion. Indeed if we refer to
the mode definition (1.1), each tooth of the comb is a single solution of this equation.
Nonetheless, the celerity depends on ω, which means that not all modes will propagate
at the same speed. This effect is called dispersion and as a consequence, the phase
velocity and the group velocity are different, i.e. when the speed of the envelope is
different from the speed of the ω0 wave inside this envelope.
Let us examine now in details the effect of the dispersion on the structure of the pulse.
Here we will focus only on the scalar part of the electric field and we will still assume
the case z = 0. We have thus:

E(+)(t) = E0f(t)e−iω0t (1.22)

E(+)(ω) = E0f̃(Ω)e−iΩt (1.23)

where Ω = ω − ω0. Because of phase shift between modes, we introduce the quantities
φ(t) and Φ(ω) such as:

E(+)(t) = E0f(t)e−iφ(t) (1.24)

E(+)(ω) = E0f̃(Ω)e−iΦ(ω) (1.25)

We suppose the phase variation is small, we can thus proceed to Taylor expantion of
the function Φ(ω) around ω0:

Φ(ω) = Φ(ω0) + Ω
∂Φ

∂ω

∣∣∣∣
ω0

+
Ω2

2

∂2Φ

∂ω2

∣∣∣∣
ω0

+ .... (1.26)

13



1.1. A CLASSICAL DEFINITION OF THE LIGHT

For the rest of the derivation we will denote Φn the derivative ∂nΦ
∂ωn

∣∣
ω0
. Now let’s see

the influence of each term on the pulse train:

Constant phase. It corresponds to the case Φ(ω) = Φ(ω0) = Φ0. We thus have:

E(+)(t) = E0a(t)e−i(ω0t−Φ0) (1.27)

It results in a delay between the envelope and the wave. As represented in the figure
1.4. the two local maximums of both functions does not match.
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time (s) 1e 11
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Figure 1.4 – Effect of a constant phase in the dispersion on a 2.5 fs duration pulse with
ω0 = 2.37 THz. The red curve has no temporal dispersion and the orange curve has a
0.66 fs delay inside the gaussian envelope due to a constant phase shift.

Linear phase. Let’s assume we express the phase variation as: Φ(ω) = ΩΦ1. The
electric field becomes:

E(+)(t) = E0a(t− Φ1)e−iω0t (1.28)
This time, we don’t observe any delay between both functions but a global one (figure
1.5). The envelope and the wave are both retarded or ahead of time. Nonetheless, this
term being a global delay, can be corrected by modifying the length of the optical path.

Quadratic phase. With only the quadratic term, Φ(Ω) = Ω2

2
Φ2 the shape of the

envelope is changed. Considering the case of a gaussian pulse, we have in temporal
domain [Thiel 15]:

f(t) =
1

4
√

2π
√
γ

exp

(
− t2

4γ2

)
(1.29)
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Figure 1.5 – Effect of a linear phase in the dispersion on the same pulse than 1.4. The
red pulse has no temporal dispersion and the orange one is delayed from 7.5 fs because
of the linear phase dispersion.

where γ = ∆t
√

1− i Φ2

2∆t2
is complex. We can simplify the expression to exhibit a

gaussian part with real argument and a part containing the information about the
phase:

f(t) =
1

4
√

2π
√
γ

exp

(
− t2

4∆t′2

)
eiφ2 (1.30)

with ∆t′ = ∆t

√
1 +

(
Φ2

2∆t

)2

and φ2 =
Φ2

8(∆t′4)
(1.31)

When there is no quadratic dispersion, ∆t′ reachs its minimum value ∆t and we say
the pulse is Fourier limited. In figure 1.6 is represented a superposition of two pulses,
with and without dispersion effect.

The effect of quadratic dispersion is something we want to avoid. The first reason
is because it changes the shape of the pulse and as we will see in chapter 3, this
beam parameter is something we want to control especially for the detection. Secondly,
because we seek to generate non-linear optical effects and squeezed states, we need
non-linear effects which depend on the peak power of the source. Here the dispersion
broadens the temporal pulse and by energy conservation the peak power is decreased
from the Fourier limited situation. Another consequence of the quadratic chirp is the
time delay between the different teeth modes of the spectrum. In the medium which
induces the quadratic phase the higher frequency will travel faster (or lower) and will
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Figure 1.6 – Effect of a quadratic phase in the dispersion. The red pulse has no temporal
dispersion and the orange has a quadratic dispersion of 4.5fs2.

be at the front of the pulse (or at the back). We don’t see this effect in the figure 1.6
because of the ω0 choice. Indeed, we choose for the figure 1.4, 1.5 and 1.6 a low value for
this parameter in order to show the oscillation inside the envelope. In the experimental
conditions, the central frequency is around 1000 times higher.

1.1.3 Power of a pulse train beam

In this subsection, we assume the mode depends on the spatial and temporal variables.
The field intensity, I, is defined by the relation:

I(r, t) = 2ncε0
∥∥E(+)(r, t)

∥∥ (1.32)

and it can be related to a well known quantity of the lab, the power measured by the
power meter P :

P (z, t) =

∫ ∫

Spw

I(r, t)d2r ≈
∫ ∫

R2

I(r, t)rdrdθ (1.33)

where Spw is the active area of the power meter and (r, θ) are the coordinates in cylin-
drical reference frame. The approximation is valid as long as the waist of the beam
is small comparing with Spw. For a pulse train, the quantity of interest is the average
power defined by:

P0(z) = Upulse(z)ωr (1.34)
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where Upulse is the energy of a single pulse. We can write:

Upulse(z) =

∫

∆t

P (z, t)dt (1.35)

We assume that the function f which defines the mode shape, can be decomposed as
f(x, y, z, t) = s(t)u(x, y, z). By deriving the above equations, we get:

Upulse(z) = 2ncε0E
2
0

∫

∆t

|s(t)|dt
∫

R2

u(x, y, z)dxdy (1.36)

We denote T and Seff the integrals respectively over time and space in the above
equation. We deduce thus the relation between the field amplitude and the average
power for a pulse train:

E0 =

√
P0

2ncε0SeffTωr
(1.37)

1.1.4 Cavity in optics

Cavities are key elements in optics. They can be used to enhance linear effect in optical
parametric oscillators or as spatial filter for TEM modes. Here we will only focus on
the case without any non-linear crystal inside in order to understand their interferential
aspect.
There are several geometries for cavities. Here we present the most common one, called
the Fabry Perot interferometer. It is one of the simplest type of cavity but already
sufficient to show the most important physical concepts. A scheme of the interferometer
is represented in figure 1.7. It’s composed of two mirrors of high reflectivity. We call r
and t the coefficients respectively of reflectivity and transmission. The index indicates
if the coefficient is associated to the input or the output mirror.

Ei
L

ri ti ro to

titoEi

titoriroe
i�EiriEi

Figure 1.7 – Fabry Perot setup.

The light can do several roundtrips before exiting the cavity. We can thus express the
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scalar part of the output electric field as the sum below:

Eout(ω) =
(
tito + tiroe

iΦ(ω)rito + tiroe
iΦ(ω)riroe

iΦ(ω)rito + ....
)
Ein(ω) (1.38)

= tito

∞∑

l=0

(riroe
iΦ(ω))lEin(ω) (1.39)

In this expression, the phase Φ is set by the length of the cavity L that we can usually
tune and lock in experiments. We recognize a geometric series where the absolute value
of the argument is strictly below one, which allows us to write:

Eout(ω) =
titoEin(ω)

1− riroeiΦ(ω)
(1.40)

We can also write the light intensity at the output I(ω) = |EE∗|:

Iout(ω) =
T 2
CIin(ω)

1 +R2
C − 2RC cos(Φ(ω))

(1.41)

where TC = tito and RC = riro. Using the trigonometric formula cos(Φ) = 1 −
2 sin2(Φ/2), we get:

Iout(ω) =
T 2
maxIin(ω)

1 +m sin2(Φ(ω)/2))
(1.42)

where Tmax = TC/(1−RC)2 and m = 4RC
(1−RC)2 . We notice the transmission of the cavity

is maximal when Iout = TmaxIin for Φ(ω) = 2kπ with k ∈ N. When the length L is
set correctly, the beams at the output of the cavity interfere constructively to reach
the maximum of intensity. If we can scan the phase Φ by several number of periods by
translation of one mirror, we will observe several resonance peaks. The interval between
two peaks is called the free spectral range (FSR). If we assume that the peaks are not
large compared with this parameter we can approximate the sin function in (1.42)
around the length L0 = 2πc/ω and the transmitted intensity takes a Lorentzienne
form:

Iout =
TmaxIin

1 +m
(
ω
c

)2
(L− L0)2

(1.43)

Hence we can define the finesse F as the ratio between the FSR and the full half
width maximum (FHWM) of the Lorentzienne function. If we consider the case where
F >> 1, F can be approximated as:

F =
π
√
RC

1−RC

(1.44)
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The demonstration above has been made in the case of a single mode electric field at
frequency ω. Formulas are here linear, so, we can use them in the multimode case. For
example, for a pulse train, we want to ensure that the length is set so that the cavity
transmits each frequency modes of the comb. It means for all frequency ωl of the comb
we should satisfy the relation:

L =
2πc

ωl
Kl with Kl ∈ N (1.45)

A solution fulfilling such constraints is the one where the FSR matches the repetition
rate of the pulse train. We thus have:

L =
2πc

ωr
(1.46)

�
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Figure 1.8 – left : Shape of the cavity transmission Iout/Iin as a function of the phase
Φ. right : Zoom of the left plot on one single peak around Φ = 0.

1.2 Quantum optics

1.2.1 Quantization of the field

Previous section has been dedicated to present some concepts of classical optics. These
are essential in order to understand some aspects of the experimental setup presented
in part II of this manuscript. However this description is not enough to get a full
understanding of the involved physics. Therefore, we introduce in the following section
the quantum properties of the light: how to write the field in this framework, some of
the consequences and we describe some of the common states.
Quantum optics can be define through a parallelism with quantum mechanics. When in
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mechanics the considered operators are the position x̂ and the momentum p̂, in optics,
we will consider the field operator Ê and its conjugate. We can then say that the electric
field is the sum of harmonic oscillators of frequency ωl. Hence, again by analogy, we
can define a annihilation operator âl associated to the optical mode of frequency ωl
[Grynberg 10]. By summing all the single modes, we get the operator of the quantum
electric field:

Ê(+)(r, t) =
∞∑

l

Elεâlfl(r, t)e−i(ωlt−kz) (1.47)

with

El =

√
~ωl

2ε0V
(1.48)

where ~ is the Planck constant over 2π and V is the same volume already defined in (1.3).
For more details, the complete quantization of the field is derived in [Grynberg 10].
From this derivation, we find equivalent properties of quantum mechanics. The Hamil-
tonian of the total free field under consideration of the multimode case is:

Ĥ =
∑

l

Ĥl =
∑

l

~ωl(â†l âl +
1

2
) (1.49)

where â†l is called the creation operator. With âl they verify the following commutation
relation:

[âl, â
†
l′ ] = δl,l′ (1.50)

[âl, âl′ ] = 0 (1.51)

We notice that all the information about the modes and the propagation of the wave are
still present in (1.47), especially through the function f and the exponential function.
Hence all the properties presented in the previous section are still valid. It’s also possible
to define the electric field operator in frequency domain and we can use the notations
Ê(+) and Ê(−).
The diagonalization of Ĥl is the same as that of the operator N̂l = â†l âl. The eigenvalues
of this operator are the zero or positive integers. In mechanics, it tells us how is
populated the given states. In optics, we speak about number of photons.

1.2.2 The quadrature operators

The annihilation and creation operators are not hermitian, which implies they are not
measurable observables. However we can build two quadrature operators that have this
desired property:

q̂l = â†l + âl (1.52)

p̂l = i(â†l − âl) (1.53)
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We can express the electric field operator in these new variables:

Ê(r, t) =
∑

l

Elεfl(r, t) (q̂l cos(ωlt− klz) + p̂l sin(ωlt− klz)) (1.54)

It is also possible to define the quadrature operators at an arbitrary phase θ:

q̂l,θ = cos(θ)q̂l + sin(θ)p̂l (1.55)

q̂l = eiθâl + e−iθâ†l (1.56)

We denote the quantum state as |Ψ〉, which can be decomposed among many basis.
One of them, the Fock basis, is used to look the state in a discrete feature:

|Ψ〉 =
∑

n

cn |n〉 (1.57)

where {cn}n∈N are complex numbers and |n〉 are the eigenstates of the operator N̂ = â†â.
We can also use the quadrature operators basis to represent |Ψ〉 and use their continuous
properties:

|Ψ〉 =

∫
Ψ(q) |q〉 dq =

∫
Ψ̃(p) |p〉 dp (1.58)

where |q〉 and |p〉 are eigenstates of respectively q̂ and p̂.

1.2.3 The Wigner function

In a quantum optics experiment, we seek to generate optical quantum states, but we
also need to characterize them. To do so, whatever the discrete or continuous feature we
choose, we have to find the convenient way to represent the state we want to measure.
Unfortunately, the notation that we have introduced above for a quantum state, |Ψ〉,
is not complete especially when the state is mixed. To counterpart this limitation, we
can use the density operator defined for a pure state as:

ρ̂ = |Ψ〉 〈Ψ| (1.59)

This operator verifies, for a pure state, Tr(ρ̂) = 1. From this operator the purity is
easily accessible by P = Tr(ρ̂2). For a mixed state, the density operator takes the form:

ρ̂ =
∑

i

pi |Ψ〉i 〈Ψ|i (1.60)

It can be expressed in a given basis {|n〉} of the Hilbert space as:

ρ̂ =
∑

n,m

ρnm|n〉〈m| (1.61)
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The density operator is also convenient to write the Wigner function [Wigner 32]. In-
deed, since the quadrature operators do not commute, we can not represent the state us-
ing a joint spectral probability distribution. The Wigner function is a quasi-probability
distribution defined in the single mode case as:

Wρ̂(q, p) =
1

2π

∫ 〈
q +

y

2

∣∣∣ ρ̂
∣∣∣q − y

2

〉
e−ipydy (1.62)

This function exhibits interesting properties which makes it a good representation of
the state in continuous feature. Indeed we have:

∫

R
Wρ̂(q, p)dp = |Ψ(q)|2 (1.63)

∫

R
Wρ̂(q, p)dq =

∣∣∣Ψ̃(p)
∣∣∣
2

(1.64)

For an observable Â, the mean value is derived from this function as:
〈
Â
〉

=

∫

R2

Wρ̂(q, p)WÂ(q, p)dqdp (1.65)

One major difference with a usual joint probability distribution is the Wigner function
can be negative [Walschaers 21a, Gottesman 01]. This singular property has already
been measured for some quantum states [Ourjoumtsev 06, Ra 20].

1.2.4 The Covariance Matrix

A useful representation for our case, since it contains the correlations between modes, is
the covariance matrix denoted as Γ [Ferraro 05]. We write the vector x, which contains
all the quadrature elements: x = (q1, ...qn, p1, ..., pn). In this context the covariance
terms are defined as:

Γi,j =
1

2
〈xi, xj〉 − 〈xi〉 − 〈xj〉 (1.66)

For multimode gaussian state, i.e states with gaussian Wigner functions, we can com-
pute the purity as:

P = det(Γ) (1.67)

1.2.5 Basis Change

In (1.54), the multimode quantum states is written using a sum symbol. We can also
use the vectorial notation for more convenience. We introduce the vector â whose
component l corresponds to the operators âl associated to the mode of frequency ωl.

22



CHAPTER 1. A TOOLBOX FOR CLASSICAL AND QUANTUM OPTICS

The equation becomes similar to the single mode case but the scalar components are
replaced by vectors.
This vectorial notation is more convenient as soon as we want to do a basis change.
Indeed, it is possible to change the orthonormal basis used to express field operators.
If we want to move from a basis â = (â1, ..., ân) to another one b̂ = (b̂1, ..., b̂n) and if U
is the transfer matrix, we have for 0 6 i, j 6 n:

b̂†i =
∑

j

Ui,j â
†
j (1.68)

b̂i =
∑

j

U∗i,j âj (1.69)

The matrix U is unitary, which implies that the Heisenberg relation is still verified in
the new basis:

[bl, b
†
l′ ] = δl,l′ (1.70)

This transformation affects also the vectors composed by the mode functions fl and the
normalization constants El, the new vectors are noted respectively g(r, t) and G and we
write the quantum electric field in the new basis as:

Ê(r, t) =
∑

l

Glεlb̂lg(r, t)ei(ωlt−kz) (1.71)

1.2.6 Symplectic Transformation

The matricesU are part of the symplectic transformation group. By definition a matrix
S is called symplectic if it satisfies:

STβS = β with β =

(
0 1

−1 0

)
(1.72)

The matrix U is indeed symplectic because it preserves the commutation relation. An
interesting property of this group, which is currently used in quantum optics, is the
Bloch Messiah reduction[Bloch 62]. This theorem says that we can decompose any
symplectic transformation S as:

S = O1KO2 (1.73)
where O1 and O2 are orthogonal matrices and K a diagonal matrix composed by real
and positive terms. In other words, O1 and O2 represents a basis changes and the
matrix K acts on the new basis element resulting from the O2 basis change.

1.2.7 Usual states in quantum optics

We present here some examples of common quantum states and the way we can rep-
resent them. We will only consider the single mode case at least for the three first
examples.
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1.2.7.1 Fock states

The Fock states, denoted as |n〉 with n ∈ N, are defined as the eigenstates of the
operator N̂ . They are associated to the number of particles contained in the state, or
photons in quantum optics. Indeed we have: N̂ |n〉 = n |n〉 from the following properties
of annihilation and creation operators:

â |n〉 =
√
n |n− 1〉 (1.74)

â† |n〉 =
√
n+ 1 |n+ 1〉 (1.75)

The state |0〉 with 0 photon is called vacuum state. Nonetheless, it is interesting that
its standard deviation is not 0. Even for this state the Heisenberg relation is verified.
For n 6= 0 the mean and the second moment can be expressed in terms of n:

〈
N̂
〉

= n (1.76)

〈
∆N̂2

〉
= 0 (1.77)

〈
∆q̂2

〉
=
〈
∆p̂2

〉
= 2n+ 1 (1.78)

We can derive the Wigner functions of Fock states as:

W|n〉 =
1

2π
(−1n)Ln(q2 + p2)e−

q2+p2

2 (1.79)

where Ln are Laguerre polynomials. The Wigner function of the first Fock states are
represented in the figure 1.9.

a b c

Figure 1.9 – Wigner function of the first element of the Fock states basis. a: W|1〉, b:
W|2〉 and c: W|3〉.
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1.2.7.2 Coherent states

Coherent states are much easier to produce than Fock states since they are simply
associated to the beam at the output of a laser. They have been originally defined
by Glauber as the eigenstates of the annihilation operator [Glauber 63]. If we denote
|α〉 as the coherent state, we have â |α〉 = α |α〉, where α is a complex number: its
modulus and angle represents respectively the amplitude and the phase of the optical
field associated to the state. From this definition we can easily express the coherent
state as superposition of Fock states:

|α〉 = e−
|α|2

2

∑

n

(αâ†)n

n!
|0〉 (1.80)

A second definition the coherent state is via the displacement operator: D(α) =
exp(αâ† − α∗â). We have:

|α〉 = D(α) |0〉 (1.81)

It means that we get a coherent state by moving the vacuum state by the complex
amplitude α in phase space. An example of coherent state is represented in figure 1.10.
We have the following properties:

• 〈α| n̂ |α〉 = |α|2

• 〈∆p2〉 = 〈∆q2〉 = 1

And the Wigner function is derived as:

W|α〉 =
1

π
e−

(q−Re(α))2+(p−Im(α))2

2 (1.82)

1.2.7.3 Squeezed states

Squeezed states are related to coherent states in a sense their Wigner function are
obtained by squeezing along one direction the Wigner function of a coherent state
[Ma 90, Walls 83]. The direction of squeezing is defined by the angle in phase space
θ. The Heisenberg relation has to be verified, which implies the orthogonal direction
θ + π/2 is anti-squeezed. We speak about bright squeezing when α 6= 0 and about
vacuum squeezing when α = 0 as shown in figure 1.11.
The squeezing operator is defined as:

Ŝ(ζ) = ei
ζâ†2−ζ∗â2

2 (1.83)

where ζ = reiθ is a complex number called the squeezing parameter with r ∈ R+. For
a squeezed vacuum state |S(ζ)〉 = Ŝ(ζ) |0〉, we have the following properties:
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q
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↵

�p2

�q2

Figure 1.10 – Representation of a α amplitude coherent state in phase space

• 〈p〉 = 〈q〉 = 0

• 〈∆p2〉 = e−2r cos2(θ/2) + e2r sin2(θ/2)

• 〈∆q2〉 = e2r cos2(θ/2) + e−2r sin2(θ/2)

and the Wigner function for vacuum squeezed state is given by:

W|Ŝ(ζ)〉 =
1

π
e
− q2

2〈∆q2〉−
p2

2〈∆p2〉 (1.84)

Here, when r > 0, which implies 〈∆q2〉 6= 〈∆p2〉, the Wigner function shape is not
anymore circular like for the coherent state case but ellipsoidal.

1.2.7.4 EPR states

The name EPR comes from the three physicists Einstein, Podolsky and Rosen, who have
been the first to describe entanglement properties in quantum physics [Einstein 35a].
The description of what was first presented as a paradox is based on a two modes
states |Φ〉 = |Φ1(q1),Φ2(q2)〉. By definition, |Φ〉 is entangled if it is not a separable
state, which means we can not write it such as |Φ〉 = |Φ1(q1)〉 ⊗ |Φ2(q2)〉.
The paradox has been identified as an important property in quantum mechanics, J.
S. Bell derived a relation to test it that has been experimentally tested in several
experiments [Einstein 35b, Aspect 82]. We can produce this kind of states from two
squeezed vacuum states squeezed along two orthogonal direction and which interact on
a balanced beam splitter (figure 1.12). When both of the squeezing parameters are
ζ = reiθ, the state at the output of the beam splitter can be expressed as:
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Figure 1.11 – Representation of a vacuum squeezed state in phase space. The dash line
represents the unitary circle.

|Φ〉 = exp(
1

2
[ζâ†1â

†
2 − ζ∗â1â2]) |0, 0〉 (1.85)

=
1

cosh(r)

∞∑

n=0

(eiθtanh(r))n |n, n〉 (1.86)

In this context, all the states involved are gaussian, and, at the output, we have corre-
lations between |Φ1〉 and |Φ2〉 such as:

〈
(q1 − q2)2

〉
=
〈
(p1 + p2)2

〉
= e−2r (1.87)

1.2.7.5 Cluster States

In the previous paragraph, the beam splitter operate as a basis change, its unitary
transformation is denoted as U2. We can also consider a quantum states composed by
n modes to which we apply a unitary transformation Un. At the output we find a state
that can be graphically represented by a network state where the nodes are optical
modes and the links entanglement correlations as represented in figure 1.13. All the
information about the connectivity between the different nodes is contained in a matrix
called the adjacency matrix and denoted as VC = (vi,j)0≤i,j≤n [Ferrini 13] such as:

vi,j =

{
1 if i and j are connected
0 otherwise

(1.88)

(
p̂c
q̂c

)
= Un

(
p̂sqz
q̂sqz

)
(1.89)
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1
Figure 1.12 – Generation of two entangled modes from two squeezed sates.
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p̂c

q̂c

◆
(1)

✓
p̂sqz

q̂sqz

◆
(1)

Un

Figure 1.13 – Example of unitary transformation to form a cluster states composed by
6 modes.

The entanglement correlations are described by the nullifier operators. We define
the nullifier operators as δ = p̂c − VC q̂c, which satisfy the relation ∆δ → 0 in the
limit where the squeezing in the initial basis (p̂sqz, q̂sqz)

T tends to infinity. Because
infinite squeezing is achievable only in theory, in an experiment, we expect to see that
the nullifier modes are squeezed below the shot noise limit 1.14.
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variances for a specific structure given the experimental input
squeezers of Fig. 2. As a result, the mean of the nullifier variances
is approximately equal across the examined cluster series as seen
in Fig. 3d,e, which indicates that the finite resources available
have been optimally allocated (see also the Method section).
Together with inseparability criteria assessed below, the nullifiers
values are a witness for successful cluster generation. Among the
variations that persist following optimization, it is observed that
cluster states with a higher connectivity exhibit a lower mean
nullifier variance for a fixed number of modes35.

For genuine demonstration of cluster states, it is usually
understood that beyond the nullifiers, one has to assess the
inseparability of the multimode state. Generally speaking, our
state has been proven to be fully entangled in ref. 36. However, it
is interesting to assess inseparability for the actual nodes of a
given cluster. To do so, because in our system it is possible to
obtain the full covariance matrix, we have been using the PPT
(positive partial transpose) criteria37. For any partition of any of
the clusters demonstrated in this article, we find inseparability.
More specifically, as an example we focus here on the six mode
graph with the structure shown in Fig. 4 as it will be
the one relevant for secret sharing. We find that for any
bipartition, the smallest eigenvalue of the partially transpose
matrix is comprised between ! 0.20 and ! 0.5 (in shot noise
units), with a mean of about ! 0.40. The most inseparable
partition being the one between nodes {1, 2, 3, 4} and nodes {5, 6},

while the least entangled is the partition between modes {1, 4, 5}
and modes {2, 3, 6}.

Quantum secret sharing simulations. Quantum secret sharing
consists of sharing information (either quantum or classical)
between several players through the use of entangled quantum
states. The information is first transferred to a multipartite
entangled state. Each player is then given a piece of the total
entangled state, and the original information can only be
retrieved through a collaboration of subsets of the players. The
quantum correlations increase both the protocol security as well
as its retrieval fidelity as compared to what is attainable with only
classical resources38–40.

Here we demonstrate a five-partite secret sharing protocol,
which uses a six mode all-optical quantum graph with the
structure shown in Fig. 4. This choice of cluster was proposed in
ref. 41. Nodes on the edge of the pentagon (labelled 1–5)
represent the players, and the central node (6) encodes the secret
before its coupling to the conglomerate state. Hence, this central
information carrying node is termed the dealer.

In the present case, the nodes corresponding to the players and
the dealer are associated with the annihilation operators ânet

i ,
which, in turn, are constructed as a combination of the leading six
squeezed eigenmodes of the comb. This transformation is
obtained with the same matrix Use that is employed to build
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Figure 3 | Simulation of CV cluster states. (a,b,c) Witness measurement. (a) Graph of the diagonal-square four-node cluster state as defined by the
adjacency matrix V. (b) A sample of the spectrograms that correspond to this cluster state. The leading three spectrograms depict the pulse shapes
corresponding to the optical nodes indicated in the corner of each image, and the final spectrogram represents the nullifier d3 for node 3 as defined by

equation (6), which is formed as the spectral superposition ânull
3 ¼â3þ i â1þ i â4. (c): To measure the nullifier variances associated with the correspondingly

generated cluster state, the pulse shaper sculpts the LO in the spectral form associated with each of the four nullifiers, and the resulting four variance
curves as a function of the global LO phase are shown. Each of the four nullifiers exhibits noise statistics below the shot noise limit (black lines).
(d,e) Versatility and scalability. Nullifier squeezing values of various cluster states possessing between 4 and 12 nodes are presented as box plots. The
black points are the individual nullifier variances, the pink rectangles depict the first and third quartiles of the data, the black line contained in the rectangle
is the nullifier mean, and the black whiskers indicate the upper and lower extrema of the nullifier collection. The red dashed lines in (d,e) represent the shot
noise limit. All of the nullifier variances are below the shot noise limit, which is a signature of the presence of the targeted cluster states. In (e), the
variances of the n-mode linear (left, blue) and diagonal square (right, pink) cluster states are compared. The noise variances in (d,e) are only corrected for
electrical dark noise.
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variances for a specific structure given the experimental input
squeezers of Fig. 2. As a result, the mean of the nullifier variances
is approximately equal across the examined cluster series as seen
in Fig. 3d,e, which indicates that the finite resources available
have been optimally allocated (see also the Method section).
Together with inseparability criteria assessed below, the nullifiers
values are a witness for successful cluster generation. Among the
variations that persist following optimization, it is observed that
cluster states with a higher connectivity exhibit a lower mean
nullifier variance for a fixed number of modes35.

For genuine demonstration of cluster states, it is usually
understood that beyond the nullifiers, one has to assess the
inseparability of the multimode state. Generally speaking, our
state has been proven to be fully entangled in ref. 36. However, it
is interesting to assess inseparability for the actual nodes of a
given cluster. To do so, because in our system it is possible to
obtain the full covariance matrix, we have been using the PPT
(positive partial transpose) criteria37. For any partition of any of
the clusters demonstrated in this article, we find inseparability.
More specifically, as an example we focus here on the six mode
graph with the structure shown in Fig. 4 as it will be
the one relevant for secret sharing. We find that for any
bipartition, the smallest eigenvalue of the partially transpose
matrix is comprised between ! 0.20 and ! 0.5 (in shot noise
units), with a mean of about ! 0.40. The most inseparable
partition being the one between nodes {1, 2, 3, 4} and nodes {5, 6},

while the least entangled is the partition between modes {1, 4, 5}
and modes {2, 3, 6}.

Quantum secret sharing simulations. Quantum secret sharing
consists of sharing information (either quantum or classical)
between several players through the use of entangled quantum
states. The information is first transferred to a multipartite
entangled state. Each player is then given a piece of the total
entangled state, and the original information can only be
retrieved through a collaboration of subsets of the players. The
quantum correlations increase both the protocol security as well
as its retrieval fidelity as compared to what is attainable with only
classical resources38–40.

Here we demonstrate a five-partite secret sharing protocol,
which uses a six mode all-optical quantum graph with the
structure shown in Fig. 4. This choice of cluster was proposed in
ref. 41. Nodes on the edge of the pentagon (labelled 1–5)
represent the players, and the central node (6) encodes the secret
before its coupling to the conglomerate state. Hence, this central
information carrying node is termed the dealer.

In the present case, the nodes corresponding to the players and
the dealer are associated with the annihilation operators ânet

i ,
which, in turn, are constructed as a combination of the leading six
squeezed eigenmodes of the comb. This transformation is
obtained with the same matrix Use that is employed to build
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equation (6), which is formed as the spectral superposition ânull
3 ¼â3þ i â1þ i â4. (c): To measure the nullifier variances associated with the correspondingly

generated cluster state, the pulse shaper sculpts the LO in the spectral form associated with each of the four nullifiers, and the resulting four variance
curves as a function of the global LO phase are shown. Each of the four nullifiers exhibits noise statistics below the shot noise limit (black lines).
(d,e) Versatility and scalability. Nullifier squeezing values of various cluster states possessing between 4 and 12 nodes are presented as box plots. The
black points are the individual nullifier variances, the pink rectangles depict the first and third quartiles of the data, the black line contained in the rectangle
is the nullifier mean, and the black whiskers indicate the upper and lower extrema of the nullifier collection. The red dashed lines in (d,e) represent the shot
noise limit. All of the nullifier variances are below the shot noise limit, which is a signature of the presence of the targeted cluster states. In (e), the
variances of the n-mode linear (left, blue) and diagonal square (right, pink) cluster states are compared. The noise variances in (d,e) are only corrected for
electrical dark noise.
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variances for a specific structure given the experimental input
squeezers of Fig. 2. As a result, the mean of the nullifier variances
is approximately equal across the examined cluster series as seen
in Fig. 3d,e, which indicates that the finite resources available
have been optimally allocated (see also the Method section).
Together with inseparability criteria assessed below, the nullifiers
values are a witness for successful cluster generation. Among the
variations that persist following optimization, it is observed that
cluster states with a higher connectivity exhibit a lower mean
nullifier variance for a fixed number of modes35.

For genuine demonstration of cluster states, it is usually
understood that beyond the nullifiers, one has to assess the
inseparability of the multimode state. Generally speaking, our
state has been proven to be fully entangled in ref. 36. However, it
is interesting to assess inseparability for the actual nodes of a
given cluster. To do so, because in our system it is possible to
obtain the full covariance matrix, we have been using the PPT
(positive partial transpose) criteria37. For any partition of any of
the clusters demonstrated in this article, we find inseparability.
More specifically, as an example we focus here on the six mode
graph with the structure shown in Fig. 4 as it will be
the one relevant for secret sharing. We find that for any
bipartition, the smallest eigenvalue of the partially transpose
matrix is comprised between ! 0.20 and ! 0.5 (in shot noise
units), with a mean of about ! 0.40. The most inseparable
partition being the one between nodes {1, 2, 3, 4} and nodes {5, 6},

while the least entangled is the partition between modes {1, 4, 5}
and modes {2, 3, 6}.

Quantum secret sharing simulations. Quantum secret sharing
consists of sharing information (either quantum or classical)
between several players through the use of entangled quantum
states. The information is first transferred to a multipartite
entangled state. Each player is then given a piece of the total
entangled state, and the original information can only be
retrieved through a collaboration of subsets of the players. The
quantum correlations increase both the protocol security as well
as its retrieval fidelity as compared to what is attainable with only
classical resources38–40.

Here we demonstrate a five-partite secret sharing protocol,
which uses a six mode all-optical quantum graph with the
structure shown in Fig. 4. This choice of cluster was proposed in
ref. 41. Nodes on the edge of the pentagon (labelled 1–5)
represent the players, and the central node (6) encodes the secret
before its coupling to the conglomerate state. Hence, this central
information carrying node is termed the dealer.

In the present case, the nodes corresponding to the players and
the dealer are associated with the annihilation operators ânet

i ,
which, in turn, are constructed as a combination of the leading six
squeezed eigenmodes of the comb. This transformation is
obtained with the same matrix Use that is employed to build
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equation (6), which is formed as the spectral superposition ânull
3 ¼â3þ i â1þ i â4. (c): To measure the nullifier variances associated with the correspondingly

generated cluster state, the pulse shaper sculpts the LO in the spectral form associated with each of the four nullifiers, and the resulting four variance
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variances for a specific structure given the experimental input
squeezers of Fig. 2. As a result, the mean of the nullifier variances
is approximately equal across the examined cluster series as seen
in Fig. 3d,e, which indicates that the finite resources available
have been optimally allocated (see also the Method section).
Together with inseparability criteria assessed below, the nullifiers
values are a witness for successful cluster generation. Among the
variations that persist following optimization, it is observed that
cluster states with a higher connectivity exhibit a lower mean
nullifier variance for a fixed number of modes35.

For genuine demonstration of cluster states, it is usually
understood that beyond the nullifiers, one has to assess the
inseparability of the multimode state. Generally speaking, our
state has been proven to be fully entangled in ref. 36. However, it
is interesting to assess inseparability for the actual nodes of a
given cluster. To do so, because in our system it is possible to
obtain the full covariance matrix, we have been using the PPT
(positive partial transpose) criteria37. For any partition of any of
the clusters demonstrated in this article, we find inseparability.
More specifically, as an example we focus here on the six mode
graph with the structure shown in Fig. 4 as it will be
the one relevant for secret sharing. We find that for any
bipartition, the smallest eigenvalue of the partially transpose
matrix is comprised between ! 0.20 and ! 0.5 (in shot noise
units), with a mean of about ! 0.40. The most inseparable
partition being the one between nodes {1, 2, 3, 4} and nodes {5, 6},

while the least entangled is the partition between modes {1, 4, 5}
and modes {2, 3, 6}.

Quantum secret sharing simulations. Quantum secret sharing
consists of sharing information (either quantum or classical)
between several players through the use of entangled quantum
states. The information is first transferred to a multipartite
entangled state. Each player is then given a piece of the total
entangled state, and the original information can only be
retrieved through a collaboration of subsets of the players. The
quantum correlations increase both the protocol security as well
as its retrieval fidelity as compared to what is attainable with only
classical resources38–40.

Here we demonstrate a five-partite secret sharing protocol,
which uses a six mode all-optical quantum graph with the
structure shown in Fig. 4. This choice of cluster was proposed in
ref. 41. Nodes on the edge of the pentagon (labelled 1–5)
represent the players, and the central node (6) encodes the secret
before its coupling to the conglomerate state. Hence, this central
information carrying node is termed the dealer.

In the present case, the nodes corresponding to the players and
the dealer are associated with the annihilation operators ânet

i ,
which, in turn, are constructed as a combination of the leading six
squeezed eigenmodes of the comb. This transformation is
obtained with the same matrix Use that is employed to build
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Figure 3 | Simulation of CV cluster states. (a,b,c) Witness measurement. (a) Graph of the diagonal-square four-node cluster state as defined by the
adjacency matrix V. (b) A sample of the spectrograms that correspond to this cluster state. The leading three spectrograms depict the pulse shapes
corresponding to the optical nodes indicated in the corner of each image, and the final spectrogram represents the nullifier d3 for node 3 as defined by

equation (6), which is formed as the spectral superposition ânull
3 ¼â3þ i â1þ i â4. (c): To measure the nullifier variances associated with the correspondingly

generated cluster state, the pulse shaper sculpts the LO in the spectral form associated with each of the four nullifiers, and the resulting four variance
curves as a function of the global LO phase are shown. Each of the four nullifiers exhibits noise statistics below the shot noise limit (black lines).
(d,e) Versatility and scalability. Nullifier squeezing values of various cluster states possessing between 4 and 12 nodes are presented as box plots. The
black points are the individual nullifier variances, the pink rectangles depict the first and third quartiles of the data, the black line contained in the rectangle
is the nullifier mean, and the black whiskers indicate the upper and lower extrema of the nullifier collection. The red dashed lines in (d,e) represent the shot
noise limit. All of the nullifier variances are below the shot noise limit, which is a signature of the presence of the targeted cluster states. In (e), the
variances of the n-mode linear (left, blue) and diagonal square (right, pink) cluster states are compared. The noise variances in (d,e) are only corrected for
electrical dark noise.
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Figure 1.14 – left : Example of 4-modes cluster states. center and right : measurement
of 〈∆δ2〉 as a function of the phase θ (blue lines). We see for some phase intervals the
curve are below shot noise limit (black lines), which witnesses of correlation between
modes in the cluster basis. Taken from [Cai 17].
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Presentation of the SPOPO
experiment
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Chapter 2

Preparation of multimode squeezed
states
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The so-called SPOPO refers to an experiment composed of an optical parametric
oscillator (OPO) working with pulse trains. It is a cavity with a non-linear crystal
inside, which is multimode as it fulfills the condition of equation (1.46). SPOPO stands
for Synchronously Pulsed Optical Parametric Oscillator. The purpose of this cavity
is to produce a collection of squeezed vacuum states on different frequency modes as
defined in the first part of this thesis.
The OPO operation is explained at the end of this chapter. Before, we present all the
experimental ingredients needed for the generation of the desired states starting from
the laser source.
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2.1. THE SOURCE AND PREPARATION OF THE BEAM

2.1 The source and preparation of the beam
A way to produce multimode squeezed states in the frequency domain is to inject a
pump which is already multimode into the SPOPO cavity. As explained in the first
chapter, pulsed light is a very promising candidate for producing these states due to its
very large number of modes defined in the spectral domain.
The industry of pulsed lasers has continuously evolved for many years and J. Hall and
T. Hänsch got Nobel prize in 2005 for their contribution to metrology based on optical
frequency comb[Hall 06, Hänsch 06]. Very recently, pulses in the atto-second regime
(∆t 6 10−15s) have been measured and stand as useful support for the study of atoms
and molecules motions in chemical reactions[Krausz 09, Marinelli 20].

2.1.1 Laser source

For the SPOPO experiment, we do not need to go up to the atto-second pulses regime.
The source we use is a femtosecond laser from Coherent (model MIRA 900). This is
an oscillator pumped by a DPSS laser also from Coherent (model Verdi G-15). This
pump laser is source of coherent light at λp = 532nm and its working point is at 13W. A
titanium-sapphir [Ti : Al2O3] crystal embedded inside the MIRA allows to convert green
light of the pump laser to red light around 800nm[Kerr 75, Brabec 92, Spence 91]. Then,
like in the Fabry Perot, the MIRA cavity length, which is set around LMIRA ≈ 4m,
selects the longitudinal modes which are resonant. However, all these modes are not
able to produce lasing effect because of losses. As depicted in figure 2.1, the existence
of an oscillation threshold means that the cavity also acts as a spectral filter on the
frequency comb. Lasing effects still occurs for a large amount of frequencies, which
oscillate all together in phase.

! !

Loss

threshold

Laser Output

Figure 2.1 – Sketch of cavity losses on frequency comb in cavity. On the left, the Dirac
peaks indicate the resonant frequency modes of the laser and on the right the modes
whose amplitude is above the loss threshold and which are able to produce lasing effect.

We observe that two spatial-temporal modes can be produced at the output of the
MIRA: the desired pulse train beam called mode-lock and a continuous mode, whose
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CHAPTER 2. PREPARATION OF MULTIMODE SQUEEZED STATES

diameter is larger. A tunable slit is thus inserted just before the output coupler to add
extra losses on the continuous beam and to avoid any lasing from this mode. In the
cavity, we also use a Lyot filter to tune the central wavelength of the comb [Lyot 33] and
two prisms to correct for the temporal dispersion due to the intracavity propagation
inside the MIRA.
In figure 2.2 we show the spectrum of the mode-lock beam. The shape is Gaussian
as expected with a central wavelength λ0 = 795nm and a Full Width Half Maximum
FHWM ≈ 9nm. The output power is around 1.65W . We note that we do not see a
frequency comb but only the gaussian envelope of the real spectrum, as the spectrometer
resolution isn’t sufficient (this measurement as well as all the spectrum measurements of
this manuscript have been preformed with a HR4000 with a resolution of δλ ≈ 0.1nm).
The time duration of the pulse is around 90fs and the repetition rate is 76MHz. After
the laser, some usual optics are used in order to prepare the beam for the rest of the
experiment:

• An isolator to avoid any back propagation of the light into the femtosecond laser

• A f = −3000 mm lens to collimate the beam on a long distance

• A GLAN Thompson prism to filter the polarization. After this element, the beam
has a p linear polarization.
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Figure 2.2 – Output spectrum of the MIRA laser.
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2.1. THE SOURCE AND PREPARATION OF THE BEAM

2.1.2 The compressor

2.1.2.1 correction of the temporal chirp

As explained in the first chapter, pulse light has a significative drawback: it is sensitive
to dispersion. We have to pre-compensate this effect. Indeed, as we saw, the dispersion
(negative or positive) makes the pulse longer, reduces its peak power and the non-linear
effect needed to produce the states we are interested in.
The dispersion is also the reason why we do not use any optical fiber in our experiment,
the effect of air is negligible compared with glass, although we still need some compo-
nents like polarizing beamsplitters (PBS) and non-linear crystals. They add a positive
quadratic dispersion to the light, which means we can pre-compensate it knowing the
path between the laser and the SPOPO cavity[Chanteloup 98].
This is the role of the compressor. As its name suggests, it can set the Φ2 value of pulses.
On the optical table, we choose the scheme composed by 2 SF10 prisms represented in
figure 2.3 below[Fork 84]:

Input

Output

L0

L1
P1

P2

Figure 2.3 – Scheme of the compressor

If we consider the beam coming in the compressor with a spectral phase of φ(ω),
the compressor will add an extra phase Φ′2 whose expression is given by[Pinel 10]:

Φ′2 = −8
L0λ

3
0

2πc2
(
dn

dλ
)2 +

λ3
0L1

πc2

d2n

dλ2
(2.1)

where n denotes the optical index of the propagation medium. We can make few com-
ments about the expression of Φ′2. The term proportional to L0, the distance between
both prisms, is negative which means the larger this distance, the more the compressor
pre-compensates the positive dispersion on the table. It is the opposite for the second
term, which is positive and which depends on L1 the distance of propagation into the
second prism. On the optical table, the distance L0 is around 99 cm, we then set the
position of the second prism and L1 by optimizing on a non-linear effect described on
next paragraph, the second harmonic generation (SHG) and the second order dispersion
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CHAPTER 2. PREPARATION OF MULTIMODE SQUEEZED STATES

is measured with an auto-correlator. We choose the SHG and not the non-linear effect
in the SPOPO itself because two different beams with different dispersions are involved
in the non-linear process of the cavity while the SHG is based on only one beam as it is
going to be developed later in this chapter. Besides, there are only few lenses between
the SHG crystal and the crystal inside the SPOPO cavity which makes the difference
of dispersion between these two positions negligible.
When both prisms are set, we can measure the dispersion at the output of the com-
pressor using an auto-correlator. This instrument aims to measure the autocorrelation
function of pulses. We call respectively ∆τA,0 and ∆τp,0 the time duration we read on
the auto-correlator and the one of the pulse in the absence of any temporal chirp. We
say the pulse is Fourier limited in this case. We assume the envelope of the pulse is
gaussian whatever the dispersion is, we have the relation: ∆τA,Φ′2 =

√
2∆τp,Φ′2 . Hence

we deduce the pulse duration just by measuring the duration on the auto-correlator and
we obtain, from the pulse duration measurement, the dispersion Φ′2 using the relation:

∆τp,Φ′2 = ∆τp,0

√
1 + (

Φ′2
∆τ 2

p,0

)2 (2.2)

where ∆τp,Φ′2 denotes the duration of the temporally chirped pulse train. We measure
before the compressor the following dispersion Φ′2,before = 8105fs2 and after: Φ′2,after =
−5000fs2. We note the value of the chirp before the compressor is quite large. It is
because of the optics used for the beam preparation.

2.1.2.2 Spatial chirp

In the compressor, we align the prisms at the Brewster angle, which means most of
the beam is refracted, a slight fraction is reflected and lost. However this alignment is
never optimal and by looking the light at the output of the setup, we observe angular
dispersion also called spatial chirp[G. Pretzler 00, Akturk 05]. This type of dispersion
is due to the coupling between the frequency and the direction of the beam. A way to
evaluate this effect is to inject the light through a pinhole located on the focal plan of
a lens and measure the shift of the central wavelength by translating the pinhole along
the x-axis and the y-axis (when the z-axis is the direction of propagation). These both
shifts evaluated in nm give us the information about the vertical and horizontal chirp.
The Full Half Width Maximum of the MIRA output beam being around 10 nm, the
aim is to keep the angular dispersion, in both directions, below 0.5 nm throughout the
beam propagation along the experiment.
A way to eliminate the vertical chirp from the compressor is to induce a small angle
on the prism P1 to make them not parallel to the table. For the horizontal chirp, we
have to “beam walk” between the front mirror of the compressor and the rotation of the
first prism along the perpendicular direction to the table [Osvay 04]. The case where

37



2.2. NON-LINEAR OPTICS

the spatial chirp is eliminated and the temporal chirp is pre-compensated corresponds
to a case where losses are induced since the prisms are not anymore at Brewster angle.
Nonetheless, the amount of lost power is negligible.

2.2 Non-linear optics

Once the temporal dispersion has been pre-compensated, we separate the beam in two
paths using a PBS. One beam is dedicated for the detection, which will be the object of
the next chapter and the other one is propagated in direction of the SPOPO cavity. In
this part we will present some elements of non-linear optics for a better understanding
of the following sections[Bloembergen 82, Boyd 07].

2.2.1 Equation of propagation in non-linear medium

Here we focus on the monochromatic case. We will deal with the train pulse on the
next section. Optical non-linear phenomena appears when the optical response of the
medium passed through by the light is not anymore linear. Indeed, in this kind of
materials, the presence of a field can induce a mechanical response of electrons and
nucleus, which implies the creation of an additional field. Let us introduce the two
vectors: D(r, t) = E(r, t) + P (r, t) and H(r, t) = B(r,t)

µ0
where P is the density of

dipole moments and is called the polarization vector. We can easily show that, in the
linear regime, it is proportional to the electric field such as:

P (r, ω) = ε0χe(ω)E(r, ω) (2.3)

χe is called the electric susceptibility. It is a tensor where each component is related to
a polarization direction. Here, we only treat the case where the polarization is preserved
by the tensor, which is the case in the experiment. By injecting the vectors P and H
in the Maxwell equations we can find a more appropriate way to write the propagation
equation:

∆E− 1

c2

∂2E
∂t2

=
1

ε0c2

∂2P
∂t2

(2.4)

When light power is large enough the mechanical response of the particles is not anymore
linear. Hence we can express P as:

P = PL + PNL (2.5)

where PL and PNL stand respectively for the linear and non-linear responses of P .
Because of the non-linear response, equation (2.3) has to be completed by a Taylor
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expansion. In addition, because of polarization conservation, we can use the scalar
notation. Finally, we have the relation:

P (r, t) = ε0
(
χ(1)
e E(r, t) + χ(2)

e E(r, t)2 + χ(2)
e E(r, t)3 + ....

)
(2.6)

with
PL(r, t) = ε0χ

(1)
e E(r, t) (2.7)

PNL(r, t) = ε0
∑

n

χ(n)
e En(r, t) (2.8)

where χ(n)
e labels the electric susceptibility for nth order of the non-linear response.

Finally by injecting (2.5) in (2.4), we get:

∆E(r, t)− 1 + χ
(1)
e

c2

∂2E(r, t)

∂t2
=
∂2PNL(r, t)

∂t2
(2.9)

Using the notations introduced in the first chapter such as E(r, t) = f(r, t)e−i(ωt−k(ω)z)

and denoting f the mode of the electric field, we have in a Cartesian reference frame:

∆E =

(
∂2f

∂x2
+
∂2f

∂y2
+
∂2f

∂z2
+ 2ik(ω)

∂f

∂z
− k2(ω)f

)
eikz (2.10)

The hypothesis of the slowly varying envelope compared with the variations of the
wave is also valid here. We also assume, that the derivative along x and y are negligible
according to the paraxial approximation. We have thus:

∣∣∣∣
∂2f

∂z2

∣∣∣∣�
∣∣∣∣k
∂f

∂z

∣∣∣∣ (2.11)

Hence, the equation (2.9) in the positive frequency domain is:

∂f

∂z
(z, ω) =

iω

2ε0nc
P

(+)
NL (z, ω)e−ik(ω)z (2.12)

This equation is the starting point to describe several optical non-linear effects such as
second harmonic generation or parametric down conversion.

2.2.2 Second harmonic generation

The second harmonic generation corresponds, in the monochromatic case, to a phe-
nomenon where two signal photons of frequency ω interact together with the non-linear
medium to create one pump photon, whose frequency is, by energy conservation, 2ω.
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Figure 2.4 – Scheme of Second Harmonic Generation in single mode case.

To study this type of non-linear behaviour, we start from the equation (2.12) using the
notation that we just have introduced:

∂fp
∂z

(z, ω) =
iω

2εnc
P

(+)
NL e

−ik(ω)z (2.13)

with:
P

(+)
NL = ε0χ

(2)E(+)
s (z, ω)E(+)

s (z, ω) (2.14)

By replacing the expression of the signal field, we have:

∂fp
∂z

(z, ω) =
iω

nc
f 2
s (z, ω)e−i∆k(ω)z (2.15)

with:
∆k(ω) = k(2ω)− 2k(ω) (2.16)

We assume that the power of the signal beam is constant along the crystal. We can
thus easily integrate the last equation over z and we obtain:

fp(z, ω) =
iωlcχ

(2)(2ω)

nc
f 2
s (ω)sinc(

∆k(ω)lc
2

) (2.17)

We note from this result that the amplitude of the pump mode is linear with the square
of the signal one. Another important feature is the presence of the sinc term. Indeed,
it means that there is a optimal length lc,op of the crystal, when lc > lc,op the conversion
is decreasing.

2.2.3 Parametric down convertion

The parametric down conversion (PDC) is also a non-linear process, where a photon
called pump is converted into two photons, the signal and the idler. We have energy
conservation: ωp = ωi+ωs and we introduce, as for the SHG, the phase matching term:
∆k = k(ωp)− k(ωi)− k(ωs). There exists differents types of conversions:
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!2! Non linear crystal #(%)

E

Figure 2.5 – Scheme of Paramagnetic Down Conservation in single mode case.

• Type 0: all the beams have the same polarization

• Type I: Signal and idler have identical polarizations, which is orthogonal to those
of the pump.

• Type II: Signal and idler have orthogonal polarizations. One of the two beam
shares its polarization with the pump.

In the degenerate case we have ωi = ωs = ω and by assuming we have conservation
of the momentum, meaning ∆k = 0, we derive the equation (2.12) as:

dfs
dz

=
iωχ(2)(2ω, ω)

2ε0nc
fp(z, 2ω)f ∗s (z, ω) (2.18)

Taking the derivative of this equation we can find that fs is solution of the following
linear second order differential equation:

d2fs
dz2

= γ2fs(z, ω) (2.19)

with

γ(z) =
ωχ(2)

2ε0nc
| fp(z, 2ω) | (2.20)

We assume the pump field is constant along the non-linear crystal because there is
no pump depletion, fs is thus linear combination of exponentials whose parameters
are γ and −γ, which are linear with the amplitude of fp (the function γ does not
depends anymore of z in this context). Hence, the signal field is amplified or deamplified
depending on the exponential argument sign.

2.2.4 Non-linear process: the multimode case

In the precedent subsection, we have introduced the two non-linear optical effects we
use in the experiment to produce quantum states. However, we simplified the derivation
to the single mode case. If we consider a pulse train, it is possible to observe other
frequencies combinations as show the figures 2.6 and 2.9.
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2.2.4.1 Second harmonic generation in multimode case

!"

2!"
Figure 2.6 – Exemple of conversion during SHG non-linear process in frequency comb
case.

Let’s start with the second harmonic effect. The multi-mode version of equation
2.13 is written by adding an integral to consider all possible frequency combinations.
We express thus the polarization in the frequency domain as:

P
(+,2)
NL (z, ω) = ε0χ

(2)

∫
E(+)
s (z, ω′)E(+)

s (z, ω − ω′)dω
′

2π
(2.21)

For a frequency comb, because of the narrowband hypothesis, the frequency ω and
ω′ − ω are close. We can thus assume that: χ(2)(ωi, ωj) ≈ χ(2) and then by injecting
the new formula of Pp into the equation (2.12), we get with similar derivation:

fp(z, ω) =
iωχ(2)lc

2nc

∫
fs(z, ω

′)fs(z, ω − ω′)Φ(ω, ω′)
dω′

2π
(2.22)

where Φ(ω, ω′) is the phase matching defined as:

Φ(ω, ω′) = sinc

(
∆k(ω, ω′)lc

2

)
(2.23)

where
∆k(ω, ω′) = kp(ω)− ks(ω − ω′)− ks(ω′) (2.24)
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As we saw in the first part, in the pulse regime we have to consider the effect of
dispersion. Here, since the phase matching depends on ∆k(ω, ω′) we have to use Taylor
development of both kp and ks around the center frequencies ω0 and 2ω0 to find the
effective phase matching:

∆k(ω, ω′) = ∆k(2ω0, ω0) +

(
dks
dω
− dkp
dω

(ω − 2ω0

)
+

1

2

(
dk2

s

d2ω

)
(ω − 2ω0)2

− dk2
s

d2ω
(ω′ − ω0)(ω − ω′ − ω0) (2.25)

where the term ∆k(2ω0, ω0) corresponds to the mode matching term in the single mode
case i.e kp(2ω0) = 2ks(ω0). We can assume ∆k(2ω, ω0) = 0 and we keep only the first
order, the relation becomes thus:

∆k(ω, ω′) ≈
(
dks
dω
− dkp
dω

)
(ω − 2ω0) (2.26)

Hence, in this approximation Φ is independent of ω′ and can be taken out from the
integral. We can then write fp(z, ω) as:

fp(z, ω) =
iωχ(2)lc

2nc
Φ(ω)fs ∗ fs(z, ω) (2.27)

We observe that fp is linear with the auto-convolution of the function fs at the input
of the crystal, whose spectrum is a frequency comb with a gaussian envelope 2.7.
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Figure 2.7 – Spectrum of blue beam at the output of the SHG.
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We can then derive equation (2.27) to evaluate the power of the beam at the output
of the SHG. Here we consider the field as a gaussian beam and not anymore as a plane
wave, which means we can write in the frequency domain:

E(+)(x, y, z, ω) = E0u(x, y, z)s̃(ω)eik(ω)z (2.28)

Then, from equation (1.33) we can express the power of the pump beam as:

Pp = 2ε0npcfr

∫

R2

dxdyup(x, y, z)

∫

R
dω | E0,ps̃p(ω) |2 (2.29)

we can replace the argument inside the integral on ω by the expression found in (2.27):

Pp = 2ε0npcfr

∫

R2

dxdyup(x, y, z)

∫

R
dω | E2

0,s

iωχ(2)lc
2nsc

Φ(ω)s̃s ∗ s̃s(ω) |2 (2.30)

We know E0,s =
√

Ps
2nscε0ωrSeff,s

where Seff,s is the effective section for the input
beam. For the SHG beam, we can also define an equivalent surface Seff,p(z) =∫
R2 dxdy u(x, y, z). If we define the integral I =

∫
R ωΦ(ω)s̃s ∗ s̃s(ω)dω, we find

Pp =
npSeff,pχ

(2)2
l2c

2n2
scε0ωrS

2
eff,s

I.P2
s (2.31)

From this last equation, we can deduce that the converted power from the SHG effect is
quadratic with the input power. We observe the same dependency in the lab as shown
in figure 2.8.

2.2.4.2 Parametric down conversion in the multimode regime

Like for the SHG case, to compute the derivation of the multimode PDC, we take
inspiration from the single mode scenario. We start by rewriting PNL taking into
account all the frequency combinations of the non-linear process:

P
(+)
NL (z, ω) =

∫
χ(2)E(+)

p (z, ω + ω′)E(−)
s (ω′)

dω

2π
(2.32)

By injecting this expression of the polarization into (2.12) we get:

∂fs
∂z

(z, ω) =
iωχ(2)

2nsc
E0,p

∫
fp(z, ω + ω′)f ∗s (z, ω′)ei∆k(ω,ω′)z dω′√

2π
(2.33)

where:
∆k(ω, ω′) = kp(ω + ω′)− ks(ω′)− ks(ω) (2.34)
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Figure 2.8 – Measurement of the power converted from SHG as a function of on the
signal power injected through the crystal. Error bar are too small to be visible.

Another way to write equation (2.33) is by introducing the integral operator K such as:

∂fs
∂z

(z, ω) = K(z)f ∗s (z, ω) (2.35)

where K is an integral transform with K(z, ω, ω′) as kernel. We have for a function
h(z, ω):

K(z, ω, ω′)h(z, ω) :=

∫

R
dω′K(z, ω, ω′)h(z, ω′) (2.36)

with

K(z, ω, ω′) = i
ωχ(2)

2
√

2πnsc
Ep,0fp(z, ω + ω′)ei∆k(ω,ω′)z (2.37)

We note we can also use this formalism to express the same differential equation but
this time for the complex conjugate of the signal field:

∂f ∗s
∂z

(z, ω) = K∗(z)fs(z, ω) (2.38)

Hence, If we define the two components vector:
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Figure 2.9 – Exemple of conversion during PDC non-linear process in frequency comb
case.

fs =

(
fs
f ∗s

)

we can write the following matrix linear differential equation:

∂fs
∂z

(z, ω) = K(z)fs(z, ω) (2.39)

with
K(z) =

(
0 K(z)
K(z) 0

)

We can derive this differential equation by using the Magnus expansion [Lipfert 18],
which allows us to deduce the output field of crystal. We denote fs,in and fs,out the
signal field vectors respectively for z = zin and z = zout. Beside, in the limit where the
pump power is weak, we assume we keep only the first order from the Magnus expansion
and we get:

fs,out = exp(
∞∑

k=0

S0)fs,in (2.40)

where
S0 =

∫ zout

zin

dzK(z) (2.41)

46



CHAPTER 2. PREPARATION OF MULTIMODE SQUEEZED STATES

If we assume there is no pump depletion, which means the pump power is constant
along the non-linear crystal and the integral signs can be exchanged in the derivation
of the kernel of S0. We also assume the bandwidth of the frequency comb is small then
we finally find:

S0 =

∫ zout

zin

dz

∫
dωK(z, ω, ω′) = igfp(ω + ω′)Φ(ω, ω′)

with g =
ω0χ

(2)lcEp,0

2
√

2πnsc
and Φ(ω, ω′) = sinc

(
∆k(ω, ω′)lc

2

)
(2.42)

As for the SHG case, Φ is called the phase matching function. Let’s introduce the
notation:

L(ω, ω′) = fp(ω + ω′)Φ(ω, ω′) (2.43)

We call this function the joint spectral distribution. We can interpret it as a proba-
bility distribution to observe the conversion ωp → (ω, ω′) during the PDC of the blue
frequency comb as represented in figure 2.9. We make the hypothesis according to
which the pump spectrum has a constant phase. Hence, if we note θp this phase, the
vector f becomes:

fp(ω + ω′) =

(
eiθpfp(ω + ω′)

e−iθpfp(ω + ω′)

)
(2.44)

where the function fp is real. In order to make the derivation more convenient we
assume θp = 0. Hence the function L is real and symmetric. We can find an orthogonal
basis of frequency modes were L is diagonal:

L = V ΛV T (2.45)

the vector composing V are the eigenvectors of the transition matrix called eigenmodes
and we denote (Λ1, ...,Λn) as the eigenvalues. We thus write:

L(ω, ω′) =
∑

k

Λksk(ω)s∗k(ω
′) (2.46)

where sk are the eigenvectors which are linear combination of modes related to the teeth
of the comb. Until now, the derivation has been focused on the modes and a classical
perspective. It is actually quiet easy to adapt it for a quantum version. Indeed, as we
saw in chapter 1, to move from one version to another one, we just have to replace the
mode sk by corresponding creation operator ŝ†k. We can thus write the corresponding
Hamiltonian:

ĤPDC ∝ ~g
∑

k

Λkŝ
†2
k + h.c (2.47)

Finally, we get the unitary transformation:

UT = e
i
~ ĤPDCt0 = e

i
~c ĤPDC lc (2.48)
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UT = e( glc
c

∑
k Λk ŝ

†2
k +h.c) (2.49)

where t0 is the interaction time i.e the propagation time through the crystal and lc the
crystal length. We actually recognize a multimode squeezing operator: each mode k is
squeezed or anti-squeezed depending on the sign of Λk.

2.3 Optical Parametric Oscillator
An optical parametric oscillator is a cavity where a non-linear crystal amplifies or de-
amplifies light according to the PDC theory introduced above in 2.2.4.2. The SPOPO
is a multimode version of the OPO where each frequency mode of the comb is resonant
with the cavity [Araujo 10]. In figure 2.10 a scheme of an OPO cavity is given. The
SPOPO cavity, differently to the Fabry-Perot introduced in chapter 1 , is a ring cav-
ity. Indeed, for modeling such cavity we have to add a supplementary mirror and in
particular a non-linear crystals (BiBO) placed at the waist of the cavity. Nonetheless,
the theories about the wave propagation and the resonance condition inside the cavity
remain the same of the Fabry Perot. Here, we directly treat the quantum case in the
single mode regime where the squeezing parameter is denoted as ζ, from the notation
of the figure 2.10 we deduce the following relations:

BiBO

outputinput

â1 â2âin âout

âvac
ârefl

t1, r1 t2, r2

â3

R = 1

Figure 2.10 – OPO cavity scheme.

• â1 = t1âin + r1â3

• ârefl = t1â3 − r1âin

• âout = t2â2 − r2âvac

• â3 = t2âvac + r2â2

48



CHAPTER 2. PREPARATION OF MULTIMODE SQUEEZED STATES

• â2 = ch(ζ)â†1 − sh(ζ)â1

And by computing these relations, we get:

q̂out =
t1t2e−ζ q̂in + (r1e−ζ − r2)q̂vac

1− r1r2e−ζ
(2.50)

p̂out =
t1t2e+ζ p̂in + (r1e+ζ − r2)p̂vac

1− r1r2e+ζ
(2.51)

We assume the input beam is the vacuum state, whose standard deviation is 1, we
have then: 〈q̂out〉 = 〈p̂out〉=0. However, the standard deviations, which contain the
information on the squeezing, are not zero. Indeed we can express the variances of the
output quadrature operators as:

〈
∆2q̂out

〉
=
t21t

2
2e−2ζ + (r1e−ζ − r2)2

1− r1r2e−ζ
(2.52)

〈
∆2p̂out

〉
=
t21t

2
2e+2ζ + (r1e+ζ − r2)2

1− r1r2e+ζ
(2.53)

We denote ζth the threshold of the cavity. When ζ ≥ ζth the cavity is in a regime of self
oscillations. It corresponds mathematically to the case where one of the denominators
of (2.52) and (2.53) is zero. We have:

ζth = ln

(
1

r1r2

)
(2.54)

The figure 2.11 represents the results of the calculation of (2.52) and (2.53) as a function
of ε = ζ/ζth. This calculation has been made for an output coupler transmission of
T2 = 0.3. The plot shows the effect of losses on squeezing and purity values when the
SPOPO is considered as a single mode OPO.

Equation (2.47) tells us that in the right basis of modes, the SPOPO acts like a
collection of squeezer operators where Λk are the squeezing parameters. These eigen-
values and their corresponding eigenvectors have been derived in C. Jacquard thesis
[Jacquard 17]. The eigenvalues are alternately positive and negative. Hence, since
the sign indicates the squeezing direction, if the even modes are squeezed along the
q quadrature, the odd ones will be squeezed on the orthogonal direction, along the p
quadrature (figure 2.12)

2.4 The SPOPO cavity

2.4.1 Description of the experimental setup

Here, we describe the main piece of the experiment, the SPOPO. As we know, the
cavity length has to match the one of the laser source, L ≈ 3.92 m. On the optical
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Figure 2.3: Left: Theoretical value of squeezing with respect to � for ri = 1 (dashed, along
with antisqueezing), pri = .99 (blue) and pri = .97 (red). Right: Purity of the output state.

could be expected in a single mode of our lossy multimode OPO is bound by the maximum
squeezing that can potentially be produced by a lossy single-mode OPO.

2.4 Measuring single-mode squeezing

2.4.1 A technical description of our OPO

In this section, we recall and update the technical description of the optical cavity used for
our multimode OPO. A complete description is given in [Medeiros de Araujo 12]. Minor
changes have been made since mostly consisting in replacing some mirrors.

In a nutshell, the optical resonator is a ring cavity designed for S-polarized light. Its
length is about 3.95m (L = c/fr ) so that every optical frequency of the frequency comb
produced by our light source (see �gure 2.1) is resonant. For stability reasons, the ring
cavity is folded several times in a complex fashion. A picture of the cavity can be seen in
appendix A.

2.4.1.1 Finesse

The input coupler has a re�ectivity of 99.85% and the output coupler has a re�ectivity of
70%. The losses measured in the cavity due to the crystal interfaces and the numerous
re�ections are approximately 3%. To compute the �nesse F of the cavity, we use a model
cavity similar to the one introduced on �gure 2.4 where the non-linear medium has been
removed and where the third mirror has some non-unit re�ectance rL. The transfer function
H of the cavity in terms of intensities for a monochromatic �eld at �0 is:

30

Figure 2.11 – left : Calculation of squeezing values as a function of ε for different values
of r1: black dash line (along with anti-squeezing): r1 = 1; blue line:

√
r1 = 0.99; red

line:
√
r1 = 0.97 right : Purity of the states with respect to ε. The figure is taken from

[Jacquard 17].2.5. LOSSLESS MULTIMODE OPO
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Figure 2.10: Left: Eigenvalues of the JSD Ln,m for 2mm of BiBO. Right: First four normalized
eigenmodes of the JSD Ln,m.

2.5.5 Toward a full model of SPOPO
In [Jiang 12] and [Medeiros de Araujo 12], a gap is bridged between the description of the
multimode parametric down-conversion presented above and the full interpretation of the
SPOPO as a multimode OPO in the spectral domain. To reach that conclusion, it is necessary
to assume that optical losses are frequency independent within the optical bandwidth of the
phase-matching function �PDC . This assumption leads to the spectral eigenmodes of the
PDC to be a also eigenmodes of the propagation in the optical resonator. Those eigenmodes
of the SPOPO as a whole are frequency combs possessing di�erent spectral envelopes and
we call them supermodes.

A symplectic description of the SPOPO shows that each of those supermodes interacts
independently with the pump beam to create squeezed states. Similarly to an OPO, the
squeezed states are hosted in the correlated sidebands of the comb teeth at frequencies
inferior to the bandwidth of the optical resonator. The squeezing spectrum is computed in
[Medeiros de Araujo 12]. Characterizing such a state is not straightforward are requires the
ability to engineer the LO spectrum [Pinel 12] in order to reveal the full multimode nature
of the SPOPO output as we will see in the next chapter.

Finally, the theory developed previously fails to account for frequency-dependent losses
in the resonator due to limited optical bandwidth and dispersion. We remain con�dent that
this enrichment of the theoretical description may be within reach by adding frequency
dependent losses and phase in equation (2.19).

38

Figure 2.12 – left Calculation of Λk/Λ0 as a function of the supermodes when the
nonlinear crystal is a 2mm BiBO. right : Spectrum of the four first supermodes. The
figure is taken from [Jacquard 17].

table, we reach this length by folding the path using 13 mirrors as shown in figure 2.13.
Some of these optics are also added to ensure control specific parameters:

• M1 is the input coupler with a reflectivity R = 99.85% and M10 is the output cou-
pler. For this beam splitter we have three optional transmissivity T = 20; 30; 50%.
All along my PhD, we used the 20% one.

• M2 and M13 are spherical mirrors with a curvature radius R = 250 mm. M4 and
M11 are also concave mirrors but with a larger radius: R = 6 m. They aim to
control the size of the beam width and make the waist of the beam 38 µm in the
non-linear crystal.
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Figure 2.13 – Picture of the SPOPO on the optical table

• M3 and M7 have a special coating to compensate 150 fs2 of the dispersion from
the propagation inside the SPOPO.

• The non-linear crystal is a 2mm BiBO crystal which is just after the input coupler.

2.4.2 Beam propagating through the SPOPO

Three different beams are propagated through the cavity. The one used to pump the
SPOPO directly comes from the SHG converted light. It is a blue beam whose spec-
trum is represented in figure 2.7
Two other beams, taken from the compressor output and whose spectrum is centered
on λ0 = 795 nm are also injected into the cavity. First, the lock beam. As the name
suggests, it is used to lock one cavity parameter: the length. To do so, we use the
Pound Drever Hall method [Drever 83]. The lock field, modulated with a EOM, coun-
terpropagats through the SPOPO, then the light after the output coupler is collected
by a photodiode. The demodulated signal is sent to a PID, which generates an error
signal and the ouput signal, which is amplified and sent to the piezo-electric crystal.
This is mounted on the mirror M7 in order to correct the cavity-length fluctuations.
Secondly, the seed beam ensures the good alignment of the cavity and it is a refer-
ence since it takes the same path than the squeezed beam. Hence, when the pump
beam matches spatially and temporally the seed we optimize the amplification or de-
amplification of the seed depending on the phase between the two beams as predicted
by equation (2.19). Accordingly to this remarks, by scanning the pump phase, we mea-
sure a sinusoidal signal using a photodiode placed on the seed path. The contrast of
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this function, denoted as VPDC , tell us about the strength of the non-linear effect in
the cavity 2.15. Nonetheless, the relation between this contrast and the squeezing level,
when the seed beam is blocked, is not straightforward. It is because of the difference
of temporal dispersions between the seed and the squeezed vacuum beam.

outputinput

BiBO

seed

lock

seed

lock

PDH circuit
PZT

pump

Figure 2.14 – Scheme of the OPO setup with the three different beam injected.

When the seed is blocked, we should observe multimode squeezed vacuum at the
output of the cavity as long as the pump power is weak. If the pump power exceed
the threshold Pp,th, we observe self oscillations of the cavity. With a T = 20% output
coupler the finesse is F = 27 and the bandwidth of the cavity is around 3MHz. In these
conditions, we measure a threshold of Pp,th = 101mW

2.5 summary
In this chapter, we have investigated the role of non-linear optics effects in the ex-
periment in addition of the femtosecond laser functionality. First the SHG enables to
convert red light into blue light which corresponds to a frequency doubling of the beam
coming from the laser source. This blue beam is called the pump. We have seen that
this effect is highly dependent of the input beam power with a efficiency proportional
to Pred. The pump power is a key ingredient on the optical table since it is used, as its
name suggests, to pump the OPO cavity. The non-linear effect in this cavity is called
the parametric down conversion. Inside the non-linear crystal, blue photons are con-
verted into two red photons by preserving the energy conservation. Hence this cavity
is the squeezing source and we have seen that the advantage of the cavity which have
been designed lies in the multimode aspect since the state is a superposition of squeezed
vacuum states. In the next chapter, are reviewed the last element of the optical table
to get a full understanding of the experiment.
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Figure 2.15 – Contrast of the PDC signal as a function of the pump power.
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Chapter 3

Description of the measurement setup
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In this second chapter, we investigate the part of the experiment dedicated to the
detection. The main piece is the homodyne detection. However, since we deal with
multimode optics, the pulse shaper is also a key element in this process. Its optical
elements must be chosen carefully in order to maximize the number of degrees of freedom
within the limit of the space requirement due to optical components
Hence, in this chapter, we first describe the homodyne detection from a general point
of view and then its implementation in the SPOPO experiment. In a second section, we
present the pulse shaper and finally, in a last section, we explain the use of a photonic
crystal fiber which improves the number of degree of freedom for the detection.
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3.1 Homodyne detection

3.1.1 Principle of the homodyne detection

â1

â2

_

âm

âLO

î1

î2

✓

Figure 3.1 – Homodyne detection scheme.

The homodyne detection is a common used method for measuring noise fluctuations
(figure 3.1) [Yuen 83, Abbas 83]. The state that we want to characterize, defined by
the annihilation operator âm, is mixed on a 50:50 beam splitter with a bright coherent
state of amplitude αLO called the local oscillator . We denote θ the phase of this beam.

We can write at the outputs the annihilation operators as:

â1 =
1√
2

(âLO + âm) (3.1)

â2 =
1√
2

(âLO − âm) (3.2)

Then, two photodiodes collect the light and convert the energy of the field into pho-
tocurrent. This current is proportional to the number of photons î = Kn̂. We have:

n̂1 =
1

2

(
â†LOâLO + â†LOâm + â†mâLO + â†mâm

)
(3.3)

n̂2 =
1

2

(
â†LOâLO − â†LOâm − â†mâLO + â†mâm

)
(3.4)

We are interested in the difference of the two currents: î− = î1 − î2 = K(n̂1 − n̂2):

î− = K(â†LOâm + â†mâLO) (3.5)
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Because the local oscillator is bright, its amplitude is large compared to the beam m.
At first order, by replacing the annihilation operator with the amplitude of the LO
beam we obtain:

î− = KαLO
(
eiθâm + e−iθâ†m

)
, with α ∈ R (3.6)

We recognize the quadrature operator rotated by an angle θ: î = KαLOq̂θ. Hence,
measuring the photocurrent difference, we get information on the quadrature qθ in
the direction θ. In our context, when we work with squeezed vacuum states, we are
interested in the second moment of the measured data, meaning we want to get access
to 〈∆î2−〉 = K2α2

LO〈∆q̂2
θ〉. Indeed the mean value of the quadrature operators are zero

for these states. A common mathematical tool for noise analysis is the auto-correlation
function defined as:

Ci(t, t
′) = i(t)i(t′)− i(t) i(t′) (3.7)

In the stationary regime, C depends only on the variable γ = t − t′ [Reynaud 97].
We then introduce the noise spectral density Si(Ω) defined as:

Si(Ω) =

∫

R

Ci(γ)e−iΩτdτ (3.8)

and expressed in A2/Hz. Si(Ω) is actually the Fourier transform of Ci(γ) and we have:

〈
∆i2
〉

= Ci(τ = 0) =

∫ +∞

−∞
Si(Ω)

dΩ

2π
(3.9)

All the information about the noise is contained in the noise spectral density. If we
are interested in the noise of a specific bandwidth, which is the case of our experiment
since the bandwidth of the SPOPO cavity is around 3MHz, we can select, via a filter,
the region we want. In the experiment, this is the role of the spectrum analyzer.

3.1.2 A projective measurement in the multimode case

In the multimode case, as we saw previously , the light we study can be decomposed on
an orthogonal mode basis. For example, the state at the output of the SPOPO cavity is
a superposition of squeezed vacuum states where each state is related to a mode, which
can be approximated by a Hermite-Gaussian mode. In the experiment, especially for
covariance matrix measurements, we will also consider the frequency band mode basis
which is also orthogonal. In the context of multimode optics, homodyne detection has
the advantage of being projective. To understand this aspect, we need to consider the
complete field notation and not only the annihilation operators as previously. We have
in the frequency domain:

Ê
(+)
LO = ELOâLO(ω)fLO(ω) (3.10)
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Ê(+)
m =

1√
Nm

∑

l

Elâl(ω)fl(ω) (3.11)

where Nm is the number of optical modes which compose the beam that we want to
measure. The mode m is decomposed among an orthogonal basis. We assume that the
coefficients of the balanced beam splitter remain the same for all the modes: r = t = 1√

2
.

Equation (3.6) then becomes

î− ∝
∫

dω
(
Ê

(−)
LO Ê

(+)
m + Ê(+)

m Ê
(−)
LO

)
(3.12)

Replacing Êm and ÊLO by their expression (3.11)(3.10) and we obtain at first order:

î− ∝ αLO

∫
dω
∑

l

(
âmeiθfLO(ω)f ∗l (ω)− â†me−iθf ∗LO(ω)fl(ω)

)
(3.13)

Hence, the terms in the sum are non zero if and only if the mode functions fl are not
orthogonal to fLO. In this sense the measurement is indeed projective in the frequency
domain. We notice that this demonstration can be adapted to other types of mode
basis such as spatial modes or temporal modes as introduced in chapter 1.

3.1.3 Effect of losses in a homodyne detection setup

t =
p
⌘

r =
p

1 � ⌘

âLâsqz

âvac

âr

Figure 3.2 – Model of losses on the detection.

Unfortunately, every state we want to measure is sensitive to losses and not neces-
sarily pure. A way to model this effect is to assume that it is equivalent to a variable
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beam splitter with a transmission TL = η (figure 3.2). This quantity characterizes the
amount of losses we have in the full experiment from the cavity to the detection.

The effect of losses is directly observed in the Wigner function, which becomes
[Leonhardt 97]:

WL(q, p) =
1

πη(1− η)

∫ ∫
W (

q′√
η
,
p′√
η

)e
−(q−q′)2−(p−p′)2

1−η dq′dp′ (3.14)

where W and WL denote respectively the Wigner functions before and after the beam
splitter. Equation (3.14) is the convolution of the initial Wigner function with a Gaus-
sian function of width

√
1− η, which smooths the Wigner function W . The effect of

losses on the Wigner function of squeezed states is shown in figure 3.3. For the calcula-
tion, the state without loss is squeezed along the p direction with a squeezing parameter
of ζ = 0.3, as defined in chapter 1. We observe that the smaller η, the better the fit of
the Wigner function with a vacuum state Wigner function. In figure 3.4 are represented
the same Wigner functions for q = 0 and p = 0 in order to bring more perspective to the
precedent plot. Indeed, the effects of losses are more visible on the standard deviations
of the Gaussian distribution. As losses increase, ∆p2 decreases and ∆q2 increases, i.e
the squeezing vanishes.

⌘ = 0.6 ⌘ = 0.2

q q qp p p

no loss

Figure 3.3 – Wigner function of a squeezed vacuum state with ζ = 0.3 in the absence
of loss (left) and with η = 0.6 (center) and η = 0.2 (right).

There are several sources of noise impacting the experiment:

• Optical losses: it contains all the losses related to the imperfection of the optical
components. For example, the reflectivity of the mirror we use is close but not
equal to 1. We denote these losses as ηopt

• Multimode losses: these losses corresponds to a partial overlap between the
LO mode and the target state mode in the homodyne detection. It is denoted as
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Figure 3.4 – Result of the Wigner function calculation for q = 0 (left) and p = 0 (right)
when the states is affected by losses.

ηrec and by considering the modes as respectively fLO and fm, we have:

ηrec = 〈fLO, fm〉 (3.15)

where 〈., .〉 is the scalar product of two functions. The overlap can be interpreted
in different ways. Indeed, since the modes are functions of the variables (ω, t, r),
they have to be set to maximize ηrec. Therefore, we have to ensure that both
pulses arrive at the same time at the beam splitter, the beams must be superposed
spatially in the transverse plan and finally they also must have the same spectrum.

• detection losses: they are due to photodiode imperfections. Indeed, until now
we assumed that the quantum efficiency was equal to 1, i.e all the photons were
converted into electrons by the photodiodes. Unfortunately, this value is physi-
cally unfeasible. We denote this type of losses as ηq and we have

ηq =
Ne

Np

(3.16)

where Ne and Np are respectively the number of electrons and photons involved
in the conversion during the detection.

• electrical noise: this last type of noise is denoted as ηelec. It is due to the
imperfections of the electrical circuit which comes after the photodiodes. If i(t)
is the photocurrent, A the amplification factor of the circuit and ue(t) the elec-
tronic noise, we can express the signal amplitude at the output of the circuit as
[Kumar 12, Appel 07]:

u(t) = Ai(t) + ue(t) (3.17)
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CHAPTER 3. DESCRIPTION OF THE MEASUREMENT SETUP

We denote Se and S the spectral densities related to the electronic noise and the
photocurrent signal respectively. The losses are given by

ηelec = 1− Se
S

(3.18)

We can define the clearance, C, from the electronic noise. This quantity is defined
in dB as :

C = 10log10(ηelec − 1) (3.19)

Finally, ηtot is denoted as the global loss. We can express it as the product of all the
losses presented above:

ηtot = ηopt ηrec ηq ηelec (3.20)

3.1.4 Description of the measurement setup

A picture of the homodyne detection we use is presented in figure 3.5. The LO and signal
beams interfere at the beam splitter and the output beams are directed to the grey box
which contains the photodiodes and the amplification circuit (figure 3.6). The pulses
from the local oscillator and the target state must arrive at the same time at the beam
splitter to interfere together. However, the distances between the beam splitter and
each photodiode can be different because the photodiode can not resolve temporally
the pulse duration. Here, the difference between the two distances is around 10 cm
which is equivalent to 3.10−11s of light propagation duration while the time distance
between two pulses of the laser is around 10−8s. The photodiodes that we use in our
electrical circuit are not able to resolve this.

LO

Squeezed states

Homodyne
Detector

PZ
T

BS

Figure 3.5 – Picture of the homodyne detection setup.
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3.1. HOMODYNE DETECTION

The mirror depicted by the notation “PZT” in the picture is mounted on a piezo-
electrical resonator plugged to a low frequency generator set on a “triangular signal”
setting. We can thus scan the phase of the local oscillator by monitoring the amplitude
voltage of the piezo and induce a longitudinal translation movement on the mirror.
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Figure 3.6 – Homodyne circuit scheme.

The electrical scheme of the homodyne detector is presented in figure 3.6. The
circuit is divided in two parts. The first one is the transimpedance circuit, which aims
to convert photocurrent to voltage and amplify the signal. The second part is the
amplification scheme. There are two outputs of this circuit: one for the DC component
and the other one for the AC. The DC output is used for alignment. Indeed, a way to
check the good overlap between the local oscillator and the signal beams is to measure
the interference visibility between the LO and the seed beam propagating along the
signal path. Usually, for the SPOPO experiment, this quantity is around 95%. To be
sure that this value is not affected by a wrong spectral overlap we use a 1nm spectral
filter centered on 795nm. The second output, the AC one, that we plug to the spectrum
analyzer to carry out measurement on the target state [Kouadou 21].
Usually, for the measurement, we set the frequency of the piezo at 5Hz. The spectrum
analyzer, which measures the noise spectral density at a given frequency, works on the
zero span mode with the following parameters:

• central frequency: 1MHz.

• frequency resolution: 100kHz.
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CHAPTER 3. DESCRIPTION OF THE MEASUREMENT SETUP

• video bandwith: 500Hz.

• time duration for 1000 data points: 0.09s.

We define the clearance as the ratio between the shot noise level (level of the noise
when only the local oscillator is sent into the detector) and the electronic noise level
(level of the noise without any light). It is usually expressed in dB. This value has to
be as high as possible in order to maximize ηelec. Indeed, we want to measure squeezing
and anti-squeezing of the signal noise, which means for some phase θ of local oscillator,
we will observe a noise level below the shot noise. We have to make sure this noise is
not contaminated by the inherent noise of the electronic circuit we use.

Two electrical supplies are needed for the circuit. The first one is a ±15V, which
is used for the operational amplifier. The second one is a variable bias voltage for the
photodiode, which can supply between ±10V and ±70V. This value influences the
clearance as we can see in the figure 3.7. For each curve we observe a saturation of
the clearance. Nonetheless, the lower the supply voltage, the higher the saturation
threshold. In the rest of this manuscript, the measurements are performed with the
±10V voltage.
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Figure 3.7 – Measured clearance measurement dependance of the LO power for different
bias voltages of the photodiodes.
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3.2. PULSE SHAPER

3.2 Pulse shaper

3.2.1 Description of the pulse shaper

5.1. GENERAL PRINCIPLE

Fig. 5.1 Scheme of a pulse shaper. The spectral component of the incoming
pulse are spatially separated with a grating and imaged onto an SLM which
imprint a tunable phase shift on each of them. The spectral components are then
recombined in a symmetric way.

grating in our case), the various frequency components of light may be spatially separated,
allowing one to access and manipulate each of them independently. After that, these
components are recombined into a single beam with the same di�racting element. Given
Eq. (3.2), if one can shape the spectral amplitude of a pulse, the temporal envelope of the
pulse will be changed accordingly.

Each spectral component is usually manipulated using a phase plate or a spatial light
modulator (SLM), which can be though of as an array of tunable phase-shifters. After
being separated by the grating the spectral components of the beam are imaged onto the
SLM with a cylindrical lens or mirror. The SLM then adds a given phase to each frequency
component. In other word we tune the spectral phase „(�) of the beam. Additionally
using a “trick” detailed in section 5.1.2 one can also tune the spectral amplitude |a(�)|.
The di�erent frequency components of the beam are then recombined.

As a result the temporal pulse envelope a(t) is fully tunable. Of course there are some
resolution limits to the pulse shaping abilities. Those will be discussed in section 5.2.

5.1.1 Di�raction grating

The di�raction grating is an optical element with a fine periodic structure. When the
typical size of this structure is of the same order of magnitude or smaller than the wave-
length of the incident light, di�raction will occur: due to an interference e�ect, the various
spectral component of light get spatially separated (see Fig. 5.2). The di�raction formula
relates the output propagation angle of each spectral component ◊d of wavelength ⁄ with
its input incidence angle on the grating ◊i and the grating pitch d1:

sin ◊i + sin ◊d = m
⁄

d
for m œ Z (5.1)

1This formula is written for a reflective grating (◊d counted from the incidence normal) with oriented
values for angles.
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Figure 3.8 – Pulse shaper scheme.

In the precedent part, we presented the homodyne detection as a projective mea-
surement. In the context of our experiment, if the optical mode of the target state is
defined by a spectral function f(ω), which can exhibit complex values, we need to shape
the local oscillator spectrum with the same function. The setup to shape the optical
mode has to be adjustable since we want to measure a large of number modes for data
acquisitions.
Regarding the Fourier theorem, we have two options to shape the mode f :

• temporal shaping

• spectral shaping

Considering the first option, the time duration of one pulse is too short. There exists no
optical instrument for complex amplitude shaping with a resolution around 10fs. We
have then to consider to shape the pulse in the spectral domain. To do so, we use the
pulse shaping approach described in [Monmayrant 05, Monmayrant 10, Weiner 11] and
represented in figure 3.8. It requires a 4-f line composed by two gratings, two lenses and
one SLM (Spatial Light Modulator) [M. Danailov 89]. In our setup, we use a SLM in
reflexion, which allows us to use only one grating and one lens. The grating diffracts the
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CHAPTER 3. DESCRIPTION OF THE MEASUREMENT SETUP

light in the parallel direction of the table, then the lens is used to image the diffraction
figure on the screen of the SLM. The lens we use is actually a cylindrical mirror to
focus the light only in the horizontal direction. Then, the light interacts on the SLM
screen which is an array of pixels each composed by liquid crystal cells. Applying a
controlled voltage on the border of the cell, as shown in figure 3.9, the configuration
of the crystals changes and at the same time their interaction with the incident light.
We can thus control the phase modulation of every spatial repartitions of the diffracted
beam interacting on the screen.

II.4. DIMENSIONNEMENT 27

z

aL1

U

U = 0

substrats  de verre

électrodes ITO

z

aL1

Fig. II.13 – Rotation des cristaux liquides par application d’une tension. Le
chemin optique change.

II.4 Dimensionnement

Maintenant que le choix du masque est arrêté, il nous faut dimensionner les différents
éléments de la ligne à dispersion nulle, à savoir les réseaux et les miroirs. C’est une étape
essentielle pour obtenir un façonneur répondant à nos exigences. Pour y parvenir il faut
tenir compte d’un grand nombre de paramètres :

• Les dimensions du masque ; en particulier la taille de la zone active, mais aussi
celle des pixels et interstices.

• Les propriétés spectrales de l’impulsion à mettre en forme à savoir longueur d’onde
centrale et largeur spectrale.

• Les dimensions spatiales et l’énergie de ces mêmes impulsions.
• Les objectifs que nous nous sommes fixés pour notre façonneur : une haute résolu-

tion spectrale.
Nous allons voir tout d’abord comment résumer le problème du dimensionnement

dans le cas général à quelques équations simples et quelques paramètres pertinents. Nous
appliquerons ensuite cela au cas particulier de notre façonneur.

II.4.1 Paramètres pertinents

Notre objectif est d’obtenir la meilleure résolution spectrale pour notre façonneur.
Il nous faut donc étaler au maximum le spectre des impulsions à mettre en forme sur le
masque à cristaux liquides, sans toutefois le tronquer. Dans un premier temps, nous devons
donc déterminer la dispersion introduite par le réseau.

Nous appelons λ0 et ∆λL la longueur d’onde centrale et la largeur spectrale à mi-

glass substrate
ITO electrodes

y

y

x

x

Figure 3.9 – Orientation of the liquid crystal in one SLM cell when the voltage between
electrodes is zero and when it is positive, taken from [Monmayrant 05].

In figure 3.10, is represented the type of mask which is applied on the SLM screen
to shape the spectrum of the local oscillator. The sawtooth profile allows to separate
spatially the incident beam from the shaped one by a small angle between both beams.
The vertical position of the sawtooth function controls the phase of the reflected beam
and the depth of the teeth controls the amplitude. Thus each vertical line of the SLM
can control the complex value of the optical mode of the local oscillator. For more
detail see 3.2.3.
In the optical setup, we use a sawtooth grating from the Spectrogon with 1500 grooves
per mm optimized to diffract the light around 800nm. The cylindrical mirror has a
200mm focal lens. The SLM we use is the model LCOS-SLM X10468 from Hamamatsu
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Input

Ordre 0

Ordre 1

Figure 3.10 – Figure applied on the SLM mask and profile of the mask.

with 792 pixels in the horizontal and 600 in vertical direction. The size of the screen
is 15.8 × 12mm. The choice of all these elements is important because it defines the
resolution of the setup to shape the spectral mode we want (figure 3.11).

Input

Output

Figure 3.11 – Picture of the pulse shaper setup on the optical table.

3.2.2 Complexity

The quantity we use to determine the resolution of the pulse shaper is the complexity,
which can be interpreted as the number of degrees of freedom in the frequency domain.
There are two ways to define this term: the optical complexity and the pixel complexity.
We show below how do we determine them.
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CHAPTER 3. DESCRIPTION OF THE MEASUREMENT SETUP

3.2.2.1 Pixel complexity

The pixel complexity is defined by the following expression:

Npx :=
∆λ

δλpx
(3.21)

where ∆λ is the spectral width of the incident beam and δλpx the wavelength resolution
imposed by the pixels size. The derivation of the resolution term can be found in
[Michel 21], we have:

Npx =
f∆λ

dδxpx cos θd
(3.22)

where f is the focal length of the cylindrical mirror, d the distance between each groove
of the grating, δxpx the pixel size and θd the angle between the incident and the diffracted
beams. We can make few comments about this formula:

• The pixel complexity is linear with the focal length f . We can interpret this
observation as follows: the larger f , the broader the diffracted beam is spread on
the SLM screen and better the resolution. So it is in our interest to choose f as
large as possible while respecting the screen size of the SLM.

• Another way to spread the beam is to play with the grating by increasing the
groove density a = 1/d.

In our optical setup we have f = 19cm, a = 1500gr/mm, θd = 8◦ and δxpx = 0.0199
mm. We deduce the value of the pixel complexity: Npx ≈ 136, which is larger than
the values calculated for the second pulse shaper set on the optical table and which is
described in next chapter 4.

3.2.2.2 Optical complexity

In the precedent section, to derive Npx we assumed that the input beam was a plane
wave. Considering a Gaussian beam, another limitation appears in terms of resolution.
We call this complexity the optical complexity and it is defined as

Nopt :=
∆λ

δλopt
(3.23)

Here δλ represents the wavelength resolution of the system composed by the grating
and the cylindrical mirror. This expression has also been derived in [Michel 21] and we
can write:

Nopt =
πwia∆λ

2 cos θiλ0

(3.24)
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This expression introduces two new elements in comparison with formula (3.22): θi is
the incident angle of the beam on the grating and wi is the waist of the beam before
the pulse shaper. We notice that this complexity expression is independent of the focal
length f . Nopt is linear with the size of the beam which is not surprising. Indeed, the
larger the waist, the smaller the image of the beam on the SLM screen. We can also
improve this complexity by increasing the density of grooves of the grating.
At the input of the pulse shaper, the beam has a size of wi = 2mm and the incident
angle is θi = 8◦. Hence we have an optical complexity of Nopt ≈ 60. This number is
much smaller than the precedent. A way to improve it could by increasing the size of
the beam till the limit imposed by the screen size of the SLM.

3.2.3 SLM mask

Input

Ordre 0

Ordre 1

✓
2⇡0

Figure 3.12 – Real mask applied on the SLM.

Previously, evoking the use of a SLM, it has been seen that a sawtooth mask was
applied to separate spatially the input and the output beam in the pulse. However,
moving from theory to practice, building a continuous function from a limited number
of pixels looks wobbly (figure 3.12). Here we justify the approximation by showing that
the number of pixels dedicated to build a phase ramp on the SLM mask is enough.
In appendix B is explained how is derived the diffraction figure in the far field, when
the beam is diffracted by a grating composed by the repetition of several transmission
pattern defined by the function T . Here, the mask printed on the SLM screen is the
cause of the diffraction. The function T depends on two variables: ω represents the
frequency related to the horizontal position x on the screen and y is the vertical position.
The SLM acts only on the phase of the beam, we have thus:

T (y, ω) = e−iM(y,ω) (3.25)

with:

M(y, ω) = 2π

(
1

2
+ A(ω)

NT∑

n=0

t(y − nL)

)
(3.26)
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where NT is the number of T repetitions printed on the screen, A(ω) is the depth of the
printed grating for each frequency, L the length of an individual transmission pattern
and t is the ramp function which can be continuous in the theoretical case or discrete in
the practical one. We assume that we need 2M + 1 pixels to build an individual ramp
where the pixels pitch is still denoted as δxpx. In appendix B, the field in far field after
interacting on the SLM mask has been derived in both cases, discrete and continuous.
Here, considering that we can vary the amplitude of the sawtooth function with the
factor A(ω), we have used equation in appendix B and have obtained:

Eth(ky, ω) = KE0e
−i (NT −1)kyL

2
sin(NT kyL/2)

NT sin(kyL/2)

L

2
sinc(kyL/2 + A(ω)π) (3.27)

Eexp(ky, ω) = KE0e
−i (NT −1)kyL

2
sin(NT kyL/2)

NT sin(kyL/2)

δxpx
2

sinc(kyδxpx/2)
M∑

l=−M

ei(kyδxpx+A(ω) π
M )l

(3.28)
where ky is the component of the wave vector k on the y axis and we introduced the
notation αM := kyδxpx + A(ω) π

M
. We note that the electric fields are expressed as a

function of ky, which is related to the beam angle, instead of the position y. It is a
convenient choice for the calculation and both variables are easily related in the small
angle approximation in the far field: ky ≈ 2π sin(y/f)

λ0
. The labels th and exp are related

respectively to the field diffracted by the continuous mask and the discretized one. We
note that for both cases the terms coming from the grating structure are the same.
The difference between both equations is the presence of a sinc function to describe the
diffraction by a ramp in Eth. In Eexp, this term becomes a sum multiplied by the term
δxpx

2
sinc(kyδxpx/2). This last term comes from the diffraction by individual pixels. In

spite of the variation in the expressions that we have just pointed out, assuming that
M is large enough and that the angles are tiny, we have:

M∑

l=−M

eiαM l =
e−iMαM − ei(M+1)αM

1− eiαM ≈ 2M sinc(MαM) (3.29)

We know that we have L = (2M+1)δxpx. Hence, we can express the experimental field
as:

Eexp(ky, ω) ≈ KE0e
−i (NT −1)kyL

2
sin(NT kyL/2)

NT sin(kyL/2)

L

2
sinc(kyδx/2) sinc(kyδxM + A(ω)π)

(3.30)
Both expression are now similar. Only the term from the diffraction due to the in-
dividual pixels is still remaining. In the experiment, the number of ramp repetitions
is NT = 19, each composed by M =

(
600
NT
− 1
)
/2 ≈ 15 pixels. the two numerical
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applications are in agreement with the approximations made above. In figure 3.13 is
represented the analytical calculation of the intensity derived for both cases (3.27)(3.30)
as a function of the angle of reflection on the SLM denoted as θ. In both curves, the
maximum appears around θ = −0.0013rad. It is the angle between order 0 and order
1 which allows to separate beams represented in figure 3.10. The maxima of the two
peaks are not the same. Although M 6= L/2, it is difficult to distinguish the position
of the two maxima. The losses in the real mask are mainly due to the pixel diffraction
but this loss remain acceptable comparing with the grating and the SLM itself (the
losses due to the total setup is around 50%). Another information that brings the plot
is that most of the energy is transferred to the first order. Indeed, the ratio of the
peak amplitudes of the two diffraction order is 0.0028. Less than 1% of the intensity is
remaining in the order 0.
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Figure 3.13 – Intensity as a function of the angle θ normalized to the maximum of
Ith = |Eth|2 for A = 1. Inset: Intensity around θ = 0.

Finally, in figure 3.14, we show the intensity measured at the output of the pulse
shaper as a function of the sawtooth depth A. We observe that this efficiency of the
SLM is not linear but follows a sinc as expected from the equations (3.30), (3.27). We
use this measurement to calibrate the amplitude shaping, i.e to know which depth we
have to use to imprint a set amplitude.
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Figure 3.14 – Measured intensity at the output of the pulse shaper as a function of the
depth A of the sawtooth printed on the SLM screen.

3.2.4 Alignment details of the pulse shaper

Once we have chosen the correct optics to build the pulse shaper, we have to set them on
the table, which may be more difficult than expected since we want to see at the output
of the pulse shaper a beam with the same spatial form than at the input but spectrally
shaped. Besides, we have also to take care of not to adding temporal or spatial chirps
due to by misalignment (details can be found in [Monmayrant 05, Weiner 00]).

3.2.4.1 Spatial chirp

As we saw previously spatial chirp or angular dispersion appears along the vertical and
horizontal directions. Two different misalignments are at the origin of these dispersions.
For the vertical one, there exists two different reasons: the orientation of the gratings
and the cylindrical mirror. If the grating is not well oriented, the beam will be diffracted
in the wrong direction. The effect is double since the beam is recombined on the same
grating. The recombination will be wrong and some vertical chirp will appear. For the
same orientation issue, the cylindrical mirror can induce vertical chirp.
The origin of the horizontal dispersion is different. It appears when the distance be-
tween the SLM screen and the lens is different to the focal distance. In this case, the
beam propagates on a longer or shorter distance and different parts of the frequency
comb arrive at the SLM screen with different incident angles. Therefore, an additional
symptom of the horizontal chirp is the ellipticity of the beam after recombination on
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the grating.
A way to measure the effect of spatial dispersion is to measure the spectrum of the
beam at the output of a pinhole setup, which acts as a spectral filter if there is spatial
dispersion. If we eliminate the dispersion, we will measure the same spectral bandwidth
before and after the pinhole.

3.2.4.2 Temporal dispersion

Because we diffracted the beam to shape the spectral amplitude and phase, temporal
dispersion can be introduced by misalignment. Indeed, this dispersion appears as soon
as the frequencies which compose the pulse train do not propagate along the same
distance in the pulse shaper. In our configuration, the temporal dispersion is given by
[Michel 21]:

φ(2) =
δλ3

0a
2

πc2 cos2(θd)
2 (L1 − f) (3.31)

where L1 is the distance between the grating and the parabolic mirror. The quadratic
dispersion in this configuration is linear with the difference between L1 and the focal
length.

3.3 How to make the spectrum broader

As we just saw in previous sections, the homodyne detection is a projective measurement
and the pulse shaper is the tool that we use to tailor the local oscillator as the mode
of the target state. However, since the shaping is made in the spectral domain, we
are limited by the bandwidth of the input beam spectrum. On one side, the spectrum
at the output of the femtosecond laser source is Gaussian which means the energy
is mainly concentrated in the center of the spectrum. And on the other side, as we
saw in chapter 2, the eigenmodes of the SPOPO have Hermite-Gaussian shapes. For
modes with an index above 4 the energy is distributed more to the sides than to the
centre of the spectrum. In addition, the effective bandwidth increases with the index
n. Hence, an important part of the energy of the LO will be lost if we want to shape
higher order Hermite-Gaussian modes, which becomes a problem when the mode is too
large in comparison with the LO because we will not measure the expected mode on
the homodyne detector. Another problem is that we need a certain amount of power
to perform the detection, otherwise the clearance and the transmission of the detector
ηelec will drop. Hence, we would prefer ideally an input beam whose FHWM is as
large as possible and whose spectrum is as flat as possible in order to minimize the
electrical losses and to increase the number of measurable modes. To do so, we resort
to a photonic crystal fiber (PCF), that widens the spectrum by means of a non-linear
effect.
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3.3.1 Description of the PCF

20 All-Normal Dispersion Fibre

7�o

Figure 3.1: (a) Sketch of the BF: a regular triangular lattice with a defect in the
centre forms the waveguide. The parameters � (inter-hole spacing) and d (hole
diameter) determine the waveguide dispersion. For the BF: � = 1.42 µm and
d/� = 0.38. (b) Calculated dispersion of the BF; —2 > 0 in the entire region of
interest. The inset shows an electron micrograph of the core region.

The ANDi BF used here is a solid-core PCF, where the lattice parameter is
� = 1.42 µm and the ratio of the hole diameter to lattice parameter is d/� = 0.38,
see Figure 3.1(a) and inset in Figure 3.1(b). Figure 3.1(b) shows the dispersion
—2(⁄) calculated using the Saitoh and Koshiba model [Saitoh05], the dispersion
parameter D on one of the plot-axes is related to —2 via:

D = ≠2fic

⁄2 —2 , (3.2)

it is often used instead of —2, especially in application oriented contexts. The
ANDi-fibre is designed to be pumped at wavelengths ⁄ ¥ 1000 nm, where the
second order dispersion is close to zero but normal, and the TOD nearly vanishes.
These properties are tailored to yield SPM-dominated spectral broadening and a
nearly parabolic spectral phase.

Running the simulation with the calculated dispersion and pulse parameters
matching the experiment (see caption) yields the results shown in Figure 3.2.
The central region (approximately 900 nm to 1200 nm) in the resulting spectrum
shows the expected SPM-dominated broadening, similar to the ideal SPM-only case
discussed in Section 2.2. The interplay of SPM and dispersion not only slows down
the SPM broadening, it also leads to a reduction of the spectral gaps seen in the
SPM spectrum. In addition, after approximately 2 cm of propagation, a substantial
amount of power is transferred to two spectral regions on the blue and red side
of the SPM spectrum respectively. This is due to a matching of the wavevectors
(phase matching (PM)) of the pump pulse, including non-linear contributions, and
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Figure 3.15 – Longitudinal structure of the PCF (left), transverse picture of the PCF
(right).

The PCF has been designed and fabricated by Nicolas Joly and his team from the
Max Planck Institute based in Erlangen for our purpose [Hammer 16, Joly 12]. It is
called ANDi fiber for "All-Normal Dispersion". Its honeycomb structure is represented
in figure 3.15. The core is the part where the beam propagates. Its diameter is around
1.3µm. This type of optical fiber exhibits several advantages for the experiment includ-
ing a wide range of transmission and a good resistivity to damage due to high optical
intensity. The broadening of the spectrum is due to a non-linear phase self-modulation
effect [Hammer 16, Dudley 10].

3.3.2 Implementation of the fiber in the experiment

On the optical table, the PCF setup is mounted just before the pulse shaper on an
auxiliary path for the local oscillator. We use lenses of short focal length to ensure the
waist of the input beam matchs the width of the fiber core. The length of the fiber is
around 2 cm. The longer the fiber the borader the the spectrum. Nonetheless, our goal
is to find a compromise between obtaining a flat spectrum and having enough power for
the homodyne detection equally distributed among the spectrum. The transmission of
the fiber is around 60%. In figure 3.16, is represented a measurement of the spectrum at
the output of the fiber as a function of the LO power injected. We see that the working
point is around P = 100 mW. Below this value, the spectrum is Gaussian and above,
it is not flat anymore, a hole appears at the centre of the spectrum. We want to avoid
the appearance of this hole since the goal here is to spread the power over the spectrum
as wide as possible. A cut in figure 3.16 left with the desired effect. Nonetheless, the
use of this fiber has a drawback: its lifetime. Indeed, we always observed a drop in its
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efficiency and broadening of the spectrum after few weeks of use. We designed a cap
to protect it from dust, which increased its lifespan by 2 or 3 weeks.
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Figure 3.16 – left : Measurement of the spectrum at the output of the PCF as a function
of the red power injected. right : Spectrum of Pin = 110mW and the input beam.

3.3.3 Detection with a broader local oscillator

The last point we have to investigate about the PCF is the detection itself. We wonder
if the PCF does add extra noise, which would affect the squeezing measurements. The
answer is no. In figure 3.17, we show the measurements of quadrature variances versus
LO phase for the first supermodes of the SPOPO. The measurements are made with
the two different local oscillators. The difference between them is only the fact of using
the PCF or not. Both optical paths share the same pulse shaper and then the same
path through the homodyne detection. We measured the same spatial overlap between
these beams and the seed (the visibility is around 95%). We observe that there is no
significant difference between the two types of measurements in terms of signal noise
ratio. Thus, the use of the PCF does not have any effect on these modes. However the
improvement is substantial in terms of the number of HG modes accessible. In figure
3.17, the plots are very similar between the case with the PCF and the case without.

3.4 Summary

In this chapter, we have investigated the part of the experiment dedicated to the mea-
surement of the SPOPO quantum state. The measurement setup is based on a ho-
modyne detection which has the advantage to be projective and enables to measure
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Figure 3.17 – Measurements of quadrature variance as a function of the LO phase for
the different HG modes using the PCF (blue curves) or not (green curves).

individually the states related to the supermodes of the SPOPO calculated in the pre-
vious chapter. The choice of the modes is done via a pulse shaper, whose the functioning
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is recalled here. In addition we have seen the use of a PCF designed and made by N.
Joly’s team in Max Planck institute in Erlangen. This fiber enables to broaden the
spectrum of the laser source. At the end, it allows us to measure more modes although
it doesn’t show more squeezing in the measurement.
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où Pi désigne la puissance optique dans le mode i.
Toutefois, avec une détection homodyne simple, il est impossible de mesure

la matrice de covariance complète � car les matrices �px et �xp sont inacces-
sibles. Nous pouvons pallier cela avec la détection homodyne spectralement
résolue.

4.3.2 Détection homodyne spectralement résolue
La détection homodyne spectralement résolue consiste, après que les fais-

ceaux ont franchi la lame semi-ré�échissante, à séparer le faisceau en un certain
nombre de bandes de fréquences grâce à un réseau et à les envoyer séparément
vers des diodes dont les photo-courants sont soustraits. Pour chaque bande de
fréquence, cela revient à faire une détection homodyne avec un oscillateur local
non-nul uniquement dans cette bande de fréquence.

Le principe expérimental est présenté en �gure 4.13 : après le mélange sur
la lame semi-ré�échissante, chaque faisceau est envoyé sur un réseau qui sé-
pare les longueurs d’ondes. Des barrettes de micro-lentilles focalisent chaque
bande spectrale sur une diode. Les photocourants de chaque paire de diodes
sont soustraits deux à deux pour obtenir les photocourants proportionnels aux
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Figure 3.1: (a) Sketch of the BF: a regular triangular lattice with a defect in the
centre forms the waveguide. The parameters � (inter-hole spacing) and d (hole
diameter) determine the waveguide dispersion. For the BF: � = 1.42 µm and
d/� = 0.38. (b) Calculated dispersion of the BF; —2 > 0 in the entire region of
interest. The inset shows an electron micrograph of the core region.

The ANDi BF used here is a solid-core PCF, where the lattice parameter is
� = 1.42 µm and the ratio of the hole diameter to lattice parameter is d/� = 0.38,
see Figure 3.1(a) and inset in Figure 3.1(b). Figure 3.1(b) shows the dispersion
—2(⁄) calculated using the Saitoh and Koshiba model [Saitoh05], the dispersion
parameter D on one of the plot-axes is related to —2 via:

D = ≠2fic

⁄2 —2 , (3.2)

it is often used instead of —2, especially in application oriented contexts. The
ANDi-fibre is designed to be pumped at wavelengths ⁄ ¥ 1000 nm, where the
second order dispersion is close to zero but normal, and the TOD nearly vanishes.
These properties are tailored to yield SPM-dominated spectral broadening and a
nearly parabolic spectral phase.

Running the simulation with the calculated dispersion and pulse parameters
matching the experiment (see caption) yields the results shown in Figure 3.2.
The central region (approximately 900 nm to 1200 nm) in the resulting spectrum
shows the expected SPM-dominated broadening, similar to the ideal SPM-only case
discussed in Section 2.2. The interplay of SPM and dispersion not only slows down
the SPM broadening, it also leads to a reduction of the spectral gaps seen in the
SPM spectrum. In addition, after approximately 2 cm of propagation, a substantial
amount of power is transferred to two spectral regions on the blue and red side
of the SPM spectrum respectively. This is due to a matching of the wavevectors
(phase matching (PM)) of the pump pulse, including non-linear contributions, and
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Pulse shaper
5.1. GENERAL PRINCIPLE

Fig. 5.1 Scheme of a pulse shaper. The spectral component of the incoming
pulse are spatially separated with a grating and imaged onto an SLM which
imprint a tunable phase shift on each of them. The spectral components are then
recombined in a symmetric way.

grating in our case), the various frequency components of light may be spatially separated,
allowing one to access and manipulate each of them independently. After that, these
components are recombined into a single beam with the same di�racting element. Given
Eq. (3.2), if one can shape the spectral amplitude of a pulse, the temporal envelope of the
pulse will be changed accordingly.

Each spectral component is usually manipulated using a phase plate or a spatial light
modulator (SLM), which can be though of as an array of tunable phase-shifters. After
being separated by the grating the spectral components of the beam are imaged onto the
SLM with a cylindrical lens or mirror. The SLM then adds a given phase to each frequency
component. In other word we tune the spectral phase „(�) of the beam. Additionally
using a “trick” detailed in section 5.1.2 one can also tune the spectral amplitude |a(�)|.
The di�erent frequency components of the beam are then recombined.

As a result the temporal pulse envelope a(t) is fully tunable. Of course there are some
resolution limits to the pulse shaping abilities. Those will be discussed in section 5.2.

5.1.1 Di�raction grating

The di�raction grating is an optical element with a fine periodic structure. When the
typical size of this structure is of the same order of magnitude or smaller than the wave-
length of the incident light, di�raction will occur: due to an interference e�ect, the various
spectral component of light get spatially separated (see Fig. 5.2). The di�raction formula
relates the output propagation angle of each spectral component ◊d of wavelength ⁄ with
its input incidence angle on the grating ◊i and the grating pitch d1:

sin ◊i + sin ◊d = m
⁄

d
for m œ Z (5.1)

1This formula is written for a reflective grating (◊d counted from the incidence normal) with oriented
values for angles.
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Figure 3.18 – Scheme of the whole experiment. The pulse shaper for the blue beam
and the multipixel are described on next chapter. HD stands for homodyne detection.
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Chapter 4

Multimode squeezed state
measurements
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The questions about the generation and the characterization of multimode squeezed
states have been previously evoked theoretically and experimentally, let us now show
the results of the measurements. This is the purpose of this chapter. First of all, we
discuss on which basis of modes to choose for the covariance matrix reconstruction and
we expose the way to extract informations from raw data. Secondly, we show covariance
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4.1. RECONSTRUCTION OF THE COVARIANCE MATRIX

matrices and squeezing measurements. Finally, we present a variant for the detection
scheme based on homodyne detections performed in parallel. We call this setup the
multipixels homodyne detection.

4.1 Reconstruction of the covariance matrix

4.1.1 The basis choice

We saw in chapter 3, that depending on the mode basis choice for the local oscillator
mode, we will measure correlations between optical modes or superposition of squeezed
states. We also know that the transformation of the SPOPO, denoted as USPOPO, is
symplectic, which means we can decompose it as follows [Cai 17]:

USPOPO = O1∆OT
2 (4.1)

where O1 and O2 are orthogonal matrices and ∆ is a diagonal matrix. The following
interpretation is coming out: if we write the transformation in a given basis of modes, we
will always find a transition matrix to write the transformation for another orthogonal
basis where the transformation is diagonal. In other words, as long as the chosen basis to
measure the covariance terms is orthogonal, we will find the supermodes which compose
the vectors of the transition matrix given by the diagonalization of the covariance
matrix. In this new basis, we optimize the squeezing quantity that we can measure.

4.1.2 The frequency band basis

The most natural choice for an orthogonal basis is the one composed by all the teeth
of the frequency comb. However, as we saw in chapter 3, the complexity of the pulse
shaper is much lower in comparison with the number of modes calculated in chapter
1. For this reason, our basis choice is reduced to the frequency band elements of the
spectrum which are represented in figure 4.1. Two constraints are imposed for the
proper execution of the acquisitions:

• We must ensure that there is no overlap between the modes to make sure the
basis is effectively orthogonal. To guarantee this condition, the frexels are spaced
3 pixels apart on the SLM.

• We choose the width of the frexels to ensure to have enough elements in the basis.
This number is important because it impacts the resolution on the determination
of the supermodes after diagonalization. However, we can’t reduce the width as
much as we want in order to get enough power for each band and ensure a good
transmission of the detector. Nb is the total number of frequency bands
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8.2. MULTIPIXEL HOMODYNE DETECTION

Fig. 8.2 Measured frexel modes intensity spectrum, (a) without PCF, (b) with
PCF. The modes are not normalised to highlight the advantage of using PCF.

8.2 Multipixel homodyne detection

8.2.1 Principle

The multipixel homodyne detection (MHD) is a measurement technique designed to recon-
struct the full covariance matrix of a quantum state. In particular, it allows to recover the
qp terms of the covariance matrix that remained inaccessible to the standard homodyne
detection (SHD). In the SHD technique, the reason we can not extract the qp terms is that
we do not have phase information on the homodyne traces. Because each trace VkkÕ(◊) is
measured sequentially there is no reliable way to determine the phase relationship between
two successive traces. In other words the LO phase ◊ is initialised at a random value for
each new trace. The MHD technique, solves this issue by acquiring all traces simulta-
neously, so there is a fixed phase between them. The MHD is nothing but a frequency
resolved homodyne detection.

Fig 8.4 shows a multipixel homodyne detection scheme. After interfering the LO and
the signal beams on a balanced beam-splitter, the di�erent frequency components of both
outputs are spatially separated using a di�racting element (a grating in our case). Each
frequency band is measured separately with a photodiode, and the photocurrents are
subtracted two by two for matching frequency bands. With this technique, traces of the
form of Eq. 8.7 are acquired simultaneously for all frexels. Calculating the covariance
between those traces and using simple phase shaping on the LO beam (see section 8.3),
we can then recover all the terms of the covariance matrix.

8.2.2 Design

The elements of the multipixel homodyne detection have to be chosen according to the
bandwidth of the LO beam and the supermodes to be measured. Ideally, we want each
frexel to encapsulate a part of the signal spectrum that is big enough so that the whole
signal modes fall into our detection. But small enough to be able to resolve the spectral
variation of those modes. Ultimately we are limited by the number of frequency pixel, i.e.
photodiodes, available. In the following section we will derive the relevant parameters to
optimise for the design and show the characteristics of the chosen design.

We consider an input LO field with a Gaussian spectral intensity width (standard

122

Figure 4.1 – Intensity of the different frexel modes. The beam in input of the spec-
trometer is here coming from the PCF, which explains the global shape of the bundled
frexels.

From the derivation of the interaction Hamiltonian of the SPOPO described in
chapter 2, we saw that if the phase among the pump spectrum is constant, the covariance
terms 〈∆qipj〉 and 〈∆piqj〉 are zero for 0 ≤ i, j ≤ Nb. Hence, to reconstruct the
covariance matrix, we restrict ourself to measure 〈∆qi, qj〉 and 〈∆pi, pj〉 values.
During the measurement, the local oscillator is shaped as the frequency bands or as a
linear combination of frequency bands and the phase of the beam is scanned. Hence,
we expect to observe oscillations of the noise level on the spectrum analyzer. Starting
from equation (3.6), we write the signal at the output of the homodyne detector as:

si(θ) = αi(cos(θ)qi + sin(θ)pi) (4.2)

where i is the frequency band label and θ depicts the LO phase. On the screen of the
spectrum analyzer, we observe the variance of the signal versus time but since we apply
a triangular signal on the piezo and we assume that the voltage is low enough to be in
the linear regime, the time variable is replaced by θ in the equation (4.2). αi is the LO
power. We then deduce the variance of the signal which is the quantity measured by
the spectrum analyzer:

〈
s2
i (θ)

〉
= α2

i

〈
q2
i cos2(θ) + p2

i sin2(θ) + (qipi + piqi) cos(θ) sin(θ)
〉

(4.3)
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Because 〈qipi〉 = 〈piqi〉 = 0, we have:

〈s2
i (θ)〉
α2
i

=
〈
q2
i cos2(θ) + p2

i sin2(θ)
〉

(4.4)

Then using trigonometric formulas cos2(θ) = 1+cos(2θ)
2

and sin2(θ) = 1−cos(2θ)
2

we get:

〈s2
i (θ)〉
α2
i

=
1

2
(
〈
q2
i

〉
+
〈
p2
i

〉
) +

1

2
(
〈
q2
i

〉
−
〈
p2
i

〉
) cos(2θ) (4.5)

The variance of the signal is thus of the form f(θ) = A + B cos(2θ) with (A,B) ∈ R2.
Hence, just by extracting the mean and the amplitude of the signal from the spectrum
analizer, we get 〈q2

i 〉 and 〈p2
i 〉 values thanks to the relations:

〈
q2
i

〉
= A+B (4.6)

〈
q2
i

〉
= A−B (4.7)

Now, let us consider the case where two frexels i and j are printed on the SLM. The
signal can be expressed as:

si,j =
αi,j√

2
[(qi + qj) cos(θ) + (pi + pj) sin(θ)] (4.8)

where αi,j is the LO power when the two frequency band i and j are turned on on the
SLM screen. We assume that the power repartition between the two modes is balanced.
Then, the variance is expressed as:
〈
s2
i,j

〉

α2
i,j

=
1

2

[
〈q2
i 〉+

〈
q2
j

〉
+ 〈p2

i 〉+
〈
p2
j

〉

2
+ 〈qiqj〉+ 〈pipj〉

]

+
1

2

[
〈q2
i 〉+

〈
q2
j

〉
− 〈p2

i 〉 −
〈
p2
j

〉

2
+ 〈qiqj〉 − 〈pipj〉

]
cos(2θ) (4.9)

〈
s2
i,j

〉
/α2

i,j has the same form than in (4.5). By using the same notation we have
introduced above for the amplitude and the mean, we have:

〈qiqj〉 = A+B − 〈q
2
i 〉+

〈
q2
j

〉

2
(4.10)

〈pipj〉 = A−B − 〈p
2
i 〉+

〈
p2
j

〉

2
(4.11)

A remark comes here: in order to find < qiqj > and < pipj >, it is not enough to just
interpret the data related to the SLM mask composed by the frexels i and j, it is also
needed to know the diagonal terms of the covariance matrix.
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4.1.3 Extraction of the covariance terms

Just by knowing the amplitude and the mean of one signal, it is possible to determine
one term of the covariance matrix or two because of the symmetry property. However,
with Nb frequency bands, at least Nb(Nb − 1)/2 shots of measurement are needed for
the full reconstruction, which forces us to automate the data process. We wrote thus a
python code to extract the mean and the amplitude for all the measured curves. How
the code works is described below.

4.1.3.1 The mean value extraction

We first start by extracting the mean value. The given signal s has a sine function form
composed of M points. s can be discretize and it becomes:

S(k) = A+B cos(fkk + φ), with k ∈ N (4.12)

where φ and fk are respectively the phase and the frequency of this discretized
function. BecauseS is a sin function, to extract A, we can directly average the discretize
function. Nonetheless, the average is done over the M acquired points and not over a
fixed number of periods. If, we introduce the function:

l(k) =
1

k

k∑

j=0

s(j) (4.13)

and we can easily show that:
lim
k→∞

l(k) = A (4.14)

However, because we do not acquire an infinite number of points, we have:

l(M) ≈ A (4.15)

This equation is an approximation. On the code we take the mean of the last 100 points
as limit of the function l.
In order to check wether this method is consistent with experimental data, we generate
a sine function where noise on the different parameters (frequency, phase, amplitude,
mean) is added and we verify that this method can recover the original values of A
for different noise levels. The added noise is created by a random function of python.
In figure 4.2 below, the plots represent the errors of the method for different types of
noise. The noise level is defined as the ratio between the amplitude of the noise and
the value of the parameter to which the noise has been added. We see in figure 4.2 that
in the three noise frameworks, the code is still able to recover the right mean values.
When the noise level is above 1, the relative error may exceed 10%. Nonetheless, this
is not a problem since we meet this amount of noise during the acquisition when the
squeezing is close to zero.
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a) b)

c)

% %

%

Figure 4.2 – Relative errors on the determination of the signal mean in % of the mean
as a function of the phase of the signal φ and the noise level for different types of noise:
(a) noise on the mean; (b) noise on the amplitude; (c) noise on the frequency

4.1.3.2 The amplitude determination

The second value that we have to extract from all the data sets is the amplitudes value.
To do so, the first step is to deduce the frequency of the given signal thanks to a Discrete
Fourier Transform (DFT). Then, we multiply the discrete signal by a cosine function
such as:

Oψ(k) = s(k)× cos(fDFTk + ψ) (4.16)

where fDFT is the frequency determined by the DFT. We assume fDFT = fk and we
obtain:

Oψ(k) = A cos(fkk + ψ) +B [cos(φ− ψ) + cos(2fk + φ+ ψ)] (4.17)

The average of this function is B cos(φ− ψ). Hence, we find the amplitude of s as:

B = max
ψ
〈Oψ(k)〉 (4.18)
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The robustness of the code against noises is checked. Indeed, the same verification than
for the mean value determination is done. In figure 4.3 below is represented the error
plot when the data are corrupted by fluctuations on the mean and the amplitude.

% %

Figure 4.3 – Relative errors on the determination of the signal amplitude in % of the
amplitude as a function of the phase of the signal and the noise level for different types
of noise: (left): noise on the mean; (right): noise on the amplitude.

We can make the same remark than for the mean recovery. The relative error is
important when the noise level exceed 1, which have not massive consequence in the
interpretation of the experimental data, and which makes this method is acceptable for
our use.

4.1.4 〈Q2〉 and 〈P 2〉 matrices measurements

For the measurement, we choose Nb = 16 frexels, which means we need 120 shots of
measurement for a complete reconstruction of the covariance matrix. The piezo-electric
component is set at 5Hz. We use a spectrum analyzer (Agilant Technologies, mod-
elMXA Signal Analyzer N9020A 20Hz-2,6Ghz) in the 0 span mode where the frequency
is fixed at 1MHz with a resolution bandwidth ∆ = 100kHz and a video bandwidth of
∆v = 500Hz. Besides, this instrument is triggered on the triangular signal of the piezo
in order to reduce phase fluctuations in the data acquisitions. For one shot, we take
1000 data points in 0,09s. Hence, when we take several acquisitions, saving the full
data set last around 20 minutes which is compatible with the experiment stability.
In figure 4.4, we show the 〈P 2〉 and 〈Q2〉 matrices. Each square in the matrices cor-
responds to the average of the 10 covariance terms obtained from the code presented
before. For this measurement the pump power is 40mW.

From both of these matrices we can find the supermodes of the SPOPO. It has been
shown in [Williamson 36, Ikramov 18] that any positive definite matrix Γ, which is the
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⌦
Q2
↵

⌦
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⌦
P 2
↵ ⌦
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Figure 4.4 – 〈Q2〉 and 〈P 2〉 matrices measured for a pump power P = 40mW . The 3D
plots represent the absolute values.

Modes λ0 (nm) FHWM (nm)
0 794.98 9.61
1 795 7.94
2 795.02 6.34
3 795.07 6.67
4 794.96 5.88
5 795.20 5.74
6 794.90 6.07
7 795.46 5.19
8 795.24 4.60

Table 4.1 – λ0 and FHWM values obtained from the fit of the eigenmodes with Hermite-
Gaussian function
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mode 0 mode 1 mode 2

mode 3 mode 4 mode 5

mode 6 mode 7 Mode 8 

Figure 4.5 – Representation of the supermodes found by Grahm Schmidt process applied
on the eigenvectors of the matrices represented in 4.4.

case of a covariance matrix, can be decomposed as:

Γ = SΓWS
T (4.19)

where ΓW = diag(v1, ..., vn) is diagonal with vi ≥ 0 and S is symplectic. Then, the
Bloch Messiah decomposition can be applied and we get:

Γ = O1KO2ΓWO
T
2KO

T
1 (4.20)

where K is also diagonal and O1, O2 are orthogonal. The total decomposition can be
interpreted as follows: ΓW is the covariance matrix containing the classical correlations,
O2 is is the operation which consists in changing the basis for the SPOPO eigenmodes.
K is the squeezer of the eigenmodes and finallyO1 is the last basis change corresponding
in the experiment to the measurement. If there is no classical noise, ΓW is the identity
and the decomposition can be written as:

Γ = O1K
2OT

1 (4.21)

When losses are taken into account, the covariance matrix is not anymore unitary
and we have to consider (4.20). In other words, the transformation O−1

2 ΓWO2 is not
necessary diagonal. Nonetheless, as long as the classical correlations are small, we
assume we can find a basis of eigenmodes where each element is close to be independant
from the others.
In practice, after the acquisition of 〈∆q2〉 and 〈∆p2〉matrices (the terms 〈qipj〉 are zero),
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we diagonalize it and we build an orthogonal basis from the two sets of eigenvectors
using Gram Schmidt process 4.5. From this characterization, we also measure the
squeezing when the Hermite-Gaussian fits are implemented on the pulse shaper. The
results of this measurement is shown in figure 4.6. We see that the first modes are the
most squeezed but also the less pure.
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Figure 4.6 – left : Squeezing and anti-squeezing levels in dB as a function of the su-
permodes. right : Purity of the supermodes. The purity is obtained via the formula
(1.67)
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Figure 4.7 – Squeezing of the supermode 0 as a function of the pump power.

The figure 4.7 represents the squeezing of the first supermode as a function of the
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pump power. We observe that the curve follows the shapes predicted by the theory in
chapter 2. We also performed this measurement for the second and the third super-
modes, the results are shown in appendix C.

4.2 The multipixel homodyne detection
4.3. DÉTECTION MULTIPIXEL

Réseau
Barrette de

microlentilles

Barrette de
diodes

Oscillateur
local

I

ressource quantique

I

I
I

J

J

� � � � � � � �

F����� 4.13 – La détection homodyne multipixel

où Pi désigne la puissance optique dans le mode i.
Toutefois, avec une détection homodyne simple, il est impossible de mesure

la matrice de covariance complète � car les matrices �px et �xp sont inacces-
sibles. Nous pouvons pallier cela avec la détection homodyne spectralement
résolue.

4.3.2 Détection homodyne spectralement résolue
La détection homodyne spectralement résolue consiste, après que les fais-

ceaux ont franchi la lame semi-ré�échissante, à séparer le faisceau en un certain
nombre de bandes de fréquences grâce à un réseau et à les envoyer séparément
vers des diodes dont les photo-courants sont soustraits. Pour chaque bande de
fréquence, cela revient à faire une détection homodyne avec un oscillateur local
non-nul uniquement dans cette bande de fréquence.

Le principe expérimental est présenté en �gure 4.13 : après le mélange sur
la lame semi-ré�échissante, chaque faisceau est envoyé sur un réseau qui sé-
pare les longueurs d’ondes. Des barrettes de micro-lentilles focalisent chaque
bande spectrale sur une diode. Les photocourants de chaque paire de diodes
sont soustraits deux à deux pour obtenir les photocourants proportionnels aux
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grating

grating

Photodiodes 
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Micro-lenses
array

Multimode 
squeezed state

Figure 4.8 – Scheme of the Multipixel homodyne detection.

4.2.1 Limitation of the homodyne detection

For the precedents results, we have restricted ourself to the reconstruction of the
(〈Qi, Qj〉)0≤i,j≤M and (〈Pi, Pj〉)0≤i,j≤M matrices according to the hypothesis that the
phase among the pump spectrum is flat. Hence, if this assumption does not stand any-
more, we have to determine the remaining terms, not accessible by using the setup of
homodyne detection previously shown. In this part we present another scheme for the
detection which consists to several homodyne detections set in parallel called multipixel
homodyne detection (MHD).

89
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4.2.2 The mutipixel homodyne detection

A scheme of the MHD is shown in the figure 4.8. After the balanced beam splitter, the
light is diffracted and focused on two photodiodes arrays, which allows us to perform
measurements on several frequency bands of the LO spectrum at the same time. One of
the interest of this new setup is to improve the speed of the acquisitions but mainly to
get access to the extra terms of the covariance matrix and reconstruct the full matrix.

Figure 4.9 – Picture of the experimental setup of the MHD: left : optical part and right :
electronic part.

A picture of the implementation on the optical table is represented in figure 4.9. A
system gratings - lens - micro-lenses array is placed on each side of the beam splitter.
We use gratings of 1800 gr/mm and lenses with focal length of 175mm. These optics are
chosen in order to match the LO spectrum with the detection array. For more details
about this choice see [Michel 21, Dufour 18]. However the efficient area of photodiodes
are slightly spaced between them. To counterpart any loss of light, a micro lens array
is mounted in front of the detection box to focus and collect light in the centre of each
photodiode.
The array is composed of 8 photodiodes (Hamamatsu, model S4111) with a quantum
efficiency of 80%. Then, for each channel, an electric setup is installed in order to
process the signals. The electronic part is composed as follows:

• The first stage of the scheme is a homemade amplifier design by C. Yin and J.
Roslund, printed on a electronic card and implemented in the box as shown on
the left in figure 4.9
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• The current difference is performed using power splitter from mini circuit (model
ZSC-2-1+).

• We use electronic filters to only keep the relative signal: a 5MHz low pass filter
(model BLP 5+ from minicircuit) and a 25kHz homemade high pass filter.

• The signal is mixed with a signal at 1MHz using a ZAD 3+ from minicircuit.

• The demodulated signal is filtered by a 100kHz low pass filter

• The signal is amplified using two amplifiers from minicircuit (model ZFL-500LN-
BNC+)

Finally, the signal is collected by an acquisition card from National Instrument (model
NI-PSXI-5105). All these stages of electronics play the role of the 8 spectrum analyzers
in the 0 span mode set at f = 1MHz with a resolution bandwidth of ∆v = 100kHz.

4.2.3 Reconstruction of the full covariance matrix

The derivation, to recover the covariance terms, is slightly different than the method
presented above. In this paragraph, we show the main part of the calculation but more
details can be found in the thesis of T. Michel[Michel 21].
In the experimental setup, each channel i of the MHD is acquiring a signal si such as:

si(θi) = αi (cos(θi)qi + sin(θi)pi) + ei (4.22)

where αi is the LO powers, ei is the electronic noise and θi is the phase of the LO
beam related to the channel i. This phase is monitorable via a vertical shift of the
sawtooth grating printed on related area of the SLM screen in the pulse shaper. We
are interested by the covariance of two signal i and j, Ci,j(θi, θj) = Cov (si(θi), sj(θj)).
This covariance function is derived as

Ci,j(θi, θj) = αiαj(cos(θi) cos(θj) 〈qiqj〉+ sin(θi) sin(θj) 〈pipj〉
+ cos(θi) sin(θj) 〈qipj〉+ sin(θi) sin(θj) 〈piqj〉) (4.23)

We assume here that the electrical noise is negligible. The expression can be normalized
such as:

C̃i,j(θi, θj) :=
Ci,j(θi, θj)

αiαj
(4.24)
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and the expression of the covariance terms are thus rewritten as:

C̃i,j(θi, θj) =
1

2
[(cos(θi − θj) + cos(θi + θj)) 〈qiqj〉

+ (cos(θi − θj)− cos(θi + θj)) 〈pipj〉
+ (sin(θi − θj)− sin(θi − θj)) 〈qipj〉
+ (sin(θi + θj) + sin(θi − θj)) 〈piqj〉]

(4.25)

In order to extract the term of the covariance matrix in position (i, j), we need two
measurements:

• one where the two frexel modes are in phase: θi = θj

• one where there is π/2 phase shift: θi = θj + π/2

All the channel are doing the acquisition in parallel. Hence, by crossing all the data,
we can recover the full covariance matrix using only four SLM masks with the following
relative phases:

• ( 0 0 0 0 0 0 0 0 )

• ( π
2

π
2

π
2

π
2

0 0 0 0 )

• ( π
2

π
2

0 0 π
2

π
2

0 0 )

• ( π
2

0 π
2

0 π
2

0 π
2

0 )

For more details about the calculation to extract 〈pi, qj〉, 〈qi, qj〉, 〈pi, pj〉 terms, see
[Michel 21]. Results of full covariance matrices reconstructions are shown in the follow-
ing of this section.

4.3 Pump shaping

4.3.1 How to change the output state of the SPOPO

Once we have performed homodyne detection and we are able to recover all the terms
of the covariance matrix, a question comes out: is it possible to change the output
state of the SPOPO and to measure it. To answer to this question, let’s consider
the joint spectral distribution formula defined in chapter 2. Indeed, this function,
which theoretically describes the interaction Hamiltonian in the SPOPO influences the
eigenstates and eigenvalues of the system. It is the product of two terms:
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• fp(ω + ω′) the function that describes the mode of the pump in the frequency
domain.

• Φ(ω, ω′), the phase matching within the crystal inside the cavity.

It seems hard to change the non-linear crystal from the cavity especially if we hope to
always recover the phase matching and to be consistent in all measurements. Hence it
excludes any change on the phase matching term. Nonetheless, modifying the shape and
the phase of the function fp is accessible using a setup that we have already introduced
in chapter 3: a pulse shaper.

4.3.2 The pulse shaper of the pump beam
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Figure 4.10 – Pulse shaper scheme dedicated to the pump beam.

An auxiliary path for the pump had been created to implement the pulse shaper
4.10. In order to match temporally pump pulses with the ones from the seed we have
to ensure that the total length of the new path is L = 3, 92m, the same than the MIRA
laser cavity. The pulse shaper has the same design than the one used for the LO. We
use a grating with a density of 2400 gr/mm with θd = 28.5◦. The focal length of the
cylindrical mirror is f = 250 mm and the SLM is from the brand hamamatsu (model
X10468-05) with 792× 600 pixels. The spectrum of the beam is also a frequency comb
but centered in λ0 = 397.5 nm, with a bandwidth of ∆λ = 1.3 nm and spatially the
waist is ω0 = 3 mm. From these parameters, we compute the complexities:

ηpxl = 44.4 (4.26)

ηopt = 42.1 (4.27)

Finally we add a pinhole on the path to filter spatially the beam and remove order 0.
For a pump power of 20 mW, the contrast of the amplified deamplified signal of the
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seed due to PDC is VPDC = 78%, which is close to the value found in chapter 2 for the
usual pump beam. The complexities are lower compared to the LO pulse shaper but
they are sufficient for the different masks that we present below. The efficiency of the
extra path is around 30% and is mainly due to the pulse shaper losses (50%). There
is also more losses from the pinhole, which comes after the pulse shaper, than usual
because of the beam spatial shape which is less gaussian than the one at the output of
the LO pulse shaper. This amount of efficiency forces us to inject a lot of power into
the SHG to be able to achieve pump power levels comparable to those without going
through the auxiliary path.

4.3.3 Results

In figure 4.11 is shown the full measurement of covariance matrices in two cases. The
first one is without any pump shaping. We see that we retrieve the same form that has
been found with the single pixel homodyne detection and that the 〈qipj〉 and 〈piqj〉 terms
are effectively negligible in comparison with 〈qiqj〉 and 〈pipj〉 values. This observation
confirms the hypothesis which has been made in the derivation of the parametric down
conversion of the SPOPO in chapter 2. However, in the second case, this is not anymore
valid. Indeed, for this measurement, a phase shift of π/2 has been applied on the right
part of the spectrum. We observe that some non zero values of 〈piqj〉 and 〈qipj〉 appear.
Hence, in this case, we observe that to characterize the output state of the SPOPO a full
recovery of the covariance terms using the MHD is needed. Here, we do not diagonalize
the covariance matrices, which will be done for the matrices of the following section.

4.4 Optimization of the SPOPO output state via ma-
chine learning

4.4.1 A brief introduction to the problem

In this last part is shown results of the optimization of the SPOPO output states using
machine learning algorithms. This project, initiated by T. Michel [Michel 21], follows
the work of F. Arzani [Arzani 18] who also studied this optimization question. The
goal here is to highlight some of the main results in order to give an example of the
advantage of the pump shaping.
Machine learning is a domain of mathematics and informatics which aims to improve
resolution or classification problems. Today and for about ten years now, machine
learning has experienced tremendous growth and has proven useful in many fields, both
industrial and academic[Lecun 89, Lecun 15]. Physics, and in particular optics, are not
lacking [Carleo 19].
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Figure 4.11 – Results of covariance matrix measured with the MHD. The plots on the
top represent the pump spectrum injected into the SPOPO and on the bottom the
respective covariance matrices. On the left, where there is no pump shaping and on the
right there is a phase shift of π/2 between the two sides of the spectrum.

Here we show how we can optimize via Machine learning the SPOPO output states
using 2 types of algorithms:

• a reenforcement one based on projective simulation method (PS)

• a deep learning one based on neural network (ANN)

We first show how the algorithms work and then the results of both processes.

4.4.2 Optimization of the SPOPO output state

Two objectives of optimizations have been studied:
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• (1) the degenerate squeezing or in other words the case where the eigenmodes are
steadily squeezed.

• (2) the maximization of the squeezing on the first eigenmode

To do so, cost functions are evaluated during the compilation of the codes and the
goal is to find the best input in order to maximize them. The cost function chosen
corresponding to the two options are:

f1(u) =
1

Λ1(u)

100∑

j=1

Λj (4.28)

f2(u) =
Λ1(u)

Λ2(u)
(4.29)

where Λj are the eigenvalues coming from diagonalization of the joint spectral distri-
bution, which have been already introduced in chapter 2. The vector u contains the
parameters of the blue pulse shaper.
This type of optimization is a continuation of the work of F. Arzani who studied how
to improve output states by using an algorithm which mimics Darwinian evolution to
explore the different input parameters [Arzani 18]. In this work, the loss due to the vari-
ation of power in the exploration of the spectrum shapes is compensated by modifying
the cost functions such as:

f̄1 = f1 −
3

(5w(u))6
(4.30)

f̄2 = f2 −
1

(5w(u))6
(4.31)

where w(u) is the power ratio between the gaussian pump and the shaped one. The
results of the two improvements are presented in figure 4.12 The plot of the eigenvalues
as a function of the modes number shows the expected results. The dots resulting from
f̄1 optimization demonstrate a longer plateau than for the gaussian pump. Regarding
f̄2 results, there is a clear difference between the first eigenvalues and the next ones.
Nonetheless, the resulted pump shape requires a high level of details and are not suit-
able for a low complexity pulse shaper.
In the code compiled by T. Michel, the cost function f̄2 contains also a term to com-
pensate the loss from the shaping but they are slightly different with the version of F.
Arzani:

f̄2 = Λ1 (4.32)

Indeed the normalization to Λ2 is absent. The penalty of pump power is already included
in the cost.
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Fig. 7.6 Results of pump shaping optimisation from [163] for degenerate squeez-
ing (f1) and maximum first to second mode squeezing ratio (f2). (a) Normalised
gain distributions obtained for unshaped (Gaussian) profile and optimised pro-
files. (b) First supermodes resulting from the pump optimising f1 (top) and f2
(bottom). The solid blue line represents the amplitude, in arbitrary units, while
the orange dashed line represents phase, in radiant (scale on the right). (c) and
(d) show the pump profiles maximising f1 and f2, respectively. The gray dashed
line shows the original Gaussian, the solid blue line shows the optimal amplitude
profile, and the red dotted line shows the optimal phase.

For a given pump profile, we calculate the supermodes eigenvalues �k using the Autonne-
Takagi decomposition1 as presented in section 6.3. From the eigenvalues we can evaluate
the cost functions to be maximised. We ran the optimisation with two di�erent fitness/cost
functions:

• Optimising degenerate eigenvalues:

f1(u) =
100ÿ

k=1

�k

�1
≠ 3

(5w(u))6 (7.9)

• Optimising the first eigenvalue:
f2(u) = �1 (7.10)

1For the optimisation we actually just use singular value decomposition (SVD) as it su�cient to get
the eigenvalues and less computationally intensive. The Takagi decomposition is used when we want to
recover the supermode spectral shapes.

104

Figure 4.12 – Results of the optimization via genetic algorithm. (a): Calculated eigen-
values for a gaussian pump and the two functions f̄1 and f̄2. (b): Firsts eigenmodes
calculated from the f̄1 optimization. Orange line represents the phase and green line
the amplitude. (c) and (d): Shapes of the pump to be implemented in the pulse shaper
corresponding to the two different optimizations. (taken from [Arzani 18])

4.4.3 Presentation of the algorithms

4.4.3.1 Projective simulation

The figure 4.13 depicts the operations of the algorithm based on projective simulation.
We see that an agent acts, via an action denoted as a, on an environment, the system
of interest, whose parameters are to be tuned. The environment response to the agent
action is monitored, the resulted state is called percept and is denoted as p. The
interpretation of the percept will be source of reward or not for the agent, which will
influence the agent’s next action. Indeed, at each given time, the action is the results
of a choice influenced by a probability distribution we can denote P (t)(a|p). We do not
go into the details of the calculation here, for more details see [Michel 21].
For the experiment, we use a algorithm developed A. Melnikov and K. Ried and designed
for quantum experiments [Melnikov 17, Melnikov 18].
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Figure 4.13 – Scheme of the projective simulation algorithm principle.

4.4.3.2 Artificial neural network

The way this algorithm works gets inspiration of neural networks we find in brain as
represented in figure 4.14. It explains the given name. Neurons are interconnected with
each other via dendrites, which allows the communication of electronic signals from
one layer to the next one in nature and which indicates links between nodes in the
informatics version. In the figure 4.14, x1, ...xn represent the input values and y is the
output at the end of the network that is optimized. In the hidden layer, the neurons
values are determined by the ones of the neurons present in the precedent layer and by
using the formulas from the figure 4.14
A training data set is used, as its name suggests, to train the network and determine
the good parameters wi,j and bi,j which characterize the given network. In our case, the
neural network considered is composed by 5 hidden layers with 64 neurons each. The
algorithm has been developed by Tranter and Slatyer [Tranter 18].
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Figure 4.14 – Scheme of an artificial neural network used for machine learning algorithm.

4.4.4 Results

4.4.4.1 External condition

For both codes, the pump beam has a gaussian spectrum with FHWM = 3, 54 nm
and a centre wavelength λ0 = 397, 5 nm. The spectrum is divided into n frequency
bands such that the total is 9 nm wide. On each part labelled k, is applied a factor
ake

iθk with k ∈ [1, n]. It is possible to process the optimization by only shaping the
amplitude, only the phase or both. Considering the projective simulation algorithm,
the values taken by the shaping factor are discretized such as:

ak ∈
{

0,
1

m− 1
, ..., 1

}
(4.33)

θk ∈
{

0,
2π

m− 1
, ..., 2π

}
(4.34)

For each action from the agent, amplitude or phase values are increased from an in-
crement and when the maximum is reached the initial situation is restored. During
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one run, there is several trials whose goal is to beat a threshold of the cost function in
order to be rewarded, otherwise the trial keeps going with a new action. After a certain
number of unsuccessful steps, the trial is stopped in order to avoid to be stuck in an
area far from the optimal point. The threshold undergoes also some updates along the
compilation (every 5 times it is beaten) to refine the result.
For the artificial neural network code, unlike the projective simulation one, the values
of the shaping factor are taken in a continuous range:

ak ∈ (0, 1) (4.35)

θk = (0, 2π) (4.36)

4.4.4.2 Calculation of the optimal pump spectrum shape

Optimization by shaping the amplitude or the phase has been investigated with different
sharing of the blue spectrum. However, we here restrict ourself in this manuscript to
the amplitude shaping where n = 8 and the optimized cost function is f2. The rest of
the results can be found in the manuscript of T. Michel [Michel 21].
In figure 4.15 is shown the spectrum shape of the pump after maximization of the cost
function for the projective simulation and the artificial neural network algorithms. We
notice a similarity in the structure of these plots although a slightly lack of symmetry
on the graph (b) hinders a perfect matching.

7.3. RESULTS

Fig. 7.8 Result of the pump amplitude shaping optimisation of f2 using the PS
algorithm for various parameters.
(a) 4 frexels, 100 trials of 50 steps. 42 rewarded states, best is the 36thwith
f2 = 35.39.
(b) 8 frexels, 400 trials of 200 steps. 58 rewarded states, best is the 56thwith
f2 = 39.89.
(c) 8 frexels, 500 trials of 400 steps. 101 rewarded states, best is the 91stwith
f2 = 39.88.
(d) 16 frexels, 700 trials of 400 steps. 143 rewarded states, best is the 143rdwith
f2 = 38.39.

For full shaping the percept space is twice as large and the PS algorithm struggles to
converge even for n = 8. However the ANN performs better (see Fig. 7.12). For n = 8, it
converged to a pump profile with almost no amplitude shaping and a phase profile almost
identical to the one obtained in Fig. 7.11. The value of f2 is also slightly smaller than what
was obtained with phase shaping only. So it appears amplitude shaping is not necessary
and the optimal value of f2 is achieved with phase shaping only (at least for n = 8).

All the results of this section on the optimisation of the first supermode eigenvalue
(f2) are summarised in Table 7.1. In the following, we will refer to the optimal pump
shape for maximising f2 using amplitude shaping only and n = 8 frexels as the f

(a)
2 shape

(Fig. 7.10 (a)). And we will refer to the optimal pump shape for maximising f2 using
phase shaping and n = 8 frexels as the f

(„)
2 shape (Fig. 7.11 (b)).

We now look, at the spectral shapes of the supermodes obtained with these pump
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7.3. RESULTS

Fig. 7.10 Result of the pump amplitude shaping optimisation of f2 using the
deep learning algorithm for various parameters.
(a) 8 frexels, 500 total runs, 300 training runs, best cost f2 = 40.08.
(b) 16 frexels, 600 total runs, 300 training runs, best cost f2 = 40.08.
(c) 32 frexels, 600 total runs, 300 training runs, best cost f2 = 39.67.

the optimal pump shapes have simple forms with frexel phase values of 0 or fi. Results of
the optimisation of f1 are summarised in Table 7.2. In the following, we will refer to the

Pump shaping type Amplitude Phase
f1 n = 4 49.38 48.20

(see Eq. (7.9)) n = 8 56.50 69.50

Best pump
profile

n = 4
1
1 0.5 0.25 1

2 1
fi ≠fi/2 fi ≠fi/2

2

n = 8
1
1 0.25 1 0 0 0 0 0.75

2 1
0 fi 0 fi 0 fi 0 fi

2

Table 7.2 – Results of optimisation of f1. For full shaping the best profiles match the
phase shaping ones.

optimal pump shape for maximising f1 and n = 8 frexels as the f
(„)
1 shape (Fig. 7.14 (a)).

The corresponding supermodes and gains are given in Fig. 7.15. There is important
degeneracies in the eigenvalues which is not surprising since by optimising f1, we are
trying to get eigenvalues as degenerate as possible. The first 12 eigenvalues are degenerate
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Fig. 9.7 Covariance matrix reconstructed from multipixel homodyne measure-
ments with pump shape f

(a)
2 . 100 acquisitions were taken. (a) shows the mean

covariance matrix coe�cients. (b), (c) and (d) show the mean coe�cients and
errors bars of the Vqq, Vqp and Vpp blocks respectively. Since the covariance
matrix is symmetric, (b), (c) and (d) only represents the coe�cients of the up-
per triangular part. The coe�cients are plotted row by row according to the
lookup table in (b). Red bars correspond to the diagonal coe�cients. 1 has been
subtracted to the diagonal coe�cients of the covariance matrix to highlight the
variations in the o�-diagonal terms.

to this e�ect.
Note the 3rdmode shown in Fig 9.11 follows a 3rdorder Hermite-Gauss function, when

we would expect it to be a 2ndorder Hermite-Gauss function. This is just a mode ordering
issue. Here we order modes by decreasing anti-squeezing level. Mode number 4 is not
shown in Fig. 9.11 but it follows a 2ndorder Hermite-Gauss function. It actually correspond
to the 3rdsupermode and if we look at the squeezing level we see that it is more squeezed
than mode number 3. In other word, classical noise (from measurement, losses, ...) is not
equal for all the supermodes. So the reconstructed squeezing levels of Fig. 9.11 are each
a�ected di�erently by noise. As a result the reconstructed squeezing and anti-squeezing
level do not necessarily decrease as mode order increase, as would be expected for the
theoretical supermodes.

To determine whether pump shaping did improve squeezing in the supermode, we
measure squeezing directly with and without amplitude pump shaping. To do that we
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Figure 4.15 – Results of the f̄2 optimization using the PS (b) and the ANN (a) algo-
rithms. Taken from [Michel 21]

.

To verify that the optimization is working well, we implement the calculated pump
shape on the blue pulse shaper and we measure the covariance matrix using the MHD
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and the single pixel one. Both spectrums from the figure 4.15 are similar but we
choose to try the measurement only for the artificial neural network one because it is
symmetric. The results of the MHD covariance measurements for the optimized and the
non-optimized are presented in figure 4.16. We see that, as expected, because the phase
is flat for both spectrum, the 〈Q,P 〉 terms are negligible comparing with the 〈∆P 2〉
and the 〈∆Q2〉 terms. Both measurements have been made with a P = 20mW pump
power and for the gaussian pump, the beam follows the path of the pulse shaper. The
measurement made with the single pixel homodyne detection are presented in figures
4.17 and 4.18. These measurement are also made with a pump power of P = 20mW.
The higher number of pixels gives to this measurement a better resolution. We extract
the eigenvalues of the diagonalization of these matrices. The results are shown in figure
4.19. We see that for the eigenvalues obtained from the optimized pump, the first
eigenvalue is higher than the rest of the values. We determine the ratio r = Λ0/Λ1 for
both cases. For the optimized pump r = 3.0 against r = 1.19 for the gaussian one,
which show that the optimization is working well.
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9.1. FLAT PUMP

(SHD) described in section 8.1. This measurement has a larger bandwidth and
double the frequency resolution of MHD, but does not work for all quantum states.

• Direct supermode quadrature measurement with standard homodyne detection. This
measurement has better e�ciency and lower losses compared to MHD, and SHD but
does not recover the full quantum state and require knowledge of the supermodes
spectral shape. We present the results of this measurement in section 9.2.

Fig. 9.1(a) shows the mean covariance matrix reconstructed from multipixel homodyne
detection (MHD) over 100 acquisitions with the technique of section 8.3. Fig. 9.1(b), (c)

Fig. 9.1 Covariance matrix reconstructed from multipixel homodyne measure-
ments without pump shaping. 100 acquisitions were taken. (a) shows the mean
covariance matrix coe�cients. (b), (c) and (d) show the mean coe�cients and
errors bars of the Vqq, Vqp and Vpp blocks respectively. Since the covariance
matrix is symmetric, (b), (c) and (d) only represents the coe�cients of the up-
per triangular part. The coe�cients are plotted row by row according to the
lookup table in (b). Red bars correspond to the diagonal coe�cients. 1 has been
subtracted to the diagonal coe�cients of the covariance matrix to highlight the
variations in the o�-diagonal terms.

and (d) show the mean coe�cients and error bars (1 standard deviation) of the Vqq, Vqp

and Vpp blocks respectively. Since the covariance matrix is symmetric we only represent
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Figure 4.16 – Full covariance matrix reconstruction using (a) optimized pump and (b)
gaussian pump. (taken from [Michel 21]

4.5 Summary

In this part, we have seen some covariance matrices measurement and how machine
learning can improve the squeezing of the different modes. First is shown the way
the covariance terms are extracted from the measured data. Then the PP and QQ
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Δ"# Δ$#

Figure 4.17 – 〈P 2〉 and 〈Q2〉 matrices measured with gaussian pump spectrum.

Δ"# Δ$#

Figure 4.18 – 〈P 2〉 and 〈Q2〉 matrices measured with the optimized pump spectrum.

covariance submatrices have been plotted. As we have seen, from the two submatrices
we can, via a diagonalisation and a Gram Shmidt decomposition, find the supermodes
of the SPOPO. The related squeezing for a 20mW pump power has also been plotted.
In this chapter, we also have shown some result of optimization using machine learning
algorithms. Two process have been considered here: the artificial neural network and
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Figure 4.19 – Eigenvalues calculated from the diagonalization of the matrices presented
in figures 4.18 and 4.17.

mode 0 mode 1 mode 2

mode 3 mode 4 mode 5

mode 6

Figure 4.20 – Supermodes obtained from the diagonalization of the matrices represented
in 4.17

the projective simulation algorithms. These two methods have been computed in order
to optimize the squeezing in the first supermode. The diagonalization of the covariance
submatrix with the shaped pump have shown a higher value of the squeezing on the
first mode than with the original pump spectrum but at the expense of the other modes.
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mode 0 mode 1 mode 2

mode 3 mode 4 mode 5

mode 6

Figure 4.21 – Supermodes obtained from the diagonalization of the matrices represented
in 4.18

optimized gaussian
Modes λ0 (nm) FHWM (nm) λ0 (nm) FHWM (nm)

0 795.04 7.94 793.75 8.68
1 794.21 6.91 794.01 7.68
2 794.44 5.11 793.93 5.97
3 794.82 5.65 794.07 6.31
4 794.75 5.08 794.19 5.58
5 794.22 4.34 793.78 5.26
6 794.65 4.89 794.24 5.04

Table 4.2 – λ0 and FHWM values obtained from the fit of the eigenmodes with Hermite-
Gaussian function when the pump is gaussian or optimized
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Chapter 5

Study of quantum network dynamic
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In the two last chapters of this manuscript, we investigate how multimode quantum
optics is a fruitful tool to study quantum networks and more specifically open quantum
systems. This first chapter is dedicated to the characterization of the spectral density
function of environmental coupling.
We first briefly introduce the quantum complex network and the quantum open system
topics as well as the different ways to characterize energy exchanges, experimentally and
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5.1. OPEN QUANTUM SYSTEM

theoretically, inside the total system. Then we explain which protocol of measurement
we use to finally show some measurements of spectral density functions for different
types of network.

5.1 Open quantum system

5.1.1 Definitions and notations

Interaction

Environment
HE

Open system

HE

} Total systemHI

Figure 5.1 – Scheme of an open quantum system coupled to an environment.

Open quantum system is the study of a quantum system coupled with an external
environment. It makes the quantum physics more realistic in the sense that isolated
systems, quantum or not, do not exist in nature. We briefly introduce here the main
concepts and the notations in this paragraph. However, this introduction does not
intend to be complete. This field is well detailed in many articles and books especially
in [Weiss 12, Gardiner 99]
One frequently used approach in open quantum system is the one where we consider
a two components system composed by the subsystem of interest labelled S and the
other one called the bath or environment labelled E. Both are defined in two Hilbert
subspacesHS andHE and the hilbert space of the total system isH = HS

⊗HE (figure
5.1). The density operator of the total system is denoted as ρ and ρS, ρE denote the
reduced operator for respectively the open quantum system and the environment. The
system is recovered as ρS is given by the partial trace of ρ with respect of E:

ρS = TrE(ρ) (5.1)

The Hamiltonian of the total system is written:

H = HS +HE +HI (5.2)
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where HS and HE are respectively the Hamiltonians related to the open system and
to the bath. In this equation, HI denotes the Hamiltonian of interaction. It is the
Hamiltonian which allows energy exchanges between the two sub systems.

5.1.2 Dynamics of an open quantum system

The object of this chapter is restricted to the study of the dynamic of an open quan-
tum systems coupled with an environment modeled by engineered networks and more
specifically to the question: how do we characterize the energy exchanges in the global
system?
The main motivation of this work lies in the new way we see the interactions between an
open quantum system with its environment. Indeed, for several years now, the percep-
tion on the role of environments has changed: it had been shown that, if the interaction
between both subsystems are suitably tailored, the presence of an environment will not
be source of decoherence but, on the contrary, would act as a shield to protect the
quantum resource [Barreiro 02, Verstraete 09, Biercuk 09].
There is two common used equations to study the dynamic of an open quantum system.
The choice of one or the other equation depends on the picture in which we place ourself
for our study: either the Schödinger or the Heisenberg pictures.

5.1.2.1 The GKSL equation

In the Schrödinger picture, the time master equation of the system is the following
[Weiss 12]:

dρS(t)

dt
= −i [HS, ρS(t)] +

∑

k

([
CkρS(t), C†k

]
+
[
Ck, ρS(t)C†k

])
(5.3)

where we assume that ~ = 1 and Ck are called jump operators. They describe the
effect of the environment on the system in Born Markov approximation. The first term
represents the reversible dynamic of the system S. This equation is called the Gorini-
Kossakowski-Sudarshian-Linblad (GKSL) equation[Gorini 76, Linblad 76]. It is a well
known equation and its demonstration can be found in a large number of books like
[Weiss 12, Gardiner 99]. The evolution of ρS(t) can be described by a map, Φt,0, such
as:

ρS(t) = Φt,0ρS(0) = TrE[U(t)ρS(0)⊗ ρE(0)U †(t)] (5.4)

where U(t) is the time evolution operator related to the Hamiltonian of the total system
H. An interesting property of the map is its positivity, which will be developed and
discussed in the next chapter about quantum non Markovianity.
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5.1.2.2 The Langevin equation

In the Heisenberg picture, the most common way to resolve the dynamics of the system
is to use the generalized Langevin equation ([Senitzky 60, Ford 65a, Ford 65b]). In
this model, the considered system has a mass mS and is moving in a potential V (qS).
It is coupled to N harmonic oscillators of mass mi and frequency ωi. We assume
the interaction are linear in the bath coordinate. A common way of writing HI is
[Nokkala 18a, Vasile 14]

HI =
N∑

i=1

giqsqi (5.5)

where gi are the coupling strength between the system and the different oscillators of
the environment. More details about this equation with a more general expression of
HI can be found in [Weiss 12]. The total Hamiltonian can be express as:

H =
p2
S

2mS

+ V (qS) +
N∑

i=1

p2
i

2mi

+
1

2
miω

2
i q

2
i +

N∑

i=1

giqsqi (5.6)

The evolution of the subsystem of interest can also be derived and depends on the
expression of the potential V . From this derivation, we can define a friction term
equivalent to the jump operator of equation (5.3). Because our work is based on envi-
ronments of finite size composed by harmonic oscillators, this model is most appropriate
for our use. Beside, due to its ability to produce cluster states with different structures,
the SPOPO seems perfectly suitable to the study of engineered environments effects on
an open quantum system.

5.2 Environment based on network
As we will see more in detail further in this chapter, environments are defined as
networks composed by optical modes. A way to engineer them is to change their
characteristics and their structure from ordered to random. We take inspiration of
different models, which already exist in complex network theory. In this part we
briefly introduce the complex network field and we present the different model that
we use further in this chapter. More details on complex network field can be found in
[Barabási 16, Strogatz 01]

5.2.1 Definition of complex network

Complex network is the study of properties and statistics of a system composed by
a large number of entities interconnected with each others. Networks study, based
on the graph theory in mathematics, finds its origin in the XVIII century and the
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demonstration of Euler that no one can walk across the seven bridges in Königsberg
city without crossing one twice (figure 5.2) [Euler 41](in latin) [Alexanderson ]. In
literature, network and graph terms are both used to depict the same object. When
a network is composed by nodes with links between them, we speak for graphs about
vertices and edges respectively.

1
2

3

45
6

7

A

C

B

D

Figure 5.2 – left : Scheme of the Königsberg’s bridge configuration by Euler [Euler 41].
right : Corresponding graph of the problem.

In a given network, N is the number of nodes and L the total number of links. The
connection can be directed or undirected and balanced by different weights. For many
years now, the field has experienced real growth in term of publications and applications.
For certain examples, defining a graph is fairly straightforward. Let’s take the example
of N cities in a geographic area linked by roads, we can easily imagine that this ensemble
forms a graph. We can find also this mathematical object in many other domains like
health [Barabási 99], World Wide Web [Albert 99], genetics [AL. Barabási 04] or even
cinema with the Kevin Bacon game (see https://oracleofbacon.org/) (figure 5.3).
In the following subsections are presented structures of network, which are currently
used to describe complex systems.

5.2.2 Example of networks considered in this work

5.2.2.1 Random network

For large systems, the number of nodes explodes, that’s why we speak about complex
networks. Futhermore, the structures often lack of regularity. Thus, studying random
graphs seems to be, at first glance, a way to characterize properties of networks we can
find in real life.
Rál Erdős and Alfred Rényi were not the first working on random networks but they
produced high impact discoveries for the field by merging probability and combinatorial
with graph theory [Erdös 59, Erdös 61a, Erdös 61b].
There are two ways to define random networks:
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R E V I EW S

mathematical properties of random networks14. Their
much-investigated random network model assumes that
a fixed number of nodes are connected randomly to each
other (BOX 2). The most remarkable property of the model
is its ‘democratic’or uniform character, characterizing the
degree, or connectivity (k ; BOX 1), of the individual nodes.
Because, in the model, the links are placed randomly
among the nodes, it is expected that some nodes collect
only a few links whereas others collect many more. In a
random network, the nodes degrees follow a Poisson
distribution, which indicates that most nodes have
roughly the same number of links, approximately equal
to the network’s average degree, <k> (where <> denotes
the average); nodes that have significantly more or less
links than <k> are absent or very rare (BOX 2).

Despite its elegance, a series of recent findings indi-
cate that the random network model cannot explain
the topological properties of real networks. The 
deviations from the random model have several key
signatures, the most striking being the finding that, in
contrast to the Poisson degree distribution, for many
social and technological networks the number of nodes
with a given degree follows a power law. That is, the
probability that a chosen node has exactly k links 
follows P(k) ~ k –γ, where γ is the degree exponent, with
its value for most networks being between 2 and 3 
(REF. 15). Networks that are characterized by a power-law
degree distribution are highly non-uniform, most of
the nodes have only a few links. A few nodes with a very
large number of links, which are often called hubs, hold
these nodes together. Networks with a power degree
distribution are called scale-free15, a name that is rooted
in statistical physics literature. It indicates the absence
of a typical node in the network (one that could be
used to characterize the rest of the nodes). This is in
strong contrast to random networks, for which the
degree of all nodes is in the vicinity of the average
degree, which could be considered typical. However,
scale-free networks could easily be called scale-rich as
well, as their main feature is the coexistence of nodes of
widely different degrees (scales), from nodes with one
or two links to major hubs.

Cellular networks are scale-free. An important develop-
ment in our understanding of the cellular network
architecture was the finding that most networks within
the cell approximate a scale-free topology. The first evi-
dence came from the analysis of metabolism, in which
the nodes are metabolites and the links represent
enzyme-catalysed biochemical reactions (FIG. 1).As many
of the reactions are irreversible, metabolic networks are
directed. So, for each metabolite an ‘in’ and an ‘out’
degree (BOX 1) can be assigned that denotes the number
of reactions that produce or consume it, respectively.
The analysis of the metabolic networks of 43 different
organisms from all three domains of life (eukaryotes,
bacteria, and archaea) indicates that the cellular metabo-
lism has a scale-free topology, in which most metabolic
substrates participate in only one or two reactions, but a
few, such as pyruvate or coenzyme A, participate in
dozens and function as metabolic hubs16,17.

Depending on the nature of the interactions, net-
works can be directed or undirected. In directed
networks, the interaction between any two nodes has a
well-defined direction, which represents, for example,
the direction of material flow from a substrate to a
product in a metabolic reaction, or the direction of
information flow from a transcription factor to the gene
that it regulates. In undirected networks, the links do
not have an assigned direction. For example, in protein
interaction networks (FIG. 2) a link represents a mutual
binding relationship: if protein A binds to protein B,
then protein B also binds to protein A.

Architectural features of cellular networks
From random to scale-free networks. Probably the most
important discovery of network theory was the realiza-
tion that despite the remarkable diversity of networks
in nature, their architecture is governed by a few simple
principles that are common to most networks of major
scientific and technological interest9,10. For decades
graph theory — the field of mathematics that deals
with the mathematical foundations of networks —
modelled complex networks either as regular objects,
such as a square or a diamond lattice, or as completely
random network13. This approach was rooted in the
influential work of two mathematicians, Paul Erdös,
and Alfréd Rényi, who in 1960 initiated the study of the

Figure 2 | Yeast protein interaction network. A map of protein–protein interactions18 in
Saccharomyces cerevisiae, which is based on early yeast two-hybrid measurements23, illustrates
that a few highly connected nodes (which are also known as hubs) hold the network together.
The largest cluster, which contains ~78% of all proteins, is shown. The colour of a node indicates
the phenotypic effect of removing the corresponding protein (red = lethal, green = non-lethal,
orange = slow growth, yellow = unknown). Reproduced with permission from REF. 18 ©
Macmillan Magazines Ltd.

1). The topology of the Internet is studied at two differ-
ent levels. At the router level, the nodes are the routers,
and edges are the physical connections between them.
At the interdomain (or autonomous system) level, each

FIG. 1. Network structure of the World Wide Web and the
Internet. Upper panel: the nodes of the World Wide Web are
web documents, connected with directed hyperlinks (URL’s).
Lower panel: on the Internet the nodes are the routers and
computers, and the edges are the wires and cables that physi-
cally connect them. Figure courtesy of István Albert.

TABLE II. The scaling exponents characterizing the degree distribution of several scale-free networks, for which P(k) follows a
power law (2). We indicate the size of the network, its average degree !k", and the cutoff # for the power-law scaling. For directed
networks we list separately the indegree ($ in) and outdegree ($out) exponents, while for the undirected networks, marked with an
asterisk (*), these values are identical. The columns lreal , lrand , and lpow compare the average path lengths of real networks with
power-law degree distribution and the predictions of random-graph theory (17) and of Newman, Strogatz, and Watts (2001) [also
see Eq. (63) above], as discussed in Sec. V. The numbers in the last column are keyed to the symbols in Figs. 8 and 9.

Network Size !k" # $out $ in l real l rand l pow Reference Nr.

WWW 325 729 4.51 900 2.45 2.1 11.2 8.32 4.77 Albert, Jeong, and Barabási 1999 1
WWW 4!107 7 2.38 2.1 Kumar et al., 1999 2
WWW 2!108 7.5 4000 2.72 2.1 16 8.85 7.61 Broder et al., 2000 3

WWW, site 260 000 1.94 Huberman and Adamic, 2000 4
Internet, domain* 3015–4389 3.42–3.76 30–40 2.1–2.2 2.1–2.2 4 6.3 5.2 Faloutsos, 1999 5
Internet, router* 3888 2.57 30 2.48 2.48 12.15 8.75 7.67 Faloutsos, 1999 6
Internet, router* 150 000 2.66 60 2.4 2.4 11 12.8 7.47 Govindan, 2000 7

Movie actors* 212 250 28.78 900 2.3 2.3 4.54 3.65 4.01 Barabási and Albert, 1999 8
Co-authors, SPIRES* 56 627 173 1100 1.2 1.2 4 2.12 1.95 Newman, 2001b 9
Co-authors, neuro.* 209 293 11.54 400 2.1 2.1 6 5.01 3.86 Barabási et al., 2001 10
Co-authors, math.* 70 975 3.9 120 2.5 2.5 9.5 8.2 6.53 Barabási et al., 2001 11

Sexual contacts* 2810 3.4 3.4 Liljeros et al., 2001 12
Metabolic, E. coli 778 7.4 110 2.2 2.2 3.2 3.32 2.89 Jeong et al., 2000 13
Protein, S. cerev.* 1870 2.39 2.4 2.4 Jeong, Mason, et al., 2001 14

Ythan estuary* 134 8.7 35 1.05 1.05 2.43 2.26 1.71 Montoya and Solé, 2000 14
Silwood Park* 154 4.75 27 1.13 1.13 3.4 3.23 2 Montoya and Solé, 2000 16

Citation 783 339 8.57 3 Redner, 1998 17
Phone call 53!106 3.16 2.1 2.1 Aiello et al., 2000 18

Words, co-occurrence* 460 902 70.13 2.7 2.7 Ferrer i Cancho and Solé, 2001 19
Words, synonyms* 22 311 13.48 2.8 2.8 Yook et al., 2001b 20

FIG. 2. Degree distribution of the World Wide Web from two
different measurements: !, the 325 729-node sample of Albert
et al. (1999); ", the measurements of over 200 million pages by
Broder et al. (2000); (a) degree distribution of the outgoing
edges; (b) degree distribution of the incoming edges. The data
have been binned logarithmically to reduce noise. Courtesy of
Altavista and Andrew Tomkins. The authors wish to thank
Luis Amaral for correcting a mistake in a previous version of
this figure (see Mossa et al., 2001).
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b)

c)

Figure 5.3 – Example of complex network structures; a) Network of human diseases,
each number is a disease and the nodes connections are made by the similarity of the
genotype (taken from [Barabási 99]). b) Structures of the World Wide Web showing
the way the web pages are linked and internet networks with the connection between
computers and routers (taken from [Albert 02]). c) Map of proteins interactions in
Saccharomyces cerevisiae: each node is a protein and they are connected with each
other through their physical and chemical interactions (taken from [AL. Barabási 04]).

• G(N,L) is a graph composed by N nodes with L links placed randomly.

• G(N, p) is a graph composed by N nodes connected with each other with the
probability p.

In a graph, ki is denoted as the degree of connection of the node i. It is the number
of connections of the node, we keep this definition for the next paragraphs . For a
given network all the nodes do not have necessary the same degree, we define thus
a degree distribution, pk. The works of R. Erdős and A. Rényi have shown that pk
follows Poisson distribution. However, observations showed that it is not the case of
real networks. Hence, the randomness of networks encountered in nature is not as
random as we think. This diagnosis prompted the community to define new graph
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families while retaining a certain degree of randomness.

5.2.2.2 Barabasi Albert networks

This model of network is named from of Réka Albert and Albert László Barabasi, who
were the first to describe it in their publication of 1999 [Barabási 99]. It is a type of
graph that we can find in real life like in internet for example[Albert 99]. It is build
from the preferred attachment rule in network growth. In other words, if we consider
a network under construction, the higher the number of connections of an individual
node, the higher the probability to be linked to a new node. This model exhibits the
appearance of hubs, which is a property we can find in many networks based on real
data.
Hence, Barabasi Albert’s networks are builded step by step and at each step a new
node is created and is linked to m other nodes of the pre-existing network. At a given
time, the probability for the new node to be connected to the node i depends on the
degree ki, defined above. The probability is expressed as:

P (i) =
ki∑
l kl

(5.7)

We have ki > m. Although the probability keeps a part of randomness in the net-
work fashion, the way P is defined promotes the emergence of hubs. In figure 5.4 is
represented different networks build through Barabasi Albert process for different m
parameters. For m = 1, the network adopts a tree structure. Besides, we observe that
the larger m, the more random the network structure.

m = 1 m = 2 m = 3

Figure 5.4 – Examples networks based on Barabasi Albert process with different values
of m and with n = 100.
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5.2.2.3 Watts Strogatz

The Watts Strogatz (WS) model of networks is also neither completely regular nor
random. They have been defined by Duncan J. Watts and Steven H. Stogatz in
1998 [Watts 98]. At this time they were not called by the name of their finders
but as small world networks because of one of their properties also observed in net-
works within society: there often exists 6 or less social links between two persons
randomly chosen in the world. Although the assertion is difficult to prove rigor-
ously, scientific work has been done to identify this surprising property of our society’s
networks[Milgram 67, Travers 69]. Moreover, in the digital age, the maximum num-
ber of connections between two people has even decreased by studying the connections
within the Facebook network[Ugander 11].

To build a WS graph composed by N vertices and L edges, the starting point is a
ring lattice network composed by N nodes with the same degree k. Then each node is
rewired with the probability β and we get the desired graph. The rewiring is random.
Indeed, let’s take the example of the connection (i, j) between nodes i and j, it is cut
to be replaced by the new one (i, l) with the probability β when l is randomly chosen
among the ensemble [0, N ]/{i, j}. Example of WS graphs are shown in the figure 5.5
below for different values of rewiring probability. We observe that when β tend to be
0, the graph is almost regular and when β gets closer to 1, the structure looks more
random.

5.2.3 Building a quantum network from Multimode squeezed
states

We have seen previously that the network science can be used in large and broad number
of domains. It is also possible to build graph structures based on physical systems where
the nodes are composed by harmonic oscillators and the links are the coupling strengths
denoted as gij between the different resonators labelled i and j as pictured in figure 5.6.
This model can be used to describe many physical systems like springs, atoms but also
optical modes networks as it is the case in this work.
We assume the mass is equal to 1 and the frequency of the nodes are denoted as ωi.
The Hamiltonian of the total system is expressed as:

H = pT∆ωp+ qT
√

∆−1
ω A

√
∆−1

ω q (5.8)

where ∆ω = diag(ω1, ..., ωn), p and q are the vectors composed by the quadrature
operators of the nodes and A is the adjacency matrix defined by:

Ai,j =
δijω

2
i

2
− (1− δij)gij

2
(5.9)
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p = 0 p = 0.02

p = 0.1 p = 0.5

Figure 5.5 – Example of Watts Stogatz graphs with n = 100 nodes for different rewiring
probabilities p

Regarding the parameters gi,j, although they are called "strength", they are homoge-
neous to the square of a frequency. This remarks tells us when gij is low, it means the
energy takes a long time to flow between two nodes of the network and, on the other
hand, if it is high, this time will be shorter. A is a symmetric and real matrix, which
implies we can diagonalize it:

A = KT∆ΩK (5.10)

where K is an orthogonal matrix and ∆Ω = diag(Ω1, ...,Ωn) with Ωi the frequencies of
the total system resulting from the diagonalization. In this new basis, the anti diagonal
terms of the adjacency matrix reflecting the coupling between the nodes are zero. In
other words, applying the basis change p′ = Kp, q′ = Kq, we obtain an ensemble of
oscillators defined by the frequencies Ω1, ...,Ωn independent from each other. We can
go further by defining the quadrature operators with the same dimensionality:

P =
√

∆Ω

−1
KT

√
∆ωp (5.11)
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!i, gi,j
!i

!j

Figure 5.6 – Exemple of network composed by harmonic oscillators.

Q =
√

∆ΩK
T
√

∆−1
ω q (5.12)

In this basis, the Hamiltonian becomes:

H =
1

2

(
PT∆ΩP + QT∆ΩQ

)
(5.13)

5.3 The spectral density of environmental coupling

5.3.1 Dynamics of a quantum complex network

Probe
!S

Interaction
k l

Environment
!i, gi,j

Figure 5.7 – Open quantum system with a network of bosonic harmonic oscillators as
environment.
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Let’s consider now the total system represented in figure 5.7 where a open quantum
system called the probe and labelled S is coupled to an environment E. According
to the generalized Langevin equation, it is composed by a network of N harmonic
oscillators such as:

HE = pT∆ωp+ qT
√

∆−1
ω AE

√
∆−1

ω q (5.14)

where AE is the corresponding adjacency matrix of the environment. For its part, the
Hamiltonian of the probe is:

HS =
p2

2
+
ω2
sq

2

2
(5.15)

where ωS is the frequency of the probe. We assume the connection between the probe
and the environment is established only through one link to the node l. Hence, the
Hamiltonian of interaction between both objects can be written as:

HI =
N∑

i

gs,iqsqi = kqsql (5.16)

where k is the coupling strength between the probe and the node l, k = gs,l. In the
uncorrelated picture, we have:

ql =
N∑

i=0

KT
(l,i)Qi =

N∑

i=0

K(i,l)Qi (5.17)

We denote h the vector corresponding to the column l of K. We have thus

HI = k
∑

i

hiqsQi (5.18)

As mentioned above 5.1.2.2, the reduced dynamics is described by the generalized
Langevin equation. From this derivation (details in [Weiss 12, Mascherpa 20]), we
define a time dependent damping kernel function γ, which can be expressed as:

γ(t) =
N∑

j=1

k2h2
j

Ω2
j

cos(Ωjt) (5.19)

The damping kernel is a function which characterizes the energy exchange between both
subsystems in time domain. In the frequency domain, we look another function, the
spectral density, defined as:

J(ω) =
π

2

∑

i

k2h2
i

Ωi

δ(ω − Ωi) (5.20)
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5.4. SIMULATION OF AN OPEN QUANTUM SYSTEM WITH A MULTIMODE SQUEEZED
STATE

In the limit where Ωi tends to be a continuum,

J(ω) = ω

∫ tmax

0

γ(t) cos(ωt)dt (5.21)

where tmax is the interaction time between the probe and the environment. The spectral
density can be interpreted as follows: when this function is non zero it means there is
energy exchanges between the open system and the environment. The function J(ω)
tells us the frequency ranges where the energy exchanges are promoted. However,
the function J(ω) is not the Fourier transform of the damping kernel, despite similar
information. This function have been built because, as explained in next paragraph, it
is more accessible from an experimental point of view.

5.3.2 Probing the spectral density

We can get access to the spectral density measuring the level of energy in the probe.
This technique called probing enable also to find the structure of a unknown environ-
ment [Nokkala 16]. Nonetheless, we focus here and in the rest of this chapter only
on the recovery of the function J . By assuming the coupling strength between the
probe and the environment is small in comparison with gi,j, we can express at a given
time t the mean excitation number of the probe, proportional to the energy level, as
[Nokkala 16]:

〈n(t)〉 = e−Γt〈n(0)〉+N(ωs)(1− e−Γt) (5.22)

with Γ = J(ωs)
ωs

and N is the thermal average excitation number in the environment
with N(ωs) = (eωs/T − 1)−1 where T is the temperature of the subsystem in unit of the
Boltzmann constant. From this formula we deduce the expression of J :

J(ωs) =
ωs
tmax

ln

(
N(ωs)− 〈n(0)〉
N(ωs)− 〈n(t)〉

)
(5.23)

The values of tmax is fixed as well as the value N(ωS) by the initial conditions (see
5.4.3). Hence, we can deduce the value of J(ωs) for a given probe frequency just by
knowing the average excitation number in the probe at t = 0 and t = tmax.

5.4 Simulation of an open quantum system with a
multimode squeezed state

5.4.1 Bloch Messiah decomposition of the global network

Let’s consider the total system introduced above (figure 5.7) where the oscillators fre-
quencies are (ωs, ω1, ..., ωN) and the quadrature vector x = (qS, q

T , pS,p
T )T . This
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vector can also be written in uncoupled picture X = (QS,QT ,PS,PT )T . The frequen-
cies of the uncoupled oscillators are (ΩS,Ω1, ...,ΩN). We use the same notations than
in section 5.2.3 in spite of the addition of the probe in the system. In both picture, the
evolution of the quadrature vectors can be computed such as:

x(t) =

(
T1D

Ω
cos(t)T

−1
1 T1D

Ω
sin(t)T−2

2

−T2D
Ω
sin(t)T−1

1 T2D
Ω
cos(t)T

−1
2

)
x(t = 0) = S(t)x(0) (5.24)

whereDΩ
cos(t) andDΩ

sin(t) are diagonal matrices such asDΩ
cos(t) = diag(cos(Ωst), ..., cos(ΩN t))

and DΩ
sin(t) = diag(sin(Ωst), ..., sin(ΩN t)). We also have T1 =

√
∆ωK

√
∆−1

Ω and
T2 =

√
∆−1

ω K
√

∆Ω. The matrix S is symplectic. It means that for any probe fre-
quency ωs and at any time t, we can write a transformation of Bloch Messiah:

x(t) = R1(t)∆sq(t)R2(t)x(0) (5.25)

where R1 and R2 are orthogonal and ∆sq diagonal.
We assume x(0) is a superposition of vacuum states, we can initialize the system

adding energy in some modes, we have to multiply S by a diagonal matrix ∆′sq. We
denote the effective evolution matrix Seff , such as Seff = S∆′sq. Seff is also symplectic
and we have Seff = R′′1∆

′′
sqR

′′
2. Because x(0) is a collection of vacuum states, R′′2 is

discarded and Seff = R′′1∆
′′
sq. As we saw in chapter 4, the Bloch Messiah transformation

is also used for the determination of the supermodes of the SPOPO cavity. We have:

x(t) = RSPOPO(t)∆SPOPOx(0) (5.26)

Hence the experiment described in part II of this thesis appears as a correct platform
for the simulation of the evolution of such networks presented above.
If the orthogonal basis is easily monitorable on the experiment using the pulse shaper,
that is not the case for the squeezing. We are enable to choose what node is squeezed
and what node is not by implementing some supermodes which are squeezed or not.
However it is more difficult to have control on the squeezing level spectrum since we
have only one degree of freedom in the experiment for this setting, the pump power.
Nonetheless, as we will see further, in spite of these limitations, the mapping can work

We stress here that, although we want to simulate an ensemble of resonators with
optical modes, the frequencies of the nodes are not optical frequencies. They are param-
eters of the network as described in sections 5.4.2 and 5.4.3 below. The different network
parameters and their equivalent for the experimental implementation are gathered in
the table 5.1 below. More details about the decomposition of the network evolution
can be found in [Nokkala 18b].
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Network component Quantum network experimental implementation
Node Quantum harmonic oscillator Optical mode
Link Coupling strength entanglement
t Interaction time parameter for S

Decoupled mode Normal mode of the network Supermode
Addressing a node Local measurement Pulse shaping and projective measurement

Table 5.1 – Mapping of experimental implementation for the quantum network for open
quantum system.
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5.1. GENERAL PRINCIPLE

Fig. 5.1 Scheme of a pulse shaper. The spectral component of the incoming
pulse are spatially separated with a grating and imaged onto an SLM which
imprint a tunable phase shift on each of them. The spectral components are then
recombined in a symmetric way.

grating in our case), the various frequency components of light may be spatially separated,
allowing one to access and manipulate each of them independently. After that, these
components are recombined into a single beam with the same di�racting element. Given
Eq. (3.2), if one can shape the spectral amplitude of a pulse, the temporal envelope of the
pulse will be changed accordingly.

Each spectral component is usually manipulated using a phase plate or a spatial light
modulator (SLM), which can be though of as an array of tunable phase-shifters. After
being separated by the grating the spectral components of the beam are imaged onto the
SLM with a cylindrical lens or mirror. The SLM then adds a given phase to each frequency
component. In other word we tune the spectral phase „(�) of the beam. Additionally
using a “trick” detailed in section 5.1.2 one can also tune the spectral amplitude |a(�)|.
The di�erent frequency components of the beam are then recombined.

As a result the temporal pulse envelope a(t) is fully tunable. Of course there are some
resolution limits to the pulse shaping abilities. Those will be discussed in section 5.2.

5.1.1 Di�raction grating

The di�raction grating is an optical element with a fine periodic structure. When the
typical size of this structure is of the same order of magnitude or smaller than the wave-
length of the incident light, di�raction will occur: due to an interference e�ect, the various
spectral component of light get spatially separated (see Fig. 5.2). The di�raction formula
relates the output propagation angle of each spectral component ◊d of wavelength ⁄ with
its input incidence angle on the grating ◊i and the grating pitch d1:

sin ◊i + sin ◊d = m
⁄

d
for m œ Z (5.1)

1This formula is written for a reflective grating (◊d counted from the incidence normal) with oriented
values for angles.

66

1)

3)

4)

Pulse shaper

𝐽(𝜔&)

Pump beam

LO beam

5)Homodyne
detection

3)

Figure 5.8 – Steps for the J recovery measurement.

5.4.2 Measurement protocole

A scheme to illustrate the measurement protocol is shown in 5.8. This protocol follows
the steps described below:

• 1) The informations about the graph of the total system (structure, frequencies,
coupling strengths...) and the interaction time are entered in a mathematica code
along with informations about the squeezing and the supermodes of the SPOPO.

• 2) The code computes the evolution matrix S and the Bloch Messiah decompo-
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CHAPTER 5. STUDY OF QUANTUM NETWORK DYNAMIC

sition for a given probe frequency ωS in order to extract the vector related to the
probe mode given by O1(t).

• 3) In the experiment, the LO mode is shaped as the evolved probe mode at t.

• 4) Measurement of the quadrature variance by varying the LO phase.

• 5) Extraction of the 〈q2
S(t)〉 and 〈p2

S(t)〉 values. From these, we deduce the average
number of photons in the probe mode for the given frequency ωS via the formula:

〈nωs(t)〉 =
1

2

[
〈q2
S(t)〉+ 〈p2

S(t)〉 − 1
]

(5.27)

We can do the same for t = 0 and measure 〈nωs(0)〉 in order to deduce the value
of J(ωS).

We repeat the process for all the probe frequencies which allows us to recover the
spectral density function.

5.4.3 Experimental conditions

For sake of simplicity, we set the frequencies of all environment node to be the same
ωi = ω0. The probe frequency is not fixed because it is the variable of the function
J . Regarding the rest of the parameters which define the environment, we have to
adequately choose as explained below:

• In order to have some energy exchange in the environment, the coupling strength
gi,j has to be of the same order of magnitude at ω2

0.

• Another coupling strength which is fixed is k. As well as the parameter gi,j, the
value has to be entered in the mathematica code. The role of the probe is to inter-
act weakly with the environment to not disrupt its dynamics too much. However
if k is too small, the global system will look like two independent subsystems,
which is something we want to avoid. For the total system we show in the rest of
this manuscript, k is chosen such as: 0.1gij < k < 0.5gij

• The interaction time is determined by the form of the damping kernel. Indeed,
this parameter is chosen in an range where γ(t) is flat and low in comparison with
γ(t = 0). It means that in an interval of time around tmax, the spectral density is
stable and independent of time.

• In the expression (5.23) of the spectral density, we observe the presence of the
parameter N . For reasons of simplicity, we prefer to set it to 0. Setting this pa-
rameter means that, at the initial time, all the energy is concentrated in the probe
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and we are looking then only at the transfer from the probe to the environment
during the time evolution of the total system. This initial conditions are consis-
tent with the previous equations (5.24), (5.25), (5.26). In order to have N = 0, we
ensure the supermodes of the SPOPO which are implemented as normal modes
of the environment are not squeezed. In figure 5.9, we see the squeezing mea-
surements for different supermodes for a pump power of Pp = 6, 5mW . For the
first one, we can observe oscillations of the noise level, this is the normal mode
related to the probe. Then, we can distinguish some weak fluctuations on super-
mode 4 but not anymore from supermode 5. This indicates us the supermodes
we can use and implement into the environment network. Beside, because we
know the squeezing parameter is decreasing with respect of the mode number, we
interpolate the squeezing value to 0 for the normal modes above 5.
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Figure 5.9 – Squeezing curves for different supermodes for a pump power of Pp =
6, 5mW .

During the acquisition, the LO is passing through the PCF fiber in order to optimize
the width of the beam spectrum and shape modes as broad as possible. The power of
the input beam injected to the fiber is around 100mW.
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CHAPTER 5. STUDY OF QUANTUM NETWORK DYNAMIC

During the acquisition, we do not measure only squeezing, we also save the optical
spectrum related to the computed probe modes in order to compare them to the theo-
retical ones. We want to compare the theory and the experimental curves to ensure we
measure squeezing on the correct mode. To verify that the matching is correct we look
at the relative error rate function, Π defined as:

Π(probe) =

∫
dλ(f̃th(λ)− f̃exp(λ))2

∫
dλf̃th(λ)2

(5.28)

where f̃ are the spectrum functions. Unfortunately, we can only measure and compare
the intensity of the modes without any information about the phase.
Another parameter which is checked on the measurement is the clearance defined in
chapter 2. Indeed, we must ensure that the electronic transmission of the detector is
roughly the same for all LO modes. When we measure a non zero values for J , it
means that the probe dissipates its energy into the environment during the interaction
duration. We have to check, thus, a non zero value of J(ωs) is not due to measurement
losses.

5.5 Spectral density measurements

5.5.1 Linear networks

In this section, we show results of spectral density recoveries. We restrict ourself to the
case where the environment is a linear network composed by n = 16 nodes of frequency
ω0 = 0.25 (figure 5.10). Although the structure is fixed, we can play with the coupling

1 2 3 4 5

HG0 HG5 HG6 HG7 HG8 HG9

… 15 16Probe k
g1,2 g2,3 g2,3 g2,3 g14,15 g15,16

Figure 5.10 – Scheme of the linear network plugged to the probe.

strengths values. We study 3 networks with periodic values of gij:

• network 1: g1,2 = 0.1 − g2,3 = 0.05− g3,4 = 0.1− ...

• network 2: g1,2 = 0.1 − g2,3 = 0.1 − g3,4 = 0.05− g4,5 = 0.1− ...

• network 3: g1,2 = 0.1 − g2,3 = 0.05 − g3,4 = 0.025− g4,5 = 0.1− ...
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5.5. SPECTRAL DENSITY MEASUREMENTS

The values of k is the same for the three cases: k = 0.01. For the pump power, we
choose the same than the one used in the case of the figure 5.9: Pp = 6.5mW . In figure

Network 1 Network 2

Network 3
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Figure 5.11 – Analytical simulation of the γ(t) for the three linear networks. The
vertical red line represents the values of tmax.

5.11 is represented the damping kernel of the networks calculated from the equation
(5.19). We see, that in the three case scenario, the function γ(t) has the same structure:
first a decay of the oscillations and then γ becomes flat for a relatively long time. We
set the interaction time, tmax,i, for the calculation of J in this interval. We have for the
three networks:

• tmax,1 = 150

• tmax,2 = 150

• tmax,3 = 250
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CHAPTER 5. STUDY OF QUANTUM NETWORK DYNAMIC

For the three networks, we study the spectral density between ωs = 0.2 and ωs = 0.7
with a resolution of δωs = 0.0042 (120 points). The results of the measurements are
shown in the figures 5.12,5.13,5.14. The theoretical lines have been obtained using
formula (5.21). On the experimental curves, the dots are averages on 20 acquisitions
and the error bars are determined from the standard deviations. Regarding the exper-
imental conditions, the visibility of the interference fringes on the homodyne detector
is Vh = 95%.
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Figure 5.12 – Results of the J measurement for the network 1.
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Figure 5.13 – Results of the J measurement for the network 2.

We observe on these plots that the matching between experimental and theoretical
curves are not optimal. It is possible to distinguish on the experimental curves the
frequency range where there are energy exchanges between the probe and the environ-
ment. Although the experimental curves follow the theoretical ones, we also observe
oscillations inside the global peaks which are not present in the theory. Unfortunately,
we can not explain so far the origin of this deviation from the theory
In figure 5.16, we show the ratio Π versus the probe frequency for the different environ-
ments. We see that the ratio is below 5% for all the modes which indicates no failure
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Figure 5.14 – Results of the J measurement for the network 3.

of the pulse shaper.
In figure 5.15, we show the clearance as a function of the probe frequency mode. We
observe that for the three networks, the clearance is close to 8dB for most of the probe
modes. Nonetheless, we also see for networks 1 and 2 oscillations in phase with the ones
present on the spectral density plots. For the network 3, we see drops of the clearance
on frequency ranges where the density spectral exhibits peaks. These observations show
that the fluctuation of the detector transmission could affect the density spectral mea-
surement. It is not. Indeed, in appendix D is plotted the J functions corrected from
the electronic losses, which show a good superposition with the non corrected presented
here. Hence these two last figures tell us about the accuracy of the measurements.
When we measure a drop of the squeezing during the acquisition and consequently a
drop of the average photon number, which results in the appearance of a peak in the
J function, this is neither due to a bad spectral shaping nor to a drop of the detection
transmission. The understanding of the fluctuations on the experimental determination
of J will requires further investigation.

5.5.2 Networks from complex network models

After the first try on regular and linear networks as environment, the next step is to
measure J for random structures. Here, we show the measurements for two networks
based on Watts Strogatz and Barabasi Albert models and composed each by n = 50
nodes. The structure of both environments have been determined randomly with a
mathematica code and they are pictured in figure 5.17. The parameters chosen to build
the two networks are listed in the table 5.2 below.

Here, the coupling strengths inside the environment are the same for all the vertices
contrary to the linear networks. The calculated damping kernels are represented in
figure 5.18. We observe, in both cases a decline of the function γ(t). However the flat
region is not as clear as for the networks 1, 2 and 3. From these figures, we set the
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Figure 5.15 – Clearance measurements as a function of the probe mode frequency for
the different linear networks.

Network label gij k ω0 ω Number of points
Watts Strogatz WS 0,08 0,02 0,25 [0,1;1,1] 100 points
Barabasi Albert BA 0,02 0,004 0,25 [0,5;0,8] 100 points

Table 5.2 – Parameters for the networks 4 and 5.

interaction times as follows:

• tmax,WS = 90

• tmax,BA = 250

As for the precedent measurements, the experimental conditions are identical. The
results of spectral densities are shown in figure 5.19 and 5.20. We observe that the
experimental data are more noisy than for the regular environments. The matchings
between lines are just acceptable, although it still possible to recognize the peaks of J .
For Barabasi Albert environment, the expected peak is hard to distinguish from the
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Figure 5.16 – Shaping errors of the probe’s spectrum as a function of the frequency for
the different linear networks. The black horizontal line delimits the 5% error threshold.

Figure 5.17 – Graph of the two environments based on Watts Strogatz (left) and
Barabasi Albert (right) structures

noise.
The ratio Π and the clearances versus ωS are plotted respectively in figure 5.22 and

5.21. We see that Π has the same order of magnitude than the precedent ones, it is for
all modes below 5%. Regarding the clearance, values fluctuate around 10dB and 8dB.
Nonetheless, there is no particular drop and the amplitudes of the oscillations are of
the same order of magnitude than previously.

The quality of the results for the first measures are mitigated. On one hand, the
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Figure 5.18 – Calculation of the γ(t) for network WS (left) and network BA (right)
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Figure 5.19 – Results of the J measurement for the network WS.
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Figure 5.20 – Results of the J measurement for the network BA.

expected J shape is found, but on the other hand the overlaps with theoretical curves
are less satisfactory than for the regular networks.
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Figure 5.21 – Clearance as a function of the probe frequency for network WS (left) and
network BA (right).
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Figure 5.22 – Spectrum errors as a function of the probe frequency for the WS and BA
networks.

5.5.3 Measurement with other normal modes

The results presented above show that the simulation via the SPOPO experiment en-
ables to recover the J function for a given environment. The matching with theoretical
curves are promising for the linear networks. However, the results obtained with the
complex networks encouraged us to improve our measurements. We thus tried new mea-
surements by implementing different normal modes in the networks. This time, instead
of the supermodes determined in chapter 4, we choose Hermite-Gaussian modes with
the same spectral bandwidth. The choice to fix the spectral width for all supermodes is
motivated by probing J with an orthogonal basis. We set FHWM = 6.5nm, which cor-
respond to the value calculated analytically by C. Jacquard in his thesis [Jacquard 17].
We repeated the spectral density measurement of the five networks presented above in
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this new configuration.
Although the graph parameters remain the same, some experimental conditions change.
Indeed, because we do not work with the supermodes anymore the threshold of pump
power to observe squeezing in the environment components have driffted. For the follow-
ing measurement the pump power was set to Pp = 7, 5mW. The number of acquisitions
is the same than previously, 20.
The results for J are shown in figure 5.23. We see that in comparison with previously,
the experimental data are more consistant and less noisy and it is easier to distinguish
the different shapes of the peaks expected from the theory. The improvement is most
visible for the BA network where we clearly resolve the peak which follows the theoret-
ical line, which was not the case on measurements using supermodes. We also notice
the presence of oscillations for some spectral densities, but their amplitudes are weaker
than before.
The spectral shaping errors are plotted in figure 5.24. The result of this acquisition
remains good because the matching error for the 5 networks and for most of the fre-
quencies is below 5%.
In figure 5.25 are shown the different plots of the clearance related to the environments.
We observe that although the presence of tiny oscillations, the clearance are flatter
than previously especially for high values of the frequency. Except for the network WS,
there is no particular drop of the electronic transmission, which enhances the relevance
of the observed peaks in 5.23.
To go further in the comparison of the measurements with different normal modes, we
calculate the relative error between the experimental data with the ones from the the-
ory. To do so, we use the same function Π introduced in 5.28 but this time the variable
is the network label. The results are gathered in the table 5.3 below.

Network 1 2 3 WS BA
FHWM=6.5mn 0,15 0,16 0,17 0,29 0,43
Supermodes 0,37 0,25 0,23 0,49 1,04

Table 5.3 – Calculation of Π for the different networks in the case where the normal
modes are the supermodes of the SPOPO and in the case where they have a fixed
spectral bandwidth.

The results of this calculation is in favor of the protocol using the fixed spectral band-
width: for each network the error of recovery is lower for this measurement. We also
observe that for the networks based on complex structures the quality of the measure-
ments is lower than for the linear one. For the Barabasi Albert one, the number is
larger (Π = 0.43) in comparison with the other. A reasonable explanation is the low
SNR of the experimental data which cancel the good matching between both line we
can see by eyes (figure 5.23).
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5.6 Summary
In this chapter, we have shown the first part of the results related to the emulation
of complex network dynamic. First quantum system ands complex network topic have
been introduced in addition of the different definition of network which are used in
this last part. Then the mapping of the network with the experiment described in
part 2 are also detailed. Finally some measurements of spectral density for a given
environments are plotted. The recovery between then theory and the experimental data
are satisfactory especially when the supermode basis is chosen as the the theoretical
one highlighted in chapter 2.
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Chapter 6

Quantum non Markovianity in
quantum networks
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In the last chapter of this manuscript, we investigate the appearance or not of
non-Markovian behaviour when we simulate an open quantum system coupled to an
environment modeled by a network. Here the networks are the same as those introduced
in chapter 5: they are composed by an ensemble of bosonic harmonic oscillators, one
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6.1. CLASSICAL MARKOVIAN PROCESS

is the probe while the others compose the nodes of the environment. The definition of
non Markovianity in the quantum regime is not straightforward, we will restrict ourself
here to the definition based on the variation of the distance between two states and
more specifically to the Bures distance.
This chapter is organised as follows: first a classical definition of non-Markovianity
is given and then its quantum version. Then the way in which this effect can be
characterized is explained. Finally, we present measures for different networks

6.1 Classical Markovian process

6.1.1 Notations and definitions

Markovian behaviour is an expression we found originally in probability field. It is
named after the Russian mathematician A. Markov (1856-1922), who is considered as
a pioneer in the study of the stochastic processes [Basharin 04]. In order to define
this term, let’s consider a probability distribution X, which takes its values x in a
vectorial space denoted as K. In the context of a discrete stochastic process, X takes
n successive values at given times {t1, ..., tn} ∈ In with I ⊂ R. The values are labelled
according to those of the corresponding times such as X(t = ti) = xi, for i ∈ J1;nK.
The probability to observe all the values x1, ..., xn at the time t1, ..., tn is denoted as
follows [G. R. Grimmett 02]:

P ((xn, tn); (xn−1, tn−1); ...; (x1, t1)) (6.1)

For this definition and the following of this introduction about Markovian concept, we
use the notation of [Rivas 14]. Then, the joined probability to observe xn at t = tn
when we already know the past events X(t = ti) = xi for i < n, is denoted as:

P ((xn, tn)|(xn−1, tn−1); ...; (x1, t1)) (6.2)

We say that the stochastic process is Markovian if the probability at t = tn is only
affected by the previous event at t = tn−1. We can write in this case:

P ((xn, tn)|(xn−1, tn−1); ...; (x1, t1)) = P ((xn, tn)|(xn−1, tn−1)) (6.3)

In other words, a Markovian process does not have any memory of the past events of X.
This definition has direct impacts on the expected values and the standard deviation
of the probability distribution. Beside, it exhibits other properties which will be useful
in the definition of the markovianity in quantum regime.
Indeed let’s consider three events at t = t1, t2, t3. We have for any distribution:

P ((x3, t3); (x2, t2); (x1, t1)) = P ((x3, t3)|(x2, t2); (x1, t1))×P ((x2, t2)|(x1, t1))×P ((x1, t1))
(6.4)
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In the case of a Markovian stochastic process, we can write:

P ((x3, t3)|(x1, t1)) =
∑

x2∈K

P ((x3, t3)|(x2, t2))P ((x2, t2)|(x1, t1)) (6.5)

This is the Chapman-Kolgomorov equation. This property is used to introduce the
concept of divisibility of the stochastic matrices developed in the next paragraph.

6.1.2 The stochastic matrix

Let’s introduce the transition matrix T . It is a linear map whose goal is to connect the
values {xi}i∈N taken successively by X between them. For time t1 to t2, we have:

P (x2, t2) =
∑

x1∈K

T ((x2, t2)|(x1, t1))P(x1, t1) (6.6)

The matrix T is called stochastic matrix if it respects the two following rules:
∑

x2∈K

T ((x2, t2)|(x1, t1)) = 1 (6.7)

T ((x2, t2)|(x1, t1)) > 0 (6.8)

In the case of two events t2 > t1, the stochastic matrix is the joint probability:

T ((x2, t2)|(x1, t1)) = P((x2, t2)|(x1, t1)) (6.9)

For 3 or more events, this equality is not straightforward and we can meet some cases
where the equality is broken. Nonetheless, in [Rivas 14], it is shown that if the process is
Markovian, then for any couple of time (ti, tj) ∈ I2 with tj > ti and for all (xi, xj) ∈ K2:

T ((xj, tj)|(xi, ti)) = P((xj, tj)|(xi, ti)) (6.10)

A consequence of this property is, considering three events:
∑

x3∈K

T ((x2, t2)|(x1, t1)) = 1 (6.11)

T ((x2, t2)|(x1, t1)) > 0 (6.12)

T ((x3, t3)|(x1, t1)) =
∑

x2∈K

T ((x3, t3)|(x2, t2))T ((x2, t2)|(x1, t1)) (6.13)

These three last equations are another way to define a Markovian process, especially
the last one. Indeed we say a process is divisible when the equation (6.13) is verified.
It is a direct consequence of the markovian memoryless effect.
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6.2 Markovianity in the quantum regime

In this part, we develop the idea behind quantum Markovianity, which aims to tran-
scribe the concept of memoryless presented above in the quantum regime.

6.2.1 Memoryless effect in of quantum state

At first glance, it seems straightforward to associate quantum physics and Markovianity
since the quantum physics is based on statistics. However, it quickly becomes challeng-
ing to build a quantum version of Markovianity from the memoryless property. Indeed,
quantum theory is also based on no commutative algebra, which gives rise to a prob-
lem: the system of interest is disturbed by the sampling and not only by its own time
evolution. Hence, let’s consider a quantum system and {xi}i∈J1;nK the results of n suc-
cessive measurements. The probability to perform a new measurement and to get the
value of xn+1 is depending on the value of x1, ..., xn and not only xn because all the
measurements are projective.
Hence, the memoryless property does not look like the most straighforward one to build
the concept of quantum Markovianity. Nonetheless, for many years, several definitions
have been proposed for the transcription of this concept to the quantum regime. These
definitions are based on different properties such as quantum white noise [Hudson 84,
Gardiner 85], factorization approximation [Wangsness 53, Argyres 64, Lax 64], divisi-
bility, the GSKL master equation[Hall 14]. They are not equivalent and some are the
consequence of others. A hierarchy between all the proposed definitions can be found
in [Li 18]. Here on this manuscript, we will use the definition based on the back flow of
information proposed by Breuer et al in 2009 [Breuer 09]. In this paper, they define a
process as non Markovian if its time evolution exhibits back-flow of information from
the environment to the system of interest.

6.2.2 P- and CP-divisible map and quantum Markovianity

Before going exploring some consequences of this definition, let’s introduce two other
definitions about the divisibility of map. We say that a quantum system subject to time
evolution associated to a linear map Φ is P-divisible if for any time t1 and t2, Φ(t1,t2) is
a positive map, which implies that for any positive semi-definite matrix A:

Φ(t1,t2)A > 0 (6.14)

Furthermore, if for any positive definite matrix A, Φ(t1,t2)A > 0, then we say Φ is a
completely positive (CP) divisible map.
In [Breuer 16], a quantum process is said to be Markovian if the associated map is
P-divisible. As soon as there exists an interval of time I ′ ⊂ I, where the map is not
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P-divisible then the process is quantum non Markovian. In figure 6.2 is represented
a scheme showing the region where the quantum process is associated to divisible or
not map in order to indicate the Markovian property. In this figure, NBLP denotes a
witness function that we will define in section 6.3.

6.2.3 Interpretation in term of distinguishability

An interesting property of quantum Markovianity concerns the distinguishability of
quantum states, where a way to evaluate this parameter between two states is the
distance between them. To study quantum non Markovian behaviour, several distance
functions can be considered. We can cite for example the Bures distance or the one
defined through the trace. It has been shown that for a P-divisible map Λ[Ruskai 94]:

∀ρ1, ρ2 D(Λρ1,Λρ2) 6 D(ρ1, ρ2) (6.15)

In other words, for a Markovian process, when the quantum system evolves, the dis-
tinguishability between two different states decreases. As soon as the inequality (6.15)
is broken as shown in figure 6.1, the evolution is said quantum non Markovian. This
consequence allows us to translate into equations the initial definition based on the
backflow of information.

time

D

0

1 Markovian Non
Markovian Markovian

Figure 6.1 – Example of trace distance function of two states against time. The curve is
expected to show an increasing part over a time interval wether the stochastic process
admit quantum non Markovian behaviour. For the trace distance D = 1 means the
states are orthogonal and non zero and D = 0 if they are the same
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CP-
divisible

Quantum
Non Markovian

Quantum
Markovian

P-divisible

Non divisible 

NBLP = 0 NBLP > 0

Figure 6.2 – Mapping for quantum Markovian or non Markovian behaviour as a function
of the positivity of the associated dynamical map.

6.3 Witness of non Markovianity

6.3.1 The BLP Witness

Since the quantum non Markovianity is related to a back flow of information for the
time evolution of the system of interest, we are looking for the characterization of the
transition from Markovian to non Markovian and the assessing of the strength of the
information back flow.
For the last ten years, many witnesses have been build to respond to the study of this
phenomenon. Most of them are inspired by two publications that appeared at the same
time [Breuer 09, Rivas 10]. The work of Á. Rivas et al [Rivas 10] is based on the study
of the evolution of a maximally entangled state composed by the system of interest and
an ancilla. They look wether the entanglement measure behaves non monotonically in
time which implies non Markovianity properties. Here we only introduce the work by
PH. Breuer et al [Breuer 09, Laine 10] since the witness used on the following of this
manuscript is inspired by the results of their article. The witness they have developed
is named as their name initial and is denoted as NBLP . It is based on the distance
between two states and is expressed as:

NBLP = max
ρ1,ρ2

[∫

Ḋ(t)>0

dtḊ(t)

]
(6.16)
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where for any time t, D(t) = D(ρ1(t), ρ2(t)). The maximized quantity is the integral
of a time derivative, it is thus the subtraction of two distances at different times which
delimits an interval where Ḋ(t) > 0 and the system exhibits back flow of information.
Hence, by definition, we have for any open quantum system evolution:

NBLP > 0 (6.17)

Indeed, if the process is quantum Markovian, we have at any time t, Ḋ(t) < 0 and thus
NBLP = 0 because the interval of integration is zero. On the other hand, if the process
is quantum non Markovian, there exists an interval of time I ′ such as I ′ ⊂ I where
∀t ∈ I ′, Ḋ(t) > 0. We have then:

NBLP > max
ρ1,ρ2

[∫

I′
dtḊ(t)

]
> 0 (6.18)

Hence the BLP witness presents the benefit to draw a clear boarder between quantum
Markovianity and non Markovianity. Then the positive values tells about the level of
quantum non Markovianity.

6.3.2 Derivation of the BLP witness

Some experimental works about the measurement of non Markovianity in open quan-
tum system has already been made [Liu 11]. Nonetheless, sometimes this witness must
be adapted to experimental constrains for a better fit with measurement data. Indeed,
the quantum Fisher information [Lu 10], the sign of the damping kernel [Hall 14], cor-
relation [Luo 12] or quantum interferometric power [Dahr 15, Guarnieri 16] can be used
as witnesses of non Markovianity. Beside, other functions than the trace distance can
be considered for the witness as soon they are contractive with P-divisible and trace
preserving dynamical map. We can for example quote the quantum mutual information
or the relative entropy [Rivas 10, He 17] .
In our case of quantum system based on continuous variable, the witness we will use is
based on the Bures distance DB. The theoritcal work on this witness is developed in
[Vasile 11]. The Bures distance, DB, is defined as follows [Bures 16]:

DB(ρ1, ρ2) = arccos
(√

F (ρ1, ρ2)
)

(6.19)

This distance function has the benefit to work as witness and furthermore there is
another way to express it as a function of the fidelity:

DB(ρ1, ρ2) =

√
2− 2

√
F (ρ1, ρ2) (6.20)

and we can deduce the relation between both time derivatives:
dDB(t)

dt
= − 2√

1− F (t)
√
F (t)

∂F

∂t
(6.21)
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Actually both Bures distance and fidelity can be used as witness[Vasile 11]. Nonetheless,
the time derivatives have opposite signs. The integration must be done thus on the
interval where the derivative of the fidelity is negative:

NBLP = max
ρ1,ρ2

[
−
∫

Ḟ (t)<0

dtḞ (t)

]
(6.22)

6.4 Measurement protocol
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5.1. GENERAL PRINCIPLE

Fig. 5.1 Scheme of a pulse shaper. The spectral component of the incoming
pulse are spatially separated with a grating and imaged onto an SLM which
imprint a tunable phase shift on each of them. The spectral components are then
recombined in a symmetric way.

grating in our case), the various frequency components of light may be spatially separated,
allowing one to access and manipulate each of them independently. After that, these
components are recombined into a single beam with the same di�racting element. Given
Eq. (3.2), if one can shape the spectral amplitude of a pulse, the temporal envelope of the
pulse will be changed accordingly.

Each spectral component is usually manipulated using a phase plate or a spatial light
modulator (SLM), which can be though of as an array of tunable phase-shifters. After
being separated by the grating the spectral components of the beam are imaged onto the
SLM with a cylindrical lens or mirror. The SLM then adds a given phase to each frequency
component. In other word we tune the spectral phase „(�) of the beam. Additionally
using a “trick” detailed in section 5.1.2 one can also tune the spectral amplitude |a(�)|.
The di�erent frequency components of the beam are then recombined.

As a result the temporal pulse envelope a(t) is fully tunable. Of course there are some
resolution limits to the pulse shaping abilities. Those will be discussed in section 5.2.

5.1.1 Di�raction grating

The di�raction grating is an optical element with a fine periodic structure. When the
typical size of this structure is of the same order of magnitude or smaller than the wave-
length of the incident light, di�raction will occur: due to an interference e�ect, the various
spectral component of light get spatially separated (see Fig. 5.2). The di�raction formula
relates the output propagation angle of each spectral component ◊d of wavelength ⁄ with
its input incidence angle on the grating ◊i and the grating pitch d1:

sin ◊i + sin ◊d = m
⁄

d
for m œ Z (5.1)

1This formula is written for a reflective grating (◊d counted from the incidence normal) with oriented
values for angles.
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Figure 6.3 – Protocol for the measurement of quantum non Markovian behaviour for a
given environment and at a given probe frequency.

6.4.1 Simulation of open quantum system and quantum non
Markovianity

In the rest of this chapter, we investigate the presence or not of quantum non Marko-
vianity in simulated networks. We consider the same model than introduced in chapter
5 i.e the system of interest is a probe of frequency ωS connected through a coupling
strength k to an environment. This environment is an engineered network of bosonic
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harmonic oscillators of frequency ω0. The goal, here is to simulate, via the SPOPO ex-
periment, wether, for a given network as environment and a given probe frequency, we
can observe a back flow of information, that we detect by using the fidelity measurement
between two states and as a function of the time t to determine the witness.

6.4.2 Non Markovianity measurement protocol

The protocol used to measure the time evolution of the fidelity of the probe with its
environment is very similar to the previous one used for the spectral density recovery.
Nonetheless there are slight changes as shown in figure 6.3. Indeed, if we still send
the informations related to the network and the output states of the SPOPO in a
mathematica code, this time, the frequency ωS is fixed and the interaction time of the
total system is the variable. The code computes the matrix S introduced in chapter 5
for each time t. The first vector of the matrix related to a time t gives us the shape
of the probe mode at this same time. Once we have computed the shapes for all the
times t we want, we start a measurement sequence where we measure, for each SLM
mask related to a given time t, the quadrature variance versus the LO phase in order to
extract the values 〈∆2qs〉, 〈∆2ps〉 and deduce the value of the fidelity F (t). The fidelity
of two quantum states ρ1 and ρ2 is given by the Uhlmann formula [Jozsa 94]:

F (ρ1, ρ2) =

(
Tr

(√√
ρ1ρ2
√
ρ1

))2

(6.23)

In the case of two gaussian states with zero mean the fidelity is derived as follows:

F (ρ1, ρ2) =
2√

∆ + T −
√
T

(6.24)

with:
∆ = det (C1 + C2) (6.25)

T = (det (C1 − I) det (C2 − I)) (6.26)
where Ci is the covariance matrix of states i for i = 1, 2. They are 2 × 2 symmetric
matrices with in the diagonal the squeezing and anti-squeezing terms and in the anti-
diagonale position 〈∆qp〉 = 0. They are thus both diagonal. To find the fidelity F (t), it
is sufficient to determine the squeezing from the mask related to both quantum states
to then deduce the witness determined by the equation (6.22). In theory, the witness
is calculated by a maximization over all the possible couples of states. Unfortunately,
this is not achievable via the SPOPO experiment. Hence, the quantity we measure in
this chapter is a witness related to a network representing an environment for a given
couple of states as well as it was done in [Liu 11]. We still have to choose a couple
of state which maximize the witness. As suggested by [Wissmann 12], the states have
to be orthogonal. In the context, of continuous variable gaussian state, this assertion
amounts to consider two states squeezed along orthogonal direction.
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6.4.3 Differents types of quantum non Markovianity

We comment in this paragraph the fact that the full system is composed by harmonic
oscillators which makes it has inherent non markovian characteristics. Therefore, con-
sidering the matrix S from (5.24) that we have introduced in the chapter 5, the probe
mode is a linear combination of cosine and sine functions at any time t. Hence, we will
observe oscillations of the squeezing and the fidelity against time as showed in figure
6.4. In this graph, is plotted the result of simulations of the fidelity of the two states
related to the probe for different frequencies ωS where the environment is a network
randomly chosen and composed by n = 20 nodes. We observe oscillations for each
curve related to a ωS frequency. The frequencies of the oscillations are not exactly
equal to ωS. The frequencies (Ω1, ...Ωn) are different from (ω1, ...ωn) in equations (5.24)
because of the recombination due to the diagonalization operation. However, we can
see a trend: the oscillations frequency increase with ωS and they are of the same order
of magnitude. On the rest of this chapter we restrict ourself to the study of quantum
non Markovianity due to slower oscillations of the fidelity. The goal here is to find non
Markovian behaviour which does not come from the model we choose to simulate the
network. We are seeking effect where the energy has sailed through several nodes in
the environment before returning to the probe.
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Figure 6.4 – Simulation of the Fidelity against time for different probe frequencies.
inset: Structure of the environment. For this simulation the network parameters are:
ω0 = 0, 25, g = 0, 02 and k = 0, 02
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6.5 Results of quantum non Markovianity measure-
ments

6.5.1 Experimental conditions

In this section, we show results of Fidelity measurements, which witness quantum non
Markovian or not behaviours. The measurements have been performed for two net-
works: a linear and a complex network. Their structure have already been presented in
chapter 5 as it concerns networks 3 and the Watts Strogatz one. In both case scenario,
the matrix S is computed from ti = 0 to te = 498 with 250 points which gives a time
step of ∆t = 2. Because we have here to measure two states the number of acquisi-
tions drops in comparison to the spectral density reconstructions in order to keeps the
same measurement time which is allowed by the stability of the experiment. The total
number of acquisitions is then 5.
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Figure 6.5 – left : Squeezing and anti-squeezing versus pump power for the two first
Hermite-Gaussian modes. right: Purity as a function of the pump power

The conditions on the detection scheme are similar to previous measurements: the
visibility of the interference fringes on the homodyne detector is Vh = 95%. The normal
modes of the full network are composed by the Hermite-Gaussian modes with a fixed
spectral bandwidth (FHWM=6,5nm for the first mode). We use as probes for the non-
Markovianity the two first Hermite-Gaussian modes that are naturally occupied by
orthogonally squeezed states. So the initial fidelity between the two modes is minimal.
The environment is composed by the Hermite-Gaussian modes with index larger or
equal to 5.
The choice of the pump power injected into the SPOPO is no more limited by the fact
to have a depopulated environment (N = 0). We can then adjust it via a compromise
between having enough squeezing and having a good purity for the measured states. In
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Figure 6.6 – Squeezing and anti-squeezing against mode number for Pp = 10mW as
pump power.

figure 6.5 we show the squeezing of the Hermite-Gaussian modes 0 and 1 as a function
of the pump power and the purity. From these plots, we choose a pump power of
Pp = 10mW . In figure 6.6 is shown the squeezing and anti-squeezing values in the case
of 10mW pump power versus the mode number. However, in this plot the squeezing
is calculated from the code presented in chapter 4 and we see that from mode 4 the
SNR is too low to extract the correct values. The squeezing and anti-squeezing are
actually zero after mode 5. The squeezing and anti-squeezing values are then used in the
mathetimatica code dedicated to the computation of S. In the different computations,
the HG modes which were not measured in the figure 6.6 are interpolated to 1.

6.5.2 Linear networks

The environment chosen for the linear structure is the network 3 presented in chapter 5.
The result of the fidelity measurement is shown in figure 6.7 for two different frequencies:
ωS = 0.58 and ωS = 0.70. We observe a back flow of the information for the first
frequency while for the second the fidelity remains stable. Hence there is quantum
non Markovianity only for ωS = 0.58. This difference of behaviour could have been
anticipated since, for ωS = 0.7, the spectral density measured in chapter 5 doesn’t show
any sign of coupling between the system and the environment. Indeed, this frequency
is far from any peak exhibited by J differently from the case ω = 0.58. Hence, it is not
not possible to see for the selected time-window a sign of information return while the
amount of exchanged energy is low. Regarding the time step, it is selected as depending
of the total acquisition duration but also in order to avoid to see the inherent oscillations
due the presence of harmonic oscillators in the composition of the total system (figure
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6.4). Indeed, ∆t = 2 when this type of fluctuation will oscillate at a pulsation close
to the values of ωS. Hence, the resolution set by ∆t makes these oscillations are not
resolved. In figure 6.8 is shown the error ratio on the shaping of the LO spectrum

F(
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0,88

0,9

0,92

0,94

0,96

0,98

1

time
0 100 200 300 400 500

ωS=0.58
ωS=0.70

Figure 6.7 – Fidelity as a function of time when the environment is the linear network
3 for two frequency: ωS = 0.58 and ωS = 0.70

calculated with the formula (5.28). We determine this quantity for the two quantum
states versus the time variable of the simulation. The relative error remains always
below 5% which tells us that the shaping of the modes works at any time t. In figure
6.9 is represented the clearance against time for the two probe states. As we can see
for ω = 0.70 there is no issue, the clearance is stable around 9 dB for both modes. For
ωS = 0.58, the clearance remains flat between 7 and 9 dB but there is more fluctuations
on the plot mainly due to the presence of more information exchanges between the
probe and the environment. Indeed, before the acquisition, we set the LO power using
the gaussian mode as a reference. For an acquisition where the exchange are low, the
spectrum of the probe is weakly affected as is the LO power and the clearance. On
the contrary, when the information flux are more important, the fluctuation on the LO
spectral shape have a direct impact on the LO. Nevertheless, in spite of the fluctuations,
the clearance remains above 5 dB for all the time, which confirms the performance of
the homodyne detection for each measured points.

In addition of these first measurements of Fidelity, we can also check that we recover
Non Markovian behaviour at a lower time scale as predicted by the results of the
analytical simulation in figure 6.4. The plots in 6.10 show two fidelity measurements
when the time windows is reduced to te − ti = 50 with a time step of ∆t = 0.25 for
the frequency ωS = 0.58. We observe evident oscillations of F (t). For this time scale,
we conclude that the resolution of the inherent probes oscillations is possible for both
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Figure 6.8 – Spectrum error against time in the case of the linear network for the
different ωs and the Hermite-Gaussian modes (HG).

of these time windows. We also retrieve the general behaviour of the fidelity on both
curves: for the plot with the following time window t ∈ [50, ..100], the successive peaks
are increasing when for the second interval they are decreasing.

6.5.3 Complex networks

For the random network, the environment takes the structure of the network WS based
on Watts Strogatz structure presented in chapter 5. The fidelity F (t) is measured for
three probe frequencies: ωS = 0.40; ωS = 0.75; ωS = 0.9. We see the same oscillation
than the one observed for the linear network which highlights quantum non Markovian
behaviour. For the highest frequency the coupling is low and the Fidelity remains
constant and for ωS = 0.40 there is first an increase of the fidelity which indicates a
transfer of the energy from the probe to the environment and a slight decline of the
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Figure 6.9 – Clearance against time in the case of the linear network for the different
ωs and the Hermite-Gaussian modes (HG).
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Figure 6.10 – Measurement of the Fidelity against time in the case of the linear network
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fidelity. We see here that we have quantum non Markovianity but the effect is less
strong than for ωS = 0.75. The different errors of shaping against time are plotted
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Figure 6.11 – Fidelity as a function of time when the environment is the random network
WS for three frequency: ωS = 0, 40, ωS = 0, 75 and ωS = 0, 90

in figure 6.12 and the clearance in figure 6.13. We observe that for each frequency
and each mode, the error on the shaping of the local oscillator is below 5% as for the
precedent measurements. Nonetheless, we also notice a peak of the relative error for the
mode HG1 at ωS = 0.9, which reaches 16%. These peak on the error rate is surprising
although there is no consequence on the clearance. As we observe the fidelity curve
there is no particular drop for this time interval.
The clearance gives similar results than for the linear network. The quantity remains
flat and there is more fluctuations of the clearance where we observe energy exchanges
between the probe and the environment. However, the plot of the clearance versus time
for ωS = 0.4 does not validate completely the measurement. Indeed, we can notice
a correlation of the clearance with the Fidelity: when we observe the thermalization
of the states and an increase of the fidelity, the clearance reaches its minimum and
then the revival of quantum information is correlated to an increase of the clearance.
Nonetheless, the clearance remains above 6 dB which should be sufficient to resolve the
squeezing we need to measure when the states are close to be thermalized.
Finally, we measure the BLP witnesses using the formula based on the Bures distance.
The results are gathered in the tables 6.1. We notice the witness calculated using the
Bures distance gives higher results. Nonetheless, the expected trends is observed in
both cases: the lower values are obtained for the frequencies where no back flow of
information were observed in 6.7 and 6.11. On the other hand, the maximum values
are reached for the frequencies where an oscillation was exhibited.
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BLP from fidelity BLP from Bures distance
frequency linear network WS network linear network WS network

0.4 0.92 3.11
0.58 1.15 2.49
0.7 0.65 1.13
0.75 1.41 3.57
0.9 0.74 1.24

Table 6.1 – BLP witnesses calculated from the Bures distance and the fidelity for both
simulated networks and for the different frequencies.

6.6 Summary
In this final chapter, we have investigated the appearance or not of quantum non Marko-
vianity for two environments, the network 3 and 4. First, a definition of this behavior
is given. Here we assume that a total system is quantum non Markovian when the
dynamic exhibits a back-flow of energy into the probe mode. In opposition of the mea-
surement of J(ω), we look the dynamic of the probe as a function of the interaction
time and we use a witness of non Markovianity based on the fidelity of two states of
the probe. We found that for both environments considered, non Markovian behavior
appeared for different frequency. The choice of the probe frequency is very important
since, if it is to far from the region where the J function exhibits peak, we wont see any
energy exchange between the two subsystems.

153



6.6. SUMMARY

HG0!S = 0, 4 HG1!S = 0, 4

!S = 0, 75 HG0
!S = 0, 75 HG1

!S = 0, 9 HG0
!S = 0, 9 HG1

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

2

4

6

8

10

12

14

time

0 100 200 300 400 500

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

2

4

6

8

10

12

14

time

0 100 200 300 400 500

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

5

10

15

time

0 100 200 300 400 500

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

2

4

6

8

10

12

14

time

0 100 200 300 400 500

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

2

4

6

8

10

12

14

time

0 100 200 300 400 500

S
h
a
p

in
g

 e
rr

o
r 

(%
)

0

2

4

6

8

10

12

14

time

0 100 200 300 400 500

Figure 6.12 – Spectrum error against time in the case of the random network for the
different ωs and the Hermite-Gaussian modes (HG).
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Figure 6.13 – Clearance against time in the case of the random network for the different
ωs and the Hermite-Gaussian modes (HG).
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Conclusion and outlook

In the course of this thesis, we investigated the characterization of energy exchanges
between an open quantum system and its environment via graph states simulations.
This work contains two significant advances. We first recovered the spectral density
function for a given environment. Secondly, we highlighted non Markovian behaviour
for some of the simulated networks.

In order to carry out the simulations of large cluster states, some improvements have
been achieved in the SPOPO experiment. First, on the generation of the multimode
squeezed states. A method for tayloring the output states of the SPOPO cavity consits
in using a pulse shaper on the pump path. Although the relations between the pump
spectral shape and these states are not trivial, we can monitor them using machine
learning algorithms. This work follows the results of F. Arzani on the optimization
of the pump spectral shape using genomic algorithms. On the work conducted by T.
Michel, we showed that artificial neural network and projective simulation methods give
similar results and the diagonalization of the covariance matrix highlights the expected
effects on the eigenvalues. The limitation on this experimental optimization remains
in the resolution of the pulse shaper. We only used 8 frequency bands to shape the
pump spectrum. Increasing the complexity of the pulse shaper would enable to check
if the machine learning optimization give the same results than the one obtained from
genomic algorithms.

On the detection part, we implemented a Photonic Crystal Fiber (PCF) in order to
widen the LO spectrum and measure squeezing on a larger number of supermodes. The
PCF made by N. Joly and its team in Erlangen has found its full use while making the
spectrum flatter which improved the covariance matrix characterization.

To simulate quantum open system coupled to an environment we restricted ourself
to network of small size composed by N ≤ 50 nodes and we implemented graph struc-
tures inspired by complex network model. We tried two ways of recovering the spectral
density function J associated to a given environment. The first one is done imple-
menting the supermodes obtained form the diagonalization of the 〈∆2Q〉 and 〈∆2P 〉
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matrices in chapter 4 as normal modes of the full networks. The second one is done
by using the theoretical supermodes with a fixed spectral bandwidth as normal modes.
The best results are given by the second method in spite of the presence of fluctuations
in the measured J function.
Quantum non Markovianity, which witnesses energy back-flow into the open quantum
system has also been measured. First with a regular network and then on an random
network based on Watts Strogatz structure. We showed that the total system exhibits
quantum non Markovianity when the probe frequency is suitably chosen.

These different measurements proved that the SPOPO experiment is an adequate plat-
form to simulate the dynamics of an open quantum system. One way of improving these
measurements would be to reduce the acquisition time while increasing the number of
acquisitions to be averaged. To do so, a solution is to lock the mirror used to scan the
LO phase in order to measure the noise variance only on the q and p quadrature.
In this project, we didn’t use the pump optimization for the network simulation. It
would be interesting to increase the squeezing on the first mode and try to recover the J
function and compare with the measurements we have done without any optimization.
Beside the experimental improvements, it would be interesting to study further some
points of this project like the SPOPO limitations problems and answer to the question
what is the maximum network size the experiment can map. Is it the same limited
size for random and regular network? Another experimental aspect, which would be
interesting to bring, is the the non gaussianity via photon subtraction [Walschaers 21b].
Some properties of non gaussian states in network of small and large size have already
been studied theoretically.
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Appendix A

Hermite Gaussian modes

In this thesis, I often refer to Hermite gaussian modes. I define below orthogonal basis
of function below.

A.1 Hermite polynomials
The Hermite polynomials, denoted Hn are defined as follows:

Hn(x) = (−1)nex
2 dn

dxn
e−x

2

(A.1)

where n is a positive integer. We can also express them under polynomial form:

Hn(x) =

bn/2c∑

k=0

(−1)k
n!

k!(n− 2k)!
(2x)n−2k (A.2)

They compose an orthogonal basis such as:
∫ +∞

−∞
Hn(x)Hm(x)e−x

2/2dx = n!
√

2πδn,m (A.3)

A.2 Hermite Gaussian functions
The Hermite gaussian function we use to fit the supermodes in the thesis are defined
from the Hermite polynomials:

ψn(x) =
1√

2nn!
√
π
Hn(x)e−x

2/2 (A.4)

Some of these modes are plotted in A.2.

161



A.2. HERMITE GAUSSIAN FUNCTIONS
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Figure A.1 – Plot of the 5 first Hermite polynomials
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Figure A.2 – Plot of the five first Hermite Gaussian functions
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Appendix B

Diffraction of the SLM mask

ff
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Figure B.1 – Scheme of the diffraction produced by repetition of a transmission pattern

Here we derive the diffraction formula presented in chapter 3. We consider the
case of a beam with a normal incidence on a grating composed by several patterns of
transmission T (y) as represented in the figure above. The variable ky is the component
on the y axis of the wave vector k. It is known that for a grating of N individual
secondary sources, spaced by a length L, the electric field can be expressed in far field
by the relation:

E(ky) = KE(O)e−iNφ
sin(Nφ/2)

N sin(φ/2)
(B.1)

where E(O) is the field in point O and φ = 2πL sin(θ)
λ

= kyL. Now, by analogy to these
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this, the case field in far field as represented on figure B.1 can be expressed as:

E(ky) = KE(O)e−iNφ
sin(Nφ/2)

N sin(φ/2)
.

∫ L/2

−L/2
T (y)e−ikyy

dy√
2π

(B.2)

Let us inject in T a ramp function on the phase such as:

T (y) =

{
e−i

2π
L
y if y ∈ [−L/2, L/2]

0 otherwise
(B.3)

We inject this function in (B.2) and we get:

Eramp(ky) = KE(O)e−iNφ
sin(Nφ/2)

N sin(φ/2)
.

∫ L/2

−L/2
e−i(

2π
L

+ky)y dy√
2π

(B.4)

We can easily integrate the exponential between the two terminals and we find

Eramp(ky) = KE(O)e−iNkyL
sin(NkyL/2)

N sin(φ/2)
.
L

2
sinc(

kyL

2
+ π) (B.5)

Now, let’s consider the case where the ramp is discretize. The ramp is then more
comparable to a staircase composed by M steps such as:

T (y) =

{
e−iψl(y) if l ∈ J−M,MK
0 otherwise

(B.6)

with :
ψl(y) = πl/M if l.d < y < (l + 1).d (B.7)

is the discretize ramp function. We inject this new function in (B.2) and we find:

Estep(ky) = KE(O)e−iNkyL
sin(NkyL/2)

N sin(φ/2)
.
d

2
sinc(kyd/2)

M∑

l=−M

ei(kyd+π/M)l (B.8)

where d is the width of one step.
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Appendix C

Extra squeezing measurements

In chapter 4 of the thesis is shown several measurements for the characterization of the
SPOPO cavity, especially the supermode shapes and the squeezing of the first mode
as a function of the pump power. On the figures below, we show the same squeezing
measurement but for the supermodes 1 and 2.
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Figure C.1 – Squeezing as a function of the pump power for the supermode 1
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Appendix D

Corrected spectral densities
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Figure D.1 – Measurement of the spectral densities for the different environment and
the corrected function as a function of ωs, when the normal modes are composed by
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Figure D.2 – Measurement of the spectral densities for the different environment and
the corrected function as a function of ωs, when the normal mode of the total system
have a fixed spectral bandwidth (FHWM = 6.5nm).
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