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1 Résumé 
	  
Le corps humain est quotidiennement exposé à de nombreux micro-organismes et le 
système immunitaire est responsable du maintien de son intégrité. Suite à une 
infection, le système immunitaire inné déclenche une réponse rapide, non spécifique à 
l’agent pathogène, et amorce le système immunitaire adaptatif qui lui permet de 
contenir et d’éliminer spécifiquement le pathogène. Tous les virus et de nombreuses 
bactéries entrent dans le cytosol des cellules hôtes et commencent à se répliquer. Bien 
que les acides nucléiques possèdent une structure universelle, l’ADN du soi est 
présent dans les noyaux et les mitochondries. L’accumulation d’ADN dans le cytosol 
va déclencher une puissante réponse antivirale innée. Celle-ci a lieu après l’activation 
de  la voie de signalisation cGAS-STING qui conduit à la production de d’interféron 
de type I et de cytokines pro-inflammatoires dues respectivement à l’activation des 
facteurs de transcription IRF-3 et NF-kB. De récentes découvertes ont montré que le 
VIH-1 échappe efficacement à l’infection et à la détection par les cellules 
dendritiques myéloïdes (DCs) dans le cytosol, tandis que l’ADN du VIH-2 est 
détectée via la voie cGAS-STING dans les DCs, induisant leur maturation. La 
maturation des DCs par la détection de VIH-2 induit potentiellement des réponses 
immunes adaptatives et pourrait contribuer au contrôle antiviral des patients infectés 
par VIH-2. Toutefois, comment la détection immunitaire du VIH-2 par les DCs 
module la susceptibilité des lymphocytes T CD4 naïfs à l’infection par VIH et leur 
profil effecteur auxiliaire n’est toujours pas connus. 
 
Pour répondre à ces questions, nous avons développé un modèle in-vitro de 
lymphocytes T CD4+ naïfs co-cultivés avec des cellules dendritiques préalablement 
exposées  à VIH-1 ou VIH-2, ou d’autres stimuli de contrôle. Nous avons montré que 
la détection de VIH-2 par les cellules dendritiques conduisait à l’acquisition partielle 
d’une résistance à l’infection dans les lymphocytes CD4+ naïfs. Cette résistance est 
liée à l’induction de gènes stimulés par l’interféron. Nous avons montré que le profil 
TVIH-2 est caractérisé par la production d’IFNγ rappelant le profil des lymphocytes T  
auxiliaires de type 1 (Th1). Nous avons généré les profils d’expression géniques 
correspondant par micropuces. Nous avons réalisé une analyse exploratoire sur les 
différences d’expression des gènes à partir des micropuces et nous avons produit une 
liste de gènes candidats comme facteurs de résistance dans les lymphocytes T CD4+. 
 
Bien que le rôle de STING dans l’immunité innée et les voies de signalisation ait été 
largement décrit, son implication dans l’immunité adaptative reste inconnue. Dans de 
précédentes études, une nouvelle mutation de gain de fonction a été identifiée dans le 
gène codant pour STING dans une famille caucasienne non-consanguine. Le mutant 
constitutivement actif STING-V155M, est localisé de façon permanente dans 
l’appareil de Golgi et active la voie STING-TBK1-IRF3. Les patients porteurs de 
cette mutation présentent une signature IFN de type 1 dans leur sérum. L’analyse des 
paramètres cliniques de ces patients montre une diminution de leurs lymphocytes T 
mémoires et une augmentation de leur fraction des lymphocytes T naïfs par rapport 
aux sujets contrôles. Pour évaluer l’activité de STING dans les lymphocytes, nous 
avons développé un modèle in vitro de lymphocytes T CD4+ transduits avec STING 
WT ou d’autres mutants de STING. Nous avons démontré que STING induit une 
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activité antiproliférative des lymphocytes T CD4+. Cette activité est indépendante du 
recrutement de TBK1, IRF3 et de l’action de l’IFN de type I, mais il active les DCs. 
En outre, cet effet antiprolifératif des cellules par STING est dépendant de sa 
localisation au Golgi et induit des erreurs lors de la mitose.  En conclusion, nos 
découvertes révèlent l’activité intrinsèque antiproliférative d’un senseur innée dans 
des cellules appartenant au système immunitaire adaptatif. 
 
Nos découvertes contribuent à étendre le paradigme de l’immunité innée par l’examen 
de l’impact de signaux innés dans les cellules de l’immunité adaptative. Nous avons 
trouvé que les lymphocytes T CD4+ ne sont pas seulement façonnés par des signaux 
extrinsèques induits par des cellules spécialisées de l’immunité innée, mais ils sont 
aussi influencés par des activités intrinsèques de détecteurs innés. Un concept 
émergeant de notre travail est que les détecteurs innés pourraient adopter des activités 
distinctes dans les cellules de l’immunité adaptative. En conséquence, il sera 
important de comprendre comment les cellules de l’immunité adaptative intègrent ces 
signaux extrinsèques et intrinsèques pour produire une immunité protective. 
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2 Introduction 
	  

 The Immune System 2.1
	  
The human immune system is constantly exposed to microorganisms such as viruses, 
bacteria and fungi. However, this exposure only occasionally leads to an infectious 
disease in healthy individuals. This is due to several lines of defense that protect our 
body from infectious agents. For an infection to occur, pathogens have to enter the 
body and pass physical barriers like the skin and chemical protection such as acidic 
body fluids. Should this early defense fail, pathogens are met by the immune system, 
a complex network of tissues, cells and molecules which has evolved multiple 
mechanisms to combat pathogens. In vertebrates, the immune system is composed of 
innate immune and adaptive immunity. While the innate immune system is 
responsible for pathogen detection and a quick, rather unspecific response, the 
adaptive immune acts relatively late but in a highly pathogen-specific manner. Innate 
and adaptive immune defense complement each other for the eradication of the 
infection in the host as the adaptive immune system is activated by innate immune 
system [1]. 
 

 Pathogen sensing by the innate immune system 2.2
	  
The innate immune system is a network of cells formed during early development, 
which protects the newborn from potentially lethal infections. Its components are 
generated from hematopoietic precursors in the bone marrow and develop into several 
distinct cell lineages: Granulocytes (composed of neutrophils, eosinophils and 
basophils), Macrophages and Dendritic Cells (DCs). While Granulocytes are the 
major cell population in the blood, macrophages are mostly restricted to mucosal 
defense in the tissues while DCs are patrolling both blood and tissues. As their name 
suggests, granulocytes contain many granules with potent cytotoxic molecules that 
can be released to kill a pathogen once it is recognized. Macrophages are specialized 
in phagocytosis, a term that describes the uptake of a pathogen into the cell followed 
by intracellular lysis of the pathogen. Macrophages are equally potent in restoring 
tissue homeostasis after an infection has been successfully resolved. Dendritic cells 
are the key player linking the early innate to the adaptive immune response. They are 
so called antigen-presenting cells (APC), specialized in digesting pathogens into small 
pieces (antigens) which are then presented on major histocompatibility complexes 
(MHC) to cells of the adaptive immune system.  
 
The ability to mount an adequate immune response to clear an infection is based on 
the recognition of the pathogen. The innate immune system is responsible for this 
recognition. Innate immunity relies on a limited array of germ-line encoded innate 
immune "sensors", termed pattern recognition receptors (PRRs). PRRs recognize 
conserved structures of different pathogens, known as pathogen-associated-molecules 
(PAMPs) and can be found on the surface and the cytosol of all innate immune cells. 
Recognition of PAMPs in turn triggers a wide range of downstream effects in the cell 
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that may lead to the induction of an immune response [2, 3] such as degranulation in 
granulocytes or phagocytosis in macrophages. In DCs pathogen recognition leads to 
maturation and expression of the co-stimulatory molecules CD80/86, which is 
required for the activation of naïve T lymphocytes. Like PAMPs, damage-associated-
molecular-patterns (DAMPs) also trigger innate immune responses through PRR-
mediated recognition. DAMPs are molecule that belong to the host organism but are 
only released upon cell stress or damage [4]. The recognition of PAMPs and DAMPs 
by PRRs will be discussed in detail below. 
 

 Innate sensing shapes adaptive immunity 2.3
	  
The adaptive immune system consists of mainly two cell types: B cells that are 
generated in the bone marrow and T cells that mature in the thymus. In contrast to the 
germ line-encoded PRRs of the innate immune system, adaptive immune cells have 
evolved a process of somatic gene rearrangement to generate an enormous repertoire 
of receptors, each specific for a single antigen. Since each cell undergoes a separate 
gene rearrangement event, practically every T or B cell has a unique receptor 
expressed on its surface. Since the repertoire of lymphocyte receptors is generated 
randomly, they are not necessarily specific for pathogen-derived antigens. In fact, T 
and B cells can bind self-antigens. To avoid autoimmunity, these self-reactive cells 
are controlled and negatively selected in the bone marrow (B cells) or in the thymus 
(T cells). Mature T cells, that express a rearranged T cell receptor (TCR), can express 
either the CD8 or CD4 glycoprotein on their surface. CD8+ T cells are termed 
cytotoxic T cells, are activated via interactions with antigen presented on MHC class I 
and are highly potent cytotoxic cells. CD4+ T cells are activated by antigens 
presented on MHC class II and are termed helper T cells (Th) as they boost the 
immune response by producing a wide range of cytokines and by promoting B cell 
activation, antibody production and class switch. 
 
After exiting the thymus, naïve T cells migrate from the bloodstream to lymph nodes 
where they might encounter a cognate antigen presented by an APC. As mentioned 
above, the activation of the adaptive immune system depends on innate immune cells. 
In general, activation of an adaptive immune response requires 3 signals: (1) TCR 
engagement by complexes of cognate antigen bound to MHC molecules, (2) co-
stimulatory signals through interaction of T cell CD28 and APC-expressed CD86, and 
(3) the secretion of soluble mediators from DCs. Extrinsic signals, such as cytokines 
and chemokines, are responsible for the attraction of other immune cells and are 
indispensable for differentiation of naïve CD4+ T cells into effector and memory T 
cells. T cell differentiation into a functionally distinct lineage depends on the cytokine 
milieu at the time of activation [5]. While the cytokine IL-4 is associated with T cell 
differentiation into the helper 2 lineage (Th2) that is effective against parasites, IL-12 
and interferon α,β and γ (IFN α,β and γ) are associated with Th1 cells which take 
action against intracellular pathogens [6]. In the presence of TGFβ, T cells can also 
differentiate into Th17 cells, fighting off extracellular bacteria and fungi or regulatory 
T cells (Treg) that are crucial to immune homeostasis and prevent autoimmunity. 
Here, we were particularly interested in Th1 cells as they are involved in the 
elimination of intracellular pathogens. During differentiation, the expression of the 
Th1-specific transcription factor t-bet enhances the production of IFNγ and other Th1 
key cytokines. These cytokines then participate in a positive feedback loop further 
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promoting T cell activation as well as providing pro-survival signals to other cells of 
the immune system such as macrophages, CD8+ T cells and natural Treg. 
 
Finally, a specific subset of activated T helper cells, so-called follicular helper cells 
(Tfh), are crucial for an effective immune response as they bridge CD4+ T cell 
immunity and B cell activation. Through another MHC-dependent and antigen-
specific activation between cognate B- and Tfh cells, B cells become licensed to 
produce large amounts of soluble B cell receptor, also termed antibodies. Antibodies 
are highly specific, mark intruding pathogens and help cells of the innate immune 
system to perform more efficient degranulation and phagocytosis. They are among the 
most potent effectors of the immune system [7] (Fig.1). 
 
After activation, CD4+ T cells migrate to peripheral tissues and inflamed sites to 
facilitate destruction of infected targets. The majority of effector cells die after 
antigen clearance, but a small population develops into long-lived memory T cells [8].  
Given the variety of adaptive immune responses, what dictates the global nature of 
the final immune response? Evidence is emerging that the quality of innate pathogen 
sensing determines the outcome of adaptive immunity. In the following section we 
focus on how different pathogens can be sensed by different PRRs creating a broad 
spectrum of innate immune activation. 
 

 Sensing by the innate immune system through PRRs 2.4
	  
PRRs are a heterogeneous group of receptors involved in the recognition of different 
PAMPs/DAMPs [2, 3]. They can be subdivided into different categories based on 
their localization within the cell. PRRs are either found on the cell surface, in 
endosomal compartments or in the cytosol. Another system of classification is based 
on their ligand specificity, which can range from bacterial peptidoglycans and 
lipopolysaccharides to viral RNAs and DNAs. Most PRRs share the same mechanism 
of signal transduction.  After binding to a PAMP/DAMP, a PRR interacts with a 
downstream adaptor protein resulting in the activation of terminal effector proteins 
like caspases and transcription factors. Pro-inflammatory cytokines, chemokines and 
IFNs are secreted and ultimately they trigger a second wave of autocrine and 
paracrine signaling resulting in the induction of an immune response.  The details of 
these pathways are described below.  
 

2.4.1 TLRs: extrinsic innate sensors 
	  
Among the several types of PRRs the best studied belong to the Toll-like-receptors 
(TLR) family. All the 10 TLRs expressed in humans, are type I transmembrane 
proteins and they are mainly expressed in DCs, monocytes and macrophages. They 
are either found in the plasma membrane, such as TLR1, 2, 4, 5, 6 and 10, or in the 
endosomal compartments such as TLR3, 7/8 and 9 [9-11]. TLRs present on the cell 
surface recognize extracellular lipids and bacterial or viral proteins while the 
endosomal TLRs detect nucleic acids. TLR3 was found to be involved in the sensing 
of long dsRNAs by stimulating cells with the synthetic analog poly(I:C) [12]. While 
TLR7/8 detects single-stranded RNA and TLR9 detects hypomethylated CpG-rich 
DNA from pathogens. Additionally, TLR7 and TLR8 were shown to play roles in the 
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sensing of ssRNA in a species-specific manner [9, 13]. The function of TLR7 has 
been studied in the context of human immunodeficiency virus 1 (HIV-1) infection. 
Plasmacytoid dendritic cells (pDCs) constitutively express TLR7 but not MDDC [14]. 
It has been reported that when pDCs detect HIV-1 derived RNA, large amounts of 
type I IFN (IFN-I) are secreted. This innate response requires TLR7 sensing of viral 
nucleic acids in endosomes [15, 16]. 
 
TLR signaling occurs through the intracellular adaptor proteins, Myeloid 
Differentiation primary response 88 (MyD88) and TIR-domain containing adaptor 
inducing Interferon b (TRIF). Activation of TLRs induces activation of Nuclear 
Factor kappa-light-chain-enhancer of activated B cells (NF-kB) and transcription of 
proinflammatory cytokines such as TNFa or IL-6.  Sensing of viral ssRNA by TLR7 
and DNA by TLR9 leads to MyD88-dependent and IRF7-mediated IFNβ production. 
Alternatively, this pathway can lead to NF-kB and IRF4 and IRF5 activation and 
subsequent production of type I and II interferon (IFN-I, IFN-II) and pro-
inflammatory cytokines [9-11] [15, 16]. 
 

2.4.2 Cytosolic Innate Immune sensing 
	  
The basic structure of nucleic acids is universally shared between unicellular and 
multicellular organisms. The immunostimulatory effect of nucleic acids on cells has 
been known for more than 50 years. Indeed, self-DNA is well compartmentalized in 
the nucleus and in mitochondria. However, detection of DNA in the cytosol triggers 
strong immune responses. The accumulation of foreign nucleic acids occurs when 
viruses and also many bacteria enter into the cytosol of a host to start their replication. 
Viral RNA and DNA are recognized as PAMP in most viral infections. The detection 
of cytosolic nucleic acids is an important mechanism by which pathogens are sensed 
and protective immune responses are generated. In general, activation of nucleic acid 
sensors leads to indirect antiviral activity e.g. through the production of IFN-I which 
has pleiotropic antiviral effects (discussed in detail below). At the same time IFN-I 
further augments the expression of nucleic acid sensors in a positive feedback loop. 

However, maintaining host recognition of foreign nucleic acids is a big challenge 
considering that pathogens have evolved mechanisms to evade the innate immune 
sensing. In the past few years a significant body of work has identified cytosolic 
nucleic acid sensors that trigger innate immune responses. Thus, much progress has 
been made in the identification of cytosolic RNA and DNA innate sensors.  
 

2.4.2.1 Cytosolic RNA sensors 
	  
Given that TLRs recognize only extracellular or endosomal RNAs/DNAs due to their 
localization, and the observation that IFN-I can be detected in cell lines lacking 
TLR3/7/8, more studies explored the existence of TLR-independent RNA sensing 
pathways [17]. Indeed, the RIG-I-like receptors (RLR) family was found to comprise 
3 members of cytosolic RNA sensors. Retinoic Acid Inducible-I (RIG-I) is activated 
by 5' tri- or di- phosphorylated RNA (dsRNA ≥ 19 bp), Melanoma Differentiation 
Associated Gene 5 (MDA5) detects long RNA with strong secondary structures 
(dsRNA ≥ 300 bp) while Laboratory of Genetics and Physiology 2 (LGP2) also 
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recognizes RNA but its mechanism is not yet fully resolved. It has been proposed that 
LGP2 acts as a modulator by inhibiting RIG-I and facilitating MDA5 signaling [18].  
Both RIG-I and MDA5 signal through Mitochondrial Adaptor Antiviral Signaling 
(MAVS) by the interaction of their CARDs domains. In turn the engagement of 
MAVS provides a platform for downstream activation of TANK-binding kinase 1 
(TBK1) and NF-kB [19]. Thus, an amplification of RLR signaling and a rapid 
induction of cytokine expression occurs [10, 11] [13] [18] [20, 21] [22]. 
 
However a second class of RNA sensors has been identified due to their direct 
antiviral activity. The 2’-5’Oligoadenylate Synthase (OAS) family is involved in the 
recognition of cytosolic dsRNA and counts four members (OAS1, OAS2, OAS3 and 
OASL) in humans. They belong to the superfamily of Nucleotidyl Transferases 
(NTases) [23]. Upon RNA sensing, OASs synthesize 2’-5’ oligoadenylates that 
activate Ribonuclease L (RNaseL). RNaseL in turn cleaves viral ssRNA, thus 
interfering with viral replication while at the same time producing ligands for RIG-I. 
This mechanism synergizes OAS antiviral activity with IFN-I production by RLR 
signaling [24, 25] [26-29].  Another member of this second class of RNA sensors is 
Protein Kinase R (PKR), a serine/threonine kinase, which binds cytosolic dsRNA. Its 
activation leads to eIF2 phosphorylation and subsequent suppression of mRNA 
translation which prevents viral replication [30]. 
 

2.4.2.2 Cytosolic DNA sensors 
	  
A decade ago, only TLR9 was known to sense foreign DNA in the endosomes, but the 
list of cytosolic DNA sensors has grown rapidly. This includes DNA-dependent 
Activator of IFN-regulatory factors (DAI), RIG-I via RNA polymerase III, Leucine-
Rich Repeat Flightless-Interacting Protein 1 (LRRFIP1), DEAD/H box peptides: 
DHX9, DHX36 and DDX41, Cyclic GMP-AMP Synthase (cGAS) and Interferon 
gamma-Inducible protein 16 (IFI16) [31] [32] [33] [34] [35, 36].  
 
However, many of the studies on the reported sensors did not provide a detailed 
molecular mechanism that explains the translation of the DNA sensing to IFN-I 
response. Which pathways are essential in inducing IFN expression in response to 
DNA needs to be clarified in the field. One report has provided genetic evidence that 
13 members of the Aim2-like receptors (ALRs) are not essential for IFN-I responses 
to cytosolic dsDNA [37]. 

 To date, cGAS is the only cytosolic DNA sensor that has been supported with a 
detailed biochemical mechanism and crystallography data. For example, IFI16, a 
member of ALR family, was reported to act as a DNA sensor and to be critical for 
IFN-I response. It is supposed to sense viral DNA upstream of Stimulator of 
Interferon Genes (STING), an important signaling adaptor protein for DNA sensors 
(discussed in detail below), [38]. However, a CRISPR/Cas9 approach showed that 
human fibroblasts deficient for IFI16 still mount normal IFN responses [37]. 
Nonetheless, IFI16 has been reported to trigger pyroptosis, an inflammatory cell-
death, upon DNA sensing of an abortive HIV-1 infection in non-permissive bystander 
CD4+ T cells [39, 40]. 

It has been suggested that cytosolic DNA receptors could engage two different 



Silvia Cerboni – Doctoral Thesis - 2016  

	   14	  

inflammatory signaling pathways. Briefly, the first pathway results in the production 
of IFN-I and pro-inflammatory cytokines through the transcription activity of 
Interferon regulatory factor 3 (IRF-3) and NF-kB that is coordinated by the ER-
associated protein STING. The second pathway is activated by members of NOD-like 
receptor (NLR) and ARL family and it is characterized by the assembly of an 
‘inflammasome complex’ that leads to caspase-1-dependent activation and secretion 
of inflammatory cytokines such as IL-1β and IL-18 [31, 32] [41, 42]. In the following, 
we will focus on the first pathway. 
	  

 STING is the universal innate adaptor of cytosolic 2.5
nucleic acid sensing  

	  

2.5.1 STING structure and conservation over species  
	  
Human TMEM173 gene encodes for STING (also called MITA, IRIS or NET23), a 
protein consisting of 379 amino acids which is characterized by three functional 
domains: a cytoplasmic C-terminal tail (CTT, amino acids 342-379) important to 
transduce downstream signals, a central globular domain (CBD, amino acids 155-
341) which contains dimerization and ligand binding sites, and four N-terminal 
transmembrane motifs (amino acids 1-154) that localize STING in the endoplasmic 
reticulum (ER) at steady state [43] (Fig.2). 
 
Crystallography analysis of the C-terminal domain (CTD) reveals that STING exists 
as a V-shaped dimer even in absence of its ligand [44]. The dimer interface generates 
a hydrophobic trough where the bacterial second messenger c-di-GMP or 
mammalian-derived 2'-3'-cGAMP bind [44]. The mechanism of STING activation 
upon ligand binding is still under study; possibly binding of its ligand induces 
conformational changes that lead to the recruitment/release/activation of downstream 
signaling molecules and which allow for its translocation to the Golgi/ERGIC 
compartments, a hallmark of activation [45].  
 
Evolutionary analysis revealed several functional homologs of STING, from 
protozoan to vertebrate species. The N-terminal domain is generally conserved in 
vertebrates, with exception of birds. It also exists in protozoan and metazoan species 
with four TM domains while fewer than four TM domains are found in STING 
homologs among arthropods and birds. All STING homologs contain the conserved 
cyclic-binding-domain (CBD) and a dimerization domain (DD) suggesting that the 
STING function to bind cyclic dinucleotides (CDNs) is evolutionary conserved and 
that the production of IFN was acquired later in vertebrate innate immunity. Indeed, 
the CTT of STING is only conserved in vertebrates [46]. 
 
2.5.2 STING is the sensor of cyclic dinucleotides 

	  
STING was originally described as a novel transmembrane protein interacting with 
MHC class II, however further studies are needed to clarify the importance of this 
discovery [47]. At the same time, three other groups independently described STING 
as the key innate sensor of CDNs [43, 48, 49]. Further studies demonstrated that 
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Fig.2. Human STING protein structure. 

STING is a protein of 379 amino acids characterized by three functional domains: a 
cytoplasmic C-terminal tail (CTT, amino acids 342-379) important to transduce 
downstream signals, a central globular domain (CBD, amino acids 155-341) which 
contains dimerization and ligand binding sites, and four N-terminal transmembrane 
motifs (amino acids 1-154) that localize STING in the ER at steady state. C-terminal 
domain (CTD) comprises the CBD and CTT (155-379).  
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STING has a fundamental role in IFN-I production both in knockdown and 
overexpressing experiments in different cells [43, 50]. Cyclic di nucleotides e.g. c-
AMP, c-GMP, c-di-AMP and c-diGMP, have been well studied and characterized as 
second messengers in prokaryotes. They regulate a multitude of physiological 
processes including biofilm formation, virulence and motility [51-53]. Only recently, 
CDNs have been recognized as potent second messengers of innate immune responses 
in mammalian cells [54]. Here, STING has been found to be the direct sensor CDNs 
and acts as an adaptor for downstream signaling that leads to IFN-I production.  
 
Indeed, in eukaryotic cells, STING can bind directly to CDNs, such as c-di-GMP and 
c-di-AMP, which can be secreted by intracellular bacteria like Listeria 
monocytogenes [55-58]. However, also eukaryotic cells, transfected with DNA, can 
synthesize the cyclic dinucleotide cGAMP [59]. This production is mediated by 
cGAS, which senses cytosolic DNA and catalyses the synthesis of cGAMP from 
AMP and GMP. While bacterial c-diAMP or c-diGMP are constituted by two 
nucleotides bound via a canonical 3'-5' phosphodiester linkage, cGAMP was later 
shown to have a canonical 3'-5' linkage and a non canonical 2'-5' phosphodiester bond 
(c[G(2',5')pA(3',5')p]) [60-63]. Eukaryotic cGAMP binds to STING with 300 fold 
higher affinity than the other CDNs [63], which might explain its potent properties in 
triggering STING-dependent downstream signaling [60, 61]. Thus, the innate immune 
system has evolved a mechanism to respond to pathogens upon sensing the second 
messengers, either produced by bacteria themselves or by an enzymatically active 
DNA sensor. However, structural studies did not clarify completely how signal 
transduction is facilitated downstream of STING.  
 
Nonetheless, given the central role of STING in innate DNA sensing, efforts have 
been made to identify synthetic ligands that can be used to trigger STING-dependent 
antiviral and antibacterial immune responses. Structural and functional analyses of 
STING show its versatility in the recognition of natural and synthetic ligands such as 
CMA (10-carboxymethyl-9-acridanone) and DMXAA (5,6-dimethylxanthenone-4-
acetic acid). However, it has been shown that these compounds bind STING and 
induce STING-dependent IFN-I production only in mice and they are not effective in 
activating human STING, probably due to differences in the amino acid sequence of 
the CBD of STING [64-66].  
 

2.5.3 STING localization and signaling 
	  
At steady-state STING localizes to the ER. However it is not clear yet if the inactive 
form is present as a monomer or a dimer, due to conflicting results [44, 48, 56-58]. 
Upon CDN binding, STING traffics from the ER to the Golgi and ERGIC, a 
tubulovesicular membrane cluster named the ER-Golgi intermediate compartment. 
Tanaka et al. established a model in which STING forms an activation platform of 
higher order oligomers. It recruits TBK1 at the CTT and upon TBK1 phosphorylation, 
through a not yet described mechanism, TBK1 phosphorylates STING at the Ser366. 
Phosphorylation of STING at this residue is necessary for STING-dependent IRF3 
phosphorylation by TBK1. Mutations in Ser366 or Leu374 abolished the interaction 
between STING and TBK1, suggesting their importance in TBK1 dependent IRF3 
activation. Upon IRF3 phosphorylation, IRF3 dimerizes and translocates to the 
nucleus to induce transcription of IFN-I genes [50, 67]. In a second line of signaling, 
STING also activates the NF-kB pathway leading to pro-inflammatory cytokine
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production [68] (Fig.3). However further investigation is required to clarify all the 
players involved in the latter signaling pathway. Lastly, STING-dependent activation 
of TBK1 can also induce activation of STAT6 in a JAK-independent manner 
followed by the expression of Signal Transducer and Activator of Transcription 6 
(STAT6)-dependent chemokines such as CCL2, CCL20, and CCL26. These 
chemokines contribute to the recruitment of immune cells to combat viral infection 
[69]. 
	  	  

2.5.4 STING post-translational modifications and negative regulation  
	  
Given the central role of STING in antiviral innate immunity, many studies have 
focused on deciphering the molecular mechanisms that regulate STING function. 
Here we focus on several post-translational modifications that contribute to STING 
function and its negative regulation. 
 
Two different studies have shown that the ubiquitin ligases TRIM32 and TRIM56 can 
mediate K63-linked ubiquitination at lysine 150 of STING, facilitating STING 
interaction with TBK1 and optimal signaling after DNA sensing [70, 71]. However, 
conflicting results were obtained by using a more stringent two-step 
immunoprecipitation assay. In this study the authors showed that neither TRIM32 nor 
TRIM56 were directly capable of ubiquitinating STING. Nonetheless, TRIM32-
mediated ubiquitination of STING was partially reduced when Lys150 was modified 
in the STING sequence [72]. Overall these data suggest that the two enzymes might 
contribute to STING signaling, but in an indirect fashion, modifying yet unknown 
partners of STING. 
  
Interestingly, it seems that Lys150 is a critical target site for post-translational 
regulation of STING. Indeed, it has been shown that the ubiquitin ligase Ring Finger 
Protein 5 (RNF5) mediates proteasome-dependent STING degradation through K48-
linked ubiquitination upon viral infection [73]. Conversely, the E3 ligase Ring Finger 
Protein 26 (RNF26) attenuates the RNF5-mediated negative regulation through K11-
linked polyubiquitination of STING without preventing K63-linked ubiquitination 
[74]. At the same time, RNF26 has been shown to negatively regulate IFN-I 
production by promoting IRF3 degradation through autophagy, in the later phase of 
viral infection [74]. This offers an example of a dual regulation of STING signaling 
by the same regulator, RNF26, highlighting the complexity of different mechanisms 
that take place at different times during infection to stabilize and tightly control 
STING activation and its downstream effects. 
 
STING has also been implicated in antibacterial innate immune responses. The 
AMFR-INSIG1 complex was identified to be responsible for K27-linked 
polyubiquitination of STING in antimicrobial signaling. The proposed model 
interestingly depicts INSIG1 to specifically bind to STING and thus to promote 
AMFR-STING interaction. It is demonstrated that AMFR, responsible for K27-linked 
polyubitination of STING, is required to recruit TBK1 onto STING, indicating that 
TBK1 can selectively bind to K27-linked polyubiquitin chains but not to K63-linked 
ubiquitination [75]. This regulation of the STING-TBK1 axis by the AMFR-INSIG1 
complex leads to speculate about the link between innate immunity and metabolism 
due to previous studies showing that the AMFR-INSIG1 complex is also responsible 
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for K48-linked polyubiquitination of HMG-CoA reductase [76], an enzyme involved 
in cholesterol metabolism. Further studies are needed to elucidate whether STING is 
involved in metabolism changes after DNA sensing. 
  
A recent report suggested that STING activity is regulated by the serine protease 
iRhom2. The authors proposed that iRhom2 facilitates STING trafficking, from ER to 
perinuclear microsomes, through recruitment of the TRAP complex member β 
(TRAPβ) and by stabilizing STING through the recruitment of the de-ubiquitination 
enzyme EIF3S5 that removes STING K48-linked polyubiquitin chains [77]. 
 
Not only phosphorylation and ubiquitation have been implicated in STING regulation. 
Recently, palmitoylation of STING at the Golgi has been described to be required for 
its activation and to induce optimal downstream immune responses. Briefly, it has 
been demonstrated that mutation of the Cys88/89 residue as well as treatment with 
palmitoylation inhibitor 2-bromopalmitate (2-BP) abolished STING-dependent IFN-I 
production. Moreover, different STING genetic variants, which will be discussed 
below, were tested using both approaches and in all cases the STING-dependent 
response was inhibited. This discovery opened the possibility to treat cytosolic DNA-
dependent autoinflammatory syndromes by interfering with STING palmitoylation 
[78].  
 
The importance of palmitoylation of STING for its activity is further supported by 
another work showing that the ER-associated modulator ZDHHC1, which belongs to 
the DHHC palmitoyl transferase family, facilitates STING higher-order 
oligomerization followed by TBK1 and IRF3 recruitment. Further studies are required 
to elucidate whether STING-dependent signaling requires the enzymatic activity of 
ZDHHC1 [79, 80]. 
 
Additional proteins have been identified to interact with STING and to negatively 
modulate its function. For example, NLRC3, a member of the NLR family 
intracellular sensors that regulates inflammasome functions, has been reported to 
associate directly with STING and to compete with TBK1 for STING interaction. 
NLR family CARD domain containing 3 (NLRC3) reportedly blocks the translocation 
of STING from the ER to the Golgi and NLRC3 deficiency enhances immune 
responses. Similarly, Nlrc3-/- mice are more resistant to HSV-1 challenge [81]. These 
results suggest that members of different innate sensing pathways cooperate in the 
host to regulate inflammatory responses against intracellular microbial infections.  
 
Another way of regulating STING activity is to regulate its degradation. Recently, 
autophagy has been reported as a possible mechanism for the negative regulation of 
STING. Indeed, STING co-localizes with LC3 and Atg9a after DNA stimulation [82]. 
Moreover, it has been reported that the autophagy related serine/threonine kinase 
ULK1 phosphorylates STING, resulting in IRF3 inhibition. Phosphorylation of 
STING occurs at Ser366, the same residue that is phosphorylated by TBK1 and 
required for IFN-I production [83, 84]. Reportedly, ULK1 function is negatively 
regulated by Protein Kinase AMP-Activated Catalytic Subunit Alpha 1 (AMPK), a 
cellular energy sensor, which is released from ULK1 after cGAMP sensing or under 
starvation-induced cellular stress [84]. Therefore, after dsDNA sensing by cGAS, 
STING is activated but at the same time, the increasing concentration of CDNs in the 
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cell trigger a negative feedback mechanism that limit STING activity through ULK-
mediated autophagy (Fig.4).  
Finally, two other mechanisms have been described to regulate signaling upstream of 
STING by targeting cGAMP production. It has been reported that Beclin-1, an 
autophagy related protein, directly interacts with cGAS to inhibit IFN-I production 
upon HSV-1 infection [85]. Akt is also found to phosphorylate and inhibit cGAS 
activity, decreasing cGAMP production and subsequent IFN-I production leading to 
increased HSV-1 infection [86].  
 

2.5.5 Evasion of STING signaling by pathogens   
	  
Since STING is involved in antiviral and antimicrobial innate immune responses as 
well as in diseases caused by protozoan parasites [87]. STING activation and STING-
dependent IFN-I production is essential for efficient protection against infection after 
HSV-1 [43] or Listeria monocytogenes [88-90]. These pathogens evolved to have 
several escape mechanism to circumvent STING-induced immune responses. 
Moreover, and even though IFN-I exerts a potent antiviral function, some pathogens 
have successfully developed mechanism to evade the STING-dependent pathway. For 
example, the NS2B3 protease complex of Dengue virus (DENV) counteracts IFN-I 
production by directly cleaving STING in human MDDCs, a mechanism that is 
ineffective in mice due to the inability of the viral protein to cleave murine STING 
[91, 92].  
 
Furthermore, HCV protein NS4B is reported to interfere with STING pathway in two 
different studies. One study reports the co-localization of NS4B and STING in the ER 
that attenuates the STING-TBK1 interaction, while the second study found NS4B and 
STING co-localization in the mitochondria-associated membranes (MAMs), 
interrupting the interaction between STING and MAVS [93, 94]. The second study 
connects STING to RNA virus sensing [43, 48-50], but further studies could not 
validate the role of STING in IFN-I production upon RNA sensing [69, 88]. Also 
coronaviruses were found to inhibit STING-mediated activation of IRF3 through the 
papain-like protease NSP3, resulting in a reduction of IFN-I [95].  
 
Insights about evasion mechanisms of DNA viruses have been reported for HSV-1. It 
has been shown that STING is activated and required for HSV-1 viral control. 
However, the same group reported that HSV-1 requires STING in a cell type and 
context dependent manner for its infection. ICP0 or ICP4 deleted HSV-1 mutants 
require STING for replication, since viral reproduction was attenuated in STING 
knockdown cells. However, neither WT nor ICP0 HSV-1 viruses induced STING 
degradation in human embryonic lung [96].  
 
Another mechanism of evasion is reported for the early HPV E2 protein. The protein 
interferes with STING transcription followed by a subsequent down regulation of 
downstream Interferon-Stimulated-Genes (ISGs) [97].  
 
Moreover, the oncogenes E7 from HPV, and E1A from adenoviruses, are described as 
potent inhibitors of STING-dependent signaling. Indeed, the reported oncogenes bind 
to the C-terminal domain of STING with the conserved LXCXE motif, pointing 
towards the key involvement of this domain for downstream signaling [98]. 
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Importantly, the relevance of the cGAS-STING axis has also been described for HIV 
[99, 100]. HIV sensing and mechanism of evasion of innate immune responses will be 
discussed in a separate chapter.   
 

2.5.6 Genetic STING variants  
	  
Given the central role of STING in innate immune responses upon infection and its 
involvement in IFN-I induction, genetic studies have focused in the identification of 
SNPs in the STING sequence in the human population. Modifications in the amino 
acids sequence of STING might influence its ability to activate innate immune 
response leading to aberrant IFN-I and inflammatory cytokines production. It is 
critical to understand how STING mutations change the susceptibility of individuals 
to infections in IFN-I dependent diseases. 12 different haplotypes are described for 
STING with an incidence of 57.9% for WT, 20.4% for HAQ, 13.7% for R232H, 5.2% 
for AQ and 1.5% for R293Q and other mutants (R71H, G230A, HQ) (Fig.5). All of 
these haplotypes have been studied for their ability to bind CDNs and to induce type I 
IFN production [101, 102]. It appears that STING variants R232H or R293Q are 
poorly or not responsive to bacterial CDNs but efficiently respond to cGAMP, 
respectively. While HAQ and AQ haplotypes are activated by all CDNs, they showed 
a reduced ability to stimulate downstream signaling pathways in 293FT cells [102], 
for a reason that has yet to be clarified. In mice, the variant T596A has been 
identified, which is defective in IFN-I induction after stimulation with CDNs [88].  
 
However, some SNPs correspond to gain-of-function mutations, in which case 
detrimental effects might be observed. Indeed, gain-of-function polymorphisms of 
STING are shown to trigger constitutive IFN-I production and cause autoimmune and 
inflammatory syndromes. 5 sporadic cases of activating STING mutations have been 
reported with patients suffering from vascular and pulmonary syndrome (VAPS) 
[103]. The newly identified STING variants (N154S, V155M and V147L) potently 
stimulate the type I IFN promoter in in vitro expression assays in 293 cells, 
demonstrating for the first time that STING variants may induce inflammatory 
diseases [103]. A follow-up study has provided further information regarding the 
mechanism of activation and localization of the STING-V155M variant. It is 
proposed that the substitution of the residue V to M at position 155, which falls within 
the dimerization domain, might stabilize the position M271 in the same monomer, 
which creates stronger interaction with W161 of the other monomer. The formation of 
stronger inter-monomers sulfur-aromatic interaction is predicted to induce the "closed 
conformation” typically induced by CDNs binding at the dimer interface. Moreover, 
the V155M variant has been found in the Golgi and ERGIC in patients' fibroblasts in 
absence of CDN ligands, supporting the constitutive-active nature of this mutant 
[104]. Indeed, patients carrying the V155M variant, show elevated levels of IFN-I in 
the serum and PBMCs display an ISG-signature. This hyperproduction of IFN-I might 
be the main cause for the chronic inflammation, variable autoimmunity and 
pulmonary syndrome [104].  
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 STING-dependent IFN-I production  2.6
	  

2.6.1 IFNs and ISGs 
	  
IFN is a soluble factor secreted by cells upon detection of PAMPs or DAMPs by 
transmembrane and cytosolic receptors. It has been described for the first time in 
1957 as a factor able to interfere with viral infection [105, 106]. 
 
The IFN family is composed of several proteins divided into 3 main groups: IFN-I, II 
and III. While IFN-II is a sole cytokine, IFN-I and III encode for many cytokines. All 
IFNs signal through the JAK-STAT signaling pathway, after binding to the IFN 
receptor, which is composed of 2 different subunits, depending on the type of IFN 
that is considered [107] (Fig.6). While IFN-II is produced by immune cells such as T 
lymphocytes and  NK  cells [108] and is important in anti-bacterial immunity [109], 
IFN-I can be produced by almost all cell types depending on the type of stimulus. 
However, some cells of the immune system, such as plasmacytoid DCs, are 
specialized in the IFN-I secretion which function is to prevent the spread of infectious 
agents, in particular viral pathogens. IFN-I is also proposed to modulate innate 
immune responses by counteracting pro-inflammatory pathways and cytokine 
production. It can also modulate the adaptive immune response by promoting T and B 
cells pathogen-specific immune responses. Depending on the context, IFN-I 
production can lead to beneficial outcomes, as discussed below, or have detrimental 
effects in the host, as will be discussed in a separate chapter. 
 
After binding of IFN-I to its receptor (IFNAR), the activation of JAK1-TYK2 leads to 
STAT1 and STAT2 heterodimerization and translocation into the nucleus, where they 
assemble with IRF9 to form the Interferon StimuIated Gene Factor 3 (ISGF3) 
complex. ISGF3 in turn binds to its specific consensus sequences in the DNA, known 
as Interferon Stimulated response elements (ISREs) thereby activating the 
transcription of hundreds of ISGs [110-113].  
 
The ISGs are a heterogeneous group of genes with multiple functions. ISGs have anti-
tumor, anti-angiogenic, immunomodulatory, apoptotic, cell cycle inhibitory and anti-
viral among the most studied functions.  
 
Within the wide group of ISGs, IRFs represent a group of transcription factors that are 
expressed at baseline and are induced by IFN-I in a STAT-dependent mechanism. In 
addition, IRFs reinforce the IFN response due to overlap of the consensus motifs of 
IRF elements with ISREs. Thus IRFs, including IRF1, IRF7, IRF8 and IRF9 can bind 
and activate many of the same ISGF3 target genes and their contribution is likely to 
regulate transcription of a second group of ISGs, which requires de novo protein 
synthesis [114].  
 
Due to the IFN antiviral effect, ISGs have been recently extensively studied for the 
identification of viral restriction factors as it will be discussed in the following 
chapter.  
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Restriction factors and antiviral antagonists 
 
Restriction factors are germ-line encoded factors that mediate innate immune 
responses, in a cell-intrinsic manner. Their function is to detect and respond to viral 
infection without previous exposure to the pathogen. Thus, their main biological 
function is to block viral replication. Most of the known restriction factors have a 
viral antagonist, a viral protein that has evolved to evade the restriction factor 
dependent innate response. Therefore, restriction factors show evolutionary 
‘signatures’ of genetic conflict, defined as positive selection towards the mutations 
that confer a fitness advantage for the host under pathogen pressure. While the 
restriction factor exerts selective pressure on viral replication, the virulent pathogen 
exerts fitness cost on the host. Thus, while mutations that allow the restriction factor 
to block the virus are preferentially inherited, the virus in turn evolves specifically to 
escape the new restriction factor. Finally both, host and virus have evolved. Indeed, 
almost all restriction factors contain genetic signature of this “arms race” [115, 116].  
 
A common feature of restriction factors and their viral antagonists is their direct 
interaction, which determines their co-evolution. The identification of domains of 
interaction is clearly important for understanding viruses’ evolution in humans and it 
might also contribute to the design of drugs to target and block viral infection. 
However, due to the higher viral mutation rate, the virus eventually evolves resistance 
mechanisms. Due to the tight relation between the restriction factor and the viral 
antagonists, specific viral inhibition without impacting host functions is difficult to 
achieve.  
 
Among the different mechanisms adopted by viruses to escape host restrictions, the 
degradation of SAMHD1 by Vpx is particularly interesting. The HIV-2 accessory 
protein Vpx, which is absent in HIV-1, targets the host restriction factor SAMHD1 to 
degradation by the proteasome. Vpx directly binds SAMHD1 and the Cul4-DDB1-
DCAF1 E3 ligase complex, which ubiquitinates SAMHD1 for proteasomal 
degradation [117, 118]. Many viral antagonists share the same mechanism of 
targeting restrictions factors for proteasomal degradation[119, 120]. Others 
antagonists work by mimicking the restriction factor substrates [121], by protein 
sequestration and by subcellular re-localization [122, 123].  
 
Restriction factors can be induced by IFN-I, are directly induced by the virus or are 
constitutively expressed such as APOBEC3 [124, 125]. The latter example suggests 
an IFN-I independent, more ancient role for some restriction factors in protecting the 
host genome from viral invasion.  
 
However, many, but not all, restriction factors are ISGs and several overexpression- 
or silencing-based in vitro screens of ISGs- have been performed to understand their 
antiviral functions. Only few genes have been fully characterized in vivo and overall 
ISGs seem to target conserved phases of the viral replication cycle in the host [18, 
126]. However, ISGs probably exert a more specific rather than broad antiviral 
activity as demonstrated upon challenge with several human and animal viruses [112]. 
However, combined deletion of pairs of ISGs has demonstrated considerable 
redundancy in the ISGs effector mechanisms [112, 127]. These restriction factors, 
IFN-I induced, act at different levels such as viral fusion, remodeling of the 
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cytoskeleton, post-transcriptional regulation as well as post-translational 
modifications. Dynamin Like GTPase 1 (MX1) was one of the first ISGs to be 
identified for its strong antiviral activity during viral entry [128, 129]. MX1 is found 
to be a potent cell-restriction factor against a broad range of pathogenic viruses, while 
its homologue MX2 has been recently identified as a potent HIV restriction factor 
[130-132]. The mechanism of antiviral activity of both MX1 and MX2 is similar. 
They act at the level of nuclear entry and prevent the viral cDNA to reach the host 
DNA and thus prevent its integration, a fundamental step of the HIV replication cycle 
[128, 129, 133]. The antiviral mechanism of MX2 is proposed to be CypA-dependent. 
Indeed silencing of CypA or binding of CypA to the viral capsid prevent MX2 
antiviral restriction [134]. 
 
In the context of HIV infection, other ISGs have been described to block HIV-1 viral 
fusion such as IFITM2 and IFITM3 [135-137]. While IRF1, IRF7, UNC84B, RIG-I 
[112], tetherin [138], TIM-1 [139], APOBEC3G [140], TRIM5a [141, 142] and 
ISG15 [143] interfere with HIV replication and budding (Fig.7). However, some ISGs 
(ADAR, FAM46C, LY6E, MCOLN2) have been demonstrated to enhance viral 
replication, proving the duplicity of IFN functions as further discussed in the 
manuscript. 
 

2.6.2 Type-I-Interferonopathies 
	  
The detrimental effect of IFN-I in the mammalian system is not a recent concept and 
has been reported as early as 1980 [144]. However, it was only recently, in 2011, that 
Mendelian disorders such as the Aicardi-Goutières syndrome (AGS), 
spondyloenchondrodysplasia, and cases of systemic lupus erythematosus (SLE) with 
complement deficiency, were grouped as interferonopathies for which IFN-I up-
regulation is their common pathological feature [145].  
 
The classification of interferonopathies coincides with the great progress in the 
understanding of the crosstalk between nucleic acid sensing, innate immune responses 
and IFN signaling pathways.  
 
Type I interferonopathies are characterized by overactive innate signaling with 
devastating inflammatory consequences on the adaptive system that eventually lead to 
the development of autoimmunity [145]. Aberrant IFN-I production and development 
of type I interferonopathies are proposed to depend on genetic mutations which leads 
to several mechanisms such as: (1) accumulation of nucleic acids in the cytosol due to 
deficient clearance (e.g. TREX1) or oversupply of nucleotides (e.g. SAMHD1), (2) 
constitutive, ligand-independent activation of nucleic acid sensors or adaptors (e.g. 
STING, DDX58), (3) enhanced response to ligand (e.g. IFIH1), (4) modification of 
nucleic acid content (e.g. RNASEH2, ADAR1), (5) defective negative regulation (e.g. 
ISG15) or other components of the type I IFN signaling pathways [146].  
 
All the patients carrying a loss of function mutation in one of the above reported 
genes, showed an increased in IFN-I signature in peripheral blood [146]. 
 
However, as there is clinical overlap between the different disorders, such as for 
SAVI and AGS, different interferonopathies might manifest distinctly. For example, 
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SAVI patients do not show a neurological disorder but they have been reported with 
pulmonary disorders, while AGS patients show strong neurological disorders [147]. 
The phenotypic differences observed among individuals might be explained by the 
diverse functional activities of the above reported molecules, their tissue specific 
expression levels and patterns of gene regulation. 
 
	  

 Biology of HIV-1 and HIV-2  2.7

2.7.1 General HIV-1 and HIV-2 innate immune extrinsic regulation of 
adaptive immunity  

	  
The human immunodeficiency virus (HIV) is a diploid ssRNA retrovirus with a 
strong tropism for CD4+ T cells. After HIV entry into target cells, the viral ssRNA is 
reverse transcribed into ssDNA by the HIV-encoded reverse transcriptase [148]. This 
process occurs in the capsid core, where viral integrase then binds specifically the 
full-length HIV-1 DNA ends to form a pre-integration complex that ensures viral 
DNA integration into the host genome [149]. However, only few copies of viral DNA 
integrate, and the majority of viral DNA remains in the cytosol available for innate 
sensing unless clearance by host enzymes occurs [150]. This makes HIV an attractive 
model system to study the importance of cytosolic DNA sensors for viral infections. 
 
In nature, two types of HIV have been described: HIV-1 [151, 152] and HIV-2 [153, 
154]. HIV-1 is closely related to the simian immunodeficiency virus (SIV) from 
chimpanzees. It has spread worldwide and 98% of untreated HIV-1-infected people 
progress to develop the Acquired Immunodeficiency Syndrome (AIDS).  
 
HIV-1 has been isolated for the first time in 1983 [152, 155], while the related HIV-2 
virus was identified in 1986. It has been described as the causative agent of AIDS in 
1981 and it is responsible for the pandemic observed since the 1980s. HIV-2 is 
closely related to SIV from sooty mangabeys. It is mainly restricted to West Africa 
and much less pathogenic than HIV-1 [156, 157]. Even though the two HIVs share 
many biological features, such as the ability to infect CD4+ T cells and a high 
propensity of genetic variability, most of HIV-2 infected people become long-term-
non-progressors (LTNP) and less than 25% of untreated HIV-2 infected people 
progress to a disease which is clinically indistinguishable from the AIDS caused by 
HIV-1 [158] [159]. 
 
Understanding why HIV-2 infection is less pathogenic and better controlled by the 
immune system can provide insights into HIV-1 related diseases [156]. Several 
studies have investigated the HIV-2 specific immune response, suggesting that HIV-2 
viral control is associated with high numbers of polyfunctional HIV-Gag-specific 
CD8+ T cells. Similarly, the frequency of HIV specific CD4+ T cells is increased in 
HIV-2 patients compared to HIV-1 infected subjects at the same stage of disease. 
Moreover, increased T cell responses correlate with lower viral replication and good 
prognosis [160-164]. Finally, HIV-1 individuals dually infected with HIV-2 seem to 
progress slower to AIDS as compared to individuals infected only by HIV-1, 
suggesting a level of cross-protection that may be immune in nature [165] (Fig.8). 
Overall, these observations suggest that the human immune system is capable of 
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mounting a more effective immune response against HIV-2 than HIV-1. However, 
how the immune system contributes to the control of HIV-2 infection is not well 
understood yet.  
 
First, I will present the genome organization and replication cycle of HIV-1 and HIV-
2, followed by a description of the physiopathology of HIV-1 and HIV-2 in humans, 
emphasising the similarities and differences between the two viruses. 
	  

2.7.2 HIV-1 vs HIV-2 structure 
	  
HIV-1 and HIV-2 are lentiviruses that belong to the Orthoretrovirinae family, a 
subfamily of the Retroviridae. Lentiviruses are characterized by high spontaneous 
mutations rates and slow disease progression in the infected host. Their transmission 
is only possible through the exchange of body fluids and, most importantly, they 
cannot be eradicated from infected cells. Lentiviruses, unlike other retroviruses, are 
characterized by their ability to infect non-dividing cells, particularly of the 
mononuclear phagocyte lineage [166]. Due to their rather flexible genome and their 
potential of infecting many forms of non dividing cells, lentiviruses have become one 
of the most widely used vectors for gene transfer.  
 
HIV is an obligate intracellular parasite, which requires reverse transcription of the 
viral genome for its replication. Thus, it exists either as a viral particle (virion), 
budding from the plasma membrane of an infected cell, or as a provirus, where its 
viral DNA has integrated into the host genome. 
 
At the structural level, HIV virions have a spherical morphology with a diameter of 
around 100 nm. They are composed of a nucleoprotein core surrounded by a host cell 
derived envelope which carries surface and transmembrane glycoproteins (gp120 and 
gp41 Env, respectively for HIV-1) [167]. The viral core contains an electron dense 
p24 Gag capsid protein and encloses two copies of single-stranded genomic viral 
RNA. Its genome is stabilised by RNA-binding proteins and multiple complementary 
nucleic acid regions. The viral enzymes (RT, RNase, H and integrase, IN), tRNA and 
some accessory proteins are also contained in the core of the viral particle [166]. 
Moreover, virions may contain other molecules (e.g. signaling molecules, etc...) from 
the host cell [168]. 
 
While HIV-1 and HIV-2 are similar in structure some minor differences remain. 
While gp160 is the precursor for the derived glycoproteins gp120 and gp41 of HIV-1, 
the HIV-2 glycoproteins gp125 and gp36 originate from the smaller precursors gp140. 
These differences are due to differences in gene size [169] and HIV-2 glycoproteins 
have a lower affinity for the CD4 receptor [170]. Also, the capsid protein of HIV-2 is 
slightly larger than p24 of HIV-1 and is thus named p26. 
 

2.7.3 The viral genome of HIV-1 and HIV-2  
	  
The viral genome of HIV-1 is composed of diploid RNA with positive polarity and 
measures 9,2 kb in length. In comparison, the size of the HIV-2 genome is 9,671kb, 
0,4kb more than HIV-1. This difference can be explained in parts by differences in 
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length of the LTR (long terminal repeat) sequences, flanking each end of the viral 
genome. They are cis-active elements and are required during replication. It has been 
shown that the viral DNA of HIV-1 is preferably integrated in the coding and 
transcriptionally active regions of the genome [171-173]. 
Like all known retroviruses, the HIV genome encodes for three major structural 
genes: gag, env, and pol. In the case of HIV-1, the structural components are derived 
from the gag gene, which encodes a Pr55gag precursor polyprotein. It is cleaved by 
the HIV-1 protease (encoded by the pol gene) into its mature products: matrix (MA or 
p17), capsid (CA or p24), nucleocapsid (NC, p7), p6 and two spacer proteins (p1 and 
p2) [174]. The viral enzymes derive from the cleavage of the polyprotein 
Pr160Gag/Pol generated by ribosomal frame-shifting. Also the envelope proteins are 
derived from a polyprotein precursor (gp160 Env). However, unlike Gag and Pol, Env 
is processed by a cellular protease during trafficking to the cell surface, a process that 
generates surface gp120 and transmembrane gp41 Env proteins [174]. 
 
In addition to enzymes and structural proteins, HIV-1 also encodes for a number of 
regulatory and accessory proteins. Tat is a critical transcriptional activator that binds 
to a secondary RNA structure, named TAR (Trans-Activation Regulatory element) 
located at 5’-end of all viral transcripts. It is a crucial driver of viral gene expression 
[175]. The second regulatory protein, Rev plays a major role in the transport of viral 
RNAs from the nucleus to the cytoplasm [176]. Vpu, Vif, Vpr and Nef have been 
termed “accessory” proteins to reflect the fact that they are dispensable for virus 
replication in vitro. The HIV-1 accessory proteins have been studied for their 
mechanisms to counteract immune detection by the host. Indeed, Nef induces 
decreased expression of the CD4 receptor, MHC-I and MHC-II, as well as the TCR 
[177-181]. Vif inhibits the antiviral activity of APOBEC3G [181] and Vpu 
antagonises the function of Tetherin, also termed BST2. Tetherin induces the 
retention of virions to the cell membrane [138] while Vpu is involved in the 
degradation of the CD4 receptor [182]. Vpr plays a role in viral replication by 
interfering with the G2 phase of the cell cycle. It has been observed that expression of 
Vpr might favor macrophage infection [183-187]. 
 
The overall organization of the genome of HIV-2 is similar to that of HIV-1. Both 
viruses are 60% homologous with respect to genes such as Gag and Pol and 30 to 
40% with respect to other genes and LTRs. The majority of HIV-2 proteins are 
functionally similar to those of HIV-1. As for HIV-1, Tat is required for expression of 
the HIV-2 genome transcription [188]. The HIV-2 precursors Gag and Pol seem to 
require the same process of cleavage observed for HIV-1 and generate similar 
functional proteins, such as RT and EN (Fig.9).  
 
However, the most important difference between the two strains is the accessory 
protein Vpx. While HIV-1 encodes for Vpr, which is absent in HIV-2, Vpx is encoded 
only in HIV-2 but not in HIV-1. Interestingly, Vpx seems to have a different role than 
Vpr. Recently, Vpx has been extensively studied due to its essential role in HIV 
replication in dendritic cells, as will be discussed in section 2.7.6.  
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2.7.4 HIV replication cycle 
	  
The HIV replication cycle can be divided into an early and a late phase. The early 
phase includes the events that occur between virus attachment to the host cell surface 
and the integration of the viral DNA into the host genome. These early events include 
virus binding to cell surface receptors, cell entry, reverse transcription of the viral 
RNA to DNA, uncoating of the viral capsid, nuclear import of viral DNA and DNA 
integration. The late phase includes the events that regulate viral gene expression to 
the release and maturation of new virions. It encompasses the transcription of viral 
genes, export of the viral RNAs from the nucleus to the cytoplasm, translation of viral 
RNAs to produce the Gag polyprotein precursor (Pr55Gag), the GagPol polyprotein 
precursor, the viral envelope glycoproteins (Env glycoproteins), and the regulatory 
and accessory viral proteins, trafficking of the Gag and GagPol precursors and of the 
Env glycoproteins to the plasma membrane, assembly of the Gag and GagPol 
polyproteins at the plasma membrane, encapsidation of the viral RNA genome by the 
assembling Gag hexagonal lattice structures, incorporation of the viral Env 
glycoproteins, budding off of the new virions from the infected cell and particle 
maturation. 
 
 
The first step in the infection of a cell by HIV-1 is the interaction of gp120 with a 
receptor expressed on the surface of a target cell. Based on their affinity to cell 
receptors and their function, these glycoproteins provide the tropism of the virus to 
certain cells, Gp120 has a high affinity for the cellular receptor CD4 and the co-
receptors CCR5 or CXCR4. The glycoprotein gp41 then facilitates the fusion of viral 
and cell membranes by mechanically bringing the two membranes together. After the 
fusion event, the viral capsid is released into the cell cytoplasm while the viral 
envelope remains at the level of the cell membrane [167, 189-191]. Viral 
nucleoprotein complexes form and the reverse transcription complex begins the 
synthesis of viral DNA using the available cytosolic nucleotides as building blocks. 
At the end of this process, a viral double-stranded DNA molecule is synthesized, 
associated with cellular proteins and viral proteins such as MA, RT, IN, NC and Vpr 
[192-194], together termed the pre-integration complex (PIC). 
 
Once the PIC is generated, it enters the nucleus through the nuclear pore complex 
without disrupting the nuclear envelope, thus allowing HIV and related retroviruses to 
replicate in non-dividing cells [195]. However, the exact mechanism is still unknown. 
Once the complex reaches the nucleus, the viral integrase allows the insertion of viral 
DNA into the cellular genome [196]. After integration, the formed provirus can be 
transcriptionally inactive (latency) or enter a phase of active transcription of the viral 
genome, the beginning of the late phase of viral replication. While the 5’-LTR acts as 
a viral promoter, the 3’-LTR contains the polyadenylation and termination site 
required for generation of a functional mRNA. Transcription of the viral genome 
requires the recruitment of cellular components, such as RNA polymerase II, allowing 
for the initiation of transcription. The viral protein Tat enhances the efficiency of 
transcription initiation and elongation. The newly synthesized viral transcripts are 
spliced using the host cell machinery and transported into the cytosol, where Tat, Nef 
and Rev proteins are synthesized on ribosomes. The Rev protein is imported back into 
the nucleus and binds to unspliced RNA, genomic RNA encoding Gag and Pol. Here, 
Rev enables the transport of viral RNA into the cytoplasm. These transcripts for 
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structural and enzymatic proteins are translated into proteins at the ER, and are 
directed to the plasma membrane via the cellular secretion route. Budding of the 
virions occurs at the plasma membrane in lipid rafts, cholesterol rich regions. Here, 
viral envelope and Gag proteins interact with each other to initiate the assembly of the 
virus particle. Once the virions are released, the viral protease cleaves the Gag and 
Gag-Pol precursors, allowing for virion maturation and thus their infectivity [197]. 
 
The viral life cycle is similar for HIV-1 and HIV-2, however HIV-1 infected patients 
have a higher viral load than HIV-2 infected patients [198-202]. As an explanation, it 
was proposed that the replication of HIV-2 was slower than that of HIV-1 [200].  
 
Another difference between HIV-1 and HIV-2 is in the use of their co-receptors. 
Numerous studies have demonstrated that HIV-2 can use alternative co-receptors 
other than CCR5 or CXCR4 and that some isolates did not require interaction with the 
CD4 receptor [203]. Thus in the context of DCs, it has been shown that CCR1 is used 
as an alternative co-receptor for HIV-2 [204, 205]. In other cell types, HIV-2 uses 
other co-receptors such as CCR2b, CCR3, CCR8, CXCR2, CX3CR1, GPR1, GPR15, 
and STRL33 [203-211]. It has been proposed that the lower number of glycosylation 
sites on the V3 loop region of the gp140 of HIV-2, compare to gp160 of HIV-1, 
allows for a more accessible configuration and for interaction with a wider range of 
co-receptors [212]. 
 

2.7.5 The physiopathology of HIV-1 vs HIV-2  
 
HIV-1, in the absence of treatment, leads to the onset of AIDS in 98% of human 
cases. Chronic infection with HIV leads to progressive depletion of CD4+ T 
lymphocytes, disrupting the immune system and leaving the body vulnerable to other 
infections such as mycobacteria, cryptococcus, yeast or oncogenic viruses. HIV-1 
infection is characterized by three phases defined by the viral load and the number of 
CD4+ T cells circulating in the blood: 1) the primary infection or acute phase occurs 
in the first weeks after HIV infection, followed by 2) the asymptomatic phase or 
clinical latency period that can last several years and 3) the symptomatic phase 
corresponding to AIDS [213], as it will be discussed in more details in the next 
sessions.  
 

2.7.5.1 Primary infection or acute phase 
 
Following infection, there is a period of a few days, known as the “eclipse phase”, 
before viral RNA becomes detectable in the plasma. The initial burst of virus 
replication during primary HIV-1 infection (PHI), regardless of the route of virus 
transmission, likely occurs in the gut-associated lymphoid tissue (GALT) [214], 
where activated CD4+CCR5+ T cells are present in high numbers [215-217]. During 
HIV-1 replication in the GALT and, later, in other lymphoid tissues, the plasma 
viremia (defined as number of HIV RNA copies/ml) increases exponentially and 
reaches a peak of up to >106 copies/ml, 14-28 days after initial infection in humans or 
experimental SIV infection of macaques [218, 219]. At the peak of viremia, CD4+ T 
cell numbers are already decreased, but return to near normal levels in peripheral 
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blood later during infection (although not in the GALT) [214, 220, 221]. In the 
following, the virus spreads widely in the body and forms a latent viral reservoir in 
lymphoid organs such as thymus, spleen, lymph nodes and gut. During this phase, a 
HIV-1 specific immune response develops and ensures seroconversion (production of 
anti-HIV-1 specific antibodies) and virus-specific T cell proliferation. This immune 
response reduces viral replication and partially restores CD4 + T cells numbers [222, 
223].  
 

2.7.5.2 The asymptomatic phase or clinically latent phase  
 
During the acute phase, the activation of both the innate and the adaptive responses 
causes a significant decrease of virus levels over a 12-20 week period before viremia 
reaches a more stable level, known as the viral set point [224-227]. The asymptomatic 
phase can last several years and varies depending on the patient. During this period, 
the immune response is biased towards Th2 rather than Th1, a shift that has been 
suggested to play a central role in the progression of HIV infection towards AIDS 
[228]. However conflicting evidence has accumulated and it remains to be determined 
whether this provocative hypothesis holds true. With time, the number of CD4+ T 
lymphocytes in the blood slightly and gradually decreases, due to multifactorial 
reasons. On the one hand, the elimination of infected cells and on the other hand the 
large amount of interferon chronically secreted by the immune system both play a role 
with in the loss of CD4+ T lymphocytes [227, 229-231]. It will be discussed in the 
following chapter 2.8. 
 

2.7.5.3 The symptomatic phase or AIDS  
 
The final stage of HIV infection is restricted to individuals with peripheral CD4+ T 
cell counts <200 cells/µl and/or those with an AIDS-defining clinical illness, such as 
opportunistic infections or tumors. As a consequence of the complete destruction of 
the lymphoid tissue architecture, which is typically replaced by fibrotic tissue, most of 
the detected virus is cell-associated [232]. This advanced stage of HIV disease is 
characterized by profound immune suppression and a loss of anti-HIV-specific 
cytotoxic T lymphocytes (CTLs) and neutralizing antibodies (Nabs) [233-235]. 
 
However, there are exceptions to this typical pathology such as in the Exposed-
Uninfected Seronegative individuals (ESN), individuals who are either naturally 
resistant to HIV, and those who, when infected, spontaneously control either their 
disease progression and loss of CD4+ T cell counts or their viremia levels. We 
generally refer to the former group as LTNP, whereas the latter are commonly 
referred to as Elite or HIV Controllers (ELC/HIC). The ESN phenotype is partially 
explained by the presence of a 32 base pair deletion mutation of CCR5 in 
homozygosity (CCR5-∆32), the viral entry co-receptor indispensable for virus 
infection [236, 237]. The mutation renders the molecule misfolded and it is absent 
from the cell surface. However, a substantial fraction of ESN that do not carry this 
mutation have been described some of which had developed resistance to infection 
[238], e.g. by producing mucosal IgA against gp41 Env or “natural” anti-CCR5 Ab 
[239, 240]. 
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An estimated <2% of all infected individuals are LNTP and maintain CD4+ T cells 
counts >500 cells/µl for at least 7 years post-infection in the absence of anti-retrovial 
therapy (cART) [241]. In addition to the association with CCR5-∆32 heterozygosity, 
other genetic mutations, including CCR2-64I (in linkage disequilibrium with a 
mutation in the CCR5 promoter region) and several single nucleotide polymorphisms 
(SNPs) in the MHC Class I, II and III locus have been suggested to contribute to non-
progression [242]. Another 1-2% of all infected individuals are ELC/HIC and 
spontaneously maintain their viremia levels <50 or <2,000 copies of RNA/ml of 
plasma for at least 12 months [243]. In both populations, the viral reservoir (defined 
as copies of HIV DNA/106 PBMC or equivalent tissue-associated HIV DNA load) is 
significantly smaller compared to the majority of HIV patients [244-246].  
 

2.7.6 cGAS-STING axis in HIV infection in DCs 
	  
Insights into possible between HIV-1 and HIV-2 immune differences originated from 
the study of DCs. Previous studies have demonstrated that monocyte-derived DCs 
(MDDCs) are highly refractory to HIV-1 infection [99, 247]. This is due to the 
presence of the restriction factor SAMHD1 [117, 118, 248], a gene associated with 
the AGS [249, 250]. SAMHD1 is the only known eukaryotic deoxynucleoside 
triphosphate triphosphohydrolase (dNTPase). The enzyme is allosterically activated 
by GTP and selectively cleaves the dATP, dCTP, dTTP and dGTP but not 
ribonucleotide triphosphates, resulting in the degradation of the cytosolic pool of 
dNTPs which leads to the restriction of HIV-1 replication at the reverse transcription 
step [251]. The lack of dNTPs and efficient reverse transcription of HIV-1 prevents 
the synthesis of viral dsDNA and thus detection of the virus by DCs [247]. In the 
absence of HIV-1 sensing, MDDCs do not up-regulate co-stimulatory molecules and 
do not secrete IFN-I [99, 247].  
 
However, the innate response in MDDCs also induced the production IFN-I and ISGs. 
The mechanism requires the expression of neo-synthesized Gag protein of HIV-1 and 
interaction with Cyclophilin A (CypA). CypA is a peptididyl prolylisomerase that 
binds to the viral capsid and is incorporated into viral particles. It is shown that CypA 
can promote HIV-1 infectivity and replication, although further studies are required to 
underlying the mechanism [252, 253]. In comparison, HIV-2 is able to productively 
infect MDDCs, thanks to the presence of the accessory protein Vpx, which inhibits 
SAMHD1 and which is absent in HIV-1 [254]. In fact, when Vpx protein is added to 
HIV-1, the virus can infect MDDCs much more efficiently which leads to induction 
of DC activation and the production of IFN-I [247, 255] (Fig.10). HIV-2 infection of 
MDDCs similarly activates the DCs and leads to production of IFN-I. This innate 
recognition of HIV-2 by MDDCs induces better activation of CD4+ and CD8+ T 
cells, as a result of increased antigen presentation and expression of co-stimulatory 
molecules in DCs. Simultaneously DCs also induce a partially protective antiviral 
response in bystander CD4+ T cells, at least through the production of IFN-I [247].  
 
The mechanism of HIV sensing in DCs relies on the detection of viral cDNA in the 
cytosol. HIV-1 and HIV-2 capsids play an important role in detection of the newly 
synthesized viral DNA by innate sensors before integration. HIV has evolved 
mechanisms to escape innate sensing by interacting with host proteins such as CypA 
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or CPSF6. CypA and CPSF6 prevent premature reverse transcription of HIV-1 in 
macrophages and thus enable the virus to escape from innate sensing [256, 257]. Viral 
DNA is detected by the cytosolic DNA sensor cyclic GMP/AMP synthase (cGAS) 
[59, 99]. cGAS, after binding to the viral DNA, produces cGAMP which interacts 
with STING leading to the activation of MDDCs and production of IFN-I [59, 99], as 
discussed earlier. 
 
Of note, the ability of HIV-2 to infect MDDCs was recently challenged by the 
demonstration that wild-type HIV-2 but not HIV-1 is inhibited at the level of viral 
fusion [258]. Nonetheless, unpublished results from our lab (Aymeric Silvin et al., 
manuscript in revision) clearly confirm that primary dendritic cells isolated from 
blood are highly susceptible to HIV-2 infection, and not HIV-1, due to SAMHD1. 
Our preliminary evidence indicates that the recently reported block of HIV-2 entry in 
MDDCs is a side effect of in vitro culture conditions. Thus, the increased ability of 
HIV-2 over HIV-1 to efficiently infect DCs stands as a valid observation with primary 
cells and fully wild-type virus, and one of the most striking difference between HIV-1 
and HIV-2. 
 
 

2.7.7 Role of CD4+T lymphocytes during HIV infection  
 
Almost three decades of studies have focused on understanding of how HIV interferes 
and destroys CD4+ T cells and the unique feature of HIV compared to other human 
pathogens. Adaptive immune responses elicited by CD4+ T cells are a mechanism 
evolved by vertebrates to eliminate pathogens in a pathogen-specific manner and to 
generate an immunological memory. There is ample evidence that CD4+ T cells play 
a crucial role in the defense against HIV. While maintenance of a CD4+ T cell pool is 
a critical factor for the slow progression of HIV infection [259]. People infected HIV-
1 or -2 who maintain a high CD4+ T cell response against HIV progress more slowly 
towards acquired immune acquired syndromes (AIDS) [162, 260]. Depletion of CD4+ 
T cells in macaques infected with SIV amplified the progression to disease, 
suggesting an active role of CD4+ T cells during infection [261]. During the acute 
phase the number of memory CD4+ T cells is strongly decreased in the lymphoid 
system, particularly in the intestine [221, 262]. The loss of CD4+ T cells correlates 
with the expression of PD-1, a receptor triggering apoptotic cell death [263-265]. The 
expression of PD-1 correlates with the expression of the transcription factor BLIMP 
and a lower production of IL-2 [266, 267].   
 
CD4+ T cells might also play a more active role in the defense against HIV. Early 
studies have demonstrated that CD4+ T cells of HIV-infected patients are unable to 
proliferate in response to antigens [268]. However, HIV-specific CD4+ T cells are 
present throughout the infection, though in small numbers [269]. Challenging T cells 
with a broad spectrum of HIV-derived epitopes showed that HIV-specific CD4+ T 
cells are directed against the majority of viral proteins with a preponderance of CD4+ 
T cells specific for Gag and Nef [270]. Further, it has been demonstrated that 
antiretroviral treatments, given very early during infection, allow for the development 
of a HIV-1-specific CD4+ T cells response [222]. Further, CD4+ T cells are required 
for the HIV-specific CD8+ T cell response [259], which dominates the T cell 
response in patients infected with HIV. The importance of CD4+ T cells in the 
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defense against HIV is possibly due to their role as cytokine producers and the 
subsequent activation of other arms of the immune system. IL- 21 is produced by 
CD4+ T cells and this cytokine which may induce cell proliferation and maturation of  
CD8+ T cells and B cells [271]. Polyfunctional CD4+ T cells, cells that have acquired 
the ability to produce many, functionally distinct cytokines, in the mucosal 
membranes correlated with a slower progression of AIDS [272]. Other studies suggest 
the presence of CD4+ T cells expressing the cytotoxic molecules perforin and 
granzyme A as a factor to predict disease outcome [273]. In rhesus monkeys, 
predominantly Th17 T cells are infected with SIV, which might explain the observed 
decrease of this cell type in peripheral blood [274]. Th17 cells are actively involved in 
inflammation and might contribute to viral clearance. Finally, little is known about 
the role of Tregs in HIV-induced immunopathology although the crucial role of Tregs 
in the homeostasis of immune response has been long known.  
 
 

2.7.8 STING-independent IFI16 sensing of abortive HIV replication in 
CD4+T cells 

 
In the last decade, HIV research has also benefitted from recent progress in the field 
of innate sensors, which has opened up opportunities to elucidate molecular aspects of 
the HIV pathogenesis. For a long time, it had been proposed that the loss of CD4+ T 
cells in HIV infection was due to viral cytopathic effects in activated CD4+ T cells. 
Using immortalized or activated CD4+ T cells from peripheral blood of HIV patients, 
apoptosis was found to be the mechanism for CD4+ T cells loss in vitro [275]. It was 
shown that the cell death by apoptosis is mediated by caspase-3 activation [39, 276-
280] although the mechanism of viral sensing is not yet known. Interestingly, in vivo 
studies suggest that the percentage of activated CD4+ T cells are too small to justify 
the massive loss of CD4+ T cells that leads to disease progression [281-283]. It was 
reported that lymphoid tissue resident, bystander CD4+ T cells are the main 
population that undergo cell death [281, 284, 285]. Only in the last five years the use 
of ex vivo HLCA system [286] has improved our understanding of the mechanism of 
CD4+ T cell death during HIV infection. HIV mainly replicates in secondary 
lymphoid tissues [287] where only 5% of CD4+ T cells are permissive to HIV 
infection. The remaining 95% are not permissive to infection, probably due to their 
resting state [288]. Recently an alternative mechanism to apoptosis mediated loss of 
CD4+ T cells has been proposed. A possible, abortive HIV infection and replication 
in “bystander” CD4+ T cells could produce viral DNA long enough (500 bps) to be 
sensed by IFI16 [40], a cytosolic DNA sensor described above. IFI16 in turn activates 
caspase-1 and a NLR3-independent ASC-dependent inflammasome pathway leading 
to massive cell death, known as pyroptosis [39] (Fig.11). Cell death, along with the 
release of pro-inflammatory cytokines such as IL-1b establishes a vicious and 
detrimental cycle of death [288]. Together, these findings put a different light on the 
proposed cytotoxic effect of HIV infection in CD4+ T cells. Rather, this is a unique 
example of a powerful innate immune defense mechanism that might be conserved 
during evolution to prevent HIV spread through a "form of cellular suicide".  
 
A more recent study tried to shed light on the susceptibility of different CD4+ T cell 
subsets to HIV infection using in vitro models.  It has been shown that blood CD4+ T 
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cells are in a more profound bystander state than their counterparts in lymphoid 
organs. Neither pyroptosis nor apoptosis could be detected when these cells are 
infected with HIV-1 [289]. As outlined above the restriction factor responsible for the 
block of HIV infection is SAMHD1 [290]. Lower expression levels of innate sensors, 
such as IFI16, STING, cGAS and also components of the inflammasome in peripheral 
blood compared to lymphoid tissue CD4+ T cells, might explain the differences in 
restriction of HIV-infection. Cell-free infection of peripheral CD4+ T lymphocytes 
might not be sufficient to produce enough viral DNA to trigger innate sensors and 
thus pyroptosis. Another mechanism such as exosome-mediated cGAMP release 
directly into the cytosol from infected surrounding cells [168, 291] could contribute to 
activate other innate sensors, such as STING, in CD4+ T cells. Further studies are 
needed to elucidate HIV sensing in different CD4+ T cell subsets.  
 
 

2.7.9 Negative regulation of STING-dependent innate response against 
HIV-1 

 
On the contrary to other viruses, it appears that HIV has evolved less efficiently 
escape mechanisms to avoid the host innate immune response but it has successfully 
evolved to exploit them to complete its life cycle [292, 293]. In fact, it has been 
demonstrated that HIV-1 exploits TREX1 exonuclease activity to escape the innate 
immune response mediated by the cGAS-STING axis. TREX1 is the most abundant 
DNase in mammals (also known as DNase III) and is ubiquitously expressed at high 
levels in immune cells [294]. It has been proposed that TREX1 may be part of the 
endoplasmic-reticulum-associated SET complex which binds to the HIV-pre-
integration complex to prevent viral DNA auto-integration, where TREX1 degrades 
bulk viral DNA. Experiments performed in Trex-/- MEFs showed that HIV-1 DNA is 
sensed and triggers type I IFN production even in absence of TREX1 [150]. 
Therefore, HIV-1 exploits TREX1 function in immune cells to exert a negative 
regulation on the intrinsic innate response. While formentioned finding in MEFs has 
been validated in human peripheral blood CD4+ T cells and monocytes-derived 
macrophages (MDMs) [150], proving its physiological relevance during HIV 
infection, and the role of TREX1 in human CD4+ T cells and DCs has not been 
demonstrated to-date. However, as described above, DCs are resistant to HIV-1 
infection due to SAMHD1-mediated depletion of the dNTP pool in the cytosol. 
Indeed, the absence of Vpx in HIV-1 could be evolutionarily interpreted as 1) the 
inability of HIV-1 to inhibit SAMHD1-mediated restriction or 2) the acquired ability 
of HIV-1 to avoid the antiviral response in SAMHD1 expressing cells. In any case, 
resting CD4+ T cells cannot be infected by HIV-1 due to their SAMHD1 activity, 
however it is not known why TREX1 does not prevent IFI16-mediated pyroptosis in 
non-permissive lymphoid CD4+ T cells.  
 
Another example of the ability of HIV-1 to take advantage of host restriction is 
NLRX1, which promotes HIV-1 infection in different cells, including macrophages 
and DCs. NLRX1 is a mitochondrial NOD-like receptor known to attenuate IFN 
signaling interfering with the RIG-I/MAVS and TRAF/IKK axis [295, 296], other 
than inducing ROS [297, 298] and autophagy [299]. NLRX1 was first identified as a 
host factor required for the early steps of HIV-1 infection in a siRNA-based screen 
[292], but its function in HIV-1 infection was not further studied. Recently a study 
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focused on understanding the kinetics of HIV dissemination and infection, using a 
rhesus monkey SIV mucosal infection model. The study reported that increased 
expression of NLRX1 correlates with decreased transcription of ISGs, in tissues 
positive for viral RNA [300]. Moreover, key antiviral ISGs were detected only at day 
10 after inoculation [300]. A second study elucidated the mechanism by which 
NLRX1 suppresses IFN-I production after HIV infection. Here, the authors propose 
that NLRX1 directly interacts with STING in the MAMs, which then blocks STING-
TBK1 association. Thus, NLRX1 is found to be a negative regulator of STING-
dependent antiviral signaling [301]. These findings partially address the question 
whether HIV-1 evolutionarily adapted to exploit host factors for its survival and 
contribute to clarify the complex puzzle of HIV-1 infection and pathogenesis in 
human immune cells.  
 

 Dual Impact of IFN-I on CD4+ T cells priming during 2.8
HIV infection 

 

2.8.1 Impact of IFN-I on CD4+ T cell polarization 
 
IFN-I is an important signal during T lymphocyte activation, since it contributes to 
CD4+ T cell differentiation into Th1 effector cells [6, 302]. Results from mouse 
models suggest that IFN-I is required for a fully functional T cell immune response 
against viruses that include CD4+ T, CD8+ T, B and NK cells [303]. In particular, the 
role of IFN-I in the generation of memory CD8+ T responses is well established in 
the ECMV model [304]. However, while triggering an antiviral state, large amount of 
IFN-I limit the amount of viral antigen, which in turn compromises its capacity to 
induce an adequate adaptive immune response. In fact, it has been shown that 
excessive and prolonged exposure to IFN-I can inhibit T cell functions [305, 306]. For 
instance, IFN-I can induce an anti-proliferative state and pro-apoptotic programs in T 
cells. Also, the expression of death receptors and their respective ligands, such as 
TRAIL, FAS and DR5, is positively regulated by IFN, and can lead to apoptosis of 
CD4+T, CD8+T and B cells [229, 307, 308].  
 
It is believed that the timing of IFN-I stimulation for CD4+ T cells is critical to 
determine whether CD4+ T cell survive and proliferate or become exhausted and die 
by apoptosis. It has been proposed that concomitant IFN-I and TCR signaling induces 
STAT-4 dependent pro-survival, proliferative and effector cell differentiation, [309, 
310]. On the other hand, if IFN-I signaling precedes TCR engagement, STAT-1-
dependent anti-proliferative and pro-apoptotic programs are induced [311-313].  
 
However, the impact of IFN-I on the quality of the resulting CD4+ T cell response is 
less clear. It was described that IFN-I modulated the quality and the shape of naïve 
CD4+ T cell polarization into Th0, Th1, Th2 or Th17 cells in vitro without abrogating 
their expected T-helper differentiation [314].  
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2.8.2 Impact of IFN-I on susceptibility to HIV- infection in CD4+ T 
cells 

 
IFN-I production can exert its antiviral activity in an autocrine and paracrine manner. 
In vitro experiments have shown that IFN-I can influence the infection efficiency of 
primary CD4+ T cells by HIV-1 and HIV-2 [131, 247, 314]. IFN-I induces hundreds 
of ISGs that encode for proteins, including restriction factors, which have been mostly 
studied for their impact on viral replication [112], as outlined above. Many of the 
known HIV restriction factors, for instance, are in fact also ISGs: MXB/MX2 [131, 
132], SAMHD1 [117, 118] and tetherin [315, 316]. However, which ISGs are 
responsible for inhibition of HIV infection in primary CD4+ T cells is still 
incompletely understood with MX2 not being sufficient to explain the overall 
inhibition. In addition to IFN-I, the susceptibility to infection is also dependent on the 
CD4+ T cell being a memory or effector cell [317, 318], or the in vitro polarization 
assay used to generate helper T cells in vitro [314]. In fact, it appears that cytokine-
dependent T cell polarization and the IFN-I response are intertwined: there is a 
subset-specific (context-dependent) effect of IFN-I on its ability to impact HIV-1 and 
HIV-2 infection [314]. In this work, IFN-I induced less efficient resistance of CD4+ T 
cells to HIV-1 and HIV-2 in a Th17 context [314]. Interestingly, Th17 cells are 
preferentially depleted in the gut during HIV-1 infection, consistent with the lack of 
an effective IFN-I [216]. 
 

2.8.3 IFN contribution to HIV immunopathogenesis 
 
In HIV infection, evaluating the positive or negative contribution of IFN-I remains a 
major question. It is likely that a dual scenario is triggered by IFN-I after HIV-1 
infection. While IFN-I production during the active phase, early after HIV-1 
infection, might induce partial protection due to a direct antiviral effect and ISGs 
induction, the persistence of the virus might lead to chronic IFN-I production that is 
thought to contribute to (or at least correlates with) the chronic overall immune 
activation state in HIV patients [319, 320]. Indeed, HIV-1 induced 
immunophatogenesis is characterized by high levels of IFN-I that are presumably 
mainly produced by pDCs [321]. Indeed, while HIV-1 poorly infects DCs [247] (as 
described previously), pDCs can sense cell-free virus or HIV-1 infected CD4+ T cells 
[322]. However, unlike myeloid DCs, sensing of HIV-1 by pDCs leads to the 
production of copious amounts of IFN-I and inflammatory cytokines. Interestingly, 
HIV-1 sensing does not trigger pDC maturation and consequently they cannot induce 
adaptive immune responses [323]. At the stage of chronic infection, HIV-specific 
CD4+ T lymphocytes display an impaired ability to produce cytokines such as IL-2 
and IFNγ, and unregulated exhaustion markers such as PD-1 and have decreased 
proliferative capacity [324-327]. 
 
Recently, the role of IFN-I was experimentally addressed in rhesus macaques during 
SIV infection [328]. This study reports that on one hand IFNAR blockade reduces 
antiviral gene expression, increases viral reservoir size and accelerates CD4+ T cell 
depletion and progression to disease. On the other hand, the sustained administration 
of IFN-I triggers desensitization to IFN-I with reduced antiviral gene expression and 
an accelerated loss of CD4+ T cells. Thus, IFN-I can have opposite effects. It is likely 
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that the timing, duration and the source of type I IFN during SIV, HIV-1 and HIV-2 
infection has a major effect on the disease outcome. 
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3 Rationale 
	  
Overall, the lab focuses on understanding the implication of the cGAS-STING innate 
immune signaling pathway in physiological processes or upon infection, in particular 
related to pathological condition as for HIV-1 and HIV-2 in DCs. A major question 
that arose from the initial work of the lab was that it is needed to better understand the 
subsequent CD4+ T cell responses in HIV-1 vs HIV-2 infection. To do so, efforts 
have been engaged to study both the in vitro priming of CD4+ T cells in HIV-1 vs 
HIV-2 conditions as well as to characterize the qualities of CD4+ T cells found in 
HIV-1 vs HIV-2 patients. The ultimate goal is to infer causal relationships between 
infection and sensing of the virus in DCs and the resulting properties of CD4+ T cells. 

The main objective of this thesis is to determine the impact of the activities of the 
innate sensor STING in CD4+ T lymphocytes, in normal and pathological conditions. 
More specifically we asked two questions: 1) Can innate immune sensing through 
STING in DCs can function as an extrinsic mechanism to confer resistance to CD4 T 
cells? 2) What intrinsic role does STING have in CD4+ T cells and how does it relate 
to viral infection? 

In order to determine the extrinsic role of STING in HIV resistance of CD4+ T cells, 
we setup a DC:T cell co-culture system to generate CD4+ T cells primed by HIV-2-
infected DCs (THIV-2), HIV-1-infected DCs (THIV-1), or DCs activated by a series of 
synthetic reference stimuli. First, we characterized the cells in terms of their 
susceptibility to infection and T helper polarization. Next, to determine the underlying 
molecular mechanisms we generated unbiased transcriptional profiles of the cells and 
a gathered a list of candidate resistance factors in CD4+ T cells. The results will be 
presented in a first chapter entitled “Regulation of adaptive immunity by HIV sensing 
in dendritic cells.” 
 
To address the cell-intrinsic role of STING in CD4+ T cells we studied CD4+ T cells 
harboring a STING gain-of-function mutation that has been identified in a non-
consanguineous Caucasian family in a recent report. Patients carrying the mutation 
showed elevated levels of type I IFN signature in the serum and revealed a reduced 
fraction of memory T cells compared to age-matched controls. We developed an in 
vitro model using CD4+ T cells transduced with STING WT or other STING mutants 
to determine the molecular biology behind STING activity in CD4+ T cells. To assess 
its function on T cell biology, we evaluated the effect of different STING mutants on 
T cell proliferation. Finally, to investigate the physiological role of STING in CD4+ T 
cells, we used CD4+ T cells from STING-KO mice and compared to their 
proliferative capacity to WT CD4+ T cells in response to TCR activation. The results 
are presented here as manuscript entitled “Intrinsic anti-proliferative activity of the 
innate sensor STING in T lymphocytes.”  



Silvia Cerboni – Doctoral Thesis - 2016  

	   38	  

4 Results 
	  

 Regulation of adaptive immunity by HIV sensing in 4.1
dendritic cells 

	  
Silvia Cerboni1, Santy Marques-Ladeira1, Mathieu Maurin1, Aurianne 

Lescure2, Elaine Del Nery2 and Nicolas Manel1 
	  
1Immunity	  and	  Cancer	  Department,	  Institut	  Curie,	  PSL	  Research	  University,	  
INSERM	  U932,	  75005	  Paris,	  France.  
2BioPhenics,	  Institut	  Curie,	  75005	  Paris,	  France.  
 
4.1.1 HIV-2, but not HIV-1, induces activation and type I IFN 

production in MDDC 
 
Since it is known that HIV-2 generally is better controlled by the immune system than 
HIV-1, we asked whether innate sensing by DCs contributes to achieve better virus 
control [160, 162-164]. Thus, we exposed MDDCs to HIV-1, HIV-2 or MVA or 
different ligands of nucleic acid sensors (poly(IC), poly(dG:dC), R848 as positive 
controls and measured the expression of the activation marker CD86 and production 
of pro-inflammatory cytokines. Confirming previous results [99, 247], we show that 
MDDCs become infected by HIV-2, but not HIV-1, using GFP-expressing 
lentiviruses (Fig.1A, C) 48hrs after infection. Accordingly, MDDCs upregulated 
CD86 in response to all control stimuli and HIV-2 but not to HIV-1 infection (Fig.1A, 
1B). Next, we determined whether CD86 expression correlates with induction of type 
I IFN by measuring it in culture supernatants 24 and 48hrs after stimulation using a 
luciferase reporter cell line. We show that high amounts of type I IFN are produced 
by MDDCs after stimulation with poly(IC), poly(dG:dC) and MVA but not R848 
(Fig.1D, 1E) already after 24hrs. Interestingly, MDDCs also produce type I IFN when 
infected with HIV-2 at 48 hours post infection but not upon HIV-1 infection.  
	  
To further delineate MDDC activation in our experimental model, we measured 
cytokine production by CBA at 48hrs. (1F-M). We confirm that MDDCs release high 
amount of the type I IFN-inducible cytokine IP-10 (Fig.1F), when stimulated with 
poly(IC), poly(dG:dC), MVA and HIV-2 while only moderate levels were detected in 
response to HIV-1 or R848 stimulation.  However, R848 induced significant IL-6 
(Fig.1G), IL-12p70 (Fig.1H) and TNF production (Fig.1I) while HIV-1 did not. 
MDDCs did not produce IL-10 and IL-1β in response to any of the used stimuli 
(Fig.1J, 1K). In conclusion, while HIV-1 had no measurable effect on activation and 
cytokine production by MDDCs, HIV-2 infection activated MDDCs similar to 
poly(IC), poly(dG:dC), MVA, but distinct from R848. Importantly HIV-2 infection 
also led to type I IFN production, although at later time points than control stimuli. 
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FIGURE 1 
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Fig. 1: MDDCs profile after infection or stimulation.  

(A) CD86 and infection (GFP) profile in MDDCs 48 hrs after infection with 
HIVGFPenv-nef-(G) or HIV2ROD9∆env∆nefGFP+(G) or stimulation with control 
stimuli (representative sample).  
(B) CD86 expression as in (A) (n=8 and mean ± sem, one way ANOVA test, 
Dunnett’s correction, ns= not significant and ***/****p< 0,0001).  
(C) Infection profile (%GFP) of HIVGFPenv-nef-(G) or 
HIV2ROD9∆env∆nefGFP+(G) in MDDCs after 48 hrs (n=8 and mean ± sem).  
(D) Type I IFN activity in supernatant of MDDCs 24 hrs or (E) 48 hrs after infection 
or stimulation as in (A) (n=4 and mean ± sem).  
(F-M) Cytokines concentration in the supernatant of MDDCs 48 hrs after infection or 
stimulation (n=4 and mean ± sem, Mann Withney test ns= not significant, *p< 0,05). 
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4.1.2 HIV-2-infected MDDC protect CD4+ T cells from subsequent HIV 
infection 

 
In order to test whether the differential effects on DC activation by HIV-1 or HIV-2 
have an impact on subsequent HIV infection of CD4 T cells, we set-up a novel in 
vitro co-culture system. Briefly, MDDCs activated with HIV-1, HIV-2 or control 
stimuli were co-cultured with naïve, allogeneic CD4+ T cells. After 8 days, T cells 
were challenged with different HIV variants and protection from infection was 
measured as the decrease in virus-infected, GFP expressing cells compared to control 
conditions 48hrs post challenge. Strikingly, we found that T cell susceptibility to HIV 
infection strongly depended on which stimulus had been used for MDDC activation. 
In particular, we show that, while CD4+ T cells that had been exposed to poly(IC), 
poly(dG:dC), MVA  or HIV-2 stimulated MDDCs had become less susceptible to 
HIV infection, MDDCs infected with HIV-1 or R848 had no protective effect on 
CD4+ T cells which remained highly susceptible to HIV challenge (Fig.2A-C). To 
determine whether the type I IFN produced by MDDCs after HIV-2 sensing had an 
effect on CD4+ T cells, we measured MX1 and OAS1, two IFN-induced genes, in 
CD4+ T cells by qPCR in a representative donor (Fig.2D, 2E). We demonstrate that 
the two ISGs are induced in naïve CD4+ T cells by co-culture with allogeneic 
MDDCs stimulated with HIV-2 or poly(IC), poly(dG:dC), MVA, but not with HIV-1 
or R848. We confirmed these results on the protein level in CD4+ T cells using 
intracellular staining (Fig.2F). Highlighting the link between MX1 upregulation and 
protection from infection we found a negative correlation between the susceptibility 
to infection and the MX1 expression in CD4+ T cells in our experimental model 
(Fig.2G). Finally, using a cocktail of neutralizing antibodies for type I IFN we could 
decrease MX1 expression to basal levels in CD4+ T cells in all the conditions 
(Fig.2H), suggesting that type I IFN produced by MDDCs in response to HIV-2 or 
poly(IC), poly(dG:dC), MVA sensing plays a major role in shaping CD4+ T cell 
susceptibility to HIV infection. 
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FIGURE 2 
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Fig.2 MDDCs-mediated CD4+ T cells susceptibility to HIV challenge 

(A-C) Normalized infection (GFP+) in alive CD4+ T cells 48 hrs after challenge with 
indicated viruses (n=8 and mean ± sem).   
(D) Quantitative measurement of OAS1 and (E) MX1 gene expression related to 
actinβ in CD4+ T cells 8 days after co-culture with MDDCs in different conditions as 
reported (one representative donor).  
(F) Intracellular MX1 expression as in (D) (n=8 and mean ± sem, Withney test, ns= 
not significant, *p< 0,05 and **p< 0,01).  
(G) Correlation between normalized intracellular MX1 expression and infection 
(%GFP) in CD4+ T cells, 8 days after co-culture and 48 hours after challenge 
respectively, in different conditions as reported (n=8 and mean ± sem, Spearman rank 
test, ****p< 0,0001 and  r = 0,7337).  
(H) Intracellular MX1 expression in CD4+ T cells 8 days after co-culture with 
MDDCs in presence of type I IFN neutralization in different conditions as reported 
(n=8 and mean ± sem, two-tailed t test, ns= not significant, *p< 0,05 and **p< 0,01).  
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4.1.3 Helper function profile of CD4+ T cells  
 
To examine whether the susceptibility of CD4+ T cells to HIV-infection correlated 
with a bias in effector T cell differentiation, we sought to measure the T helper profile 
resulting from the MDDC:CD4+ T cell co-cultures. We re-stimulated T cells with 
Ionomycin/PMA and performed intracellular cytokine staining (IS) for IL-21 and 
IFNγ. CD4+ T cells had increased IFNγ production after co-culture with MDDC from 
all stimulation conditions (Fig.3A) while IL-21 was only produced by T cells that had 
been activated by R848 stimulated DCs (Fig. 3B). Similar results were found 
analysing culture supernatants using CBA and on the RNA level using data from 
microarrays from co-cultured naïve CD4+ T cells (Fig.3C, D). In all experiments, no 
significant changes in other T helper cell associated cytokines were observed (e.g. IL-
4, IL-10, IL-13, IL-17, Fig. 3C). Interestingly, the expression of IFNγ positively 
correlated with MX1 levels, suggesting that the observed Th1 profile is a direct 
consequence of the type I IFN production by MDDCs (Fig.3E). 
Overall, our data demonstrate that resting naïve CD4+ T cells can acquire a resistance 
to HIV infection as a result of their priming by DCs stimulated with specific innate 
signals. This resistance correlates with the expression of standard interferon-
stimulated genes, MX1 and IFNγ expression. We thus term this profile Tantiviral, as a 
reference to the described Th helper subsets [7]. 
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FIGURE 3 
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Fig.3 Helper function profile of CD4+ T cells  

(A) Intracellular IFNγ expression in CD4+ T cells 8 days after co-culture with 
MDDCs in different conditions (n=4 and mean ± sem).  
(B) Intracellular IL21 expression as in (A).  
(C) Heat-maps (colour scale) based on the distribution of the different values of the 
selected cytokines in microarray and intracellular staining (different donors in 
microarray and IS).  
(D) Correlation analysis with Pearson distance represented by % as in (C).  
(E) Correlation between MX1 and IFNγ expression value in microarray in CD4+ T 
cells, 8 days after co-culture in different conditions as reported (n=8 and mean ± sem, 
Spearman rank test, ****p< 0,0001 and r = 0,6649).  
	    



Silvia Cerboni – Doctoral Thesis - 2016  

	   47	  

	  

4.1.4 Infection resistance of CD4+ T cells is associated with the 
induction of type I IFN regulated genes 

	  
Next, we sought to generate the unbiased transcriptional profile of the CD4+ T cells 
obtained by our priming system, in order to discover possible candidates genes 
participating in the MDDC-mediated protection from HIV infection. We generated 
Affymetrix data on RNA of sorted T cells 8 days after co-culture from 8 donors (D1-
D8). Using Volcano-plots we evaluated the distribution of differentially expressed 
(DE) genes for each condition over NS (Fig.S1). While no genes were found to be 
differentially regulated between THIV-1 and the NS condition (Fig.S1) we obtained 943 
genes differentially expressed in one or more conditions compared to the NS group 
(Fig.S2A,B). We used these 943 DE genes for unsupervised clustering into modules 
using the WGCNA algorithm finding 6 modules. Module 1 contained genes that were 
differentially regulated in all stimuli associated with HIV infection resistance 
including HIV-2. Genes of module 2 and 5 showed a similar pattern of regulation but 
were found to be unchanged in the HIV-2 condition. Module 3 and 4 were specific to 
regulation in response to R848 or IFNα, respectively. Finally, genes in module 0 are 
the left over genes (Fig.S3). Given our interest in the genes involved in HIV-2 
mediated resistance to HIV infection, we decided to focus our further analysis on 
module 1 (Fig.3A). Using a functional analysis, we found module 1 genes mainly to 
be associated with the immune response, the response to virus, antiviral defence and 
cytokine activity (Fig.3B). Interestingly, we identified MX1 as part of module 1 and 
as MX1; many other genes have also previously been shown to be regulated by type I 
IFN. 
To confirm that module 1 was indeed representing a type I IFN signature we analysed 
the transcriptional regulation of module 1 genes. Using the web-tool oPOSSUM 3.0 
and Pscan we calculated the over-representation of conserved transcription factor 
binding sites. We found that Module 1 genes were enriched for binding sites of the 
transcription factors belonging to the IRF and STAT families, two families that have 
been best described to regulate a type I IFN signature (Fig. 3C, 3D).  
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Fig.4 Module 1: IFN-I signature MX1 like-pattern of expression in CD4+ T cells 

(A) Heat-map of the Z-score for normalised expression values of genes in module 1. 
Z-score is performed to improve the colour contrast of the normalised expression 
values due to the variation range of these values (genes are ordered by Pearson 
distance and Ward methodology). 
(B) Representation of the 10 best GO terms for GSEA and HOMER tools, selected on 
P-value and represented -log10(P-values).  
 
(C) Representation of the Transcription-Factors analysis for module 1 of WGCNA 
clustering on a distance of -2000 bp before the promoter region of the genes through 
oPOSSUM web-tool (The dashed line represents the threshold used to select 
significant transcription factors = mean + 1 standard deviation).  
(D) Representation of the best 10 TFs for module 1 of WGCNA clustering on a 
distance of -500 bp before the promoter region of the genes through P-scan web-tool.  
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4.1.5 Identification of candidate resistance genes controlling CD4+ T 
cell susceptibility to infection 

 
We hypothesized that some of the genes responsible for the increased resistance to 
HIV-infection (Fig.2A-C) following HIV-2 infection would be correlated at the gene 
expression level with MX1, and that we could thus generate a list of candidate 
resistance genes.	  We used multiple criteria (k-means occurrence clustering algorithm 
and correlation score to MX-1 patter of expression overall the stimuli) to generate a 
list of resistance candidate genes with an MX1 like expression profile (Fig.3A). 
Overall, we selected 386 genes as candidate resistance factors of which 47% are new 
candidates that do not appear in Schoggins’s screen list (Fig.S4A) [112]. 	  
 
To determine which genes could be resistance factors of HIV infection, we moved to 
a siRNA-based, high-throughput screening approach. We individually silenced all 386 
candidate resistance genes using 3 different siRNAs per gene in HIV-surrogate 
infected human RPE-1 target cells in presence or absence of IFN-α2a treatment. As 
readout for infection, GFP fluorescence intensity in the nucleus was measured. First 
we verified that RPE-1 cells treated with type I IFN become 10 time less susceptible 
to HIV infection demonstrating the suitability of using RPE-1 cells instead of primary 
CD4+ T cells for the screening approach (Fig.4A).  
	  
We proceeded by generating a heat-map of the number of nuclei for each well for 
each siRNA (Fig.4B). GFP intensities were then normalized for each well for all the 
plates in order to be able to compare them (Fig.4C). As expected, we found that GFP 
intensity, as measure of infection, was completely abrogated by silencing GFP 
expression with sieGFP (Fig.4C position A19, A20) and rescued by silencing type I 
IFN receptor expression with siIFNAR1 (Fig.4C position P15). 
Calculating the mean value for the 3 siRNAs for each gene we could generate a final 
representation of the preliminary candidate genes sorted from high to low GFP 
intensity (Fig.4D). Focusing on the top 34 genes, we found expected resistance 
candidate genes, genes already present in Schoggins’ list, and unexpected genes 
(Fig.4E). Further analyses are required to validate the identified, putative resistance 
genes one by one in primary CD4+ T cells.  
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FIGURE 5 
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Fig.5 Candidate HIV resistance genes siRNA-based screening.  

(A) Infection (%GFP) in RPE-1 cells 48hrs after challenge with HIVGFPenv-nef-(G) 
(right panel) or HIV-surrogate (left panel) when RPE-1 where treated with different 
doses of IFN-α2a 24hrs prior to HIV challenge (one representative experiment).  
(B) Heat-map of the number of nuclei per condition in 386 wells/plate.  
(C) Heat-map of the normalized GFP intensities calculated in the nuclei for each of 
the 386 siRNAs (one representative plate).  
(D) Representation of mean GFP intensities of the 3 siRNA per gene (386 antiviral 
candidate genes in total) sorted from high (siIFNAR1 in red) to low (sieGFP in blue) 
GFP intensities.  
(E) Representation of the mean GFP intensities of the first 34 genes based on the 
preliminary analysis.  
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  FIGURE S1 
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Fig.S1 Volcano plot of distribution of differentially expressed genes between the 
experimental and NS condition in CD4+ T cells.  

Each volcano-plot computed from the results of the differential expression analysis 
versus NS condition.  Each dot coordinate corresponds to the log2(Fold-Change) and 
the - log10(Adjusted P-value) of a specific gene (all 43686 probes are represented). 
The most up-regulated genes located on the upper right corner of the volcano, with 
the highest positive Fold-Change and the lowest adjusted P-value; whereas the most 
down-regulated genes are on the upper left corner, with the highest negative Fold-
Change and the lowest adjusted P-value. 
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 FIGURE S2 
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Fig.S2 Heat-maps on the 943 differentially expressed genes (DE) versus NS 
condition.  
DE selected with an adjusted P-value < 5% and a -1 > log2(Fold-Change) >1. Genes 
ordered by Pearson distance and Ward methodology. (A) Heat-map of the Z-score for 
normalised expression values of the genes (Z-score performed to improve the colour 
contrast of the normalised expression values due to the variation range of these 
values). (B) Heat-map of the log2(Fold-Change) of these genes, no Z-score is 
performed (red in the colour scale corresponds to up-regulated genes and blue to 
down-regulated genes). 
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FIGURE S3 
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Fig.S3 Modules 0-5.  

Enrichment of the Weighted Correlation Network Analysis clustering modules (0-5) 
by stimuli on the 1033 probes differentially expressed (ajusted P-value < 5% and -1 < 
log2(Fold-Change) > 1). The enrichment is separated for up and down-regulated 
responses (%).  
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Fig.S4	  Candidate	  HIV	  resistance	  genes	  in	  CD4+T	  cells.	  	  
(A) Vann-diagram of our list of candidate resistance factors and Schoggins’s list.  
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4.1.6 Materials and Methods 
	  
Cells  
293FT and HL116 were cultured as previously described [99]. Human peripheral 
blood mononuclear cells were isolated from buffy coats from normal human donors 
(approved by the Institut National de la Santé et de la Recherche Médicale ethics 
committee) using Ficoll-Paque PLUS (GE). Naïve CD4+ T cells enrichment was 
performed with EasySep Human Naive CD4 T cells Enrichment kit (STEM CELL 
#19155) prior to sort naive CD4 T cells (CD4+, CD27+, CD45RO–, CD25–, CD8–, 
CD14–, CD16–, CD19–, CD123–) with MoFlo Astrios (Beckman Coulter). Sorted 
naïve CD4+ T cells purity were superior to 98%. Cells were then labeled with 
CPD670 (eBioscience#65-0840-85), counted and resuspended at 10e6/ml in RPMI 
glutamax, 10% decomplemented FBS, 10 mM HEPES (Invitrogen), Penicillin-
Streptomicin, Gentamicine 50 µg/ml (Invitrogen) and incubate at 37°C overnight. 
Monocytes were freshly isolated from blood of healthy donors and cultured as 
previously described [168]. 
 
Plasmids 
Expression plasmids psPAX, CMV-VSV-G were previously described [329]. 
HIVGFPenv-nef- was derived from HIV-GFP. It encodes for Vpr+Vif+Vpu+. Env is 
mutated by insertion and GFP is in Nef. HIV2ROD9∆env∆nefGFP+ pseudotyped was 
kindly provided by Yamashita M. from Emerman M.’s lab. X4GFP (HIV-1NL4-3) is 
replicative competent nef-, replaced by GFP. pTRIP-SV40-GFP VSVG was used as 
HIV-surrogate in the siRNA-based screening.  
 
Viral production in 293FT 
293FT cells were transfected for virus production as previously described [99]. 
 
Allogeneic co-culture of MDDCs with naïve CD4+ T cells 
At day 4 of MDDC differentiation, cells were harvested, counted, and resuspended in 
fresh media at 0,25 million/ml with 5 µg/ml polybrene and GM-CSF 5ng/ml, and 100 
µl was aliquoted in round-bottomed 96-well plates. For infection, 100 µl of 
HIVGFPenv-nef- pseudotype VSVG (G) or HIV-2ROD9∆env∆nefGFP+ (G) were 
added. For control stimuli, 100µl of poly(IC) 1µg/ml (Invivogen#tlrl-pic), R848 
1µg/ml (Invivogen#tlrl-r848), MVATG N33P 4x10e5 pfu/ml, poly(dG:dC) 600 ng/ml 
(Invivogen#tlrl-pgcn) or fresh media (NS= not stimulated) were used. MDDCs were 
infected or stimulated for 3hrs then cells were centrifugated, harvested and 100µl of 
X-VIVO 15 were added. Twenty-four hours after stimulation/infection of MDDCs, 50 
10e4 resting CD4+ T cells were co-cultured with 25 10e4 heterologous 
infected/stimulated MDDCs in 96-well U bottom plates with AZT 10µM. IFN-α2a 
1000 U/ml (Invitrogen) was added at the time of co-culture as independent condition. 
For microarray, 8 days after co-culture CD4+CD3+DCSIGN- cells were sorted in 
Aria (BD Bioscience). Cells were then centrifugated 5 minutes at 300g and the pellet 
used for RNA extraction (Quiagen#217087) to generate microarrays data. For 
cytokines intracellular expresson analysis, eight days after co-culture, cell were 
collected, counted and resuspended at 2 10e6/ml. 100µl of cells per condition were 
stimulated with PMA 50ng/ml (SIGMA#P8139), Ionomycin 500ng/ml 
(SIGMA#I0634) and Brefeldin A 5µg/ml (SIGMA#B7651) for 5 hours. For cytokines 
production in the supernatant, eight day after co-culture, cell were collected, counted 
and resuspended at 1 10e6/ml in fresh X-VIVO 15. 200µl of cells were stimulated 
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with dynabeads anti-CD3/anti-CD28 at cell:bead 2:1 ratio (Life 
Thecnologies#11161D) for 24 hrs. After 24 hrs, supernatant was collected for 
LUMINEX analysis.  
 
Type I IFN neutralization  
For type I IFN neutralization experiments, a cocktail of B18R (3µg/ml, eBioscience), 
anti-IFNß (2,5 µg/ml, eBioscience), anti-IFNα (1,2µg/ml, eBioscience), anti-IFNAR 
(0,6µg/ml, Millipore) was added in all the MDDCs conditions 1 hour before to start 
the co-culture with naïve CD4+ T cells, and maintained during the course of the 
experiment until day8 of co-culture. 
 
CD4+ T cells challenge 
Eight days after co-culture, CD4+ T cells were collected, counted and resuspended at 
1 10e6/ml in X-VIVO 15. 100 µl of cells were plated in new 96-well U bottom and 
infected with 100µl of the indicated viruses with 8µg/ml of polybrene. 48 hours after 
infection, cells were stained and analyzed by flowcytometry.  
 
Flow cytometry analysis of human CD4+ T cells 
For cytokines intracellular expression analysis, cells were centrigugated for 5 minutes 
at 300g and wash one time with 1x PBS (Gibco). Cells were then incubated in 50µl of 
1x PBS were Aqua Dead cell staining was diluted (Fisher Scientific#L349557). Cell 
were incubated 30 minutes at RT. After one wash with 1x PBS, cells were fixed with 
100µl/well of IC Fixation Buffer (eBioscience) for 30 minutes at room temperature 
and then permeabilized with 200µl of 1X Permeabilization Buffer (eBioscience) at 
room temperature. Cells were then centrifugated at 1700g for 3 minutes. Cells were 
incubated for 30 minutes at room temperature in 50µl of 1X Permeabilization Buffer 
were anti- human IFNg PE-Cy7 (clone 4S.B3, eBioscience), anti-human IL-21 PE 
(clone 3A3-N2.1, BD) or Isotype controls (PE-Cy7 eBioscience#25-4714; PE 
BD#551436) were diluted. Cells were washed in 200 µl of 1X Permeabilization 
Buffer and resuspended in FACS buffer prior to acquisition. For intracellular MX1 
expression analysis, cells were fixed with 100µl/well of IC Fixation Buffer 
(eBioscience) for 30 minutes at room temperature and then permeabilized with 200µl 
of 1X Permeabilization Buffer (eBioscience) at room temperature. Cells were then 
centrifugated at 1700g for 3 minutes. Cells were incubated for 30 minutes at room 
temperature in 50µl of 1X Permeabilization Buffer were anti-MX1 antibodies (Abcam 
Ab95926) or Normal Rabbit IgG (Life Technologies) were diluted. Cells were 
washed in 200 µl of 1X Permeabilization Buffer and incubated for 30 minutes at room 
temperature with secondary antibody F(ab')2 Fragment Donkey Anti-Rabbit IgG 
(H+L) Phycoerythrin R-PE (Jackson Immuno Research). For challenge experiments, 
cells were centrigugated for 5 minutes at 300g and wash one time with 1x PBS 
(Gibco). Cells were then incubated in 50µl of 1x PBS where Aqua Dead cell staining 
was diluted. Cell were incubated 30 minutes at RT. Cells were washed and 
resuspended in FACS buffer before to be acquired on a FACSVerse (BD) flow 
cytometer and analyzed in FlowJo. 
 
Flow cytometry for dendritic cells 
Cell surface staining was performed in PBS, 1% BSA (Euromedex), 1mM EDTA 
(GIBCO), 0.01% NaN3 (AMRESCO). The antibody anti-human CD86 PE (clone 
IT2.2, eBioscience) was used to the cells for 15 minutes at 4°C, washed for two times 
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and fixed in 1% paraformaldehyde (Electron Microscopy Sciences). Data was 
acquired on a FACSVerse (BD) flow cytometer and analyzed in FlowJo. 
 
Type I interferon and Cytokines quantification 
For MDDCs, cytokines concentration was measured with a Human IP-10, IL-6, IL-
12p70, IL-10, IL-1b or TNF cytometric assay (BD) according to the manufacturer’s 
protocol. Data was acquired on a BD FACSVerse (BD) flow cytometer and analyzed 
in FCAP Array (BD). Type I IFN measurement was performed using the HL-116 as 
previously described [99]. For CD4+ T cells, cytokines concentration was measure 
with human Luminex Multiplex assay (HTH17MAG-14K-21 cytokines, Millipore) 
according to the manufacturer’s protocol. Data was acquired and analyzed in Bioplex 
200 LUMINEX (Biorad).   
 

Microarrays 
The data was obtained with Affymetrix® Human Gene 2.1 ST technology. The raw 
data files were collected for the 8 conditions (NS / HIV-1 / R848 / polyIC / HIV-2 / 
poly(dGdC) / MVA / IFNα) for 8 donors (= 64 samples). Microarray analyses were 
processed with R (version 3.0.0) using packages from Bioconductor. The quality 
control was performed using ArrayQualityMetrics [330] package detecting 3 samples 
as outliers (polydGdC for donor #8 / IFNα for donors #2 and #5). We also removed 
all the samples for donor #1 due to technical issues (total of 53 samples). Data was 
normalized using the Robust Multi-array Average algorithm from the Oligo [331] 
package. Annotation of the probes was done using the annotation updated file 
(2015/03/27) for Human Gene 2.1 ST Arrays from the Affymetrix website. To 
compare the responses between the samples we performed differential expression 
through Limma [332] package using NS (= non stimulated) as the control. A threshold 
of an adjusted P- value below 5% and a -1 > log2 (fold-change) > 1 for the 
differential expression was decided using volcano-plots (n = 1033 probes). For 
representation we selected the most variant probe when multiple probes were linked 
to the same gene (DE = 943 genes). We represented the summarized gene expression 
level and the log2(fold-change) of these genes using heat-maps with Made4 [Ref4] 
package. A PCA was also done using the summarized gene expression level of these 
probes for all the stimuli with the function included in Made4 [333] package. We 
performed a clustering on the differentially expressed probes using the WGCNA (= 
Weighted Correlation Network Analysis) from WGCNA [334] package. We identify 5 
modules (module 0 = left over genes) on which we performed further analysis as 
gene-ontology enrichment and transcription factor motifs over-representation. To be 
able to compare results we used the web-tool GSEA [335] and HOMER software 
[336] for gene-ontology enrichment. In the same manner, we used for transcription 
factors motifs over-representation the web-tool oPOSSUM3 [337] and the web-tool 
Pscan [338]. 

 
siRNA-based screening 
CELL CULTURE: RPE-1 cells were cultured in DMEM-F12 (Gibco Life 
Technologies); supplemented with 10% fetal bovine serum (Life Technologies), 0.01 
mg/ml Hygromycin, 1% L-Glutamin and 1% Penicillin/Streptomycin (Life 
Technologies), at 37°C and 5% CO2. For cell passages, cells were washed once with 
PBS and detached with trypsin-EDTA (Life Technologies) for 5 minutes at 37°C. 
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Cells were found to be mycoplasma negative by biochemical assay detection using 
MycoAlertTM Mycoplasma Detection Kit (Lonza). For replicate experiments, cells 
were thawed 5 days before seeding and passed once. The same batch of cryopreserved 
cells was used for both replicates. Cells were counted with a T4 Cellometer cell 
counter (Nexcelom). 

PIPELINE STEPS VALIDATION: We optimized the siRNA transfection 
conditions using 2 different types of custom pre-designed siRNAs (Select and 
Silencer Select) from Ambion (Thermo Fisher Scientific) and a reference from 
Eurogentec. Transfections were performed using control siRNAs (10 nM final 
concentration) that targeted KIF11 (kinesine family member 11) and GM130 to assess 
efficacy and toxicity. Controls also included transfection mix (OptiMEM + Interferin) 
without siRNA. Cell viability and GM130 silencing was determined 72 hrs after 
transfection using DAPI and GM130 staining. The optimal transfection conditions 
were defined within the siRNA type that gave the best efficiency versus toxicity ratio 
in several independent experiments. Assay design and optimization also included 
virus titration (in GHOSTX4R5 cell line), optimization (maximal infection frequency) 
and the antiviral activity induced by IFNα2a titration. All the assay steps have been 
miniaturized in 384-well plates, including pipetting volumes calibration and solutions 
preparation to adapt the set up assay to a larger scale experiment. Robotics scripts 
have been developed and calibrated in order to allow a fully automated screening 
pipeline. Several experiments have been made to ensure that robotic handling for each 
experiment step was not affecting cell adhesion and giving coherent results as 
compared to experiments that have been previously performed in a bench-like 
process. 

SCREENING WORKFLOW:  

1. Cell seeding (morning). Cells were plated in 384-well plates (Viewplate-384 
Black, 6007460 Perkin Elmer) at a density of 600 cells/well using MultiDrop 
combi (Thermo Fisher Scientific), in 40µl of media.  

2. siRNAs transfection (afternoon).  RPE-1 cells were transfected with a single 
10nM siRNA (Ambion) diluted in a mix of 20µl of OptiMEM (Life 
Technologies) and 0.05µl of Interferin reagent (Polyplus Transfection). A total 
of 1,158 siRNAs have been transfected using an Evo 150 with MCA384 
(Tecan). siKIF11, siSel_NC1 and siGL2 were used as transfection controls 
and were present in columns 1, 2, 23, 24 of each screen plates and in an 
additional control plate where they were meshed (Eurogentec). 

3. Interferon treatment: 24 hrs after transfection cells were induced with IFN-α2a 
at a final concentration of 10000U/ml (ImmunoTools, Cat.n° 11343504, Lot. 
353970). Interferon was diluted into media and 30µl of the mix was 
transferred to each well with the MCA384 head (Tecan). 

4. HIV-surrogate infection: 24 hrs after interferon treatment, media was removed 
and 60µl of the HIV surrogate (pTRIP-SV40A-GFP-psPAX2 (G)), diluted 
1.24X and then 1:2 into media with 8µg/ml protamine, was added to the plates 
with the MCA384 head (Tecan). HIV surrogate titer was 8,8.105 i.u./ml and 
measured in GHOSTX4R5 as previously described in [99]. Cells were then 
incubated 48 hrs prior to fixation. 

5. DAPI staining and image acquisition. Cells were fixed with 4% of 
formaldehyde (Sigma-Aldrich) for 15 minutes and nuclei were stained with 
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0.2µg/ml DAPI. Images of DAPI and GFP channels (4 fields per well) were 
acquired with an INCell 2000 automated wide-field system (GE Healthcare) at 
10x magnification (Nikon 10X/0.45, Plan Apo, CFI/60), leading to 15,360 tiff 
images per replicate experiment. Two independent experiments were 
performed for each treatment. 

QUALITY CONTROL: Transfection quality control was performed on controls of 
all plates for each replicate. Cell count feature, quantified with the IN Cell Analyzer 
workstation 3.7 software, was used for assessing transfection efficiency. For each 
plate a beta factor was calculated to assess for the differential effect of the 2 control 
siRNA populations (KIF11 and siSel_NC1 / siGL2) on cell proliferation (Cell count 
measurement was used). A beta score above 3 indicates a good separation between 
the 2 populations hence good transfection efficiency. 

For all plates of the two replicates, the transfection efficiency was assessed with the 
statistical parameter defined as Beta factor (β) that is computed as the dynamic range 
of the assay (i.e. the absolute difference between mean cell phenotype for a given 
negative control and positive control) divided by the sum of the covariance between 
the two groups as defined: 

 

β was computed using siKIF11 as positive population and siSel_NC1 (for library 
plates) and siGL2 (for BFX external control plate. A β close to 3.0 is considered as a 
good transfection efficiency, which is the case of the screening), performed.  

ANALYSIS: Image analysis was performed using Fiji software. For each field in 
each well, nuclei were segmented using auto-threshold (Triangle method) after 
background subtraction (20 px radius). Then corresponding intensities were measured 
for each nucleus on the GFP image.  
Plates analysis was then achieved using R software. First, heat-map of the number of 
cells per well was generated for each plate. Then, GFP intensities normalization was 
performed to allow comparison of data from different plates in the screen. Briefly, for 
each plate, the mean GFP intensity was computed and corrected to the mean value for 
all the plates. Finally we realized heat-map of the normalized intensities. We also 
performed heat-map of the percentage of GFP positive (“rescue”) cells per well. To 
do so, an intensity value of 150 was used as threshold after normalization. This 
threshold value was determined according to the distribution of the GFP intensity in 
control conditions, in detail siIFNAR1 (P15 in 384 wells/plate) as positive “rescue” 
control and siSel_NC1 (A22 in 384 wells/plate) as a negative control. 
As a final representation, mean of GFP intensity was plotted for each silenced gene, 
as the mean of 3 different siRNA per gene for 2 replicates. 
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Abstract: 
Activation of the cyclic dinucleotide sensor, stimulator of interferon genes (STING), 
is critical for interferon and inflammatory gene expression during innate immune 
responses. The role of STING in adaptive immunity, however, is still unknown. Here, 
we show that STING activation reduces the proliferation of CD4+ T lymphocytes. 
This activity is independent of TBK1 and IRF3 recruitment and of type I interferon, 
and requires a distinct domain of innate activation in STING. Inhibition of cell 
proliferation by STING requires its re-localization to the Golgi apparatus and causes 
mitotic errors. CD4+ T lymphocytes from patients carrying constitutive active 
mutations in STING have impaired proliferation and reduced numbers of memory 
lymphocytes. Therefore, STING, a critical innate sensor, also functions intrinsically 
in cells of the adaptive immune system to inhibit proliferation. 
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Introduction 
Innate control of adaptive immunity relies on the paradigm that activation of 

innate sensors in specialized cells leads to extrinsic signals, such as cytokines, that 
instruct lymphocytes for adaptive immunity [339]. However, innate sensors may 
adopt distinct activity when they function intrinsically in cells of adaptive immunity, 
such as T cells. The inflammasome receptor NLRP3 was recently identified as a 
transcription factor for Th2 cells, although this activity was not linked to the 
activation of NLRP3 [340]. Here, we examined the activity adopted by STING in 
CD4+ T cells. 

STING is a receptor for cyclic di-nucleotides such as 2’3’-cGAMP produced 
by cGAS in response to cytosolic dsDNA [43, 55, 341]. STING activation induces its 
relocation from the endoplasmic reticulum to the Golgi [50]. During this process, 
STING recruits the non-canonical IκB kinase TBK1, which phoshorylates serine 366 
in the C-terminal tail (CTT) of STING, generating a platform for IRF3 recruitment 
and phosphorylation by TBK1 [83]. STING also activates NF-κB through a poorly 
resolved mechanism, although TBK1 has also been implicated [68]. Phosphorylated 
IRF3 and NF-κB subsequently induce type I interferon and inflammatory gene 
expression. In dendritic cells (DCs), STING activation additionally induces 
expression of co-stimulatory molecules, leading to cell maturation and launching of 
adaptive immunity [342]. 

Monogenic immune dysregulation syndromes have been instrumental in the 
understanding of the contribution of individual proteins to immunity. Genetic defects 
in components of the innate nucleic acid sensing and signaling pathway leading to an 
increase in the production of type I interferons have been identified and grouped as 
interferonopathies [146]. The disease phenotypes associated are broad affecting 
several organ systems, and have been classified as auto-inflammation (RNASEH2, 
ADAR, DDX58, TMEM173), infection (STAT1-GOF, C1Q, C1R, C1S, C4, CYBB, 
NCF1, NCF2), autoimmunity (TREX1, PSMB8, IFIH1, ACP5), and malignancy 
(SAMHD1) [343].This suggests that the implicated proteins could have non-redundant 
functions distinct from their described role in type I interferon production and nucleic 
acid sensing.  

Activating mutations in TMEM173 (STING) have been described in humans 
leading to a severe early-onset inflammatory disease characterized by interstitial lung 
disease and vascular skin disease particularly targeting the extremities [103, 104]. The 
reported mutations lie in the dimerization domain and were proposed to mimic the 
effect of 2’3’-cGAMP binding. STING with activating mutation was reported to be 
localized in the Golgi at steady state in the absence of ligand stimulation and to 
induce constitutive type I interferon expression in cell lines. Accordingly, circulating 
type I interferon and inflammatory cytokines have been detected in these patients. 
Interestingly, alteration in the immunological phenotype such as lymphopenia and 
leukopenia in patients with STING activating mutations were also observed [103, 
104]. Here, we show that patients carrying an active mutation in STING have a T cell 
imbalance, and we leverage this finding to show that STING adopts an anti-
proliferative activity in CD4+ T cells. 
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Results 
Clinical parameter analysis of patients carrying activating STING mutations 

revealed a peripheral T cell compartment imbalance characterized by an increased 
fraction of naive CD4+ and CD8+ T cells and a reduced fraction of memory cells 
(Fig. 1A, Supplementary Table 1). This raised the possibility that STING may have 
activities in lymphocytes. We focused on CD4+ T lymphocytes obtained from healthy 
donors and examined the expression of STING and upstream sensors cGAS and IFI16 
at the protein level. STING was expressed at similar levels in resting naive and central 
memory CD4+ T cells, while cGAS and IFI16 were more expressed in memory cells 
(Fig. 1B). We followed protein expression during activation of naive CD4+ T cells in 
vitro. STING expression was maintained overtime, while cGAS and IFI16 were 
induced during the first few days of activation (Fig. 1C). Thus STING, a sensor of 
innate immunity, is also expressed in cells of adaptive immunity. To examine the 
impact of wild-type (WT) and mutated active STING on CD4+ T cells, we developed 
an over-expression approach using BFP-2A lentivectors combined with cell 
proliferation profile analysis. CD4+ T cells transduced with control vector or STING 
WT steadily proliferated (Fig. 1D, 1E). In contrast, CD4+ T cells transduced with 
STING carrying the patients' activating mutation V155M showed reduced expansion 
(Fig. 1D, 1E). Strikingly, the fraction of cells expressing the highest level of STING 
V155M gradually decayed at each cell cycle. Untransduced BFP-negative cells in the 
same well expanded normally, indicating that the effect required cell-intrinsic STING 
V155M activity (Supplementary Fig. 1A). 

STING activation leads to the expression of type I interferon and TNF [59]. 
CD4+ T cells transduced with STING WT and STING V155M produced type I 
interferon and TNF (Fig. 2A). While proliferation of BFP-negative cells was not 
affected by STING V155M-expressing cells, autocrine TNF or IFN could be required 
in cells expressing STING to inhibit proliferation. We used neutralizing reagents to 
assess the role of these cytokines in the reduced expansion of STING V155M cells. 
To control for type I interferon neutralization, we measured the expression of MX1, 
an interferon-stimulated gene (ISG) (Supplementary Fig. 2A). MX1 was induced in 
STING V155M cells, and abrogated when type I interferon was neutralized (Fig. 2B, 
2C). However, the STING V155M cells conserved their reduced expansion under 
type I interferon neutralization conditions (Fig. 2B, 2C). To assess the TNF 
neutralization, we used a NF-κB reporter in CD4+ T cells. Recombinant TNF 
stimulated reporter expression, which was neutralized with anti-TNF/TNFR 
antibodies (Supplementary Fig. 2B). In contrast, parallel treatment of the STING 
V155M cells with anti-TNF/TNFR antibodies did not rescue the expansion of STING 
V155M cells (Fig. 2D, Supplementary Fig. 2C). Thus, inhibition of CD4+ T cells 
proliferation by STING V155M was independent from autocrine type I interferon and 
TNF signals. Activation of mouse STING by a synthetic agonist induces apoptosis of 
malignant murine B cells [344] and STING activation in endothelial cells was shown 
to induce apoptosis [103]. More than 90% of cells expressing STING V155M 
remained negative for Annexin V, indicating no overt induction of apoptosis (Fig. 2E, 
2F). To determine if apoptosis was implicated in the reduced proliferation, we used 
the pan-caspase inhibitor Z-VAD-FMK. Z-VAD-FMK protected from etoposide-
induced apoptosis in T cells, validating the approach (Supplementary Fig. 2D), but 
did not rescue the proliferation of cells expressing STING V155M (Fig. 2G, 2H). 

Next, we sought to determine if the signaling activity of STING V155M was 
required to inhibit T cell proliferation. The natural polymorphism R71H-G230A-
R293Q (HAQ) in STING WT has been proposed to inhibit its response to cyclic 
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dinucleotides [101, 102]. We hypothesized that HAQ could function as genetic 
inhibitors of STING signaling. We introduced the HAQ polymorphism in STING WT 
and STING V155M. The presence of HAQ in STING V155M abolished its 
constitutive activity in a reporter assay for type I interferon transcription 
(Supplementary Fig. 3A, 3B). STING HAQ V155M remained responsive to 2'3'-
cGAMP stimulation, indicating that the protein only lost its constitutive activity and 
was not otherwise crippled by the mutations. While STING V155M localized to the 
Golgi, a hallmark of STING activation, STING HAQ V155M localized to the 
endoplasmic reticulum similar to unstimulated STING WT (Fig. 3A). In addition to 
type I interferon transcription through TBK1-IRF3, STING signaling also activates 
dendritic cells. To examine how the HAQ polymorphism would impact DC activation 
by STING, we developed a lentiviral transduction assay in DCs. STING V155M 
induced expressed of the ISG SIGLEC1 in DCs, but transduction was low, 
presumably due to the presence of type I interferon (Supplementary Fig. 3C, 3D). 
We combined STING lentivector transduction with type I interferon neutralization. 
Type I interferon neutralization abolished SIGLEC1 expression and efficient 
transduction was restored. Unexpectedly, STING V155M induced expression of 
CD86 when type I interferon was neutralized, indicating DC activation through 
STING signaling, independently of type I interferon (Supplementary Fig. 3C, 3D). 
In contrast, STING HAQ V155M also lost the ability to induce expression of CD86 
and SIGLEC1 in DCs (Supplementary Fig. 3E, 3F). Overall, this validated that the 
HAQ polymorphism functionally inhibited STING signaling by the constitutive active 
mutant V155M. Strikingly, in CD4+ T cells, the presence of HAQ in STING V155M 
restored cell proliferation (Fig. 3D, 3E). Thus, STING activation is required to inhibit 
proliferation of T cells. 
 To determine if STING V155M required IRF3 binding and TBK1 binding to 
inhibit proliferation, we introduced the S366A mutation which prevents IRF3 
recruitment after activation [83] or deleted the CTT of STING which was proposed to 
be required for TBK1 binding (∆342) [67, 345], respectively (Fig. 4A). We validated 
that ∆342 in STING, but not S366A, prevented the interaction with TBK1 (Fig. 4B). 
The ∆342 mutation also abolished the localization of STING V155M to the Golgi 
(Fig. 4C). In T cells, both mutations abolished the production of type I interferon and 
the upregulation of MX1 (Supplementary Fig. 4A, 4B). However, only the ∆342 
mutation abolished the anti-proliferative activity of STING (Fig. 4D, 4E). Thus, the 
anti-proliferative activity of STING requires the C-terminal tail but not the IRF3 
binding site. 

To determine if TBK1 binding was required for the anti-proliferative activity 
of STING, we introduced partial deletions (∆354 and ∆368) in the CTT of STING 
V155M (Fig. 5A). Similar to ∆342, ∆354 and ∆368 lost the ability to bind TBK1 (Fig 
5B) and to induce type I interferon and ISG expression (Supplementary Fig. 5A, 
5B). Unexpectedly, STING V155M ∆354 and ∆368 localized to the Golgi (Fig. 5C) 
and were capable of inducing activation of DCs despite the lack of TBK1 binding 
(Fig. 5D, 5E). Strikingly, STING V155M ∆354 and ∆368 also conserved their anti-
proliferative ability in T cells (Fig. 5F, 5G). We wished to establish that the identified 
CTT subdomain 343-354 is also a functional domain in wild-type STING. We 
examined cGAMP-induced IFN activation in THP-1 cells (Supplementary Fig. 5C). 
We noticed that in THP-1 cells, cGAMP stimulation induced cell death (Fig. 5H). 
cGAMP-induced IFN production and cell death were inhibited in STING KO THP-1 
cells, and expression of STING WT in STING KO restored IFN expression and cell 
death induced by cGAMP (Fig. 5H, Supplementary Fig. 5D). STING ∆342, ∆354 
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∆368 in STING KO cells did not restore IFN expression, in agreement with the lack 
of TBK1 recruitment, or cGAMP-induced cells death (Supplementary Fig. 5D). 
Interestingly, expression of STING ∆354 and ∆368 protected WT THP-1 from 
cGAMP-induced cell death, and STING ∆342 did not have such an effect (Fig. 5H, 
5I). This indicate that the domain 343-354 is biologically active in STING WT. 
Overall, these findings define domain 343-354 as a minimal functional subdomain of 
the CTT in STING V155M and STING WT (miniCTT), independent of TBK1 and 
IRF3 binding, that mediates dendritic cell activation and inhibition of T cell 
proliferation. 
 To examine how STING V155M could inhibit T cell proliferation, we 
assessed DNA content during cell cycle. T cells expressing STING V155M displayed 
a shift in their G1 peak, and accumulated cells with >4n DNA (Fig. 6A, 6B), 
indicating mitotic errors [346]. We performed live imaging of primary T cells to 
examine mitosis, but cells were too motile to track mitotic events. We transduced 
STING V155M in an adherent human epithelial cell line and found that it 
recapitulated the anti-proliferative effect observed in T cells (data not shown). The 
duration of mitosis was increased in cells expressing STING V155M, with strikingly 
unstable and long metaphases, as compared to control cells (Fig. 6C, 6D). 
 Finally, we next sought to determine if endogenous STING could impact 
proliferation of T cells. We first examined STING-deficient mice (Supplementary 
Figure 6A). Spleen and lymph nodes of STING-deficient mice did not show defects 
in the proportion of T cell subsets (Supplementary Figure 6B, 6C, 6D, 6E). In 
contrast, stimulation of T cells revealed that STING-deficient cells had an increased 
proliferation capacity (Fig. 7A, 7B). Thus, endogenous STING is a negative regulator 
of T cell proliferation. Finally, we examined the ability of T cells from patients with 
activating STING mutations to undergo cell division. Using a moderate TCR 
stimulation, patient T cells exhibited a profound proliferation defect as compared to 
healthy controls (Fig. 7C, 7D). 
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Discussion 
Overall, our findings show that in T cells, STING is a negative regulator of 

lymphocyte proliferation under normal and pathological conditions. 
Stimulation of STING was previously shown to induce apoptosis, but we 

could not find any evidence of apoptosis in STING V155M expressing CD4+ T cells. 
Instead, our results are consistent with a loss of proliferative capacity. The anti-
proliferative activity of STING required STING localization to the Golgi and a sub-
domain in the C-terminal domain, termed miniCTT, distinct from TBK1 and IRF3 
recruitment domains. Using a THP-1 assay of 2'3'-cGAMP-induced cell death and 
IFN production, we found that STING comprising the miniCTT actually protected 
from 2'3'-cGAMP induced cell death. This evokes the possibility that IFN induction 
by TBK1 and IRF3 recruitment on one hand, and the anti-proliferative activity on the 
other hand, are competing activities of STING. 

The anti-proliferative activity of STING in T cells mediated via the miniCTT 
paralleled STING's ability to induce DC activation. DC activation occurred in the 
absence of TBK1 and IRF3 recruiting determinants in STING. This shows that 
STING has an additional mode of innate stimulation, independent from TBK1 and 
IRF3 binding. 

Similar to our findings in patients with STING activating mutation, patients 
with loss of function mutations in IKBKB, CARD11, BCL10 and dominant gain of 
function mutations in IKBA show an imbalance in peripheral T cell subset 
characterized by an increase in naive and decrease in the memory subset [347-351]. 
Isolated T cells from these patients also show a defect in ex vivo T cell proliferation. 
T cell subset balance and proliferation is thus critically dependent on functional NF-
κB signaling pathway. We thus propose that STING V155M interferes with NF-κB-
related signals required for T cell proliferation. DC activation also typically requires 
NF-κB signaling [3]. Thus, the miniCTT of STING may converge on NF-κB 
signaling in T cells and dendritic cells. Interestingly, NF-κB activation has been 
previously implicated in the control of senescence [352]. In T cells, we envision that 
the NF-κB-stimulatory activity of STING intersects with anti-proliferative pathways 
associated with cell cycle arrest and senescence, consistent with the induction of 
mitotic errors by STING V155M. 

The anti-proliferative activity of STING required its localization to the Golgi. 
This was observed independently by introducing the HAQ polymorphism in STING, 
or by deleting the CTT of STING. Golgi is a critical organelle for cell mitosis entry 
and progression [353], and it was also recently proposed to function as a signaling 
platform [354]. However, these properties remain poorly characterized and it will be 
important to study the interplay between STING and the Golgi in these processes. 
STING induced mitotic errors characterized by aberrant cellular DNA content, 
extended mitosis and unstable metaphases. Similar mitotic error and aberrant cellular 
DNA content has been reported in cell types that are dependent on TBK1 for mitosis, 
when TBK1 was inhibited or sequestered [346, 355]. We found that TBK1 binding to 
STING is not required for its anti-proliferative activity. Thus, distinct proteins 
involved in innate sensing may converge to induce mitotic errors.  

We found that STING-deficient mouse T cells had a constitutive increased cell 
proliferation rate. In this setting, the nature of the STING activating signal remains 
unknown. We found cGAS to be induced upon T cell stimulation, which may hence 
contribute to endogenous STING anti-proliferative activity. Alternatively, we do not 
exclude that STING anti-proliferative activity may be triggered by yet unknown 
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cGAS-independent signals. Accordingly, STING V155M is active in the absence of 
ligand binding. 

We find that STING plays a role in T cell proliferation of normal and STING-
mutated cells. STING may impact T cell proliferation and T cell subset balance in 
other situations that implicate the cGAS-STING pathway, such as in HIV infection 
[99, 100, 150]. Since T cells undergo clonal expansion during immune responses, the 
intrinsic anti-proliferative activity of STING may be a primitive innate defense 
mechanism to limit pathogen replication in infected T cells. In summary, our results 
extend the paradigm of innate control of adaptive immunity by establishing that 
inhibition of proliferation is a lymphocyte-intrinsic activity for the innate sensor 
STING. 
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Online Methods 
Cells  
293FT and HL116 were cultured as previously described [99]. Human peripheral 
blood mononuclear cells were isolated from buffy coats from normal human donors 
(approved by the Institut National de la Santé et de la Recherche Médicale ethics 
committee) using Ficoll-Paque PLUS (GE). Naive CD4 T cells enrichment was 
performed with EasySep Human Naive CD4 T cells Enrichment kit (STEM CELL 
#19155) prior to sort naive CD4 T cells (CD4+, CD27+, CD45RO–, CD25–, CD8–, 
CD14–, CD16–, CD19–, CD123–) with MoFlo Astrios (Beckman Coulter). Sorted 
naive CD4+ T cells purity was superior to 98%. Cells were then labeled with 
carboxyfluorescein succinimidyl ester (CFSE) (eBioscience#85-0850-84) or CPD670 
(eBioscience#65-0840-85), counted and resuspended at 10e6/ml in X-VIVO15 
(Lonza), Penicillin-Streptomicin (Invitrogen), and incubate at 37°C overnight. The 
next day, CD4+ T cells were cultured at 1 million per ml (200µl/well in round-
bottomed 96-well plates) in X-VIVO15 (Lonza), Penicillin-Streptomicin and 
activated with the T Cell Activation/Expansion Kit (Miltenyi) (ratio 2 cells/bead). For 
immunoblots, total CD4+ T cells were pre-enriched by a positive selection with anti-
human CD4 magnetic beads (Miltenyi) prior to sorting of naive (CD4+, CD27+, CD8–, 
CD45RO–, CD25–) and central memory (CD4+, CD8–, CD45RO+, CD27+, CD25–). 
Sorted CD4+ T cells were directly lysed or activated with PHA-L (5µg/ml) (SIGMA -
ALDRICH#61764) and IL-2 (1000 U/ml) (Novartis) in RPMI glutamax, 10% 
decomplemented FBS, 10 mM HEPES (Invitrogen), Penicillin-Streptomycin, 
Gentamicin 50 µg/ml (Invitrogen). 48h after activation, fresh media was added with 
IL-2 (1000 U/ml) and cells were resuspended at 10e6/ml. Cells were collected and 
counted from day0 to day6 post activation for immunoblot or cytometry analysis.  
 
Plasmids 
Expression plasmids psPAX, CMV-VSV-G and HXB2 envelope were previously 
described [329]. NF-kB reporter lentivector was pTRH1_NFkB_dscGFP (System 
Biosciences). pTRIP-SFFV-BFP-2A was generated from pTRIP-SFFV [329] by 
replacing GFP with mTagBFP (Evrogen) followed by the 2A peptide from porcine 
teschovirus-1 [356]. The STING WT and STING V155M coding sequence were 
previously described [104]. STING HAQ sequence was cloned by PCR from pUNO1-
hSTING-HAQ (Invivogen). The V155M mutation was introduced by site directed 
mutagenesis. STING V155M S366A, STING V155M ∆342, STING V155M ∆354, 
STING V155M ∆368, STING ∆342, STING ∆354 and STING ∆368 were obtained 
by overlapping PCR mutagenesis and cloned in pTRIP-SFFV-tagBFP-2A. In 
immunoprecipitation experiments, pcDNA3.1-Hygro(+) (Invitrogen) and pEF-BOS 
huTBK1 Flag-His (Addgene # 27241) were used. STING WT, STING V155M, 
STING HAQ and STING HAQ V155M were cloned in pMSCV-Hygro used in type I 
Interferon reporter assay in 293FT. In all final constructs, the DNA fragments 
originating from the PCR and encompassing the restriction sites used for cloning were 
fully verified by sequencing. 
 
Lentiviral transductions in human CD4+ T cells 
293FT cells were transfected for lentivectors production as previously described 
[329]. Ratio of plasmids for transfection was, per well of 6-well plate: 0.2µg HXB2 
envelope expression plasmid, 0.2µg CMV-VSV-G, 1µg psPAX2 and 1.6 µg pTRIP 
lentivector. Sorted naive CD4+ T cells were activated 24h of activation in 96-well 
plates as described above. 100µl of media was removed and 100µl of 293FT 
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supernatant containing indicated lentivectors with 8µg/ml of protamine was added to 
cells. Cells were spinoculated at 1200g, 2h at 25°C. At day 2 post-transduction (day 3 
post-activation), cells were seeded at 0.5 million per ml and media was changed in 
presence of IL-2 1000 U/ml (Novartis). At day 4 post-transduction (day 5 post-
activation), cells and supernatants were harvested for analyses.  
 
Human CD4+ T cells treatments 
For type I IFN neutralization experiments, a cocktail of B18R (3µg/ml, eBioscience), 
anti-IFNß (2,5 µg/ml, eBioscience), anti-IFNα (1,2µg/ml, eBioscience), anti-IFNAR 
(0,6µg/ml, Millipore) was added at the time of CD4+ T cells transduction, Reverse 
transcriptase inhibitors AZT (25µM) and NVP (10µM) were used to inhibit lenvitiral 
transduction as negative control. To inhibit caspases, Z-VAD-FMK (50µM, RnD) 
was added at the time of transduction and maintained during the course of the 
experiment. Etoposide (25µM, Sigma) was added for 24h at day 3 post-transduction. 
For TNF neutralization experiments, a cocktail of anti-human-TNFRI (10µg/ml, 
RnD), anti-human-TNFRII (10µg/ml, RnD) and anti-human-TNF (10µg/ml, RnD), 
was added at the time of CD4+ T cells transduction and maintained during the course 
of the experiment. Recombinant TNF (RnD) was added to CD4+ T transduced with 
NF-kB reporter lentivector 24h before analysis.  
 
Flow cytometry analysis of human CD4+ T cells 
Staining was performed in FACS Buffer composed of PBS, 1% BSA (Euromedex), 
1mM EDTA (GIBCO). The antibodies used were anti-human-CD25 and anti-human-
CD69. Cells were stained for 15 minutes at 4°C, washed for two times and fixed in 
1% paraformaldehyde (Electron Microscopy Sciences). For intracellular MX1 
expression analysis, cells were fixed with 100µl/well of IC Fixation Buffer 
(eBioscience) for 30 minutes at room temperature and then permeabilized with 200µl 
of 1X Permeabilization Buffer (eBioscience) at room temperature. Cells were then 
centrifugated at 1700g for 3 minutes. Cells were incubated for 30 minutes at room 
temperature in 50µl of 1X Permeabilization Buffer where anti-MX1 antibodies 
(Abcam Ab95926) or Normal Rabbit IgG (Life Technologies) were diluted. Cells 
were washed in 200 µl of 1X Permeabilization Buffer and incubated for 30 minutes at 
room temperature with secondary antibody F(ab')2 Fragment Donkey Anti-Rabbit 
IgG (H+L) Phycoerythrin R-PE (Jackson Immuno Research). Cells were washed and 
resuspended in FACS buffer. For Annexin-V and PI staining, cells were washed twice 
with cold PBS, resuspended with 50µl of 1x Annexin-V binding buffer (BD#51-
66121E) and 5µl of Annexin-V FITC (Miltenyi#130-093-060). Cells were incubated 
at room temperature for 15 minutes. 150 µl of 1x binding buffer with PI (2µg/ml) was 
added prior to acquisition. Acquisition occurred within 15 minutes after PI addition to 
cells. Data was acquired on a FACSVerse (BD) flow cytometer and analyzed in 
FlowJo. 
 
Western Blotting analysis of human CD4+ T cells  
1,5 million of sorted naive and central memory or activated CD4+ T cells were lysed 
in sample buffer [4% SDS, 20% Glycerol, 0.1M Tris-HCl (pH6.8), 0.05% BPB, 0.1M 
DTT]. Cellular protein lysates were resolved on 4%- 20% Biorad precast SDS-PAGE 
gels and transferred on nitrocellulose membrane. Membrane was blocked in 1x TBS, 
0.1% Tween20 (AMRESCO) and 5% BSA (Euromedex). Proteins were blotted with 
antibodies as follow: IFI16 (Santa Cruz 1G7), cGAS (SIGMA HPA031700), STING 
(Cell Signaling D2P2F), actin (Millipore C4) in 1x TBS, 0.1% Tween20 
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(AMRESCO) and 5% BSA (Euromedex). Membranes were washed 3 times in 1x 
PBS, 0.1% Tween20 (AMRESCO). ECL signal was recorded on the ChemiDoc XRS 
Biorad Imager. Data was analyzed and quantified with the Image Lab software 
(Biorad). 
 
Type I interferon and TNF quantification 
TNF concentration was measured with a Human TNF cytometric assay (BD) 
according to the manufacturer’s protocol. Data was acquired on a BD FACSVerse 
(BD) flow cytometer and analyzed in FCAP Array (BD). Type I IFN measurement 
was performed using the HL116 as previously described [99]. 
 
Immunoprecipitations 
0.8 million of 293FT were plated in 6-well plates and transfected as previously 
described [99] with 1.5 µg of pEF-BOS huTBK1 Flag-His or pcDNA3.1-Hygro(+) 
combined with 1.5 µg of empty pTRIP-SFFV-tagBFP-2A or pTRIP-SFFV-tagBFP-
2A coding for STING. 24h later, supernatant was removed and 1ml of cold PBS was 
used to collect 3 wells/condition and transferred to an Eppendorf tube. Cells were 
then centrifuged at 240g for 5 minutes. Cells pellet was resuspended with cold PBS 
and centrifuged again. Cells were lysed in 500µl of cold Lysis Buffer [20mM Tris-
HCl pH 7.5, 150mM NaCl, 0.5% NP40 as previously described [83] complemented 
with 1x EDTA-free protease inhibitors cocktail (Roche), 50mM NaF and 1mM 
sodium orthovanadate]. Lysis was performed on ice for 30 minutes, followed by 
centrifugation at 7000g for 7 minutes at 4°C. Supernatant was transferred into new 
Eppendorf tube and 10% of the total volume was removed and collected as input cell 
lysate prior to adding anti-FLAG M2 Affinity gel (SIGMA#A-2220). 40µl per sample 
of anti-FLAG M2 Affinity gel were washed once with 1ml of complemented Lysis 
Buffer and resuspended in 100µl of Lysis Buffer. 100µl of anti-FLAG M2 Affinity 
gel were added to 400µl of lysates and incubated at 18 rpm constant wheel rotation at 
4 °C overnight. Immunoprecipitates were washed five times with 1ml of Lysis Buffer. 
Resulting 30µl immunoprecipitates were complemented with 30µl of 2x Laemmli 
Buffer and incubated at 95°C for 20 minutes. 15µl of input cell lysate and of 
immunoprecipitates were loaded and analyzed by western blot as described above.  
 
Lentiviral transductions in dendritic cells 
Lentiviral particles and SIVmac viral like particles were produced as previously 
described from 293FT cells[99]. 
Monocytes were freshly isolated from blood of healthy donors and cultured as 
previously described [168]. 50,000 freshly isolated monocytes were seeded in 96-well 
U bottom plates and infected in a final volume of 250µl (100µl of cells at 
0.5x106cells/ml, 100µl of freshly produced lentiviral particles, 50µl of freshly 
produced SIV-VLP) with Protamine (Sigma) at 8µg/ml in presence of human 
recombinant GM-CSF (Miltenyi) at 10ng/ml and IL-4 (Miltenyi) at 50ng/ml. 
Type I interferon was inhibited using a combination of reagents consisting of of B18R 
carrier-free (eBioscience) at 3µg/ml, Anti-Human IFN-alpha antibody (clone EBI-1 – 
eBioscience) at 1.2µg/ml, Anti-Human IFN beta Functional Grade Purified (clone A1 
– eBioscience) at 2.5µg/ml and Anti-Interferon-α/β Receptor Chain 2 Antibody (clone 
MMHAR-2 – Millipore) at 1.5µg/ml. The type I interferon blocking reagents were 
added to cells 1 to 2 hours prior to infection. 
 
Confocal microscopy 
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293FT cells were plated on fibronectin (10µg/ml, Sigma) coated coverslips prior to 
transduction with STING or control BFP lentivectors. Two days post transduction 
cells were fixed with 4%PFA, quenched with PBS-Glycine and permeabilized with 
0.1% Triton X-100. Cells were then blocked with PBS-2%BSA-10%goat serum 
(Sigma), incubated with primary antibodies STING (R&D MAB7169) and GM130 
(BD 610823) in PBS-2%BSA followed by 5 washes and incubation with fluroscent-
labeled secondary antibodies (Life technologies – A21242, A21121) in PBS-2%BSA 
followed by 4 washes. Fluromount-G (Clinisciences 0100-01) was used as the 
mounting solution, and slides were dried in 37°C chamber for 10mins. Images were 
acquired on Leica SP8 60X oil immersion objective. Image analysis was done on Fiji. 
For analysis of mitosis, 293FT cells transduced with pTRIP-SFFV (coding for GFP) 
were co-cultured with cells transduced with pTRIP-SFFV-BFP-2A-STING-V155M 
on fibronectin-coated fluordishes (WPI). Nuclear DNA was stained using SiR-DNA 
Kit (Spirochrome AG) 1 hour prior to acquisition. Live imaging was carried out in a 
temperature controlled CO2 chamber with a Leica SP8 20x objective. Mitosis time 
was calculated from nucleus envelope breakdown to the appearance of daughter cells. 
 
Interferon reporter assay in 293FT cells 
The Interferon reporter assay in 293FT cells was performed as previously described 
[104, 168]. In brief, 45000 293FT cells were plated in a 24-well plate. The next day, 
cells were transfected with 500ng of total DNA comprising 200ng of IFNß-pGL3 and 
300ng of the empty vector pMSCV-hygro or pMSCV-hygro encoding the STING 
variants with TransIT-293 (Mirus). The next day, medium was removed and 2’3’-
cGAMP (InvivoGen) was delivered with Lipofectamine 2000 (Invitrogen) 
transfection (1µg 2’3’-cGAMP:1µl Lipofectamine 2000) in a final volume of 500µl 
(final concentrations: 4µg/ml, 1.3µg/ml, 0.4µg/ml). Fresh medium was added in the 
case of nonstimulated cells. After 24 hours cells were washed with PBS and lysed 
with Passive Lysis Buffer (Promega) and 10µl of the lysate were used to perform the 
Luciferase assay. Luciferase activity was measured using Luciferase Assay Reagent 
(Promega). Luminescence was acquired on a FLUOstar OPTIMA microplate reader 
(BMG labtech). 
 
cGAMP stimulation assay in THP-1 cells 
Lentiviral vectors were produced as described above. THP-1 WT and THP-1 STING 
KO were THP-1 cells transduced with pLentiCRISPRv2 and pLentiCRISPRv2-
STING_gRNA3 (gRNA sequence: AGGTACCGGAGAGTGTGCTC), respectively, 
and selected with puromycin. Knockout efficiency was confirmed by western blotting 
and cells were maintained as bulk populations. 250,000 THP-1 WT or THP-1 STING 
KO cells were transduced with 1 ml of lentivector with 8µg/ml protamine and 1 ml of 
media in 6-well plate. Transduction rates were analyzed on a BD FACSVerse 
cytometer and were above 95% in all cases. For stimulation, 100,000 THP-1 WT or 
THP-1 STING KO cells were transfected with 2’3’-cGAMP (Invivogen) with 
Lipofectamine 2000 (1 µl of lipofectamine 2000 per µg of cGAMP). cGAMP final 
concentration in culture was 4 µg/ml. Two days after transfection, cells and 
supernatants were harvested. Cells were fixed in 4%PFA in FACS Buffer. Live cells 
were quantified on a BD FACSVerse cytometer using a FSC/SSC live cell gate. 
Supernatants were assayed for type I interferon activity with the HL116 cell line as 
described above. 
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Flow cytometry for dendritic cells 
Cell surface staining was performed in PBS, 1% BSA (Euromedex), 1mM EDTA 
(GIBCO), 0.01% NaN3 (AMRESCO). The antibodies used were anti-human CD86 
PE (clone IT2.2 – eBioscience) and anti-human CD169 (Siglec1) APC (clone 7-239 – 
Miltenyi). Cells were stained for 15 minutes at 4°C, washed for two times and fixed 
in 1% paraformaldehyde (Electron Microscopy Sciences). Data was acquired on a 
FACSVerse (BD) flow cytometer and analyzed in FlowJo. 
 
Mouse ex vivo phenotyping and cell sorting 
C57Bl/6 or Tmem173gt/gt mice (JAX) were sacrificed and spleens and lymph nodes 
collected. Tissues were homogenized and passed through 100µm cell strainers. 
Homogenates were counted using a MACSQuant analyzer (Miltenyi, Bergisch-
Gladbach, Germany) and phenotyped using antibodies against CD4, CD8a, CD62L, 
CD44, CD25 (all BD Biosciences). T cell subpopulations were defined as follows: 
Naive CD4 T cells (CD4+, CD25–, CD62Lhi, CD44lo), regulatory T cells (CD4+, 
CD25+), effector memory CD4 T cells (CD4+, CD25–, CD62Llo, CD44hi). 
For sorting, splenocytes and lymphocytes were pooled and T cells enriched using a 
negative selection kit for mouse T cells (Life Technologies) according to the 
manufacturer’s instructions. The enriched T cell fraction was stained with antibodies 
against CD4, CD8a, CD62L, CD44, CD25, CD69 (all BDBiosciences) and naive CD4 
T cells (CD4+, CD25–, CD69–, CD62Lhi, CD44lo) were sorted using a FACSAria II 
(BD Biosciences). 
 
In vitro stimulation of mouse CD4+ T cell 
Sorted naive CD4+ T cells were stained with Cell Trace Violet (Life Technologies) 
according to the manufacturer’s instructions and plated onto flat-bottomed 96-well 
plates coated with anti-CD3 (1 or 10µg/ml, pre-coated at 4°C overnight) and 
stimulated with 0.1 or 1µg/ml anti-CD28 (BD Biosciences) in complete medium 
[RPMI, 100mM Hepes, 2mM Glutamax, 50uM 2-mercaptoethanol, 100U/100µg/ml 
Penicillin/Streptomycin, 1X Non-essential amino acids, 1mM Sodium Pyruvate, (all 
Gibco, Thermo Fisher), 10% FCS (eurobio, Courtaboeuf, France)] at 37°C. 
At the indicated time points, activated CD4+ T cells were stained with Fixable 
viability dye (Ebioscience) before being fixed using BD Cytofix/Cytoperm 
(BDBiosciences). Cells were acquired using a MACSQuant flow cytometer and data 
was analysed using FlowJo software (FlowJo LLC, Ashland, OR). 
 
Ethics 
Written informed consent (parental consent for minors) was obtained from all 
participants. The study and protocols conform to the 1975 Declaration of Helsinki and 
were approved by the Comité de protection des personnes Ile de France II and the 
French advisory committee on data processing in medical research. 
 
Immunophenotyping of patient PBMCs 
Leukocytes were counted in an automated hematological analyzer (ABXMicrosES60, 
Horiba Medical, Kyoto, Japan). Monoclonal antibodies (against CD3 (HIT3a), CD4 
(OKT4), CD8 (RPA-T8), CD11a (2D7), CD14 (HCD14), CD15 (W6D3), CD19 
(HIB19), CD27 (MT-271), CD31 (AC128), CD34 (8G12), CR45RA (HI100), CD45 
(HI30), CD49d (9F10), CD56 (B159), CD57 (HNK-1), CD95 (DX2), CD178 
(MFL3), HLADR (L243), IgM (G20-127), and IgD(IA6-2)), mouse IgM, IgG1k, 
IgG2a and IgG2b isotype controls, and 7- aminoactinomycin D (7AAD) were 
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obtained from BD Biosciences (San José, CA). Monoclonal CD183 (CXCR4, clone 
12G5), CD197 (CCR7, clone 4B12) and CD304 (BDCA4, clone 12C2) antibodies 
were purchased from Biolegend (San Diego, CA).  
 
Proliferation assay on patient cells 
PBMCs were isolated from whole blood on Ficoll gradient. Cells were then stained 
with CFSE and immediately stimulated with coated anti-CD3 (eBioscience) and 1µg 
soluble anti-CD28 (SIGMA). Cells were acquired on BD Fortessa 4 days following 
stimulation and data was analyzed using FlowJo.  
 
Statistics  
Statistical analyses were performed in Prism 6 (GraphPad) as indicated in figure 
legends. 
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Figure 1 T cell imbalance induced by constitutive active STING. 
(A) Frequency of naive and memory CD4+ and CD8+ T cell compartments in patients 
carrying activating TMEM173 mutations. TCM = T central memory; TEM = T 
effector memory; TEMRA = T effector memory CD45RA+. Age-matched expected 
values are indicated in grey. 
(B) Immunoblot of cGAS, STING and IFI16 and actin expression in resting naive or 
central memory CD4+ T cells from blood of healthy donors (n=3 donors).  
(C) Immunoblot of cGAS, STING, IFI16 and actin (left panel) and surface expression 
of CD25 and CD69 (right panel) in naive CD4 T cells from day 0 to day 6 after 
activation with PHA and IL-2 (representative of n=2 donors).  
(D) Proliferation profile of naive CD4+ T cells 4 days after transduction with BFP 
lentivectors coding for control, STING WT or STING V155M. 
(E) Expansion index in BFP-positive and proliferating cells as in D (n=11 and mean ± 
sem, one-way ANOVA test, Tukey’s correction; ns=not significant, *p<0.05 and 
**p<0.01). 
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Figure 2 STING has an intrinsic anti-proliferative activity in T cells. 
(A) Type I interferon activity (top panel; n=4 donors) and TNF concentration (bottom 
panel n=5 donors) in supernatants of naive CD4+ T cells 4 days after transduction 
with control, STING WT, STING V155M BFP lentivectors. 
(B) BFP and intracellular MX1 expression and proliferation profile (CFSE) after type 
I interferon neutralization or AZT/NVP treatment (BFP only) in naive CD4+ T cells 
transduced with STING V155M BFP lentivectors. 
(C) Expansion Index (top panel) and MX1 specific intracellular staining (bottom 
panel) in proliferating BFP-positive cells as in B (n=3 and mean ± sem, one-way 
ANOVA test, Tukey’s correction, ns=not significant and *p<0.05). 
(D) BFP expression and proliferation profile (CPD) after TNF neutralization in naive 
CD4+ T cells transduced with control, STING WT or STING V155M BFP 
lentivectors. 
(E) Annexin-V and propidium iodide (PI) staining in naive CD4+ T cells transduced 
with control, STING WT or STING V155M BFP lentivectors, or treated with 
etoposide (25µM) or DMSO. 
(F) Frequency of Annexin-V-positive cells in BFP-positive cells as in E (n=4 and 
mean ± sem, one-way ANOVA test, Tukey’s correction; ns= not significant, *p<0.05 
and **p<0.01). 
(G) BFP expression, proliferation profile, Annexin-V and PI staining in naive CD4+ 
T cells transduced with STING V155M BFP lentivectors after treatment with Z-
VAD-FMK (50µM) or DMSO. 
(H) Expansion index in BFP-positive naive CD4+ T transduced with control, STING 
WT or STING V155M BFP lentivectors after treatement with Z-VAD-FMK or 
DMSO (n=4 and mean ± sem, one-way ANOVA test, Tukey’s correction, ns= not 
significant and *p<0.05).	   	  
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Figure 3 STING signaling activity is required to inhibit T cell proliferation 
(A) Staining for STING and GM130 and BFP expression in 293FT cells transduced 
with control, STING WT, STING HAQ, STING V155M or STING HAQ V155M 
lentivectors (portion of 1 field out of 4 fields, representative of 3 independent 
experiments, bar=10µM).  
(B) BFP and CD86 expression in DCs 4 days after transduction with control, STING 
WT, STING HAQ, STING V155M or STING HAQ V155M BFP lentivectors and 
neutralization of type I IFN. 
(C) CD86 expression as in B (n=3 independent donors combined from two 
experiments; one-way ANOVA with post-hoc Tukey test for stats; *p < 0.05, ns = not 
significant). 
(D) Naive CD4+ T cells proliferation profile (CPD) 4 days after transduction with 
BFP lentivectors coding for control, STING WT, STING HAQ, STING V155M or 
STING HAQ V155M. 
(E) Expansion index in BFP-positive cells as in D (n=4 and mean ± sem, one-way 
ANOVA test, Dunnett’s correction; ns= not significant, *p<0.05). 
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Figure 4 The anti-proliferative activity of STING requires the C-terminal tail but not 
the IRF3 binding site. 
(A) Schematics of STING S366A and ∆342 mutants. TM denotes transmembrane 
domains, CDN denotes cyclic dinucleotide receptor domain, CTT denotes the C-
terminal tail [345]. 
(B) Immunoprecipitation of STING mutants by TBK1. 293FT cells were transfected 
with control, STING WT, V155M, V155M S366A or V155M ∆342 plasmids for 24h. 
Cell lysates were prepared and immunoprecipitated with anti-FLAG beads. Input cell 
lysates and immunoprecipitates were analysed by western blot with indicated 
antibodies. 
(C) Staining for STING and GM130 and BFP expression in 293FT cells transduced 
with STING V155M, V155M S366A or V155M ∆342 BFP lentivectors (portion of 1 
field out of 4 fields, representative of 3 independent experiments, bar=10µM). 
(D) Naive CD4+ T cell proliferation profile (CPD) 4 days after transduction with 
control, STING WT, V155M, V155M S366A or V155M ∆342 BFP lentivectors. 
(E) Expansion Index in BFP-positive cells naive CD4+ T cells as in D (n=6 and mean 
± sem, one-way ANOVA test, Dunnett’s correction; ns= not significant, *p<0.05). 
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Figure 5 A distinct functional domain of STING inhibits T cell proliferation. 
(A) Schematics of STING C-terminal tail deletion mutants ∆342, ∆354 and ∆368. 
Serine 366 is indicated in bold orange. 
(B) Immunoprecipitation of STING mutants by TBK1. 293FT cells were transfected 
with control, STING V155M, V155M ∆342, V155M ∆354 or V155M ∆368 plasmids 
for 24h. Cell lysates were prepared and immunoprecipitated with anti-FLAG beads. 
Input cell lysates and immunoprecipitates were analysed by western blot with 
indicated antibodies. 
(C) Staining for STING and GM130 and BFP expression in 293FT cells transduced 
with STING V155M ∆342, V155M ∆354 or V155M ∆368 BFP lentivectors (portion 
of 1 field out of 4 fields, bar=10µM). 
(D) CD86 and BFP expression in dendritic cells transduced with control, STING WT, 
V155M,V155M S366A, V155M ∆342, V155M ∆354 and V155M ∆368 BFP 
lentivectors with type I interferon neutralization. 
(E) CD86 and BFP expression as in D (n=6 independent donors combined from 3 
independent experiments; One-Way ANOVA with Dunnett’s multiple comparisons 
test, ****p<0.0001, ns: non-significant). 
(F) Cell proliferation profile (CPD) in naive CD4+ T cells transduced with control, 
STING WT, V155M, V155M ∆342, V155M ∆354 or V155M ∆368 BFP lentivectors. 
(G) Expansion Index in BFP-positive cells as in F (n=4 and mean ± sem, one-way 
ANOVA test, Dunnett’s correction; ns= not significant, ***p<0.001 and 
****p<0.0001). 
(H) Induction of cell death by 2'3'-cGAMP with lipofactamin in THP-1 WT or THP-1 
STING KO cells, transduced by the indicated BFP lentivector. 
(I) Ratio of live cells (FSC+SSC+ live cell gate) after 2'3'-cGAMP stimulation vs. no 
stimulation is shown, as in H (n=3 independent experiments, One-Way ANOVA with 
Tukey's multiple comparisons test; ns= not significant, **p<0.01 and ***p<0.001). 
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Figure 6 STING V155M induces mitotic errors. 
(A) Propidium Iodide (PI) staining in naive CD4+ T cells 4 days after transduction 
with control, STING WT or STING V155M BFP lentivectors. 
(B) PI intensity of G1 peak (Mode of linear PE) as in A (n=4 and mean ± sem, one-
way ANOVA test, Dunnett’s correction; ns= not significant, *p<0.05). 
(C) Snapshots of a representative control cell expressing GFP (top) or STING V155M 
(bottom) and undergoing cell division. DNA (Red), BFP-2A-V155M (blue), control 
cells expressing GFP (green) (bar = 10µM).  
(D) (Left) Mitosis time calculated in 293FT cells expressing STING V155M or 
control (GFP or untransduced). (Right) Average mitosis time from three independent 
experiments (n=3 and mean ± sd, unpaired t-test, *p<0.05, **p<0.005). 
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Figure 7 STING inhibits T cell proliferation in normal and pathological conditions. 
(A) Proliferation profile (CTV) of WT (blue) or Tmem173gt/gt (red) murine CD4+ T 
cells 72hrs after activation with 1µg/ml αCD3/αCD28.  
(B) Division index as in A (n=4 mice combined from 2 independent experiments, 
mean +sem, two-Way ANOVA with Sidak’s multiple comparison test, 
****p<0.0001). 
(C) Proliferation profile (CFSE) of CD3+ T cells from a patient carrying an activating 
STING mutation (V147L) or from a healthy control upon PBMC stimulation with 
anti-CD3 (1µg/ml) and anti-CD28 (1µg/ml) for 4 days. Black peaks indicate 
unstimulated cells and red peaks correspond to the stimulated condition. 
(D) Expansion index as in C for two patients carrying the V155M mutation and one 
patient carrying the V147L mutation in STING (n=3 donors, mean ± sem, two-Way 
ANOVA with Sidak’s multiple comparison test, *p<0.05). 
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Supplementary Figure 1 T cell imbalance induced by constitutive active STING, 
related to figure 1. 
(A) Expansion index in BFP-negative and proliferating cells as in figure 1D (n=11 
and mean ± sem, one-way ANOVA test, Tukey’s correction; ns= not significant, 
*p<0.05 and **p<0.01). 
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Supplementary Figure 2 STING has an intrinsic anti-proliferative activity in T cells, 
related to figure 2. 
(A) Intracellular MX1 expression and proliferation profile (CFSE) in naive CD4+ T 
cells transduced with control, STING WT, STING V155M BFP lentivectors (n=5 
donors). 
(B) GFP expression in naive CD4+ T cells transduced with a lentivector coding for 
GFP under the control of a NF-κB reporter promoter, after treatment with 
recombinant TNF or neutralizing anti-TNF antibody. 
(C) Expansion index as in figure 2D (n=2). 
(D) Annexin-V staining in naive CD4+ T cells as in figure 2E, after treatment with 
etoposide (25µM) or etoposide with Z-VAD-FMK (50µM). 
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Supplementary Figure 3 STING signaling activity is required to inhibit T cell 
proliferation, related to figure 3. 
(A) Luciferase activity in 293FT cells co-transfected with empty vector, STING 
variants and a Luciferase-coding plasmid under control of the human IFNB promoter, 
stimulated with increasing amounts of synthetic 2’3’ cGAMP (top dose 4µg/ml - three 
fold dilutions) (n=3 independent experiments, mean and sem plotted). 
(B) Immunoblot of STING and actin expression in 293FT transfected cells as in A. 
(C) Neutralization of type I IFN enables lentiviral transduction of DCs with STING 
V155M, revealing the ability of STING V155M to activate DCs. BFP, CD86 and 
SIGLEC1 expression in DCs 4 days after transduction with control, STING WT or 
STING V155M BFP lentivectors and neutralization of type I IFN. 
(D) BFP, CD86 and SIGLEC1 expression as in C (n=4 independent donors combined 
from two experiments; one-way ANOVA with post-hoc Tukey test for stats; *p < 
0.05, ns = not significant). 
(E) BFP and SIGLEC1 expression in DCs 4 days after transduction with control, 
STING WT, STING HAQ, STING V155M or STING HAQ V155M BFP lentivectors 
and neutralization of type I IFN. 
(F) BFP and SIGLEC1 expression as in E (n=3 independent donors combined from 
two experiments; one-way ANOVA with post-hoc Tukey test for stats; *p < 0.05, ns 
= not significant). 
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Supplementary Figure 4 The anti-proliferative activity of STING requires the C-
terminal tail but not the IRF3 binding site, related to figure 4. 
(A) Type I interferon activity in supernatants of naive CD4+ T cells 4 days after 
transduction with control, STING WT, V155M, V155M S366A or V155M ∆342 BFP 
lentivectors (n=2 independent donors). 
(B) Specific intracellular MX1 staining in naive CD4+ T cells 4 days after 
transduction with control, STING WT, V155M, V155M S366A or V155M ∆342 BFP 
lentivectors (n=2). 
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Supplementary Figure 5 A distinct functional domain of STING inhibits T cell 
proliferation, related to figure 5. 
(A) Type I interferon activity in supernatants of naive CD4+ T cells 4 days after 
transduction with control, STING WT, V155M, V155M ∆342, V155M ∆354 or 
V155M ∆368 BFP lentivectors (n=2 independent donors). 
(B) Intracellular staining of MX1 in naive CD4+ T cells 4 days after transduction with 
control, STING WT, V155M, V155M ∆342, V155M ∆354 or V155M ∆368 BFP 
lentivectors (n=2 independent donors). 
(C) Immunoblot of STING and vinculin in THP-1 WT and THP-1 STING KO cells 
transduced with the indicated BFP lentivectors. 
(D) Type I interferon activity in supernatants of THP-1 WT and THP-1 STING KO 
cells transduced with the indicated BFP lentivectors, after no stimulation or 
stimulation with 2'3'-cGAMP-lipofectamin (n=2 independent experiments). 
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Supplementary Figure 6. STING inhibits T cell proliferation in normal and 
pathological conditions, related to figure 7. 
(A) Immunoblot of STING and actin expression in CD8+ T cells pooled from spleen 
and lymph nodes of WT and Tmem173gt/gt mice (n=2). 
(B) Representative dot plots of CD4+ T cell subpopulations in spleens (upper panel) 
or peripheral lymph nodes (LN, lower panel) of WT or Tmem173gt/gt mice. 
(C) Quantification of CD4+ T cell subpopulations in spleens (upper panel) or LN 
(lower panel) of WT or Tmem173gt/gt mice (n=4 mice from 2 independent 
experiments, mean+sem). 
(D) Representative histogram plots showing expression of CD3 and CD28 surface 
expression in naive CD4+ T cells from WT or Tmem173gt/gt mice. Solid color filling 
indicates specific antibody, white filling indicates isotype control staining.  
(E) Quantification of CD3 and CD28 expression on naive CD4+ T cells from WT or 
Tmem173gt/gt mice (n=4 mice from 2 independent experiments, mean+sem). 
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Table S1 Clinical immunophenotype of patients carrying an activating STING 
mutation. 
  Age group1 Age group2 Age group3 

  P1 

Expect
ed 
values P5 P7 P11 

Expecte
d 
values P10 

Expecte
d 
values 

TMEM173 
mutation 

V155
M   

V155
M 

V147
L 

V154
S   

V15
5M   

Age at analysis 2   11 8 7   14   
Absolute counts                 

CD3+ 3060 
1400-
3700 1782 1560 1444 

1200-
2600 558 

1200-
2600 

CD4+ 1935 
700-
2200 999 960 819 

650-
1500 270 

650-
1500 

CD8+ 945 
490-
1300 729 560 566 

370-
1100 270 

370-
1100 

CD19+ 1170 
390-
1400 621 380 410 

270-
860 1206 

110-
570 

CD16+CD56+ 225 
130-
720 270 60 98 

100-
480 36 70-480 

                  
Percentage                 
T cells                 
CD3+% 68 56-75 66 78 74 60-76 31 56-84 
CD4+% 43 28-47 37 48 42 31-47 15 31-52 
CD8+% 21 16-30 27 28 29 18-35 15 18-35 
CD45RO+CD4+% 10 14-27 16 6 8 30-42 20 30-42 
CD45RA+CD4+% 90 73-86 84 94 92 58-70 80 58-70 
CD31+CD45RA+/
CD4+% 74 57-65 65 51 47 43-55 55 43-55 
CCR7+CD45RA+
/CD8+% 88 52-68 86 80 82 52-68 94 52-68 
CCR7+CD45RA-
/CD8+% 1 3-4 1 4 3 3-4 4 3-4 
CCR7-CD45RA-
/CD8+% 3 11-20 5 7 3 11-20 1 11-20 
CCR7-
CD45RA+/CD8+
% 8 16-28 8 9 12 16-28 1 16-28 
CD19+% 30 14-33 23 19 21 13-27 67 6-23 

CD27+/ CD19+% 1.8 >10 – 4 – 
14.7-
25.8 0.7 

12.6-
25.2 

CD16+CD56+% 5 4-17 10 3 5 4-17 2 3-22 
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5 Discussion 
 
The innate immune system acts in concert with the adaptive immune system to clear 
viral and bacterial infections. For a virus and many bacteria to be infectious, they 
need to access the cytosol of a host to start their replication cycle. Cells of the innate 
immune system mount a fast antiviral response upon DNA detection in the cytosol 
among others through the cGAS-STING axis [329]. The importance of STING-
dependent innate immune sensing, especially in DCs, is illustrated by the differences 
in infectivity and immunopathology between HIV-2 and HIV-1. To-date, it is 
believed that the ability of HIV-2-infected patients to better control the infection and 
to progress slower to AIDS, relies mainly on innate immune sensing of viral cDNA 
by cGAS-STING axis. However, how innate HIV sensing contributes impacts naïve 
CD4 T cells is not yet known. Importantly, while STING activity is well described in 
innate cells, it is unknown what role STING has in adaptive immune cells. In a recent 
genetic screen, focused on the identification of new mutations involved in the onset of 
autoimmune disease, it was observed that the mutant STING-V155M correlated with 
reduced numbers of memory and increased numbers of naive T cells, compared to 
age-matched controls [104].  
 
Based on these findings, we decided to study the intrinsic and extrinsic effects of 
STING on CD4+ T cells.  First we examined the extrinsic effect by focusing on how 
HIV sensing by DCs primes naïve CD4+ T cells. In the second project, we 
investigated the cell intrinsic activity of the innate sensor STING in CD4+ T 
lymphocytes. The two projects are discussed separately below and a final model will 
be proposed.   
 
 

 Regulation of adaptive immunity by HIV sensing in 5.1
dendritic cells 

 
To examine the extrinsic role of STING, we used MDDCs infected with HIV-1, HIV-
2 or MVA or stimulated with other control stimuli in an in vitro model for naïve 
CD4+ T cell priming and subsequent HIV challenge. We found that HIV-2 sensing by 
MDDCs leads to the acquisition of a partial resistance to HIV infection in the primed 
naive CD4+ T cells. This resistance correlates with the induction of an ISG signature. 
We have also found that the THIV-2 profile is characterized by IFNγ production, 
reminiscent of a Th1 profile. We have performed an exploratory analysis on the 
differentially expressed genes from microarray analysis and have generated a list of 
candidate resistance factors in CD4+ T cells. 
 

5.1.1 HIV-2, but not HIV-1, induces activation and type I IFN 
production in MDDC 

 
Innate immune sensing induces maturation and cytokine production in DCs, required 
for activation and differentiation of naïve CD4+ T into effector cells [5]. We have 
chosen different ligands of nucleic acids sensors to study the effect of HIV 
determinants sensed by DCs that shape the T cell response and compared their effect 
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to that of HIV-1 or -2. First, we verified the activation state of MDDCs in our model, 
and we confirmed that all control stimuli and HIV-2, but not HIV-1, induce CD86 
expression 48hrs after stimulation or infection. Sensing of nucleic acids induces type I 
IFN production [50]. We found that poly(IC), poly(dG:dC) and MVA induce 
production of type I IFN already at 24hrs and it accumulates at 48 hrs. Induction of 
type I IFN occurs at later time with HIV-2, possibly due to different kinetics between 
sensing of slowly accumulating viral cDNA as a result of HIV-infection and synthetic 
ligands added in high doses. All the condition in which type I IFN was produced at 
48hrs also induced IP-10 production. However, IP-10 can be induced by other, IFN-I 
independent signalling pathways [357]. Importantly, as expected HIV-1 did not infect 
and mature MDDCs, as previously reported [99, 247]. We also showed that R848 
strongly activates MDDCs and IL-6, IL-12 and TNF production as previously 
reported [358], but type I IFN was detected in minute amounts in our model. While 
R848 has been used in trials for its antiviral and antitumor properties [359], another 
study has shown that the MDDCs from healthy donors could behave as “low” rather 
than “high” responders when compared to e.g. pDCs [360]. Also, it is possible that 
the low amounts of type I IFN induced by R848 are due to pDCs contamination in 
MDDCs or differences between our human model and the already published data, 
mainly based on mouse models. Also dose effects could impact on R848-dependent 
release of type I IFN. Although we used a dose that induces full maturation of 
MDDCs in our system, R848 could be tested at higher dose to clarify the antiviral 
activity of R848 in our model. Whatever the reason for the lack of IFN-I response, our 
data show that R848 did not confer resistance to infection to primed CD4+ T cells 
highlighting the importance for IFN in inducing the antiviral state in CD4+ T cells.  
 

5.1.2 HIV-2-infected MDDC protect CD4+ T cells from subsequent HIV 
infection 

 
One of the main striking differences between HIV-1 and HIV-2 is the ability of HIV-
2 to be sensed by and to infect DCs. We found that THIV-2 but not THIV-1 acquired 
a partial resistance to subsequent HIV infection which correlated with the acquisition 
of an ISG signature. Block of type I IFN reduced MX-1 expression to basal levels in 
all conditions, highlighting the central role of type I IFN in inducing antiviral state in 
naïve CD4+ T cells. An indirect confirmation that type I IFN is the main driver of the 
observed Tantiviral is the observation that R848 or poly(I:C) stimulated MDDCs are 
fully activate and produce comparable amounts of IL-6 and IL-12 , however TR848 
are significantly more susceptible to HIV infection than Tpoly(I:C). Here, the most 
striking difference between the two stimuli is the type I IFN production, which is 
almost absent in R848 stimulated MDDCs. It would be important to validate the 
central role of type I IFN for Tantiviral priming, by performing a challenge 
experiment in the same DC:T system in the presence of neutralizing antibodies 
against type I IFN alone or in combination with IL-6, IL-12 and TNF neutralizing 
antibodies.  
 

5.1.3 T helper cell profile of CD4+ T cells  
 
The impact of IFN-I on the quality of the resulting CD4+ T cell response is less clear 
than its direct antiviral effect. We wondered whether the susceptibility of CD4+ T 
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cells to HIV-infection correlated with a bias in effector T cell differentiation. We 
found that CD4+ T cells produced IFNg after co-culture with MDDC from all 
stimulation conditions. In vitro generated, unstimulated MDDCs bias naive CD4 T 
cells towards Th1 differentiation with almost 40% of CD4+ TNS being IFNg+. 
However, we also showed a further increase in IFNg  in conditions where stimulation 
or infection of MDDCs induced high type I IFN production. Type I IFN positively 
contributes to lymphocyte activation survival and differentiation in a STAT-4 
dependent signalling [309, 310] when it provides a third signal in simultaneously to 
TCR engagement and antigen presentation. Adding recombinant IFNa was sufficient 
to induce higher IFNg in the DC:T cell culture. Type I IFN autocrine signalling also 
induces IL-12 production by DCs [6, 361], further contributing to Th1 differentiation. 
However, IL-12 was not detected in the supernatant of HIV-2 infected MDDCs after 
48hrs. It is possible that type I IFN autocrine loop requires longer time to induce IL-
12 secretion in vitro, or that CBA is too insensitive to detect small amounts of IL12. 
Overall, it seems that type I IFN production promoted naïve CD4+T cell 
differentiation towards Th1 cells.  
 
We also found that IL-21 was only produced by TR848, suggesting that HIV-2 does 
not induce Tfh polarization in our system. However, IL-21 is an interesting cytokine 
in HIV infection. IL-21 is under investigation for its potential antiviral activity. In 
fact, IL-21 can enhance natural killer cells, cytotoxic CD8+ T cells [271, 362, 363] 
and it can induce the antiviral miRNA29 in CD4+ T cells, demonstrating an intrinsic 
resistance to HIV-1 infection [364, 365]. The production of IL-21 in SIV-infected 
macaques also correlated with a better immune activation and decrease in latent viral 
reservoir [366, 367]. However, the generation of IL-21-producing CD4+ T cells 
requires high amount of IL-12, as shown for T cells co-cultured with LPS-stimulated 
DCs in vitro [368]. As already discussed above, we do not detect IL-12 production in 
HIV-2-infected MDDCs in our model.  
 

5.1.4 Resistance to HIV infection in CD4+ T cells is associated with the 
induction of type I IFN regulated genes 

 
We generated unbiased transcription profiles of CD4+ T cells, in order to identify 
candidate genes responsible for the acquired antiviral resistance of THIV-2 to HIV 
infection. 943 genes were differentially expressed in one or more of the tested 
conditions using an adjusted p-value < 5% and -1 < log2 (Fold-Change) > 1, which 
clustered in 5 modules using the WGCNA algorithm. We proceeded with an 
exploratory functional analysis to study the gene enrichment in the different modules. 
We found that genes in module 2 and 5 showed a similar pattern of regulation but 
were found to be unchanged in the HIV-2 condition, while module 3 and 4 were 
specific to regulation in response to R848 or IFNa, respectively. Indeed, the Tfh-
associated genes IL-21, ASCL1, IL-23R clustered in module 3 confirming the 
suggested role of R848 in the differentiation of CD4+ T cells into Tfh cells [369]. In 
module 4 we found genes that were specifically induced by type I IFN that conferred 
the biggest resistance to HIV-infection. Among the interesting genes present in 
module 4 are CD40 and IL-10. CD4+ T lymphocytes express CD40 in autoimmune 
mouse model [370] and CD3/CD40L mediated co-stimulation increased T cell 
activation and induced IL-10, TNF-a and IFN-γ production. However, early CD40-
mediated activation was followed by apoptosis of the activated CD4+ T cells, 
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preventing the formation of an adaptive memory population [371]. Further, IL-10 
downmodulates effector adaptive immunity by reducing the ability of APCs to 
promote CD4+ T cell differentiation and proliferation. Thus, it is conceivable that 
cells expressing module 4 genes would quickly die if challenged by HIV. In fact, 
copious amounts of type I IFN in absence or prior to antigen-presentation has a 
detrimental effect on CD4+ T cells [321]. In vitro, IFN-I dependent STAT-1 
signalling can occur in absence of TCR engagement and induce pro-apoptotic signals 
during lymphocytes differentiation. Constant and abundant type I IFN stimulation 
induced a state of exhaustion in lymphocytes [311, 312]. This may be part of the 
mechanism through which HIV-1-mediated immune activation exhausts the capacity 
of the immune system. 
 
Given that most DE genes in THIV-2 clustered in module 1 and not in module 4 as 
TIFN, we thought that HIV-2-induced resistance in CD4+ T cells is more than a pure 
type I IFN signalling, even though type I IFN seems to play a major role in shaping 
TANTIVIRAL profile. Indeed, a recent study has shown that HIV-2 induces pDC 
maturation towards antigen-presenting cells rather than IFN-I producing cells [372]. It 
has been suggested that when type I IFN is coupled with other signals it contributes to 
a protective adaptive immune response rather than IFN-mediated T cell exhaustion 
and loss of CD4+ T cells, as observed during progression to AIDS [319, 320]. 
 
In our DC:T system we have chosen to use in vitro differentiated monocytes since the 
innate sensing of HIV-2 was first demonstrated in this cell type. However, the 
physiological relevance of our results still needs to be addressed in vivo.  In the lab 
we have also generated data that justify the use of MDDC as a relevant model for 
HIV studies. We analysed the tolerance of different blood DC subsets to become 
infected with HIV. We found that CD1+ DCs (also known as BDCA1+ DC subset) 
become infected with HI, while pDCs were poorly infected compare to CD1+DCs. 
However, pDCs produced type I IFN and IP-10 and turned into weak antigen-
presenting cells (Silvin et al., manuscript in revision). CD1+ blood dendritic cells 
however, behaved like MDDCs (during HIV infection). While they were capable of 
restricting HIV-1 infection, which can be reverted by Vpx, they were permissive to 
HIV-2 infection. Here, cGAS and SAMHD1, like for MDDCs [247, 329] are 
implicated in viral cDNA sensing and viral restriction (Silvin et al., manuscript in 
revision). Given these results, it would be interesting to set up a co-culture system 
with blood DC subsets and naïve CD4+ T cells to validate our in vitro findings and to 
integrate the contribution of different subsets to HIV-2 induced resistance in CD4+ T 
cells.  
 

5.1.5 Identification of candidate resistance genes controlling CD4+ T 
cell susceptibility to infection 

 
To identify HIV-2 induced candidate resistance genes, we focused on module 1 of the 
Affymetrix profile since it contained genes that are differentially regulated in all 
stimuli associated with HIV-infection resistance including HIV-2. Functional analysis 
of genes in module 1 revealed an association with genes involved in the immune 
response, the response to virus, antiviral defense and cytokine activity.  
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MX-1 is not antiviral against HIV [133], but in our system the susceptibility to HIV 
infection correlates with MX1 expression. We thus generated a list of antiviral 
candidate genes among all probes that correlate with MX-1 expression in all the 
stimuli that confer protection from HIV infection. The rational of selecting antiviral 
candidates from all the probes rather than only in module 1, is to not miss false 
negative genes that did not appear in the selected DE due to the stringency criteria of 
the bioinformatic analysis. Indeed, such stringent parameters were selected due to the 
subtle changes in gene expression values in CD4+ T cells during the allogeneic co-
culture. Within the generated list we found genes that had already been described as 
HIV restriction factors such as several ISGs. We found involved in the block of HIV 
viral fusion at the cell membrane [135-137], proteins such as IFITM2, involved in the 
restriction of replication such as ISG15 and proteins such as tetherin that interfere 
with the diffusion of viral particles after budding [138]. We finally selected 386 
candidate genes, 47% of which were new, previously undescribed candidate genes to 
be tested in a high-throughput screening approach. Our list of candidates is 
significantly different from those selected in the screening approach adopted by 
Schoggins for the identification of antiviral ISGs against a broad group of viruses, 
based on overexpression of a cDNA library [112]. The main limit for conventional 
cDNA screening is the ability to control the expression level of the selected candidate. 
In fact, cDNA libraries are often expressed at high level that may raise questions of 
physiological relevance of the observed phenotype. On the other hand a genome-
wide, loss of function, siRNA-based screen for the identification of genes involved in 
viral restriction allows for the identification of genes which expression is regulated by 
the virus at RNA level. In fact, siRNA are important for the host to suppress the 
expression of genes encoded for by an invading virus. The main criticism to this 
approach is the variability due to possible incomplete silencing, or off-target 
knockdown effects. However, at the time of the screening, more sophisticated 
techniques such as genome editing were not available in our facility yet. Thus we 
decided to optimize the screening strategy by including 3 siRNAs per gene, each 
targeting a different part of the gene. 
 
We proceeded to adapt our HIV challenge experiment to the human RPE-1 cell line 
commonly used in siRNA-based screening approaches in our facility. As screening 
had to be performed in under L2 safety conditions, we optimised the protocol using a 
HIV-1 surrogate, GFP-expressing lentivirus as measure of infection. Also, we found 
that the cells become less susceptible to HIV infection when treated with IFN-a2a. 
Overall this preliminary setting demonstrates the suitability of using RPE-1 cells for 
the screening alternatively to primary CD4+ T cells and HIV-1 surrogate for 
infection. However, we do not exclude that type I IFN in RPE-1 could induce 
different sets of ISGs than in primary CD4+ T cells, which can be seen as a limitation 
to our system.  
 
Using a GFP-encoding lentivirus allowed us to use GFP expression intensity as a 
measure of infection and to determine the capacity of the tested siRNAs to rescue 
infection. We decided to normalize the GFP intensities for all siRNA conditions, to be 
able to compare the results for both replicates. As negative controls, siRNAs targeting 
KF11, an essential gene for cell division, and eGFP completely block cells 
proliferation and GFP expression, respecitively. As positive control, GFP expression, 
and thus infection, was rescued by silencing type I IFN receptor expression with 
siIFNAR1. However, we also noticed some variability in GFP intensity between the 3 
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siRNAs for our internal control siIFNAR1. In fact, while siIFNAR1 #1 and #2 gave 
the highest GFP intensity overall the screening, siIFNAR1 #3 was less efficient in 
blocking infection. Based on this, we propose to proceed comparing both 1) the 
efficiency of each of the three siRNA per gene, and 2) the reproducibility between the 
two replicates. We intend to apply several parameters before considering a gene as a 
true positive hit. First, at least two of the three independent siRNA per gene should 
produce the same phenotype. Second, to validate selected hits, we could combine all 
siRNAs to induce a more efficient silencing. 
 
Overall, we have shown the results of a preliminary analysis that has generated an 
intriguing list of candidate target genes. As expected, our positive control (siIFNAR) 
and negative control (sieGFP) are the first and the last genes in the list, respectively. 
Thus, we conclude that the screening technically succeeded; however we need to 
perform an in-depth analysis to reach further conclusions. We intend to calculate the 
statistical relevance of the phenotype observed for each silenced gene. Finally, each 
hit will be validated in primary CD4+ T cells performing overexpression and 
silencing experiments using HIV for virus challenge. These analyses may contribute 
to the identification of new antiviral ISGs responsible for lymphocytes resistance 
acquired after HIV-2 sensing by innate immune response. The identification of new, 
restriction factors in CD4+ T cells could contribute to the intricate host-HIV 
interaction understanding. Indeed, pharmacological mobilization of new restriction 
factors would be an attractive approach for the development of new antivirals.  
 

 Intrinsic anti-proliferative activity of the innate sensor 5.2
STING in lymphocytes 

 
To assess STING activity in lymphocytes, we developed an in vitro model of CD4+ T 
cells transduced with STING WT or other STING mutants. We have found that 
STING adopts an anti-proliferative activity in CD4+ T lymphocytes under normal and 
pathological conditions. This activity was independent of TBK1 and IRF3 recruitment 
and of type I interferon, but it activated DCs. Inhibition of cell proliferation by 
STING required also its localization to the Golgi and induced mitotic errors. 
Altogether, our findings revealed the intrinsic anti-proliferative activity of an innate 
sensor in cells of the adaptive immune system. 
 
In order to determine the mechanism responsible for block of proliferation in T cells, 
we first determined Annexin-V expression in STING-V155M T cells, since 
stimulation of STING was previously shown to induce apoptosis [344]. We did not 
find any evidence of apoptosis in STING V155M expressing CD4+ T cells. In this 
previous study, STING activity was assessed in mouse normal and human malignant 
B cells, suggesting a different activity of STING in human CD4+ T cells, possibly 
due to differences in structure between mouse and human. Indeed, it was shown that 
chemical compounds such as DMXAA or CMA activate STING only in mouse, while 
no activity was detected in human cells and tissue [65, 66]. The V155M mutation is 
also predicted to induce a change in STING conformation, reminiscent of a ligand-
dependent activation, inducing permanent localization of STING to the Golgi and 
constitutive signaling activation. We then showed that the anti-proliferative activity of 
STING required STING localization to the Golgi and a sub-region in the C-terminal 
domain, termed miniCTT. Using a THP-1 assay of 2'3'-cGAMP-induced cell death 



Silvia Cerboni – Doctoral Thesis - 2016  

	   118	  

and IFN production, we found that STING comprising the miniCTT actually 
protected from 2'3'-cGAMP induced cell death. Amino acid sequence alignment of 
the miniCTT of mouse and human STING revealed the presence of a proline at 
position 345 absent in the human sequence that is present in mouse STING (data not 
shown). The generation of a 345P mutant in human STING could determine if this 
residue is involved in STING-dependent apoptosis observed in mouse. The 
antiproliferative activity of STING mediated by the miniCTT paralleled STING's 
ability to induce DC activation. DC activation occurred in the absence of TBK1 and 
IRF3 recruiting determinants in STING. This shows that STING has an additional 
mode of innate stimulation, independent from TBK1 and IRF3 binding. It is possible 
that mouse STING interacts with a molecule, which converges STING-signaling to a 
unique antiviral and pro-apoptotic immune response. Contrary, human STING might 
activate two different pathways in relation to the nature (quantity/persistence) of a 
danger signal. On one hand, human STING antiviral activity is induced by the 
recruitment of TBK1 and IRF3. STING is quickly degraded by ULK-mediated 
autophagy after activation [84], preventing the detrimental effect of persistent type I 
IFN expression. On the other hand, we can envision a pathological situation where 
STING-mediated antiviral activity is not sufficient to counteract an infection. While 
activated STING persists at the Golgi and increases autophagy (data not shown), it 
may recruit yet unknown immune regulator/s to inhibit pathogen spreading by 
blocking lymphocyte proliferation. By boosting autophagy, e.g. using rapamycin, we 
could investigate whether STING persistence at the Golgi is the limiting factor to 
trigger the anti-proliferative signal. The Golgi apparatus is a critical organelle for 
entry and progression of cell mitosis [353], and acts as a signaling platform [354]. 
However, these properties remain poorly characterized and it will be essential to 
examine the interplay between STING and the Golgi in these processes. An 
interesting candidate protein involved in the regulation of STING in the Golgi is 
optinuerin. Optineurin is a cytosolic protein mainly located in the perinuclear area 
close to the Golgi. Optineurin interacts with proteins involved in cytoskeleton 
organization and it has been proposed to contribute to the maintenance of Golgi 
structure by orchestrating the microtubule organization in its proximity [373]. 
Recently, it was found that optinuerin is involved in targeting of TBK-1 to the Golgi 
upon innate sensing [354]. Since, optinuerin is also found to bind LC-3 during 
autophagosome formation, we propose to investigate whether persistent STING 
signaling interferes with optinuerin and its functions in relation to autophagy, Golgi 
and Nf-κB pathways impairment. Of note, optineurin has a strong homology with 
NEMO (IKK-γ), and its overexpression impairs NF-κB functions, suggesting 
competition between optineurin and NEMO. The relevance of NF-κB in our 
phenotype is also suggested by genetic studies. Similar to our findings in patients with 
constitutively active STING, patients with loss of function mutations in the NF-kB 
associated molecules IKKB, CARD11, BCL10 and dominant gain of function 
mutations in IκBα show an imbalance in peripheral T cell subset characterized by an 
increase in naive and decrease in the memory subset [347-350]. Isolated T cells from 
these patients also show a defect in ex vivo T cell proliferation. T cell subset balance 
and proliferation is thus critically dependent on a functional NF-κB signaling 
pathway. We thus propose that STING V155M interferes with NF-κB-related signals 
required for T cell proliferation. Interestingly, DC activation typically requires NF-κB 
signaling [3]. The miniCTT of STING may converge on NF-κB signaling in T cells 
and dendritic cells. At steady state NF-kB is localized in the cytosol in a inhibitory 
complex composed by IkBα, IkBβ and IkBε. After TCR engagement, downstream 
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signaling induces the activation of IKKs (IKKα, IKKβ   and   IKKγ), which in turn 
counteract NF-κB inhibition, allowing its translocation into the nucleus. We found 
that T cells from patients have an impaired proliferation when weakly stimulated in 
vitro, while the proliferation is almost rescued at higher dose of OKT3. Interestingly 
STING was found to interact with LAT [374], an important adaptor molecule that 
interconnects proximal and distal signaling events after TCR activation. Thereby, it is 
possible that STING activation interferes with NF-κB signaling through its 
sequestration in sub-vesicular compartment from the Golgi. By performing 
immunoprecipitation of STING-V155M with IKKα, IKKβ or IKKε or IκBα we can 
determine if STING interacts with any of these proteins, suggesting an involvement of 
NF-κB in our phenotype. Using Imagestream, we can investigate whether NF-κB 
translocates into the nucleus in STING WT or V155M overexpressing primary CD4+ 
T cells. Impairment of NF-κB signaling would result in reduction of cytokine 
production. TNF production is reduced in STING-V155M overexpressing CD4+ T 
cells compare to STING-WT as assessed by CBA. Although we cannot exclude that 
this is due to differences in cell number. Intracellular cytokine staining for TNF will 
clarify whether NF-κB is involved in the block of proliferation observed in V155M 
CD4+ T cells.  
 
The anti-proliferative activity of STING required its localization to the Golgi. This 
was observed independently by introducing the HAQ polymorphism in STING, or by 
deleting the CTT of STING. STING induced mitotic errors characterized by aberrant 
cellular DNA content, extended mitosis and unstable metaphases. Similar mitotic 
error and aberrant cellular DNA content has been reported in cell types that are 
dependent on TBK1 for mitosis, when TBK1 was inhibited or sequestered [346, 355]. 
We excluded the importance of TBK1 binding to STING for its antiproliferative 
activity, suggesting that several innate sensing signaling pathways may converge to 
induce mitotic errors. Interestingly, NF-κB activation has been previously implicated 
in the control of senescence [352]. In T cells, we envision that the NF-κB-stimulatory 
activity of STING intersects with anti-proliferative pathways associated with cell 
cycle arrest and senescence, consistent with the induction of mitotic errors by STING 
V155M. 
 
Using a mouse model we found that STING-deficient mouse T cells had a constitutive 
increased cell proliferation rate. In this setting, the nature of the STING activating 
signal remain unknown. Both, patients and STING-deficient mice T cells poorly 
proliferate when stimulated by low dose of anti-CD3, while the proliferation was 
improved at higher dose. NF-κB could be sequestered by STING-LAT and 
impairment of its signaling could impact the differentiation and development of 
memory T cells. Indeed preliminary results indicate that effector Th1, Th2 or Th17 
cells generated from STING-deficient naive CD4 T cells have an increased 
production of the respective effector cytokine early after differentiation (data not 
shown). To investigate the relevance of STING in the development of effector T cell 
responses we will compare naive to STING-KO CD4 T cells in a transfer colitis 
model.  
 
In regard to the nature of the physiological STING stimulus we found cGAS to be 
induced upon T cell stimulation, which could hence contribute to endogenous STING 
anti-proliferative activity. Alternatively, we do not exclude that STING anti-
proliferative activity may be triggered by yet unknown ligand-independent signals. 
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Accordingly STING V155M is active in the absence of ligand binding. We find that 
STING plays a role in T cell proliferation of normal and STING-mutated cells. 
STING may impact T cell proliferation and T cell subset balance in other situations 
implicating the cGAS-STING pathway, such as in HIV infection [99, 100, 150]. In 
summary, our results extend the paradigm of innate control of adaptive immunity by 
establishing that inhibition of proliferation is a lymphocyte-intrinsic activity for the 
innate sensor STING. 
 

 MODEL: extrinsic and intrinsic functions of STING adapted 5.3
by the immune system to eradicate HIV infection 

	  
The innate and adaptive immune responses are a defense mechanism of the host to 
protect itself against viral infection. They are a result of millions of years of 
coevolution of host and pathogen. Here, a virus develops several strategies to 
circumvent the host's defense strategies and to improve fitness and survival within the 
host. Viral adaptation infers pressure on the host to develop new antiviral defense 
mechanisms. The efforts made to understand the roles of viral accessory proteins 
during viral replication within host cells, shed light on the evolution of restriction 
factors in the host.   
 
All viruses, including HIV-1, need to enter the cell to start the replication of their viral 
genome. HIV-1 preferentially infects CD4+ expressing cells such as T cells and 
macrophages [375, 376], but has weak tropism for other cell types such as dendritic 
cells. DCs are a heterogeneous population of cells, categorized into several subsets 
with different ability in the generation of adaptive immune response (Aymeric Silvin 
et al., manuscript in revision). HIV-infection of DCs is a crucial step in HIV 
pathogenesis as it decides about the efficiency of infection of the CD4+ T cell pool 
[99, 255]. Upon primary infection, HIV needs to reverse transcribe its viral genome 
before it can be integrated into the nucleus. To ensure reverse transcription, HIV-2 
carries Vpx, which inhibits the restriction factor SAMHD1 and allows HIV to access 
the cytosolic pool of dNTPs [251]. HIV-1, which does not express Vpx, must have 
evolved not yet entirely understood strategies, such as higher affinity for dNTPs or 
other viral protein adapted to overcome host restriction of reverse transcription (e.g. 
Vpr ) such as for African green monkeys (SIVagm) [377]. The high rate of genome 
mutagenesis in HIV-1 leads to the speculation, that it develops alternative 
mechanisms to bypass one host restriction during the course of an infection. 
 
DCs are innate immune cells encoding for another class of host restriction factors: 
pattern recognition receptors responsible for detecting of viral PAMPs. One of the 
most potent PAMPs is the presence of DNA in the cytosol. Experiments in MDDCs 
demonstrated that the ability of HIV-2 to overcome SAMHD1 restriction, leads to 
cytosolic dsDNA sensing by cGAS [99]. Thus, the absence of Vpx in HIV-1, 
corresponding to its inability to infect DCs leads to the hypothesis that HIV-1, in 
contrast to HIV-2, has evolved strategies of immune evasion. This is further 
illustrated by the finding that HIV-1 takes advantages of the enzymatic activity of 
TREX-1 to degrade viral and non-self dsDNA in order to escape an antiviral response 
in the cytosol [150]. STING is the central adaptor for nucleic acids sensing in the 
cytosol. STING downstream signaling leads to the release of IFN-I [50], which 
induces several ISGs, the main class of host restriction factors [112, 127]. The most 
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striking difference between HIV-1 and HIV-2 during initial DCs infection is their 
ability to induce STING dependent activation and maturation. It is a crucial difference 
that affects the infectivity of the CD4+ T cell pool, the major viral reservoir. We 
found that DCs that have been activated through innate viral sensing can confer 
resistance to CD4+ T cells in a fashion that strongly correlates with DC production of 
antiviral IFN-I. Thus during HIV-2 infection, it is likely that CD4+ T lymphocytes 
benefit from innate sensing of HIV by DCs in two ways: 1) Maturation of DCs in the 
presence of viral antigen leads to the development of polyfunctional effector 
lymphocytes that are able to better control the infection; 2) DC-derived IFN-I confers 
better resistance to CD4+ T cells to HIV infection than DCs that are "infected" by 
HIV-1. Since the CD4+ T cell count is a prediction parameter for AIDS progression 
[162, 260], HIV infection might lead to slower loss of CD4+ T cells, which is 
observed in HIV-2 infected patients. Thus the ability of HIV-1 to circumvent STING-
mediated innate sensing in DCs might be a major reason for the more severe 
pathogenicity of HIV-1 compared to HIV-2 infections. 
 
Another, although largely unexplored, level of host restriction to HIV infection is the 
innate sensing in adaptive immune cells. While, peripheral naïve CD4+ T cells are 
“deeply” resistant to HIV-1 infection due to SAMHD1 restriction [289, 290], 
lymphoid tissue naïve CD4+ T cells are more permissive due to the richer 
surrounding environment. Still, in most T cells HIV-1 infection is abortive as reverse 
transcription can be sensed by IFI16, which leads to inflammatory apoptosis in 
CD4+T cells, also known as pyroptosis [39]. However, this mechanism is not 
sufficient to explain the massive cell death and loss of CD4+ T cells during HIV 
chronic infection. Based on our results, we propose that STING may directly 
contribute to viral cDNA sensing in CD4+ T cells. In activated CD4+ T cells 
SAMHD1 restriction is inefficient, as the cell needs access to the nucleotide pool for 
its own replication enabling viruses to rapidly replicate under these conditions. Thus, 
other mechanisms such as the delivery of exosome-packaged cGAMP from the 
infected cells into the cytosol of CD4+ T cells could directly activate STING and 
induce its translocation to the Golgi. Here, it either triggers an antiviral and/or an anti-
proliferative pathway in an attempt to stop the virus infection. This intrinsic function 
of STING may lead to an abortive infection and thereby potently limit HIV spreading 
in CD4+ T cells. Thus we propose that an intrinsic STING activity in T cells is a 
third, desperate attempt by the immune system to block HIV infection in CD4+ T 
cells.  
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