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Abstract 

This work deals with supramolecular organogels. These gels are obtained by dis-

persing in the organic solvent low molecular weight molecules (Low Molecular 

Weight Gelators, LMWGs), which are not soluble at room temperature and form a 

suspension. This suspension is heated, achieving solution, and cooled down back 

to room temperature where LMWG molecules self-assemble in non-covalently 

bonded Self-Assembled Fibrillar Networks (SAFiNs), e.g., by hydrogen-bonding, 

π-stacking, Van der Waals interactions, etc. This entangled network traps mechan-

ically the liquid, principally by surface tension, triggering a gel state. 

 

A precise description of the phenomena remains partially unknown, leaving open 

questions that still impede to predict beforehand whether a given LMWG candidate 

will be able to gelate a certain liquid of interest. If design rules could be established 

between the chemical structure of a LMWG and its gelation properties, it could be 

possible to design LMWGs for specific liquids of interest while providing insight 

about organogel formation. Thus, this work investigates sets of chemically diverse 

LMWG families, with the aim of correlating their chemical structure with their 

corresponding gelation behavior. 

 

The approach followed in this thesis consists in modelling the self-assembly of dif-

ferent series of LMWGs, bisamide-cyclohexane compounds and thiazole com-

pounds with alkyl chains of different lengths, with the aim of understanding the 

formation of the gel fibers and determining their structure. Most of the LMWGs 

that we have studied crystallize to form gels, and for such crystalline systems, our 

methodology starts with a Crystal Structure Prediction (CSP) of the gel fibers, com-

bining crystal cell generation and powder X-ray diffraction simulations. Then, we 

determine their crystal morphology using growth kinetics principles, to finally 

characterize the gelation ability of the gel fibers using surface energy parameters. 

Our modelling activities have been carried out in very close interaction with corre-

sponding experimental efforts undertaken in the groups of Prof. Laurent Bouteiller 

(Sorbonne Université) and Prof. Pierre-Antoine Albouy (Université Paris-Sud). 

Their results of gelation experiments, powder X-ray diffraction and SEM charac-

terization were compared with our modelling data. 
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Résumé 

Ce travail consiste en une étude théorique de la formation et de la structure d’orga-

nogels supramoléculaires. Ces gels sont obtenus par dispersion dans un solvant or-

ganique de molécules de bas poids moléculaire (Low Molecular Weight Gelators, 

LMWGs). Ces molécules LMWG s'auto-assemblent de manière non covalente, par 

exemple par liaison hydrogène, empilement π, interactions de Van der Waals, etc. 

et forment finalement des réseaux fibrillaires. Ces réseaux enchevêtrés piègent mé-

caniquement le liquide, principalement par tension superficielle, générant un gel. 

 

La description précise des phénomènes de gélation de solvants organiques reste 

encore partielle, laissant des questions ouvertes qui empêchent de prédire si un can-

didat LMWG donné sera capable de gélifier un certain liquide d'intérêt. Si, par la 

modélisation, des règles de conception pouvaient être établies entre la structure chi-

mique d'un LMWG et ses propriétés de gélification, il serait possible de concevoir 

des LMWG pour des liquides spécifiques, tout en améliorant la compréhension de 

la formation des organogels. Pour répondre à ces objectifs, ce travail étudie des 

familles de LMWG chimiquement différentes, dans le but de corréler leur structure 

chimique avec leur comportement de gélification. 

 

L'approche suivie dans cette thèse consiste à modéliser l'auto-assemblage de diffé-

rentes séries de LMWG (d’une part des composés bisamide-cyclohexane, d’autre 

part des composés de thiazole, tous porteurs de chaînes alkyles de différentes lon-

gueurs), dans le but de comprendre la formation des fibres de gel et de déterminer 

leur structure. La plupart des LMWG que nous avons étudiés cristallisent pour for-

mer des gels, et pour de tels systèmes cristallins, notre méthodologie de modélisa-

tion débute par la prédiction de la structure cristalline des fibres de gel, en combi-

nant la génération de cellules cristallines et des simulations des diagrammes de 

diffraction des rayons X sur poudres. Ensuite, nous déterminons la morphologie 

des cristaux en utilisant les principes de cinétique de croissance.  Enfin, nous ca-

ractérisons la capacité de gélification des fibres cristallines en utilisant des para-

mètres d'énergie de surface. Il est important de souligner que nos activités de mo-

délisation ont été menées en interaction très étroite avec les efforts expérimentaux 

correspondants entrepris dans les groupes du Prof. Laurent Bouteiller (Sorbonne 

Université) et du Prof. Pierre-Antoine Albouy (Université Paris-Sud). Leurs résul-

tats d'expériences de gélification, de diffraction des rayons X sur poudres et de ca-

ractérisation SEM ont été comparés à nos données de modélisation. 
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Chapter 1. Introduction 

Since the introduction of the concept of a gel in 1861 by Thomas Graham [1], its 

definition has been changing through the years due to the broad physicochemical 

nature of gels [2]–[4]. In 2007, the International Union of Pure and Applied Chem-

istry (IUPAC) defined a gel as a "non-fluid colloidal network or polymer network 

that is expanded throughout its whole volume by a fluid"[5]. 

 

Because of this diverse nature, many applications have been developed designing 

gels with specific characteristics for specific needs. The presence of gels in today's 

society is quite remarkable as many applications are visible, from everyday life 

(such as gelatin or jelly-like food products in the food industry, hair/body gels or 

moisturizers for body care, paint or coatings formulations), to more technological 

applications (drug delivery in the pharmaceutical industry, pollutant removal, sep-

aration and analysis of macromolecules by gel electrophoresis in forensic science 

and many more). 

 

Jointly with the broad applications of gels, the corresponding physicochemical na-

ture of gels is very diverse too. In 1974 Paul Flory categorized gels considering the 

wide physicochemical characteristics that must be considered. Up to this day, the 

following classification still holds and is recommended by the IUPAC association 

[6]: 

 

i. a covalent polymer network, e.g., a network formed by crosslinking pol-

ymer chains or by nonlinear polymerization; 

ii. a polymer network formed through the physical aggregation of polymer 

chains, caused by hydrogen bonds, crystallization, helix formation, com-

plexation, etc., that results in regions of local order acting as the net-

work junction points. The resulting swollen network may be termed a 

thermoreversible gel if the regions of local order are thermally reversi-

ble; 

iii. a polymer network formed through glassy junction points, e.g., one 

based on block polymers. If the junction points are thermally reversible 

glassy domains, the resulting swollen network may also be termed a 

thermoreversible gel; 
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iv. lamellar structures including mesophases, e.g., soap gels, phospholip-

ids, and clays; 

v. particulate disordered structures, e.g., a flocculent precipitate usually 

consisting of particles with large geometrical anisotropy, such as in 

V2O5 gels and globular or fibrillar protein gels. 

 

Additionally, a popular complementary classification for gels is based on the liquid 

gelled. When the liquid is water, it is named hydrogel; if it is an organic solvent, it 

is named organogel. 

 

This work deals with supramolecular organogels. These gels are obtained by dis-

persing in the organic solvent low molecular weight molecules (Low Molecular 

Weight Gelators, LMWGs), which are not soluble at room temperature and form a 

suspension. This suspension is heated, achieving solution, and cooled down back 

to room temperature where LMWG molecules self-assemble in non-covalently 

bonded Self-Assembled Fibrillar Networks (SAFiNs), e.g. by hydrogen-bonding, π 

-stacking, van der Waals interactions, etc. This entangled network traps mechani-

cally the liquid, principally by surface tension, triggering a gel state (see Figure 

1.1). Let us just mention that supramolecular organogelation would be classified in 

the second and perhaps fifth of Flory’s categories [7]. 

 
Figure 1.1: Sketch of organogel formation. 

 

Supramolecular organogels, commonly referred as organogels in literature and 

from here on in this manuscript, mainly differ from the traditional gels, synthesized 

by polymerization reactions, in the non-covalently bonded nature of their cross-

linking, whereas the traditional ones are covalent. This feature offers unique prop-

erties such as reversibility upon e.g. heating, irradiating or sonicating [8], and they 

can be used for many applications in the fields of organic electronics, nanotechnol-

ogy, biomedicine, mechanochemistry, etc [9]–[11]. Consequently, this type of ma-

terials has spurred increasing attention over the years. 
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However, despite important advances in the field aiming to rationalize organogel 

formation [12]–[15], a precise description of the phenomena remains partially un-

known, leaving open questions that still impede efficient prediction of organogela-

tion. Those open questions are: (i) the interplay between LMWG and solvent, (ii) 

the relation between the chemical structure of the LMWG and its gelation proper-

ties, (iii) the organogelation mechanism, and (iv) the relationship between the mo-

lecular packing of gelator molecules in the gels and in their neat crystalline phases 

[16], [17]. 

 

Those open questions make it greatly difficult to predict beforehand whether a 

given LMWG candidate will be able to gelate a certain liquid of interest. If design 

rules could be established between the chemical structure of a LMWG and its ge-

lation properties, it could be possible to design LMWGs for specific liquids of in-

terest while providing insight about organogel formation. Thus, this work investi-

gates sets of chemically diverse LMWG families, with the aim of correlating their 

chemical structure with their corresponding gelation behavior. 

 

The approach followed in this thesis consists in modelling the self-assembly of dif-

ferent series of LMWGs, with the aim of understanding the formation of the gel 

fibers and determining their structure. It is important to mention that our modelling 

activities have been carried out in very close interaction with corresponding exper-

imental efforts undertaken in the groups of Prof. Laurent Bouteiller (Sorbonne Uni-

versité) and Prof. Pierre-Antoine Albouy (Université Paris-Sud). The results of ge-

lation experiments, spectroscopic and structural studies were compared with our 

modelling data throughout this work. 

 

In Chapter 2, the state of the art for describing organogel formation is detailed, 

including the different types of parameters that have been used to rationalize or-

ganogelation up to the present day [7], [18]–[21]. 

 

Chapter 3 details our modeling approach, which has been established and validated. 

Many LMWGs crystallize to form gels, and for such crystalline systems the meth-

odology starts with a Crystal Structure Prediction (CSP) of the gel fibers, combin-

ing crystal cell generation and powder X-ray diffraction simulations. Then, we de-

termine their crystal morphology using growth kinetics principles, to finally 

characterize the gelation ability of the gel fibers using surface energy parameters 

[22], [23]. 

 

Chapter 4 describes the crystal prediction and crystal morphology analysis for a 

series of bisamide-decorated cyclohexane compounds [24], combining modelling 

and powder X-ray diffraction and SEM characterization. 
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Chapter 5 describes the full procedure of predicting the gelation trend for a series 

of alkyl chain-decorated thiazole compounds [25], [26], in relation to their chemical 

structure. 

 

Finally, Chapter 6 presents the major conclusions of the thesis and the research 

perspectives opened by this work. 
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Chapter 2. Gelation: basic principles and 
prediction 

In the first part of the chapter, we introduce gelation from a rheological perspective 

and the models developed to characterize gel formation, solvent effects that trigger 

gelation and the specific case of organogelation. In the second part, we describe 

several approaches that aim at correlating the chemical structure and the solvent 

parameters of organogelators, to gain insight and predictability about organogela-

tion. 

2.1 Basic principles of gelation 

2.1.1 Colloid aggregation 

Colloids are microscopic dispersions of a substrate into another one, for instance, 

when solid, microscopic objects are dispersed in a liquid, forming a “sol”. In water, 

the surface of colloidal particles is often charged or polar, which provokes the dif-

fusion of counterions from the liquid to the surface and the formation of an electric 

double layer at the interface [27]. Figure 2.1 shows schematically the historical 

three models characterizing the double layer: the Helmholtz [28], Gouy-Chapman 

[29], [30] and Stern [31] models. 

 
Figure 2.1: Historical models for characterizing the electrical double layer of col-

loidal particles. Top left panel: Helmholtz, top right: Gouy-Chapman and bottom: 
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Stern models. The solid black line represents the decay of the electric potential from 

the surface (𝝓𝐌) to the solution (𝝓𝐒). 

The Helmholtz model considers that charges are fixed in a plane parallel to the 

surface (Helmholtz layer), leading to an interface between two rigid planes (the 

double layer) and no other interactions are further extended in the solution. The 

Gouy-Chapman model considers that charges are free to diffuse up to the bulk of 

the solution, forming a diffuse layer, and thus the thickness of the double layer 

depends on the electrolyte concentration. The Stern model combines the Helmholtz 

model and Gouy-Chapman model considering that there is a first compact layer of 

charges at the interface (at the Helmholtz layer) and then charges diffuse up to 

reaching the bulk of the solution (the diffuse layer). 

 

In the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory [32], [33], colloids 

tend to aggregate because of long-range attractive van-der-Waals forces between 

them. However, the shorter-range electrostatic repulsion between the double layers 

of the colloids prevents them from aggregating (Figure 2.2). Changes that affect 

the surface charge of colloids (e.g. in the ionic environment or adding surfactants) 

can reduce the electrostatic repulsion between colloids, triggering coalescence. 

 

 
Figure 2.2: Sketch of the DLVO theory for colloidal aggregation. 
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When solids are dispersed in a liquid, the thermodynamic result of the coalescence 

of colloids is a precipitate. However, depending on the liquid, a kinetic aggregation 

state can be formed, consisting in a supramolecular cross-linked network that traps 

mechanically the liquid where it is embedded, increasing the viscosity abruptly. 

That aggregation state, which can now be considered as the dispersion of a liquid 

in a solid, is known as a gel. 

 

2.1.2 Gel fundamentals 

2.1.2.1 Gel rheology 

We can picture the gelation process as the aggregation of clusters forming a single 

increasingly bigger connected cluster. During aggregation, there is a critical point 

where the cluster is big enough to limit the fluidity of the surrounding liquid, thus 

leading to an abrupt rise of the viscosity and to the apparition of an elastic resistance 

to stress. The gelation process can be studied by following the evolution of those 

two properties over time, and the gelation point corresponds to the observation of 

a sudden increase of the viscosity or the elasticity. This critical point can be defined 

from the time of gelation (tgel) [34]. Note, however, that it can be different depend-

ing on the property that is measured. See for instance Figure 2.3, where the tgel 

onset for the elasticity is retarded with respect to the viscosity one, as the aggrega-

tion of clusters into bigger connected cluster limits the fluidity and therefore trig-

gers an abrupt change in viscosity, while the tgel onset for the elasticity is triggered 

when a continuous solid network is formed. It is conceived that the main factor 

reducing the flow rate is the surface tension of the liquid in the gel network. There-

fore, gel network geometries with a large, exposed surface area with respect to the 

volume favour gelation (e.g. a fibrillar geometry). 

 

 
Figure 2.3: Abrupt change of viscosity and elasticity with time during formation 

of a silica gel. Dashes correspond to viscosity and square dots to elasticity. Repro-

duced from reference [35]. 
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2.1.2.2 Historical gelation models 

In this section, we present three historical models considering polymer growth to 

explain gelation. 

 

Classical theory 
 
The “classical” theory of gelation corresponds to the polymer growth model devel-

oped by Flory and Stockmayer [36], which aims to rationalize gelation mathemat-

ically, considering the self-condensation of a monomer. In this model, an infinitely 

large polymer represents the single large cluster that triggers gelation. Therefore, 

considering the self-condensation polymerization reaction, this model aims to find 

the fraction of functional groups (pc) that have reacted, at which an infinitely large 

polymer is formed, from a monomer with z functional groups. Considering that all 

bond formation events are equally probable, and the probability does not change 

with the polymerization degree, this condition is reached when: 

 pc =
1

(z − 1)
 ( 2.1) 

For example, when z=2, there is no cross-linking, the resulting polymer is a linear 

chain, and pc=1, i.e. all bonds must be formed to obtain the infinite structure. As 

cross-linking is mandatory to form an infinite network leading to gelation, the min-

imum z-value is 3 and, in that case, gelation is expected when half the functional 

groups have reacted (pc=1/2). Figure 2.4 shows one possible network resulting 

from the z=3 condition. 

 
Figure 2.4: Possible polymer network resulting with the (left) z=2 or (right) z=3 

condition. Blue and black dots represent the solvent and monomer molecules, re-

spectively. 
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This theory has been useful for determining the critical degree of reaction at the gel 

point and the distribution of molecular weights in the sol. However, it also predicts 

a dependency of the volumetric mass of the polymer with the radius of the polymer 

[37], [38]. Hence, an infinitely growing density is unphysical, and the model does 

not provide a realistic description of the process. 

 

Percolation theory 
 
Percolation theory [39]–[41] is a mathematical model that aims to characterize ge-

lation. A lattice composed of grid lines is defined. Intersections are called sites and 

the segment connecting two sites is called a bond (Figure 2.5). There are two ap-

proaches for filling the sites and bonds. The first one is called site percolation, 

which fills sites randomly when increasing progressively the fraction of filled sites 

(p) and considers that a bond is formed when two adjacent sites are occupied. The 

size of a cluster (s) is defined as the number of sites connected by bonds. The av-

erage cluster size (sav) increases with p until p reaches the critical point (pc) where 

there is at least one cluster that reaches across the entire grid, and it is considered 

of infinite size (s∞), which corresponds to the formation of the gel. The second 

approach, called bond percolation, is similar to the previous one, except that it fills 

all sites initially and the bonds are formed randomly. This description can be used 

to represent gelation, considering that the sites are occupied by the colloidal parti-

cles and the space between the sites is filled by the liquid. 

 

 
Figure 2.5: Site percolation at different fractions of filled sites p. Reference [40]. 
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As site/bond percolation characterizes the structure of gels numerically, gelation is 

characterized by computer simulations. This approach proves useful for giving pc 

values and size distributions of clusters accurately [40]. On the other hand, there is 

no inclusion of effects such as the correlation of bond formation or the non-uniform 

distribution of bond formation over the lattice. 

 

Smoluchowski’s kinetic model 
 
This approach uses a population balance equation to model how the number of 

clusters (ns) of size s evolves in time (t) [42]–[44]: 

 
𝑑𝑛𝑠

𝑑𝑡
=

1

2
∑ 𝑘(𝑖, 𝑗)𝑛𝑖𝑛𝑗

𝑖+𝑗=𝑠

− 𝑛𝑠 ∑𝑘(𝑠, 𝑗)𝑛𝑗

∞

𝑗=1

 ( 2.2) 

 

Assuming that cluster collisions are between two clusters, which is reasonable in 

dilute solutions, the first term represents the generation of clusters of size s by the 

coalescence of two clusters, one of size i and the other of size j, via the kinetic 

constant k(i,j). The second term represents the disappearance of clusters of size s 

due to further coalescence. 

 

For large clusters where j>>i, the coalescence coefficients k(i,j) can be approxi-

mated as k(i,j)=iµjν , where µ and ν describe the dependence of k(i,j) to cluster size 

i and j, respectively. ν ≤1, and for µ, there are three possible situations [45]: (i) 

when µ>0 the coalescence of large clusters is favored, (ii) when µ<0 the coales-

cence between large and small clusters is favored, (iii) when µ=0 none of the two 

previous cases are favored. When µ+ν>1 a gel occurs, whereas µ+ν<1 corresponds 

to non-gelling systems. 

 
Figure 2.6: Aggregation kinetics of structureless spherical clusters via the kinetic 

constant k(i,j), following the Smoluchowski's equation. 
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2.1.3 Effect of the solvent in gelation 

In order to understand the relation between solvent and gelation, we must address 

the concept of solubility. Solubility "quantifies the maximum amount of substance 

that will hold in homogeneous solution at a given temperature" [46]. Temperature 

and the chemical nature of solute and solvent affect all chemical solutions. Tem-

perature enhances the diffusion of the substances into one another, often increasing 

solubility. On the other hand, how the chemical nature of solvent and solute corre-

lates with solubility is more complex. Next, we introduce the Flory-Huggins pa-

rameter to rationalize this effect. 

 

2.1.3.1 The Flory-Huggins parameter 

The Flory-Huggins theory extends the ideal Gibbs free energy of mixing a polymer 

(A) with a solvent (B): ∆𝐺𝑚 = 𝑅𝑇[𝑛𝐴𝐿𝑛𝜙𝐴 + 𝑛𝐵𝐿𝑛𝜙𝐵], by adding an additional 

parameter (𝜒𝐴𝐵), named the Flory-Huggins parameter, that accounts for the ener-

getic interactions between polymer and solvent [47]–[49]. 

 

 ∆𝐺𝑚 = ∆𝐻𝑚 − 𝑇∆𝑆𝑚 ( 2.3)  

 
∆𝐺𝑚 =

𝑅𝑇

𝑉𝑟
[
𝜙𝐴𝐿𝑛𝜙𝐴

𝑉𝐴/𝑉𝑟
+

𝜙𝐵𝐿𝑛𝜙𝐵

𝑉𝐵/𝑉𝑟
+ 𝜒𝐴𝐵𝜙𝐴𝜙𝐵] 

 

( 2.4) 

 

where VA and VB are the molar volume and 𝜙𝐴 and 𝜙𝐵 are the molar fractions of 

A and B, respectively. Vr is the molar volume of the unit cell or the repetitive unit 

of the polymer, commonly referred as the reference volume [50]. In general terms, 

the closer the chemical nature of the solvent and solute, the more energetically fa-

vorable is their interaction (e.g. an apolar solvent with an apolar solute), thus low-

ering 𝜒𝐴𝐵; consequently, ∆Gm lowers, favoring the solvent-solute mixture and solv-

ation as well. Oppositely, when the solute-solvent interaction is less favorable, 𝜒𝐴𝐵 

increases and instead of a mixture, a phase separation or a precipitation is more 

likely to occur. In solubility terms, gelation is an intermediate point between a so-

lution and a precipitate where the difference in the solute-solvent interactions is 

small [19]. However, gelation is a kinetic aggregation state and therefore solubility 

is just a contributing effect. 

 

2.1.4 Organogelation 

Organogelation is a specific case of gelation where the gelator is a low molecular 

weight organic molecule (LMWG) that self-assembles non-covalently to form a 

fibrillar network (SAFiN). The anisotropy of the fibers allows percolation for a low 

volume fraction of fibers. Moreover, the high surface-area-to-volume ratio of the 

fibers allows a large exposure of the fiber facets, and the surface tension reduces 

the fluidity of the liquid embedded in, thus triggering gelation. Therefore, the main 

strategies to form organogels have focused on designing LMWGs with functional 
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groups capable of triggering one-dimensional growth to form fibers (e.g. amide 

groups to form a one-dimensional hydrogen-bonding pattern [20], [24], [51]). 

 

 
Figure 2.7: A schematic one-dimensional stack of LMWGs via hydrogen bonding. 

In this example, the fiber grows in the direction of the hydrogen bonding pattern. 

Reference [52]. 

 

Organogels are prepared by heating the LMWG in a solvent until achieving solu-

tion, then cooling it down; the solubility of the LMWG then drops and molecules 

assemble to form SAFiNs. A small amount of LMWG (e.g. 2% wt) dispersed in the 

liquid can be sufficient to form a gel. Figure 2.8 shows a sequence of time transient 

AFM images [53], showing organogel formation stages. The authors describe the 

process as follows: (i) Figure 2.8a shows a solution homogeneously dispersed on a 

graphene substrate, (ii) in Figure 2.8b, solution starts dewetting from the surface, 

(iii) Figure 2.8c shows a one-dimensional growth of gel fibers, attributed to the 

stacking of gelator molecules, and (iv) in Figure 2.8d-f the fibers further aggregate 

in fiber bundles, which are likely to trap the solvent. 
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Figure 2.8: Time transient AFM images of the organogel formation of a cholesterol 

derivative at different times: (a) 0, (b) 10, (c) 15, (d) 18, (e) 21, and (f) 31 min. The 

scale of all the images is 12x12μm. Reference [53]. 

 

The non-covalent aggregation of the gelator molecules makes this type of gels very 

interesting for industrial applications and basic science knowledge. One of the main 

challenges for organogelation is that, as for conventional gelation, the solute can 

form a different aggregation state depending on the solvent [16], [50]–[53]. Know-

ing beforehand which solvents are going to form a gel for a given LMWG would 

be highly relevant for designing new LMWGs for specific applications. Therefore, 

in the next section, we introduce the solvent characterization schemes developed 

so far to rationalize organogelation.  
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2.2 Organogelation prediction 

As solute-solvent interaction is key for describing gelation, strategies developed 

over the years have focused on defining solvent-specific parameters in order to es-

tablish solvent-LMWG chemical composition gelation trends [7]. Solvent-defining 

parameters vary depending on the characterization scheme and in this section, we 

describe a handful of experimental approaches based on physical, thermodynamical 

or solvatochromic properties. The overall goal is to correlate the chemical structure 

of the corresponding LMWGs with the parameters of the solvents that form a gel. 

 

2.2.1 Dielectric constant 

This solvent characterization scheme represents solvents by their dielectric con-

stant (ε) and aims to correlating the gelation properties of LMWGs with ε. Here 

we exemplify this strategy with the work of Zinic et. al. [57], who studied gelation 

of bis(amino acid) oxalylamide gelators (Figure 2.9) with alcohols as solvents. 

 

 
Figure 2.9: Structural formula of bis (amino acid) oxalylamide gelators, where X 

is a functional group and R and alkyl chain. 

 

In Figure 2.10, the authors found an inverse linear relationship between the gel 

melting temperatures (𝐓𝐠𝐞𝐥) and the dielectric constant of (C1-C6) n-alcohols and 

some cyclic and branched (C3-C6) alcohols, i.e. the higher ε, the lower 𝐓𝐠𝐞𝐥. The 

authors attribute this dependency to the polarity of the alcohol molecule, which 

governs the thermal stability of the gels: the higher ε, the better the solubility, thus 

a less stable gel network, corresponding to a smaller melting temperature. There-

fore, when alcohol-related interactions dominate the gel stability, we can expect 

that this correlation applies. 
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Figure 2.10: Alcohol dielectric constant (ε) vs 𝐓𝐠𝐞𝐥 linear dependency of the 

bis(amino acid) oxalylamide gelator with (C1-C6) n-alcohols and some cyclic and 

branched (C3-C6) alcohols. Reference [57]. 

 

However, for alcohols with longer alkyl chains, from 1-heptanol to 1-dodecanol, 

no such correlation is observed. The authors hypothesize that a larger dispersive 

contribution, due to the longer alkyl chain, also influences the gel stability. There-

fore, the dielectric constant scheme could be useful for rationalizing gelation when 

only polarity dominates gel stability. In other terms, any significant additional ef-

fect distorts the correlations and results in poorer predictions. 

 

2.2.2 Reichardt’s ET solvent parameter 

This scheme is based on characterizing the solvents polarity spectroscopically us-

ing the Dimroth-Reichardt betaine dye [58]: 

 
Figure 2.11: Chemical structure of the Dimroth-Reichardt betaine dye. Reference 

[58]. 
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The wavenumber of the maximum of the longest absorption band of this dye shifts 

depending on the solvent polarity where this dye is dissolved. The wavenumber of 

the maximum ( max) can be converted to an ET energy value [59]: 

 

 ET = hcNA max; ( 2.5) 

 

where h is the Planck's constant, c is the speed of light and NA is the Avogadro 

number. This solvent-dependent phenomenon is known as the solvatochromic ef-

fect and it is due to changes in the solvent-solute interactions, which provoke ab-

sorption band wavelength shifts [60], [61]. Smith et. al. correlated ET values with 

Tgel for a gelator composed of diaminododecane hydrogen-bonded to two dendritic 

L-lysine-based peptides (see Figure 2.12) [18]. 

 
Figure 2.12: Chemical structure of a dendritic gelator unit [18]. 

 

An inverse linear relationship was found between Tgel and ET for dipolar and apolar 

non-hydrogen bond donor solvents, while protic solvents produced no gel, only 

solutions. This can be understood by the fact that protic solvents disrupt the inter-

action between diaminododecane and the lysine dendrimer. This description sur-

passes the dielectric constant characterization of solvents. However, for solvents 

such as chloroform and 1,2-dichloroethane, the experimental observations contra-

dict the prediction from the model. Therefore, the ET parameter identifies the sol-

vent-solute interactions as a relevant factor for gelation, but it is far from giving a 

complete and fully reliable description of the phenomenon. 

 
Figure 2.13: Effect of forming the dendritic gels with solvents of different ET val-

ues on their respective gel-sol transition temperature 𝐓𝐠𝐞𝐥. Reference [18]. 
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2.2.3 Hildebrand solubility parameters 

The Hildebrand solubility parameter (𝛿𝑡) is a thermodynamic quantity that repre-

sents a compound by the square root of its cohesive energy density (
𝐸𝑡

 

𝑉 
): 

 
𝛿𝑡 = (

𝐸𝑡
 

𝑉 
)
1/2

, ( 2.6) 

where 𝐸𝑡 is the vaporization energy and 𝑉 is the molar volume [62]. Fräßdorf et. 

al. used the Hildebrand parameters to rationalize the gel formation temperature Tgel 

for dibenzylidene sorbitol (DBS) in polymeric matrices [19]. 

 
Figure 2.14: Chemical structure of dibenzylidene sorbitol (DBS). Reference [19]. 

 

More specifically, the authors derived an equation relating Tgel with the difference 

between the Hildebrand parameter of the polymer matrix (𝛿𝑀) and that of DBS 

(𝛿𝐷𝐵𝑆): 

 𝑇𝑔𝑒𝑙

�̃�𝐷𝐵𝑆

= 1 +
(𝛿𝐷𝐵𝑆 − 𝛿𝑀)2

𝛿𝐶
2 , ( 2.7) 

   

where �̃�𝐷𝐵𝑆 and δC are related to matrix and DBS properties (melting temperature, 

melting enthalpy and molar volume). Figure 2.15 aims to verify the previous equa-

tion by plotting 
𝑇𝑔𝑒𝑙

�̃�𝐷𝐵𝑆
 against 

(𝛿𝐷𝐵𝑆−𝛿𝑀)2

𝛿𝐶
2 , which should show a linear dependency. 
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Figure 2.15: Evolution of the gel formation reduced temperature (
𝑻𝒈𝒆𝒍

�̃�𝑫𝑩𝑺
) against 

(
(𝜹𝑫𝑩𝑺−𝜹𝑴)𝟐

𝜹𝑪
𝟐 ) according to Equation ( 2.7), for dibenzylidene sorbitol (DBS) in pol-

ymeric matrices. Reference [19]. 

 

The linear correlation between the two terms is weak. In the authors' words, the 

correlation is weak mainly because of the limited accuracy of the Hildebrand solu-

bility parameter. However, the authors argue that the difference between the Hil-

debrand solubility parameter of the gelator and that of the polymer matrix is key, 

i.e., it must be different enough so there is a phase separation enabling the formation 

of the gel, otherwise it would be a dissolved state; oppositely, if they differ consid-

erably it would trigger a precipitate or a phase separation. Thus, they propose that 

a small difference in the nature of the cohesive interactions of solvent and solute 

can trigger the partially dissolved state, that is a gel. 

 

This conclusion can be further extended with the relation between the Flory-Hug-

gins parameter (𝜒𝐴𝐵) and the Hildebrand solubility parameter [63]–[65]: 

 

 𝜒𝐴𝐵 =
𝑣0

𝑘𝑇
(𝛿𝑡,𝐴 − 𝛿𝑡,𝐵)

2
, (2.8) 

 

where 𝑣0 is the molecular volume of the solvent, k the Boltzmann constant, T is the 

temperature, δt,A and δt,B are the Hildebrand parameters of the solute and the sol-

vent, respectively. In this scheme, a solute and solvent with very close Hildebrand 

parameters have a low 𝜒𝐴𝐵, favouring solvation and triggering a dissolved state. 

Oppositely, the larger the difference between solute and solvent Hildebrand 
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parameters the larger 𝜒𝐴𝐵 and the worse the solvation, reaching an insoluble state 

on the extreme. Thus, as in the authors conclusions, one factor that favours gelation 

is that solute and solvent have a slight difference in the Hildebrand parameters. 

 

2.2.4 Kamlet-Taft parameters 

This method characterizes solvents spectroscopically measuring the wavenumber 

of the maximum of absorbance of three dyes when dispersed in the solvent: the 

Dimroth-Reichardt betaine dye (�̃�1), p-nitroaniline (�̃�2) and N,N-dimethyl-p-ni-

troaniline (NNDN) (�̃�3) [66]–[69]. 

 
Figure 2.16: Chemical structure of the dyes employed for characterizing a solvent: 

(left) the Dimroth-Reichardt betaine dye, (center) p-nitroaniline and (right) N,N-

dimethyl-p-nitroaniline (NNDN). 

 

Three parameters are defined using the previously measured wavenumbers: a hy-

drogen bond donor (α), a hydrogen bond acceptor (β), and a polarizability (π*) pa-

rameter. These parameters are calculated as [66]: 

 

𝜋∗ =
�̃�3 − 28.18

−3.52
; 𝛼 =

1.318�̃�3 − 47.7 + �̃�1

5.47
; 𝛽 =

0.9841�̃�3 − 3.49 + �̃�2

2.759
 

 

     ( 2.9) 

 

This scheme has been tested by Edwards et. al. for studying the gelation of a set of 

L-lysine bis-urea gelators [20]. 

 
Figure 2.17: Chemical structure of the L-lysine bis-urea gelators, where R is an 

alkyl chain. 

 

The authors concluded that, for this family of specific gelators: the α parameter 

determines whether a gelator forms a hydrogen bond network, the β parameter rules 
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the thermal stability of the gel by gelator-gelator interactions, and the π parameter 

tunes the fiber-fiber and fiber-solvent interactions. Despite the specificity of this 

analysis, this break down shows the different competing interactions in gel for-

mation: gelator-gelator (α and β), and fiber-solvent and fiber-fiber (π*). 

 

2.2.5 Hansen solubility parameters 

In 1967, Charles M. Hansen presented a three-dimensional solubility parameter 

when investigating polymer solubility [70], giving rise to the Hansen Solubility 

Parameters (HSP) description [71], [72]. This scheme extends the thermodynamic 

Hildebrand parameter approach (𝛿𝑡) by decomposing this parameter in three inde-

pendent parameters to correlate dispersive (𝛿𝑑), polar (𝛿𝑝) and hydrogen bond (𝛿ℎ) 

interactions separately: 𝛿𝑡
2 = 𝛿𝑑

2 + 𝛿𝑝
2 + 𝛿ℎ

2. 

 

𝛿𝑡 = (
𝐸𝑡

𝑉
)
1/2

;  𝛿𝑑 = (
𝐸𝑑

𝑉
)
1/2

;  𝛿𝑝 = (
𝐸𝑝

𝑉
)
1/2

;  𝛿ℎ = (
𝐸ℎ

𝑉
)
1/2

 (2.10) 

 

where 
𝐸𝑑

𝑉
, 
𝐸𝑝

𝑉
 and 

𝐸ℎ

𝑉
 are the dispersive, polar and hydrogen bond components of the 

total cohesive energy density (
𝐸𝑡

𝑉
), respectively. Each contribution is assigned to a 

solvent using specific methods. 

 

𝛿𝑑 is obtained with the procedure of Blanks and Prausnitz which uses the evolution 

of the dispersion cohesive energy (𝐸𝑑), or the dispersion cohesive energy density 

(c) as a function of the molar volume (V) for aliphatic, cycloaliphatic or aromatic 

compounds (see Figure 2.18) [73], [74]. 
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Figure 2.18: Experimental plots correlating the molar volume with, top-left: the 

energy of vaporization of aliphatic compounds, top-right: the cohesive energy den-

sity of cycloaliphatic compounds and bottom: the cohesive energy density of aro-

matic compounds at different reduced temperatures (𝐓𝐫 = 𝐓/𝐓𝐜), where 

T=298.15K and 𝐓𝐜 is the critical temperature of the solvent [74]. 

 

Let us mention that for polar solvents the group contribution method is recom-

mended for determining 𝛿𝑑, which uses preestablished reference tables where each 

functional group has an associated dispersion component (Fd). 𝛿𝑑 is calculated as 

the sum of all the existing Fd averaged by the molar volume (V): 𝛿𝑑 =
∑ Fd 

V
 [74]–

[78]. 

 

𝛿𝑝 is calculated by the Hansen and Beerbower approach which is based on the di-

pole moment (μ) and the molar volume (V) of the compound [79]: 𝛿𝑝 =
37.4𝜇

𝑉1/2 . 

 

𝛿ℎ
  is calculated as the difference between 𝛿𝑡

  and its other components: 𝛿ℎ
 =

√𝛿𝑡
2 − 𝛿𝑑

2 − 𝛿𝑝
2. 

 

With this solvent parametrization scheme, it is possible to make a 3D plot display-

ing each solvent as a point with its HSP terms as coordinates. For each point, it can 

be indicated whether the solute forms a solution, gel or precipitate in that solvent. 

This representation is the Hansen solubility space, where points with similar solu-

bility tend to form regions. In the Hansen space, we can thus find: (i) a region where 
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the solute is fully soluble, thus forming a solvated state, (ii) a partial solubility re-

gion, the domain of the gel, and (iii) an insoluble region where the solute forms a 

precipitate. The solubility and gelation regions are represented as spheres for the 

practicality of plotting and visualizing data. These spheres are named solubility and 

gelation spheres, respectively; the outer region is the insoluble space (see Figure 

2.19). 

 
Figure 2.19: Illustrative example of the Hansen solubility space for one of the 

LMWG studied in this work. Blue, green and red dots represent solvents which 

form a solution, a gel and a precipitate with the solute, respectively. The blue and 

green spheres are the solubility and gelation spheres, respectively. Reference [80]. 

 

Analogous to the relation of the Flory-Huggins parameter with the Hildebrand pa-

rameter [63]–[65], the Flory-Huggins parameter 𝜒𝐴𝐵 is related to the HSP parame-

ters by [71]:  

𝜒𝐴𝐵 =
𝑣0

𝑘𝑇
[4(𝛿𝑑,𝐴 − 𝛿𝑑,𝐵)

2
+ (𝛿𝑝,𝐴 − 𝛿𝑝,𝐵)

2
+ (𝛿ℎ,𝐴 − 𝛿ℎ,𝐵)

2
] (2.11) 

 

𝑣0 is the molecular volume of the solvent, k the Boltzmann constant, T is the tem-

perature, 𝛿𝑑,𝐴, 𝛿𝑝,𝐴and 𝛿ℎ,𝐴 are the HSP parameters of the solute and 𝛿𝑑,𝐵, 𝛿𝑝,𝐵and 

𝛿ℎ,𝐵 are the HSP parameters of the solvent. Therefore, when solute and solvent 

HSP parameters are very close, 𝜒𝐴𝐵 is small, thus maximizing solubility. Hence, 

the solubility sphere represents the region of space where the Hansen parameters 

of the solute and solvent are similar, while the insoluble region corresponds to a 



 

23 

 

region where the Hansen parameters of the solute and solvent are different. The 

gel sphere corresponds to the intermediate case. 

 

In 2011, Bouteiller et. al. employed for the first time the HSP scheme for rational-

izing organogelation, determining the solubility and gelation sphere for 8 LMWGs 

with solubility data available in the literature [12]. Based on the size and location 

of the solubility and gelation spheres in the Hansen space, the authors can now 

predict the aggregation state of LMWGs when dispersed in new solvents (see Fig-

ure 2.20). 

 

 
Figure 2.20: Distance between each solvent and the centre of the solubility sphere 

(left) or of the gelation sphere (right) in the Hansen space for a LMWG, a methyl 

4,6-O-benzylidene monosaccharide derivative. The lines mark the radius of the cor-

responding sphere. Reference [12]. 

 

Other studies have followed this parametrization scheme correlating organogela-

tion and LMWG chemical structure [80]–[86]. For example, Ando et. al. [87] ra-

tionalized the gelation properties of a series of poly(aryl ether) dendron derivatives 

(Figure 2.21) employing the HSP scheme. 
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Figure 2.21: Chemical structure of the poly(aryl ether) dendron derivatives where 

R is an alkyl chain and R’ is either a hydrogen atom or a methyl group. Reference 

[87]. 

 

The authors simplified the interpretation of the gelation results by defining 𝛿𝑎: 

𝛿𝑎
2 = 𝛿𝑝

2
 
+ 𝛿ℎ

2, and performing a 1-dimensional representation of 𝛿𝑎
  showing the 

gel, soluble, and insoluble characterization of these dendron derivatives (Figure 

2.22). Of course, the simplification leads to a coarsening of the description, com-

pared to the use of the 3 HSP parameters. 

 
Figure 2.22: 1-dimensional representation of 𝜹𝒂 displaying the gel, soluble and 

insoluble characterization of a dendron derivative (see Figure 2.21) with alkyl 

chains R of 12 carbon atoms and a (left) methyl group or (right) hydrogen atom R’ 

attached to the carboxylic group. Gelation is favourable to occur in the 𝜹𝒂
  values 

comprised between the top and bottom dashed lines. Reference [87]. 

 

2.2.6 Machine learning 

We want to mention a recent work by Van Lommel et. al. [88] using a machine 

learning approach to rationalize the organogelation of urea-based gelators.  
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The machine learning field is spurring increasing attention every year and its wide 

application is a reality nowadays [89], [90]. Machine learning has also reached the 

field of physical chemistry and its application augurs a new big leap for computa-

tional chemistry [91]–[95]. In this case, Van Lommel et. al. [88] used what is called 

a “supervised learning” model. 

 

The supervised learning model is based on training the machine with labeled ex-

amples which serve as the reference for predicting the output value for a new un-

known case. In this case, they used a training set comprised of examples where it 

is known whether a certain LMWG forms a precipitate, gel or solution for a given 

solvent. Therefore, the machine can predict whether a LMWG will form a gel, 

precipitate or a solution when dispersed in a new solvent. 

 

The authors labeled the LMWG-solvent pairs with features coming from previous 

molecular dynamics simulations: 

• Relative solvent accessible surface area (rSASA). It is defined as the time-

averaged total area of a molecule that is accessible to the solvent during the 

simulation time divided by its maximum value. 

• Relative end-to-end distance (rH). It defines the shape of a single gelator 

molecule. 

• Hydrogen bonding percentage (HB%). It quantifies the percentage of hy-

drogen bonds connecting the gelator molecules. 

• Shape factor (F). It quantifies the shape of the aggregates. 

 

The machine establishes a relation between these features and the expected output 

by optimizing a series of tunable parameters. Depending on how this procedure is 

done, there are different possible algorithms in literature [96]. The authors have 

chosen and validated the decision tree (DT) and the artificial neural network mod-

els (ANN). Figure 2.23 compares the prediction of the gelation ability for one of 

the urea-based LMWGs against the experimental observations for different sol-

vents. 

 
Figure 2.23: Comparison of the gelation ability of one of the studied LMWGs in 

different solvents against the prediction with the decision tree (DT) or the artificial 
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neural network (ANN) models. G, S and P stands for gel, soluble and precipitate, 

respectively. Reference [88]. 

 

The success of this approach is reflected in the correct prediction of both models, 

except for one case. The main drawbacks of this approach comprise the high spec-

ificity of this analysis, which limits a broader application to other chemical systems 

and its high computational cost, arising from the time-consuming molecular dy-

namics simulations to obtain the labels. 

 

In this thesis we study the correlation between the LMWG chemical structure and 

organogelation using a combined experimental and modelling approach. From the 

experimental part, the LMWGs are characterized structurally by powder X-ray dif-

fraction and their gelation capability by Hansen Solubility Parameters. This infor-

mation serves as the reference for the modelling where we deduce the crystal mor-

phology of the LMWG gel fibers, characterizing their structure (i.e. molecular 

packing, surface chemical composition) and their gelation features by computing 

the surface energy parameters of the surfaces displayed on the fibers. 
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Chapter 3. Methodology 

This chapter details the methodology developed for modelling the supramolecular 

structure within LMWG crystalline fibers and the interaction of the dominant facets 

with solvents. This approach is structured in three parts: (i) determining the crystal 

structure of the LMWG, (ii) deducing the microscopic morphology of the LMWG 

fibers and (iii) characterizing the dominant fiber facets by surface energy solubility 

criteria. 

 

This procedure intertwines with the experimental efforts performed in parallel in 

the groups of Prof. Laurent Bouteiller (Sorbonne Université) and Prof. Pierre-An-

toine Albouy (Université Paris-Sud) where gelation experiments were performed 

and gel fibers were synthesized and characterized by Hansen solubility parameters, 

Infrared spectroscopy (IR) and X-ray diffraction (XRD). Therefore, along this 

chapter, the methodology describes the modelling work jointly with experimental 

results. 

 

First, we set the general framework for the molecular modelling of organic materi-

als and the prediction of crystal structures. Then, we describe the technical details 

of the procedures at the end of this chapter, in the "Protocols" section, for the reader 

interested in reproducing this procedure with the Materials Studio software. 

 

3.1 Framework 

Molecular Mechanics (MM) and Molecular Dynamics (MD) are most useful ap-

proaches for performing potential energy calculations, geometry optimizations, and 

calculating dynamics properties of chemical systems [97]–[100]. In this work, the 

main modelling effort has been carried out within the Materials Studio software 

[101]. This software has several modules specialized for different tasks. 

 

The MM and MD approaches are rooted in classical mechanics and consider that 

molecules are a collection of hard balls (atoms) connected by springs (atom bonds). 

This consideration leads to evaluate the potential energy of a molecular system as 

a sum of independent parametrizable bonded and non-bonded terms. Bonded terms 

account for energy changes of bonds, when e.g. stretching, bending or rotating 

around bonds. Non-bonded terms account for energy changes of long-range atom 

interactions that do not form a bond such as electrostatic, van-der-Waals or H-

bonding interactions. A specific combination of terms and parameters, envisioned 

for a specific application, is called a forcefield. 
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Molecular Mechanics allows geometry optimization. It is based on minimizing the 

internal forces of the system and finding the potential energy minimum closest to 

the initial structure. The minimization process is exemplified in Figure 3.1 with a 

hypothetical potential energy curve of a formaldehyde molecule where initially, the 

carbon-oxygen bond distance is far from equilibrium (x1) and, by a force minimi-

zation algorithm, the internal forces are minimized reaching the equilibrium con-

figuration (x5). 

 

 
Figure 3.1: Example of the geometry optimization procedure: the forces of an ini-

tial chemical structure not in equilibrium (x1) are reduced until reaching the equi-

librium configuration (x5), which corresponds to the structure of minimum poten-

tial energy. 

 

A MM simulation generates only one structure, the local minimum located in the 

potential energy valley of the guess structure, while a MD simulation generates 

many structures when exploring the bottom and slopes of several potential energy 

valleys. A MD approach [100], [102], [103] is based on characterizing how the 

positions and velocities of the particles of a system change with time. This is 

achieved by integrating the second law of Newton (F=ma) for all the particles. For 

example, Equation (3.1) describes the motion of a particle with mass mi along the 

coordinates xi under the force F(xi) for a given time t: 

 
𝑥𝑖 = ∬

𝐹(𝑥𝑖)

𝑚𝑖

 

𝑡

𝑑𝑡2 (3.1) 



 

29 

 

This integral is evaluated numerically by dividing the total time t in small time steps 

(δt) where, for each step, the total force is computed on each particle assuming that, 

in that step, the force is constant. Therefore, from the integration of the force, one 

obtains the positions and velocities of the particles for the next time step δt. Many 

algorithms have emerged over the years to perform the integration. The common 

grounds between them consider that the positions (r), velocities (v) and accelera-

tions (a) can be approximated as Taylor series expansion: 

 

r(t + δt) = r(t) + δtv(t) + 
1

2
δt2a(t) +

1

6
δt3b(t) +

1

24
δt4c(t) + ⋯ 

( 3.2) 

v(t + δt) = v(t) + δta(t) +
1

2
δt2b(t) +

1

6
δt3c(t) + ⋯ 

( 3.3) 

a(t + δt) = a(t) + δtb(t) +
1

2
δt2c(t) + ⋯ 

( 3.4) 

where b and c are the third and fourth derivative of r with respect to t, respectively. 

In order to simulate the chemical systems, some constraints must be used, e.g., keep 

the temperature (T), pressure (P) and number of particles (N) constant for model-

ling chemical substances at room temperature. Other physical quantities can also 

be fixed such as the volume (V) or the total energy (E). Therefore, from all different 

combinations of constraints, here we show the three most common sets of con-

strains, dubbed in statistical mechanics as ensembles: 

 

• NVT. The number of particles (N), volume (V), and temperature (T) are con-

stant. As the collisions between particles change the temperature of the sys-

tem, T is regulated via a thermostat which controls the temperature varia-

tions. This ensemble is also known as the canonical ensemble. 

 

• NVE. The number of particles (N), volume (V), and energy (E) are constant. 

The kinetic and potential energy (PE) is conserved without any control over 

T or P. This ensemble is also known as the microcanonical ensemble. 

 

• NPT. The number of particles (N), pressure (P) and temperature (T) are con-

stant. As the collisions between the particles change the temperature and 

pressure, these quantities are regulated by a thermostat and a barostat, re-

spectively. 

 

In this work we use the Dreiding forcefield. This forcefield has been conceived for 

"predicting structures and dynamics of organic, biological, and main-group inor-

ganic molecules" [104]. The total potential energy of the system (E) is evaluated as 

follows: 
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E = Ebond + Enon−bond ( 3.5) 

Ebond = EB + EA + ET + EI ( 3.6) 

E𝑛𝑜𝑛−𝑏𝑜𝑛𝑑 = Evdw + EQ + Ehb ( 3.7) 

 

where EB, EA, ET and EI are the bond stretch, bond angle-bend, dihedral angle tor-

sion and inversion contributions to the bonded term. Evdw, EQ and Ehb are the van 

der Waals, electrostatic and hydrogen-bonding contributions to the non-bonded 

term. 

 

When characterizing the dominant fiber facets by surface energy solubility criteria, 

we will refer to a key feature intrinsic of the Dreiding forcefield: it splits the poten-

tial energy in dispersive, polar and H-bonding contributions. This characteristic al-

lows us to compare the theoretical and experimental dispersive, polar and H-bond-

ing contributions of the dominant facets of the gel fibers. However, the Dreiding 

forcefield does not assign partial atomic charges to the chemical structure. There-

fore, unless specified explicitly, we use the PCFF forcefield charges, which is a 

common procedure in this type of modelling [105]–[107]. 

 

The Dreiding forcefield has been widely used for modelling organic matter [108]–

[114]. However, it is known to systematically underestimate the van der Waals in-

teractions of hydrogen atoms. Therefore, we tuned the description of these interac-

tions in the forcefield thanks to a collaboration with co-workers of our laboratory 

in University of Mons (Quentin Duez and Sébastien Hoyas). We tested this modi-

fication with 38 molecular crystals showing van der Waals and hydrogen bonding 

interactions (see Annex). 

 

Figure 3.2 displays the experimental vs theoretical densities of the compounds 

treated with the 'classical' and modified versions of the Dreiding forcefield. Those 

two forcefields are compared after performing a geometry optimization of the com-

pounds and after performing a 1ns NPT Molecular Dynamics at 298K. For each 

forcefield, we drew a linear regression line. The solid black line represents the ideal 

correlation between theory and experiment. The larger the regression line devia-

tion, the poorer the description of the organic crystals. The data show that the mod-

ified version systematically outperforms the 'classical' Dreiding when performing 

Molecular Dynamics and geometry optimizations, as the slope of the linear regres-

sion gets closer to the unity value. Therefore, we used the modified version 

throughout all the modelling. 



 

31 

 

 
Figure 3.2: Theoretical densities compared to experimental densities for 38 com-

pounds. Red squares and black crosses correspond to theoretical densities ob-

tained by optimizing the crystal geometry by Dreiding and the modified Dreiding, 

respectively. Green triangles and blue circles correspond to the theoretical densi-

ties obtained by molecular dynamics simulations by Dreiding and the modified 

Dreiding, respectively. 

3.2 Crystal structure determination 

The experimental characterization by powder X-ray diffraction (XRD) of the gel 

fibers show that they have a crystalline character. Therefore, we decided to study 

the crystal structure and the molecular packing of the LMWG in the gel fibers. This 

procedure relies on the Polymorph and Reflex modules of Materials Studio and the 

indexation of the experimental powder XRD pattern. 

 

From the modelling part, we used the Predictor function of the Polymorph module, 

which proposes potential stable polymorphs for a given compound. This function 

generates thousands of possible crystals, performs a geometry optimization, and 

suppresses the duplicates. In a general sense, this strategy follows the typical two-

step crystal structure prediction (CSP): (i) generate possible stable polymorphs us-

ing a sampling algorithm that explores the conformational landscape of the organic 

crystal. Then, (ii) optimize the output crystals and rank them by an energy criterion 

[115]–[127]. 

 

The Predictor function, among the diverse set present in literature [128]–[135], uses 

the Simulated Annealing algorithm due to its effectiveness at "finding minima of 

large and rugged landscapes" [136], as is the case for organic crystals, which arises 

from the large number of degrees of freedom [137]–[140]. 
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Given a trial space group and the chemical structure of the desired compound, the 

algorithm goes through the 'packing' stage, where it generates trial structures vary-

ing molecular orientations, positions and cell parameters randomly. This protocol 

aims to generate as many stable polymorphs as possible. However, due to the ran-

dom search nature of the algorithm, several attempts may be necessary for finding 

all possible polymorphs, especially if the number of degrees of freedom is large 

and the landscape is rugged. After this Packing step, the geometry and cell param-

eters of the generated polymorphs are optimized. Finally, a clustering procedure is 

carried out to remove identical polymorphs using the radial distribution function 

which characterizes polymorphs by their atom distribution. The output is a collec-

tion of crystal structures ranked by potential energy. 

 

As mentioned above, the Predictor function needs a trial space group, which is gen-

erally not known for the compound under consideration. The ten most common 

organic crystal space groups (in decreasing frequency) are: P21/c, P−1 , P212121
, C2/c, 

P21
, Pbca, Pnma, Pna21

, Cc, P1 [141]. When there is no information about the space 

group, a blind guess can be done, starting from the most common space groups. 

However, this approach is very time-consuming. In this study, we could benefit 

from the experimental efforts of indexing the XRD pattern of the gel fibers, which 

provides a guess of the crystal cell parameters and space group. 

 

After running the Predictor protocol, we have a collection of crystals that must be 

filtered to choose a candidate for the molecular packing in the gel fibers. In the CSP 

context, an energy criterion ranking is usually employed, where structures within 

less than 20kJ·mol−1 above the most stable structure are retained. Here, thanks to 

the indexing of the experimental powder XRD patterns, we further filtered the crys-

tals based on cell parameters within 1Å from the guessed ones. 

 

The cell parameters of the crystal candidates are then fitted to the guessed ones and 

the internal geometry of the unit cell (i.e., the position of the molecules and their 

internal geometry) is relaxed by MM while keeping the cell parameters fixed. Then, 

a Rietveld refinement coupled with an energy criterion is applied. The Rietveld 

refinement [142], [143] computes the intensity of diffraction peaks based on the 

atomic positions within the cell. Therefore, it tries to fit the crystal packing to an 

XRD pattern by varying structural quantities (unit cell, atom position, atomic oc-

cupancy) and the fitting profile (zero, scale, peak shape). This procedure alone 

would change significantly the molecular packing, bond lengths, etc. However, the 

inclusion of an energetic criterion prevents unrealistic and too large deformations. 

The balance between those constraints is achieved by minimizing the Pcomb param-

eter, defined as: 

 Rcomb = (1 − w)Rwp + wRenergy ( 3.8) 
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Rwp accounts for the difference between the experimental and simulated XRD pat-

terns and Renergy accounts for the difference of potential energy between the cur-

rent structure and its potential energy minimum, w is the weight assigned to each 

contribution. Therefore, the difference between the experimental and simulated 

XRD is minimized while keeping the structure within its potential energy well. A 

weight of 50% for both parameters has provided us successful results all over the 

work. 

 

3.2.1 Validation of the crystal determination procedure 

We validated the methodology described above by predicting the organization of a 

gelator for which: (i) the single-crystal structure is known and (ii) the molecular 

packing of the single-crystal is maintained in the gel fibers. The gelator is from the 

Bisamide family (Chapter 4) and named BiC4 from here on (Figure 3.3). 

 

 
Figure 3.3: BiC4 single crystal. Top left panel: the chemical structure, top right 

panel: the unit cell, bottom left panel: the molecular packing and bottom right panel: 

a lateral view displaying the hydrogen bonding pattern (dashed lines). 

 

The single crystal structure obtained experimentally [24] is characterized by a 

monoclinic unit cell with a P21
space group, where the BiC4 molecules are aligned 

in a row in an antiparallel fashion with both alkyl chains oriented towards the same 

side (e.g. the top molecule of the top right panel of Figure 3.3 has both alkyl chains 

oriented to the right. In the other molecule, both alkyl chains are oriented to the 
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left). Cohesive interactions mainly comprise van der Waals interactions between 

alkyl chains and hydrogen-bonding between the amide groups, with distances of 

~2.0Å between the oxygen atom of one molecule and the amide hydrogen atom of 

a neighboring molecule. 

 

Figure 3.4 displays a comparison between the XRD powder pattern simulated from 

the experimental single crystal structure and the experimental pattern of the gel 

fibers. Both patterns match in the small angle region (5-12º), which corresponds to 

the cell parameters of the crystal, while there is a small constant shift of +0.3º from 

12º on, which is related to the molecular packing. 

 
Figure 3.4: Simulated powder pattern from the single-crystal structure (green) vs 

experimental XRD pattern of the gel fibers (black). The experimental XRD has 

been measured by Danilo Nunes and colleagues in Paris. 

 

This small shift is attributed to the slightly denser molecular packing (4.2%) of the 

single crystal with respect to the gel fibers. Table 3-1 compares the cell parameters 

and volume of the single crystal structure against the indexed cell parameters by 

our experimental partners in Paris. The slight difference in volume does not affect 

the molecular packing configuration, as the same diffraction peaks appear in both 

diffraction patterns, ensuring that the molecular packing is kept. 

 

Table 3-1: Comparison of the cell parameters and volume of the BiC4 single crys-

tal from literature [24] and the indexed values from the measurements in Paris. 

BiC4 a (Å) b (Å) c (Å) α (º) β (º) γ (º) Volume (Å3) 

Single 

crystal 
11.78 4.78 13.25 90 99.18 90 735.81 

Indexed 11.91 4.81 13.55 90 98.33 90 768.41 
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With these experimental data as a basis for validation, we performed the prediction 

of the crystal structure of BiC4 using as only information its chemical structure 

and the P21
 space group. Figure 3.5 displays the thousands of BiC4 polymorphs 

generated. Generally, the denser the crystal and the more negative the lattice en-

ergy, the more stable the polymorph. 

 
Figure 3.5: The generated BiC4 polymorphs. The density of the polymorphs is 

plotted against their lattice energies. The red arrow points to the red dot, which is 

the polymorph that we found matching the indexed cell parameters. 

 

Within the outcome of this procedure, only one candidate is found with cell pa-

rameters within 1Å from the indexed ones. It has the fourth more negative lattice 

energy and its molecular packing is shown in Figure 3.6. 

 
Figure 3.6: Predicted BiC4 molecular packing. Left panel: the unit cell, center 

panel: the molecular packing and right panel: a lateral view showing the hydrogen-

bonding pattern. 
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This prediction shows a unidirectional hydrogen-bond pattern along the [010] di-

rection through the two amide groups and both alkyl chains oriented to the same 

side, as in the single crystal molecular packing. In Figure 3.7, we superimpose the 

predicted and single crystal molecular packings, showing an excellent agreement. 

 
Figure 3.7: BiC4 Predicted (grey) vs single crystal molecular packing (green). 

 

Consistently, the XRD powder pattern simulated for the predicted structure shows 

an excellent agreement with the experimental XRD pattern from the gel fibers 

(Figure 3.8), confirming the efficiency of the crystal prediction procedure. This 

procedure is further applied in Chapter 4 for other compounds. 

 

 
Figure 3.8: BiC4 experimental (black) vs predicted (red) XRD powder patterns. 
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3.3 Deducing the crystal morphology 

After going from the molecular structure to the crystal structure, we move to the 

next step: from the crystal structure to the crystal morphology. To deduce the crys-

tal morphology, we used the Morphology module in Materials Studio. This module 

employs growth kinetics principles to model crystal morphology. 

 

The morphology of a crystal, or crystal habit, is a geometrical object that represents 

the morphology of a crystal and it is built using the Wulff construction principle 

[144] which: draws [hkl] vectors from a common origin point and defines a per-

pendicular (hkl) plane on the tip of each vector (Figure 3.9 top left and right pan-

els). Then, the region of space enclosed by the intersection of the (hkl) planes forms 

a geometrical object known as the crystal habit (Figure 3.9 bottom panel). The 

(hkl) crystal planes displayed on the crystal habit are facets and their distance-to-

center (Dhkl) depends on the growth kinetic principle considered. The facets that 

are equivalent by the symmetry of the lattice are further grouped in facet families 

(e.g. grouping (100) and (-100) in the {100} facet family). 

 

 
Figure 3.9: Sketch of the crystal habit generation following the Wulff's construc-

tion principle. Top left panel: the [hkl] vectors, top right panel: the (hkl) planes, 

bottom panel: the region of space enclosed by the (hkl) plane intersection, dubbed 

as crystal habit. 

 

The facets are surfaces that can be characterized by the chemical nature of the 

growing (hkl) crystal plane. Therefore, depending on the position where the crystal 

plane is cleaved, a facet may expose different chemical compositions to the 
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environment (terminations). Figure 3.10 shows the example of the two possible 

terminations of the (001) facet of the BiC4 crystal: on the left panel, the alkyl 

chains are exposed, on the right panel the cyclohexane rings are exposed. 

 

 
Figure 3.10: The two possible terminations of the BiC4 (001) facet: on the left 

panel the alkyl chains are exposed, on the right panel the cyclohexane ring is ex-

posed. The line on top of the images represents the surface level, marking where 

the facet ends, and the vacuum starts. 

 

The Dhkl value assigned to a facet changes depending on the growth kinetic prin-

ciple considered and consequently the resulting crystal habit morphology. Below 

we introduce the three methods included in the Morphology module for assigning 

Dhkl values: the Bravais-Friedel Donnay-Harker (BFDH), Growth Morphology 

(GMM) and Equilibrium Morphology (EMM) methods. For each method, we give 

an example of how the crystal habit morphology is obtained for our reference com-

pound, BiC4, and we compare them all at the end. 

 

3.3.1 BFDH Method 

The Bravais-Friedel Donnay-Harker (BFDH) method describes the crystal mor-

phology using general rules derived from empirical observations of crystal mor-

phologies [145]–[147]. Those observations indicate an inverse relationship be-

tween interplanar distances and morphological importance. This effect is 

rationalized from the precept that slow growth-rate crystal planes rule the crystal 

morphology. I.e., large interplanar distances correspond to slower growth rates 
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than smaller ones, as the amount of matter necessary to grow one layer is larger. 

This assumption approximately holds during non-equilibrium growth conditions 

where the flux of matter is the limiting growth condition, and if there is no signif-

icant energetic criterion that affects asymmetrically the crystal growth (e.g. impu-

rities, specific solvent-solute interactions, the presence of a substrate, etc.). 

 

Therefore, this method assigns the module of the vectors Dhkl as the inverse of the 

interplanar distance (dhkl) of the corresponding crystallographic plane: 

 
Dhkl =

1

dhkl

 ( 3.9) 

This method provides an extremely fast (within seconds) rough approximation of 

the crystal morphology under non-equilibrium growth conditions. Figure 3.11 

shows the example of computing the crystal habit of BiC4 with the BFDH method. 

 
Figure 3.11: BiC4 crystal habit computed with the BFDH method. Left panel: the 

top view perpendicular to the [010] direction, center panel: the lateral view perpen-

dicular to the [001] direction and right panel: lateral view perpendicular to the [100] 

direction. 

 

The crystal habit computed with this method captures the one-dimensional growth 

preference of the BiC4 crystal. However, the description of the crystal morphology 

is much improved when including energetic factors. First, an energy-based Dhkl 

value provides a system-specific description capable of going from generic crystal-

lographic foundations to concrete chemical information. Second, we gain insight 

on the terminations of the facets. This aspect is of vital importance for describing 

organogelation as the aggregation of the gel fibers may be directly mediated by the 

facet terminations of the fibers and consequently contributing to the physicochem-

ical characteristics of organogelation. 

 

Next, we describe the two energy-based methods for building the crystal habit: 

GMM, which is based on attachment energy and aims to describe crystal growth 

under non-equilibrium conditions (e.g. in solution) [148], and EMM, which is 

based on the surface energy definition and aims to represent crystal growth under 
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equilibrium growth conditions (e.g. from a melt), formulated by Gibbs in 1928 

[149]. 

 

3.3.2 Growth Morphology Method 

The GMM method is rooted on the concept of the attachment energy (Eatt) crite-

rion, defined as "the energy released on attaching a growth slice to a growing crys-

tal surface" [150], [151]. The attachment energy is specific for each facet termina-

tion. Therefore, for a given facet, there might be different attachment energy 

values. The lowest value is assigned as the Dhkl value for the facet, as it is the 

limiting growth rate step. Performing the same analysis for all considered facets, 

we build a crystal habit that is based on the attachment energy criteria, dubbed as 

the growth crystal shape. The attachment energy is evaluated as the difference be-

tween the lattice energy of the crystal (Elatt) and the energy of the growing slice of 

thickness dhkl (Eslice) [151]: 

 Eatt = Elatt − Eslice ( 3.10) 

 

Elatt is computed as the geometry-optimized bulk energy of the crystal employing 

the atom-based summation method, in order to be coherent with the energy calcu-

lation of the slice Eslice, which is modelled as a one-layer-thick slab of the corre-

sponding termination. Figure 3.12 shows the example of computing the crystal 

habit of the BiC4 compound with the GMM method. 

 
Figure 3.12: BiC4 crystal habit computed with the GMM method. Left panel: the 

top view perpendicular to the [010] direction, center panel: the lateral view perpen-

dicular to the [001] direction and right panel: lateral view perpendicular to the [100] 

direction. 

 

3.3.3 Equilibrium Morphology Method 

The EMM method computes the morphology of a crystal using the surface energy 

(Esurf) criterion as the Dhkl value for each facet termination [149]. Surface energy 

is defined as the excess of energy when exposing a surface from a bulk material. 

Therefore, it is computed as the difference between the exposed surface (Eslab) and 
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the bulk energy of the lattice (Ebulk) divided by the area of the slab (A), to evaluate 

it per unit area, and divided by 2, as two surfaces are exposed when cleaving the 

bulk. N is the number of layers of the slab. 

 
Esurf =

Eslab − N · Ebulk

2A
 ( 3.11) 

Ebulk is computed as the geometry-optimized bulk energy of the crystal and Eslab 

is modelled as a thick slab. For obtaining a reliable Eslab value, the slab must be 

thick enough so that potential energy does not change with the slab thickness. Pur-

posely, there are two built-in criteria to evaluate how thick the slab must be: impose 

either a fix slab thickness or a potential energy error threshold. Fixing a slab thick-

ness may not be suitable for all surfaces, as a specific crystallographic face may 

need a thicker slab for reaching convergence of the potential energy. Therefore, 

we used the second criterion, where the slab thickness is estimated to be large 

enough when the potential energy changes by less than 1% when increasing the 

slab thickness by one layer, thus indicating that convergence has been reached. 

This criterion is more robust than the first one and it is used for every Esurf calcu-

lation in this work. Additionally, Esurf is further improved including automatically 

the correction concerning the linear dependence of Esurf with the slab thickness, 

which arises from computing Ebulk and Eslab separately. It is corrected by calcu-

lating Ebulk from the slope of the linear regression of Eslab against the number of 

layers (N) as: Eslab ≈ 2Esurf + NEbulk [152]–[154]. 

 

Each facet termination has an associated surface energy value. Analogously to the 

GMM method, there might be different surface energy values for a given facet. 

The lowest value is assigned as the Dhkl value for the facet, as it is the limiting 

growth rate step. Therefore, the resulting crystal habit is constructed with the low-

est surface energy facets (see Figure 3.13). This resulting morphology is the Equi-

librium Crystal Shape (ECS) formulated by Gibbs [149]. This method is employed 

for modelling crystal morphology under equilibrium growth conditions where heat 

transport is the limiting factor, e.g. long crystallization processes like single crystal 

growth or recrystallization. 
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Figure 3.13: BiC4 crystal habit computed with the EMM method. Left panel: the 

top view perpendicular to the [010] direction, center panel: the lateral view perpen-

dicular to the [001] direction and right panel: lateral view perpendicular to the [100] 

direction. 

 

Figure 3.11-Figure 3.13 illustrate how, depending on the selected method, the com-

puted crystal habit may change. As the BFDH and GMM methods represent non-

equilibrium growth conditions, their crystal habits share more similarities than with 

the crystal habit found by the EMM method, in equilibrium growth conditions. 

From Table 3-2, we observe how the BFDH and GMM methods pinpoint the {001} 

and {100} lateral facets as predominant while the EMM method points to the {10-

1}. From the BFDH to the GMM method, the inclusion of an energetic criterion, 

besides providing the chemical description of the facets, it also enhances the one-

dimensional character by increasing the aspect ratio of the crystal habit. The per-

centage of facet area of the {10-1} facet increases too. In the case of the EMM 

method, the predominance of the {10-1} facet changes the crystal habit shape to-

wards a two-dimensional preferential growth. 

 

Table 3-2: Comparison of the aspect ratio and percentage of facet area of the lateral 

most relevant facets of the BiC4 crystal when computed with the BFDH, GMM and 

EMM methods. 

 Aspect ratio 
Facets 

{001} {100} {10-1} 

BFDH 3.1 39.2% 33.2% 9.8% 

GMM 5.8 40.9% 30.0% 19.1% 

EMM 6.5 - 21.2% 64.9% 

 

In this work we chose the GMM method for comparing the computed crystal mor-

phologies with respect to the experimental morphologies of the LMWG gel fibers, 

as observed in SEM images, as gel fibers are grown in solution under non-equilib-

rium growth conditions [148], [155]–[158], and the preferential termination of the 

facets is taken into account. 
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Therefore, once we have modelled the morphology of the crystal, we move to char-

acterize its largest facets as they are expected to rule fiber-fiber interactions. We 

compute surface energy-related solubility parameters instead of cohesive energy-

related solubility parameters because of: (i) practicality of time and resources and 

(ii) both concepts provide an equivalent solubility description [159]–[164]. Solu-

bility description in surface energy terms has been already achieved in literature, 

with similar rationalization as "successful solvents tend to have surface energies 

very close to the surface energy of the solute" [22], [23]. 

3.4 Protocols 

All the following protocols have been performed with the 2018 version of the Ma-

terials Studio software [101]. The protocols described here are the generic cases 

that are applied all over the work. When there is an exception, it is explicitly men-

tioned. 

 

3.4.1 Forcite module 

3.4.1.1 Potential energy calculations 

The potential energy calculations are performed with the modified Dreiding 

forcefield where the only modification from the standard Dreiding forcefield are 

the H_ and H_A terms, for which the equilibrium distance R0 is set to 2.83Å. The 

summation methods for electrostatic and van der Waals interactions are the Ewald 

summation method for crystals, which has a better accuracy for periodic systems 

than cutoff methods [165], [166], and atom-based cutoffs (cutoff distance of 14Å 

and 3Å of spline) for non-periodic structures. The charges are assigned by the 

PCFF forcefield. 

 

The Dreiding version implemented in Materials Studio, and used in this work, uses 

[104]: 

• The harmonic oscillator for the bond stretch term (EB): 

 
EB =

1

2
ke(R − Re)

2, ( 3.12) 

where Re is the equilibrium inter-atomic distance, ke is the force constant 

and R is the inter-atomic distance. 

• The harmonic cosine for the bond angle-bend term for two bonds IJ and JK 

sharing a common atom J (EA,IJK): 

 
EA,IJK =

1

2
CIJK[cosθ𝐼𝐽𝐾 − cosθ𝐽

0]
2
, ( 3.13) 

where θ𝐼𝐽𝐾is the angle between bonds IJ and JK, θ𝐽
0 is the equilibrium angle 

and CIJK is a force constant. 
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• The cosine-Fourier expansion torsion term for the dihedral angle torsion for 

two bonds IJ and KL connected by a common bond JK (ET,IJKL): 

 
ET,IJKL =

1

2
VJK{1 − cos[𝑛𝐽𝐾(ϕ − ϕ𝐽𝐾

0 )]}
 
, ( 3.14) 

where ϕ is the dihedral angle between IJK and JKL, 𝑛𝐽𝐾 is the periodicity, 

VJK is the rotation barrier and ϕ𝐽𝐾
0  is the equilibrium angle. 

• The umbrella functional form for the inversion term (EI,IJKL): 

 
EI,IJKL =

1

2
KI (

1

sinΦI
0)

2

(cosΦ − cosΦI
0)2, ( 3.15) 

where Φ  is the angle between the IL bond and the JIK plane, ΦI
0 is the 

equilibrium angle that defines the planar geometry and KI is the force con-

stant. 

• The Lennard-Jones 12-6 potential for the van der Waals term (Evdw): 

 Evdw = AR−12 − BR−6, ( 3.16) 

where R is the inter-atomic distance and A, B are van der Waals parameters. 

• The electrostatic interactions (EQ): 

 
EQ = (322.0637)

QiQj

ϵRij

, ( 3.17) 

where Qi, Qj are the atomic charges in electron units, Rij is the inter-atomic 

distance in angstrom, ϵ is the dielectric constant and 332.0637 is the unit 

conversion to express EQ in kcal/mol. 

• The Lennard-Jones 12-10 potential with angular dependency for the hydro-

gen-bonding term (Ehb): 

 
Ehb = Dhb [5 (

Rhb

RDA
)
12

− 6(
Rhb

RDA
)
10

] cos4(θDHA), ( 3.18) 

where θDHA is the bond angle between the hydrogen donor (D), the hydro-

gen (H) and the hydrogen acceptor (A), RDA is the inter-atomic distance 

between the donor and acceptor atoms expressed in angstroms, and Dhb, Rhb 

are hydrogen-bonding parameters. 

 

3.4.1.2 Geometry optimizations 

The geometry optimizations use the "Smart" algorithm with an Ultra-Fine quality 

and a maximum of 500 iterations. The cell parameters are optimized or not de-

pending on the specific problem that it is treated. The energy settings follow the 

previous section. 
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3.4.2 Polymorph module 

3.4.2.1 Predictor functionality 

The molecular packing predictions are performed with the Predictor functionality. 

It is comprised of three parts. The first one, "packing", is used with the Ultra-Fine 

quality and the torsion degrees of freedom are only explored when some critical 

torsions are desired to be explored. The minimum temperature is 300K. If the space 

group of the target crystal is known the prediction is limited to that space group, 

otherwise a generic search of the most common space groups must be done. Sev-

eral predictions must be done for predicting the crystal structure of a compound as 

the crystal generation algorithm is the Monte-Carlo Simulated annealing, i.e. the 

generation is random, thus a proper sampling is achieved by repeating several pre-

dictions. The more torsional degrees of freedom of the compound the more predic-

tions are usually needed. The second part is "geometry optimization", where all the 

generated crystals are optimized following the geometry optimization settings de-

scribed previously including the optimization of the cell parameters. The third part, 

"clustering", consists in removing duplicated structures. The quality is set to Ultra-

Fine and all unique clusters are kept, without any limitation of number of clusters. 

The energy settings are the ones specified in the potential energy part. 

 

3.4.3 Reflex module 

3.4.3.1 Rietveld+Energies refinement 

The Rietveld with Energies refinement is performed with the Powder Refinement 

option. This is specified on the type of calculation. The weight criteria, to balance 

XRD fitting and potential energy is set to half and half, i.e. 0.5. The energy window 

is kept to 40 kcal/mol to avoid leaving the potential energy well. The convergence 

quality is set to Ultra-Fine. For difficult converging fittings, the number of cycles 

can be increased if needed. The 2θ range to fit and the radiation is specific to the 

experimental setting that one wants to compare with. All possible degrees of free-

dom can vary. In order to simulate the thermal contribution to the XRD pattern, 

the atom occupancy and the U, V and W peak broadening parameters are opti-

mized. The background coefficients and the zero-point are also optimized to match 

the zero point and the background of the experimental pattern. Mention that a more 

straightforward XRD fitting is usually achieved, without the peak broadening pa-

rameters to establish first the peak positions, and then a second XRD fitting is per-

formed including the peak broadening parameters for the peak widths. 

 

3.4.4 Reflex module 

The summation method for electrostatics and van der Waals interactions change 

from Ewald to the atom-based approach (with a cutoff of 14Å and a spline of 3Å) 

due to the finite character in one dimension. For consistency, before using the 

methods below, the crystal is optimized (geometry and cell parameters) with this 
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criterion. The number of Miller planes considered to build the crystal habit are up 

to the second order as it is usually enough for describing organic crystal morphol-

ogy [145]–[147]. 

 

3.4.4.1 BFDH 

The quality is customized to use the Miller planes up to the h, k, l values of 2. 

 

3.4.4.2 Growth morphology method 

The energy method is Forcite, i.e., the energy criteria is the same as in the potential 

energy section with the change of the summation method mentioned for this mod-

ule. All surfaces are outputted, stable and non-stables. The quality is customized 

to use the Miller planes up to the h, k, l values of 2. 

3.4.4.3 Equilibrium morphology method 

The 1% fixed error bar option is used for calculating the surface energy. The en-

ergy criterion is the same as in the potential energy section with the change of the 

summation method mentioned for this module. All surfaces are outputted, stable 

and non-stables. The quality is customized to use the Miller planes up to the h, k, 

l values of 2. 
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Chapter 4. Modelling bisamide gel fibers 
using molecular packing and 
crystal morphology 
determination 

In this chapter we study the bisamide family of organogelators using modelling 

techniques. We model the bisamide gel fibers as organogelation is triggered by fi-

ber aggregation. For this purpose, first we determine the molecular organization of 

the bisamide molecules in the bulk of the fibers using the crystal structure predic-

tion method. Then, we determine the crystal morphology of the gel fibers and the 

molecular organization of the bisamide molecules exposed outwards at the surface 

of the fiber using the crystal morphology method. Finally, we compare our theoret-

ical findings with the parallel experimental efforts performed by our partners from 

the Sorbonne Université and Université Paris-Sud, who have characterized the or-

ganogels by their HSP parameters, combined with crystal structure studies with 

diffraction techniques. 

4.1 Bisamide compounds as gelators 

The bisamide-based compounds studied in this work (BiC3-6 in Figure 4.1) are 

formed by a cyclohexane ring decorated with two amide groups prolonged by an 

alkyl chain. 

 
Figure 4.1: Compounds of the Bisamide family studied in this work. They only 

differ in the length of the alkyl chains. 

 

The gelation ability of a bisamide with alkyl chains of 11 carbon atoms (BiC12) 

was first reported by Hanabusa et. al. [52]. The authors were interested in studying 
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compounds capable of gelling organic liquids and they observed in previous works 

that molecules able to self-interact and form long supramolecular structures were 

essential for gelation [167]–[171]. It is the case for the BiC12 compound, as the 

amide groups of neighboring molecules could interact via hydrogen-bonding. In 

reference [52], the authors studied stereoisomeric variations of BiC12 that are 

shown in Figure 4.2. Note (i) the cis/trans notation, which corresponds to the rela-

tive orientation of the two arms with respect to the cyclohexane ring and (ii) the 

authors always considered the chair conformation of the cyclohexane rings as it is 

the most stable conformer. 

 

 
Figure 4.2: Enantiomeric variations of the BiC12 compound studied in reference 

[52]. 

 

While the trans(1R,2R) compound forms gels, the cis(1R,2S) compound does not 

and to explain this difference of gelation ability, the authors compared the infrared 

spectra of the gels formed in cyclohexane. The trans(1R,2R) compound show broad 

bands associated to the stretching vibration modes of N-H and C=O of amides 

(3279 and 1637 cm-1), shifted to a lower wavenumber with respect to the cis dia-

stereoisomer (3300 and 1671 cm-1). This means that the amides are hydrogen-

bonded in the trans compound, and free in the cis compound. The authors attribute 

the lack of gelling ability of the cis isomers to a geometrical impossibility of form-

ing hydrogen bonds. The resulting supramolecular structures of the trans com-

pounds were characterized by circular dichroism, which characterizes their chiral-

ity, and by transmission electron microscopy, which characterizes their 

morphology. This combination of techniques allowed them to find right-handed 

helical structures for the trans(1R,2R) and left-handed for the trans(1S,2S). Thus, 

they proposed that hydrogen-bonded helical structures were responsible for trig-

gering gelation (see Figure 4.3).  
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Figure 4.3: Sketch of a possible self-assembly configuration of the bisamide mol-

ecules forming a one-dimensional hydrogen-bonding pattern, as proposed by 

Hanabusa et. al. [52]. 

 

A later work from Pi-Boleda et. al. [172] deepened on the cis/trans stereochemistry 

of bisamides, studying molecules with longer alkyl chains, BiC17, also correlating 

with their respective gelation behavior. In their work, the authors synthesized and 

characterized by circular dichroism both stereoisomers, observing gels of left-

handed aggregates for the trans(1R,2R) isomer, and right-handed aggregates for 

the cis (1R,2S) compound; the trans(1R,2R) isomer gelled more solvents than its 

cis counterpart. This inversion may arise from the hydrogen bonding interactions 

ruling the aggregation of these compounds, which propagates the chirality of the 

molecule. The authors also modelled the helical aggregates to further understand 

their aggregation and they indeed observed the same helicity resulting from the 

aggregation geometry of the bisamide molecules (see Figure 4.4). 
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Figure 4.4: Modelled helical aggregates for the cis/trans stereoisomers. The drawn 

helices are a visual guide to the reader about the helicity of the aggregates. Adapted 

from reference [172]. 

 

Zweep et. al. [24] expanded this bisamide gelation family to compounds with alkyl 

chains having from 2 to 17 carbons (BiC3 to BiC18). Their work aimed to under-

stand the interactions involved in the formation of the gel fibers by evaluating the 

hydrogen-bond and the van-der-Waals contributions. For this purpose, they tested 

the gelation ability of BiC3-C18, and some bisurea compounds too, with polar and 

apolar solvents. When plotting the melting enthalpy of the gels with respect to the 

length of the alkyl chain, they found a linear correlation, allowing them to deter-

mine the individual contribution of adding a methylene unit to the gel stability, 

which is larger in polar than in apolar solvents (i.e., between 3.5 and 4.2 kJ/mol per 

methylene unit in polar solvents, and 2.2 kJ/mol in apolar solvents). Thus, the au-

thors conclude that the forces contributing to the formation of the gel fibers are 

solvent-dependent and understanding their interplay is key for understanding gela-

tion. 

 

In this work, we study the trans (1S,2S) bisamide compounds as they were the ones 

studied by our experimental partners, based on the gelation studies of Zweep et.al. 

[24] (detailed onwards) and due to commercial availability. Our experimental part-

ners have characterized the gelation, microscopic morphology, and crystallo-

graphic behavior of the BiC3 to BiC18 compounds by HSP parameters, Scanning 

Electron Microscopy (SEM), and powder X-ray diffraction. The BiC3 to BiC6 

compounds show a crystalline XRD pattern, and we investigated them structurally 

and morphologically from a molecular modeling perspective. 
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The BiC8 to BiC18 compounds also form organogels but they have broad, unin-

dexable diffraction features characteristic of an amorphous behavior, from which 

only partial structural and morphological information could be extracted. This work 

therefore mostly focuses on the BiC3-BiC6 series, as a maximum amount of gela-

tion, structural and morphological data are available. 

4.2 Crystal structure determination 

The organogelator ability of the BiC4 compound is known in literature as well as 

its single crystal structure [24]. It has thus been used as a reference for validating 

the crystal structure prediction (CSP) procedure used to model the packing of or-

ganogelators in crystals. More information on the methodology and analyses can 

be obtained in the methodology chapter. Here, we extend the study to BiC3, BiC5 

and BiC6 compounds. 

 

We started performing the BiC3-6 CSP predictions based on the XRD patterns of 

the gel fibers formed in toluene. In order to confirm that the packing is conserved 

for all solvents, our experimental partners synthesized gel fibers in other solvents 

and characterized them by powder X-ray diffraction. The same diffraction peaks 

are present in all diffraction patterns of the BiC3 and BiC4 gel fibers, independent 

of the solvent. However, it is not the case for BiC5 and BiC6 (see Figure 4.5) where, 

depending on the solvent, additional diffraction peaks appear, indicating polymor-

phism. Therefore, we also aimed to characterize the second polymorph of BiC5 and 

BiC6. However, by the time of writing this manuscript, we have been only able to 

characterize the one of BiC6. For this purpose, we used the XRD pattern of BiC6 

fibers formed in cyclohexane as a basis for our simulation, as this pattern only con-

tains the new polymorph (named BiC6-2 from here on), instead of a mixture of 

polymorphs as in other solvents. 
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Figure 4.5: XRD patterns of BiC6 gel fibers synthesized in different solvents. 

The most intense signal for the commonly-observed polymorph (“BiC6-1” from 

here on) is represented in red, and for the new observed polymorph (“BiC6-2”) is 

in blue. Reference [80]. 

 

4.2.1 Understanding bisamide X-ray diffraction patterns 

Table 4-1 shows the cell parameters proposed by our partners for the bisamide 

compounds. 

 

Table 4-1: Cell parameters proposed by Danilo Nunes et. al. (Sorbonne Univer-

sité). 

 a (Å) b (Å) c (Å) α (º) β (º) 
γ 

(º) 

BiC6-2 13.02 4.86 18.05 90 119.56 90 

BiC6-1 22.75 4.37 18.33 90 96.82 90 

BiC5 12.10 4.87 15.74 90 107.22 90 

BiC4 11.91 4.81 13.55 90 98.33 90 

BiC3 12.28 4.80 12.01 90 108.15 90 
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Observing that the “c” axes are the largest ones for all bisamide compounds, except 

for BiC3, for consistency and for a better comparison, we take an equivalent unit 

cell for the BiC3 crystal, i.e. swapping the “a” and “c” axis. The crystal structure, 

morphology and properties are the exact same, just its “a” and “c” axes are swapped 

(see Table 4-2). 

 

Table 4-2: Guessed cell parameters considering the equivalent BiC3 cell. 

 a (Å) b (Å) c (Å) α (º) β (º) γ (º) 

BiC6-2 13.02 4.86 18.05 90 119.56 90 

BiC6-1 22.75 4.37 18.33 90 96.82 90 

BiC5 12.10 4.87 15.74 90 107.22 90 

BiC4 11.91 4.81 13.55 90 98.33 90 

BiC3 12.01 4.80 12.28 90 108.15 90 

 

Figure 4.6 shows the experimental powder XRD patterns for the bisamide com-

pounds, including the indexation of their diffraction peaks. 
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Figure 4.6: Experimental powder XRD patterns for the bisamide compounds. The 

XRD patterns are from the xerogels extracted from toluene and from cyclohexane 

in the case of BiC6-2. 

 

The indexation of the XRD patterns, together with the cell parameter guesses, pro-

vides plenty of crystallographic information. Thus, we focus on two important re-

gions of the XRD patterns: first, the 3-17º 2θ range of the XRD pattern comparing 

with the cell parameters, and second, the 17-25º 2θ range, giving information about 

the molecular packing. Following Bragg’s diffraction law, the diffraction peaks 

furthest to the left correspond to crystallographic planes with the largest interplanar 

distances. It is in that region that the peaks corresponding to the largest cell param-

eters, here “a” and “c”, can appear. Then, the following diffraction peaks, with 

smaller interplanar distances, usually correspond to diffraction planes arising from 

atomic dispositions inside the crystal cell, e.g. molecular packing conformations.  

 

Starting with the guess of the “c” cell parameter, it appears that it increases contin-

uously with the length of the alkyl chain. Continuing with Bragg’s diffraction law, 

c*sinβ equals to the interplanar distance of the (001) crystal planes (d001). Thus, the 

shift of the (001) diffraction peaks to lower 2θ values means that d001 increases, 

agreeing with the increase of the “c” guessed parameters. We can better compare 

the evolution of the cell parameters paying attention to the evolution of the corre-

sponding interplanar distances (see Table 4-3). 
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Table 4-3: Evolution of the interplanar distances (Å) when elongating the alkyl 

chain. 

 d100 d010 d001 

BiC3 11.41 4.80 11.67 

BiC4 11.78 4.81 13.40 

BiC5 11.56 4.87 15.03 

 BiC6-1 22.59 4.37 18.20 

 BiC6-2 11.32 4.86 15.70 

 

Paying attention to the evolution of the d001 interplanar distances we indeed observe 

that it increases with the alkyl chain length. Note that, from the molecular weight 

of the BiC6 molecule, the volume derived from the cell parameters guess, and the 

typical density of organic compounds close to 1g/cm3, we consider that the BiC6-

1 must have 4 molecules per unit cell, differing from 2 molecules per unit cell for 

BiC3, BiC4, BiC5 and BiC6-2. As discussed below in this chapter, we confirm that 

it is indeed the case, and the molecular packing of BiC6-1 is not comparable to that 

of other compounds. Thus, we can now rationalize the abrupt change of d001 for 

BiC6-1. 

 

With respect to the “a” and “b” cell parameters, the corresponding d100 and d010 

remain constant with the elongation of the alkyl chain (considering the BiC6-1 as 

d100/2=11.30Å), meaning that the increase of the alkyl chain length pushes the mo-

lecular centers apart in the “c” direction.  

 

As for the “b” cell parameter, its value corresponds directly to the (010) interplanar 

distances, being BiC3→4.80Å, BiC4→4.81Å, BiC5→4.87Å, BiC6-1→4.34Å, 

BiC6-2→4.86Å. Following the previous intuition by Hanabusa [52], a periodicity 

of ~4.8Å perpendicular to the alkyl chains can be correlated to the stacked distance 

between two BiC4 bisamide molecules, likely dominated by cyclohexane stacking 

(4.81Å, see Figure 4.7). The invariancy of “b” from BiC3 to BiC6-2 suggests that 

they follow the BiC4 organization while the 10% deviation for BiC6-1 confirms 

the previously mentioned slightly different organization. 
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Figure 4.7: A stack of two BiC4 molecules separated by 4.81Å. The distance is 

measured between the centroid of the molecules (green dots). Reference [24]. 

 

The β angle, i.e., the angle between the “a” and “c” cell parameters, shows an odd-

even effect, where the value decreases from BiC3 to BiC4 and increases from BiC4 

to BiC5. This effect will be explained below in the chapter, when discussing the 

simulation results. 

 

Moving to the 17-25º 2θ range, the characteristic interplanar distances are between 

~5.3-3.6Å. This range of values is usually related to short intermolecular distances. 

The main observation is that the observed diffraction peaks and their positions 

change for all compounds. Thus, we can think that the molecular packing is in prin-

ciple different for each compound. It is common in molecular crystals to show 

many diffraction peaks in this region as many small interplanar distance periodici-

ties could be defined, and sometimes diffraction peaks overlap, the low-order dif-

fraction planes, such as the (110), (111), (011) and (11-1), being the most intense 

ones. 

 

Extracting molecular packing information only from crystal interplanar distances 

is difficult, and additional information from other sources is welcome. Therefore, 

our theoretical effort is focused on predicting the molecular packing in the gel fibers 

for the bisamide compounds using the Crystal Structure Prediction (CSP) proce-

dure described in the methodology chapter. We use the experimental powder XRD 

patterns of the gel fibers as references and their proposed cell parameters to help 

filter the possible crystals. 
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4.2.2 Crystal generation: exploring the polymorph landscape 

Generally, it is conceived that the lower the potential energy of the lattice and the 

denser the crystal, the more likely is the crystal structure to be thermodynamically 

stable. The CSP method generated thousands of crystal structures with different 

molecular packings. It can be observed in Figure 4.10 that indeed the predicted 

crystals (red dots, pointed by red arrows) are on the bottom-right region of the sta-

bility-density plot and they could be apparently thermodynamically stable crystals. 

 

 
Figure 4.8: Potential energy against density for the predicted crystals for the BiC3-

BiC6 structures. 
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Figure 4.9 (continued): Potential energy against density for the predicted crystals 

for the BiC3-BiC6 structures. 
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Figure 4.10 (continued): Potential energy against density for the predicted crystals 

for the BiC3-BiC6 structures. 

 

The stability range of the predicted crystals lies within a window of ~30 kcal/mol 

for BiC3 and ~40kcal/mol for the other compounds (being ~80/2=40 kcal/mol for 

BiC6-1 to be comparable with the rest). 

 

The plots of density against potential energy of lattices have two main limitations: 

(i) the evaluation of the potential energy and (ii) the crystal structure generation. 

 

The evaluation of the lattice energy is a trade-off problem between accuracy and 

time- and resource-consumption. For instance, semi-empirical, molecular mechan-

ics potentials or Density Functional Theory (DFT) can perform a fast routine eval-

uation of the lattice energy and rank adequately the possible crystals by energy. In 

this work we use our improved Dreiding potential, which is a molecular mechanics 

potential. 

 

The crystal structures are generated employing a sampling algorithm that aims to 

explore the conformational landscape for a specific compound. How this landscape 

is explored is critical: it must search a region large enough to produce a variety of 

crystals while finding the low potential wells, which may correspond to a stable 

structure. The size of the landscape increases with the degrees of freedom and, for 

molecular crystals, the landscape is often very rugged with many potential wells 

separated by small energy barriers, where polymorphs generally differ in lattice 

energies by less than 4 kJ/mol [173]–[175]. This combination leads to a very hard 
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task of finding out the stable crystals corresponding to the experimental reality. In 

this work, thanks to the space group determined by our experimental partners, we 

can restrict the size of the sampled landscape to a specific space group of symmetry 

(P21
 for the bisamides), otherwise we would have had to explore at least the 10 most 

common molecular crystals space groups. We used a Monte Carlo Simulated An-

nealing algorithm, which, within the restriction of the chosen space group, samples 

that size of landscape randomly and finds the bottom of the potential wells by ge-

ometry optimization. This sampling algorithm has proven to be suitable for large 

and rugged landscapes, as in molecular crystals [136]. We run several times the 

simulation, and checked that in the low energy window (a few kcal/mol) no new 

dots appeared, meaning that the potential energy landscape has been appropriately 

explored. 

 

4.2.3 Crystal structure refinement 

After the crystal structure generation, we used the guessed cell parameters obtained 

by our experimental partners to select possible candidates. Table 4-4 shows the 

comparison of the cell parameters of the selected candidate crystals (from the CSP 

approach) together with the guessed ones (from the XRD patterns). It also reports 

the position of the candidate crystal in the ranking of energetic stability among the 

generated crystals (e.g. 4th means the 4th most energetically stable among the thou-

sands of generated crystals). 
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Table 4-4: Comparison of the cell parameters of the candidate crystal versus the 

guessed ones. 

  a b c α β γ 

BiC3 

Guess 12.01 4.80 12.28 90 108.15 90 

Candidate 

(3rd) 
11.72 4.79 12.27 90 107.90 90 

BiC4 

Guess 11.91 4.81 13.55 90 98.33 90 

Candidate 

(4th) 
11.78 4.77 13.39 90 99.95 90 

BiC5 

Guess 12.10 4.87 15.74 90 107.22 90 

Candidate 

(41st) 
12.18 4.77 16.01 90 108.60 90 

 BiC6-1 

Guess 22.75 4.37 18.33 90 96.82 90 

Candidate 

(38th) 
22.36 4.75 18.48 90 95.80 90 

 BiC6-2 

Guess 13.02 4.86 18.05 90 119.56 90 

Candidate 

(10th) 
12.82 4.77 17.89 90 120.25 90 

 

The cell parameters of the selected candidates are very close to the guessed ones. 

The BiC3-6 candidates are found in the 3rd, 4th, 41st and 38th positions of most en-

ergetically stable polymorphs within the crystal predictions, respectively. We point 

that this ranking is the result of the evaluation of the potential energy and poly-

morph search, but we cannot further precise the reason of the candidate ranking. 

On the other side, we want to explicitly mention the two different polymorph search 

procedures that we have used for finding the bisamide candidates. 

 

The first procedure concerns BiC3 and BiC4. For their case, we predicted crystals 

allowing their torsion degrees of freedom to vary, as their alkyl chains are short and 

the energy landscape is not as rugged as in BiC5. Thus, in one crystal generation 

run we could find the candidates. 
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The second procedure concerns the BiC5 and BiC6-1,2 candidates. In their case, as 

the energy landscape is more rugged, a single run allowing their torsion angles to 

vary is insufficient. Thus, we sampled the energy landscape with different runs 

where the initial molecular conformations were different for each run, and we did 

not allow the torsion angles of the alkyl chains to vary in the run. This approach 

produces similar crystals within one run but very variated structures when consid-

ering all runs together. 

 

It is also mandatory for candidates that they match the experimental XRD pattern 

after refining them. The XRD patterns of crystals with the same cell parameters 

have peaks at the same positions, but with an intensity that differs depending on the 

molecular packing within the unit cell. Matching the experimental XRD pattern is 

thus a critical criterion to choose the final candidate. We applied the refinement 

procedure described in the methodology section to our candidates, using the exper-

imental XRD patterns and guessed cell parameters. This procedure allows us to 

discern if the candidate is the polymorph that we are looking for or not. The result-

ing crystals have practically identical molecular packings to those of the candidates, 

but with cell parameters fit to the guessed ones. Figure 4.13 shows the excellent 

match between the experimental and simulated XRD patterns of the refined candi-

dates, meaning that the predicted molecular packing of the BiC3-BiC6 refined can-

didates is representative of that of the gel fibers. 

 

 
Figure 4.11: The BiC3-BiC6 simulated XRD patterns (red) against their experi-

mental powder XRD pattern from our partners (black). The purple curve is the dif-

ference between them. 
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Figure 4.12 (continued): The BiC3-BiC6 simulated XRD patterns (red) against 

their experimental powder XRD pattern from our partners (black). The purple curve 

is the difference between them. 
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Figure 4.13 (continued): The BiC3-BiC6 simulated XRD patterns (red) against 

their experimental powder XRD pattern from our partners (black). The purple curve 

is the difference between them. 

 

Next, we show in Figure 4.15 the predicted crystal structures for the BiC3-BiC6 

compounds. 

 
Figure 4.14: Predicted BiC3-BiC6 molecular packing. Left panel: the unit cell, 

center panel: the molecular packing and right panel: a lateral view showing the 

hydrogen-bonding pattern. 
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Figure 4.15 (continued): Predicted BiC3-BiC6 molecular packing. Left panel: the 

unit cell, center panel: the molecular packing and right panel: a lateral view show-

ing the hydrogen-bonding pattern. 



 

66 

 

 

Figure 4.15 left panels show the unit cell composition for the BiC3-BiC6 structures. 

The BiC3-BiC5 and BiC6-2 structures have 2 molecules per unit cell while BiC6-

1 has 4. All these crystals are of P21
 space group, thus a rotation of 180º is followed 

by a translation of one half along b, the cell vector parallel to the rotation axis. Due 

to this symmetry element, there is only one conformation in BiC3-BiC5 and BiC6-

2 while in BiC6-1 there are two: one with a ∼45º angle between their alkyl chains 

and the other with an angle of ∼90º. Figure 4.15 center panels show the molecular 

packing for the BiC3-BiC6 compounds and Figure 4.16 displays them all for a more 

straightforward comparison.  

 

 

 
Figure 4.16: Molecular packing comparison for the BiC3-BiC6 compounds. For 

BiC3-BiC5, the red arrows show the orientation of the alkyl chains. In BiC6-1 and 

BiC6-2 the relative orientation of the alkyl chains is marked with red lines and 

angles. 
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The molecular packing diversity arises from the relative orientation of the alkyl 

chains. In the case of BiC3 and BiC5 the ends of the alkyl chains are oriented in 

opposite directions, while in BiC4 they are oriented towards the same side (see red 

arrows in Figure 4.16). In BiC6-1,2 the alkyl chains have a full trans conformation, 

maximizing the van-der-Waals interactions between them. BiC3 and BiC5 share 

the same molecular packing, which differs from that of BiC4 and BiC6-1,2. As the 

alkyl chains are mainly inscribed in the (010) crystal plane, more elongated or re-

tracted alkyl chains affect directly the β angle. This effect could be the reason why 

the β shows an odd-even effect. 

 

Figure 4.15 right panels show the hydrogen bonding network for the BiC3-BiC6 

structures, characterized by a one-dimensionality in the [010] direction that may 

lead to the preferential growth of the fibers. This observation agrees with 

Hanabusa’s hypothesis (see Figure 4.3) where bisamide molecules are stacked 

through a one-dimensional hydrogen-bond network. Table 4-5 shows the hydro-

gen-bond distances and N-H···O angles for the BiC3-BiC6 structures. 

 

Table 4-5: Hydrogen-bond distance and angle for the BiC3-BiC6 structures. 

 H-bonds 

Distance (Å) Angle (º) 

BiC3 1.90 172.1 

BiC4 1.92 167.5 

BiC5 1.98 171.2 

BiC6-1 1.88 148.0 

BiC6-2 1.94 174.0 

 

From BiC3 to BiC5 the hydrogen-bond distance increases while the evolution is 

less clear for the hydrogen-bond angle. In BiC6-1 hydrogen-bond distance is 

smaller but the angle is much more deviated from the ideal 180º than the previous 

ones. The larger is the distance and the more deviated is the angle from 180º, the 

weaker is the hydrogen bond strength. Here we have both effects combined and, 

in order to have a clear picture whether the hydrogen bonds are energetically 

stronger or weaker with the alkyl chain length, we look at the hydrogen bonding 

energy per hydrogen bond (see Table 4-6). 
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Table 4-6: Hydrogen bonding energy per hydrogen bond for the BiC3-BiC6 struc-

tures. 

 BiC3 BiC4 BiC5 BiC6-1 BiC6-2 

Energy per 

hydrogen bond 

(kcal/mol) 

-3.7 -3.6 -3.5 -2.2 -3.4 

 

The hydrogen-bonding energy decreases very slightly with the elongation of the 

alkyl chain from BiC3 to BiC5 and BiC6-2, while it is clearly much lower for BiC6-

1. We mainly attribute this effect to the large angle deviation from the ideal 180º, 

as the hydrogen bonding energy is related to the angle (θ) by a cos4(θ ) dependency 

(e.g. BiC3→cos4(172.1 ) = 0.96, BiC6-1→cos4(148.0 ) = 0.52, the energy be-

ing almost halved from BiC3 to BiC6-1 just with angle variations). 

 

The BiC6-2 unit cell is characterized by two molecules with alkyl chains with ~90º 

of relative orientation between each other. As the BiC6-1 crystal also has molecules 

with this configuration, along with alkyl chains with ~45º relative orientation, these 

polymorphic molecular packings suggest that the relative orientation of the alkyl 

chains between them is critical. In order to determine their relative stability, we 

compare in Table 4-7 their density and cohesive energy (Ecohesive), defined as: 

Ecohesive = −(Elatt − Emonomers)/Z, being Elatt the potential energy of the cell, 

Emonomers the summed energy of the monomers isolated and optimized in vacuum 

and Z the number of molecules in the unit cell. 

 

Table 4-7: Comparison of the BiC6-1 and BiC6-2 relative stability. 

 Density 

(g/cm3) 

𝐄𝐜𝐨𝐡𝐞𝐬𝐢𝐯𝐞 
(kcal/mol) 

H-bonds 

Distance (Å) Angle (º) 

BiC6-1 1.06 77.83 1.88 148.0 

BiC6-2 1.09 85.26 1.94 174.0 

 

If we pay attention to density, the BiC6-2 crystal presents a denser packing than 

BiC6-1, and following the density rule [176], it should be more stable. Observing 

cohesive energy, the BiC6-2 is 7.43 kcal/mol more stable than BiC6-1, as the higher 

the cohesive energy, the more stable. In this case the density rule applies but from 

the 7.43 kcal/mol difference, we attribute two thirds of that difference to the hydro-

gen bond energy, i.e., the difference of hydrogen bond energy between  BiC6-2 and 

BiC6-1 from Table 4-6 (3.4-2.2=1.2 kcal/mol per hydrogen bond)x4(H-bonds/unit 

cell)=4.8kcal/mol, while 7.43-4.80=2.63 kcal/mol may be attributed to the disper-

sive interactions. Thus, we point that the hydrogen bond geometries play a 
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significant role in the BiC6 polymorphism, BiC6-1 being probably the kinetically 

stable crystal. In order to confirm this hypothesis, we combine the crystal structure 

generation results from BiC6-1 and BiC6-2 in one plot and spot the two poly-

morphs, dividing the BiC6-1 energies by 2 to be comparable (see Figure 4.17). 

 

 

 
Figure 4.17: Combination of the BiC6-1 and BiC6-2 crystal structures generated 

with the CSP method. The (red) green dot and arrow corresponds to the (BiC6-1) 

BiC6-2 candidates. 

 

For completion, we take the BiC3 and BiC5 crystals and we orient the alkyl chains 

towards the same direction (as in BiC4) and relax the molecular geometry without 

changing the cell parameters, to account only for molecular packing effects. We do 

the same for BiC4 but orienting their alkyl chains towards opposite sides (as in 

BiC3 and BiC5) and we also analyze the BiC3-BiC5 systems with fully trans alkyl 

chains. Table 4-8 compares their relative stability by computing their cohesive en-

ergy (Ecohesive). 
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Table 4-8: Comparison of the relative stability of the BiC3-BiC5 compounds with 

alkyl chains pointing towards the same directions, opposite directions or fully trans. 

We highlight in bold the structure found by the CSP method. 

 Ecohesive (kcal/mol) 

BiC3 BiC4 BiC5 

Fully 

trans 
71.5 79.4 81.9 

Same 

direction 
70.6 79.9 81.4 

Opposite 

direction 
72.0 76.8 81.8 

 

This comparison confirms that the observed conformation for BiC3 and BiC4 is 

indeed more stable than its conformational counterparts (1.4 and 0.5 kcal/mol for 

BiC3 and 3.1 and 0.5 kcal/mol for BiC4). For BiC5 the observed conformation is 

0.4 kcal/mol more stable than its analog with the alkyl chains pointing in the same 

direction, and as stable as the fully trans conformation. As mentioned, the longer 

the alkyl chain the more favorable is the fully trans conformation, maximizing the 

van-der-Waals interactions between alkyl chains. Thus, this observation leads us to 

think that there could be a polymorph crystal of BiC5 with fully extended alkyl 

chains. In fact, the alkyl chains are fully extended in the BiC6 molecules, which 

suggests that this conformation could be highly relevant from BiC5 onwards. All 

the conformations commented above are shown in Figure 4.19. 

 
Figure 4.18: Packing configurations of BiC3-BiC5 with alkyl chains that are fully 

trans, in the same direction, and in opposite directions, respectively. The packings 

were optimized while freezing the cell parameters. 
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Figure 4.19 (continued): Packing configurations of BiC3-BiC5 with alkyl chains 

that are fully trans, in the same direction, and in opposite directions, respectively. 

The packings were optimized while freezing the cell parameters. 

4.3 Crystal Morphology characterization 

After determining the crystal structure of the bisamide compounds, we move to the 

study of their crystal morphology, first by employing the BFDH method, which 

uses only geometrical considerations (see Figure 4.21). 

 
Figure 4.20: Computed crystal morphology for the BiC3-BiC6 structures with the 

BFDH method. 
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Figure 4.21 (continued): Computed crystal morphology for the BiC3-BiC6 struc-

tures with the BFDH method. 



 

73 

 

The BFDH method captures the one-dimensional preferentiality of the crystal, hav-

ing a preferential growth direction along the [010] direction. However, this method 

does not provide any information about the energetics involved in the preferential 

growth of the fiber or the chemical composition of the facets displayed, which is 

essential for understanding their gelation behavior. 

 

For this purpose, we then moved to the GMM method, which is based on the at-

tachment energy, and therefore provides an energetic description of the crystal mor-

phology. This method is appropriate as gel fibers are grown in solution, i.e. under 

non-equilibrium growth conditions. Figure 4.23 shows the computed crystal mor-

phologies for the BiC3-BiC6 series. There is also a preferential crystal growth in 

the [010] direction, along the one-dimensional hydrogen-bonding pattern. 

 

 

 
Figure 4.22: Computed crystal morphology for the BiC3-6 and BiC6-2 compounds 

with the GMM method. 
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Figure 4.23 (continued): Computed crystal morphology for the BiC3-6 and BiC6-

2 compounds with the GMM method. 

 

The computed crystal morphology is characterized by its aspect ratio, its surface to 

volume ratio, and its facets (which crystal planes form these facets, which propor-

tion of the total crystal surface they occupy, and which functional groups are ex-

posed). We start analyzing the facets, showing the nature and coverage of the most 

relevant facets of the BiC3-6 compounds (see Table 4-9).  

 

Table 4-9: Percentage of crystal area for the most relevant facets for BiC3-BiC6 

obtained by GMM. 

 {001} {100} {10-1} {110} {1-10} {011} {0-11} Total 

BiC3 30% 31% 29% 3% 3% 2% 2% 100% 

BiC4 41% 30% 19% 1% 1% 4% 4% 100% 

BiC5 43% 9% 38% - - 5% 5% 100% 

BiC6-1 38% 44% 10% 3% 3% 1% 1% 100% 

BiC6-2 33% 25% 32% - - 3% 3% 96% 
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The most relevant exposed facets of the bisamide family are the {001}, {100}, {10-

1}, {110}, {1-10}, {011} and {0-11} facets. The notation {hkl} correspond to 

planes that are equivalent to the (hkl) planes by symmetry, for instance {100} com-

prises the (100) and (-100) facets. Mention that the {11-1} and {1-1-1} facets only 

appear for BiC6-2, accounting for a 2% of the total crystal area each. A straightfor-

ward comparison between the bisamide compounds is rather difficult as the molec-

ular packing changes when elongating the alkyl chain. 

 

However, we observe that the {h0l} facets are the largest ones through the family 

and they always sum up to more than 90% of the total facet area. The hydrogen-

bonding network through the [010] direction is responsible for this ranking because 

the {h0l} facets only expose alkyl chains or cyclohexane rings to the environment, 

while facets with a non-zero �⃗�  component also expose amide groups to the envi-

ronment, increasing the instability of the facet, which thus grows faster. For in-

stance, for BiC3, the attachment energy related to hydrogen-bonds and electrostatic 

interactions are 0 and less than 1 kcal/mol, respectively for {001}, {100} and {101} 

while it is ~15 and ~30 kcal/mol, respectively, for the {011} and {0-11} facets. 

 

To evaluate which functional groups are exposed on the facets, a simulated crystal 

has been cut perpendicularly to the facets, thus revealing the organization of the 

molecules from the bulk of the crystal to the surface. Figure 4.25 represents the 

result for BiC3. We remind that a facet may expose different chemical composi-

tions depending on the position where the crystal is cleaved. Each different chem-

ical composition of a facet is called a termination. The facet terminations displayed 

in Figure 4.25 are the most stable ones, i.e., other molecular coverings of the facets 

are less stable. The different terminations of the facets are shown in the Annex for 

BiC3, as an illustrative case for the bisamide structures. 
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Figure 4.24: Organization of the molecules in the BiC3 crystal, from the bulk of 

the crystal to different facet surfaces; the surface is on top of the images, seen per-

pendicularly. 
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Figure 4.25 (continued): Organization of the molecules in the BiC3 crystal, from 

the bulk of the crystal to different facet surfaces; the surface is on top of the im-

ages, seen perpendicularly. 

 

In the facet chemical composition, alkyl chains could be either protruding, forming 

sharp kinks on the surface, or lying flat, forming smooth terraces or steps. The kinks 

formed by protruding alkyl chains increase the roughness and surface area of the 

facet in comparison with the terraces or steps formed by alkyl chains lying flat. We 

calculate the Connolly surface area [177], [178] of the facets displayed in Figure 

4.25 with a probe size of 1.4Å to provide a clearer picture of the roughness of the 

bisamide facets (see Figure 4.28). 

 

 
Figure 4.26: BiC3 facets seen parallel (left) and perpendicularly (right) to the sur-

face. The Connolly isosurface is represented with blue dots. 
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Figure 4.27 (continued): BiC3 facets seen parallel (left) and perpendicularly 

(right) to the surface. The Connolly isosurface is represented with blue dots. 
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Figure 4.28 (continued): BiC3 facets seen parallel (left) and perpendicularly 

(right) to the surface. The Connolly isosurface is represented with blue dots. 
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The higher the roughness, the higher the surface area. Table 4-10 shows the rough-

ness ratio of each facet, calculated as: Roughness ratio =
Connolly area

Flat area
. Note that 

the surface areas correspond to the areas of the planes contained in a unit cell. 

 

Table 4-10: Roughness ratio of the BiC3 facets. 

 

Flat 

surface area 

(Å2) 

Connolly surface area 

(Å2) 
Roughness ratio 

{100} 58.94 69.42 1.18 

{001} 57.65 80.77 1.40 

{10-1} 68.41 76.81 1.12 

{011} 151.54 179.94 1.19 

{0-11} 151.54 179.92 1.19 

{110} 152.03 174.91 1.15 

{1-10} 152.03 174.90 1.15 

Generally, surfaces tend to minimize their area to increase their stability [27]. Thus, 

the bisamide family dominant facets are as smooth and apolar as possible. All the 

facets have a low roughness value, only the {001} deviates slightly. Among the 

{h0l} facets, the {001} facet slightly protrudes alkyl chains outwards, increasing 

the roughness with respect to the {100} facet where alkyl chains lie parallel, but 

this does not affect the facet area, as both facets have same surfaces. Finally, the 

{011} and {0-11} facets have a small percentage of facet area despite having a 

lower roughness value. We can rationalize this relation examining their attachment 

energies (Eatt), which depend both on the surface defined by the plane contained in 

the unit cell (here almost three times the value that {100} and {001} have, see Table 

4-10), and the nature of terminations. To better understand these effects, we sepa-

rated the attachment energies into their dispersive, electrostatic and hydrogen-

bonding components (Eatt,D, Eatt,P and Eatt,H, respectively) in Table 4-11. 

 

Table 4-11: Attachment energies of the relevant BiC3 facets. 

 
Eatt 

(kcal/mol) 

Eatt,D 

(kcal/mol) 

Eatt,P 

(kcal/mol) 

Eatt,H 

(kcal/mol) 

{100} -13.3 -12.7 -0.6 0.0 

{001} -13.7 -13.6 -0.1 0.0 

{10-1} -12.7 -12.6 -0.1 0.0 

{011} -69.7 -24.5 -30.4 -14.8 

{0-11} -69.7 -24.5 -30.4 -14.8 

{110} -68.8 -23.7 -30.3 -14.8 

{1-10} -68.8 -23.7 -30.3 -14.8 
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The {100}, {001} and {10-1} facets have a similar attachment energy and facet 

area, strongly differing from the {011} and {0-11} facets. The attachment energy 

is much higher in the latter ones due to: (i) a surface per unit cell two to three times 

larger than that of the {h0l} facets, doubling the dispersive contribution, and (ii) 

the presence of amide groups, giving rise to electrostatic and hydrogen bonding 

contributions. 

 

We now analyze the two geometrical features of the crystals: aspect ratio and sur-

face to volume ratio (see Table 4-12). We also include the same parameters com-

puted with the BFDH method as the BFDH method only includes geometrical ef-

fects. Thus, the differences between the BFDH and GMM methods allow us to 

analyze how much contribution is attributed to geometrical or energetic effects. 

 

Table 4-12: Aspect ratio and surface to volume ratio computed with the GMM and 

BFDH methods for the BiC3-BiC6 crystals. 

 Aspect ratio Surface to volume ratio 

 GMM BFDH GMM BFDH 

BiC3 5.87 2.84 1.49 1.25 

BiC4 5.80 3.10 1.48 1.28 

BiC5 6.00 3.46 1.55 1.29 

BiC6-1 6.37 5.39 1.57 1.49 

BiC6-2 4.85 3.57 1.43 1.31 

 

The first observation is that both quantities evolve similarly and are always larger 

when computed with the GMM than with the BFDH method. The larger values 

indicate that, for this family of compounds, the inclusion of the energetic contribu-

tion reinforces the unidirectional growth and a larger surface exposure. As in BFDH 

we do not explicitly calculate interactions, it is equivalent to say that interactions 

are homogeneous in the crystal. Thus, the increase of the aspect ratio obtained by 

GMM reflects the asymmetry of the energy interactions, as hydrogen bonds only 

occur along the [010] direction. The difference between the two sets of aspect ratio 

values decreases from BiC3 to BiC6, as the amide effect is likely diluted by the 

growth of alkyl chains. 

 

The BFDH method shows an increasing aspect ratio with the elongation of the alkyl 

chain due to an increasingly larger difference between the (010) and (001) inter-

planar distances, which increases the asymmetry in the unit cell. We also observe 

this effect on the evolution of the {001} facet area percentages (see Table 4-13). 
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Table 4-13: Percentage of facet area of the exposed facets for the BiC3-BiC6 struc-

tures, as computed with the BFDH method. 

 {001} {100} {10-1} {011} {0-11} {110} {1-10} Total 

BiC3 33% 31% 17% 4% 4% 4% 4% 97% 

BiC4 39% 33% 10% 5% 5% 3% 3% 98% 

BiC5 42% 24% 17% 6% 6% 2% 2% 99% 

BiC6-1 47% 36% 7% 2% 2% 3% 3% 100% 

BiC6-2 41% 15% 28% 5% 5% 1% 1% 96% 

 

We would like to mention that the morphology calculations have been done without 

including the effect of the solvent while experimentally gel fibers are grown in so-

lution. It is worth to mention that the organization of the molecules inside the crys-

tal are unaffected by the solvent, except when it co-crystallizes with the molecules, 

which is not the case in the systems studied here. We are aware that solvents are 

key during gel formation and they could conform part of the fiber bundles [53]. 

However, including solvent in the simulations would highly increase the computa-

tional cost of the crystal morphology determination when this effect may just 

(de)stabilize some facets which would lead to different percentages of facet areas. 

For instance, a hydrogen-bond acceptor solvent could enhance the stability of the 

facets of a non-zero �⃗�  component with respect to the {h0l} facets. We expect that 

this effect is small when the gelator-solvent interaction is non-specific, e.g., with 

van-der-Waals interactions, but it could be larger when there is specificity, e.g., 

with hydrogen-bonding. We should keep this effect in mind when making connec-

tions with experimental observations. 

 
Figure 4.29: Comparison of the modelled crystal morphology for BiC4 (top) and 

BiC6-1 (bottom) against their respective experimental SEM images from our ex-

perimental partners. Top panel: BiC4, bottom panel: BiC6-1. 
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In Figure 4.29 we compared the computed crystal morphologies of BiC4 and BiC6-

1 against their respective experimental SEM images. We observe fibrillar structures 

from both methodologies. The experimental gel fibers may be formed by agglom-

erated bundles of primitive, simpler fibrillar units [53]. We hypothesize that our 

computed crystal morphologies could be the primitive fibrillar unit that aggregates. 

4.4 Rationalizing experiments from modelling 

Next, we aim to connect our theoretical simulations with the HSP analysis of the 

gelation behavior by our partners (see Table 4-14). 

 

Table 4-14: HSP values and radius of the center of the gelation sphere of the 

bisamide compounds. Reproduced from the thesis manuscript of Danilo Nunes 

Rosa (Sorbonne Université). 

 
δD 

(MPa1/2) 
δP 

(MPa1/2) 

δH 

(MPa1/2) 

Radius of gelation 

(MPa1/2) 

BiC3 - - - - 

BiC4 17.5±1.4 10.1±0.7 6.4±1.4 12.0±0.7 

BiC5 14.8±0.4 12.1±0.6 16.8±0.4 21.1±0.4 

BiC6 16.3±0.3 10.9±0.3 13.8±0.3 19.9±0.4 

BiC8 16.3±0.3 11.4±0.3 12.7±0.2 20.1±1.8 

BiC12 16.8±0.3 10.1±0.3 11.3±0.2 17.1±0.3 

BiC14 16.8±0.3 10.2±0.3 11.3±0.3 16.9±0.3 

BiC16 16.4±0.2 9.3±0.3 9.3±0.3 13.8±0.2 

BiC18 16.4±0.2 9.3±0.3 9.3±0.3 13.8±0.2 

 

No values are reported in the table for the BiC3 compound, as there is not enough 

gelation data to determine accurately the center of the gelation sphere (gels were 

only observed with 1-chloropentane and cyclohexane). The BiC4 values should 

also be taken carefully as the uncertainty is higher, as the center of the gelation 

sphere was determined with a limited amount of gelation dots. In order to have 

some familiarity with the experimental δi values, we provide first the HSP param-

eters of a few well-known solvents in Table 4-15 so the reader has a point of com-

parison. 
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Table 4-15: HSP parameters of a few well-known solvents. 

 
δD 

(MPa1/2) 
δP 

(MPa1/2) 

δH 

(MPa1/2) 

Toluene 18.0 1.4 2.0 

Methanol 14.7 12.3 22.3 

Water 15.5 16.0 42.3 

N-methylformamide 17.4 18.8 15.9 

Hexadecane 16.3 0 0 

 

To explain the experimental evolution of the three HSP parameters when increasing 

the alkyl chain length, we used the EMM method to compute the surface energies 

of the facets, breaking down each facet in hydrogen-bonding, electrostatic, and dis-

persive contributions. 

 

From BiC5, the experimental 𝛅𝐇 values decrease constantly with the elongation of 

the alkyl chain. This decrease could mean that the contribution of the hydrogen 

bonds to the total surface energy decreases with the alkyl chain length. In Table 4-6 

we analyze the energetics of one hydrogen bond from BiC3 to BiC6, and it indeed 

shows a decreasing trend. But more fundamentally, hydrogen bonding is diluted 

among other interactions (see  

Table 4-16). 

 

Table 4-16: Hydrogen-bonding surface energy for the most relevant facets 

(kcal/mol). 

 {001} {100} {10-1} {011} {0-11} {110} {1-10} 

BiC3 0.0 0.0 0.0 33.9 33.9 33.9 33.9 

BiC4 0.0 0.0 0.0 31.5 31.5 31.0 31.0 

BiC5 0.0 0.0 0.0 27.2 27.2 26.2 26.2 

BiC6-1 0.0 0.0 0.0 16.0 16.0 16.1 16.1 

BiC6-2 0.0 0.0 0.0 22.8 22.8 21.9 21.9 

 

The hydrogen-bonding network extends through the [010] direction, and is thus 

absent from the {h0l} facets, which thus do not participate in potential hydrogen 

bonds with the solvent. Concerning the {011}, {0-11}, {110} and {1-10} facets, as 

they have a non-zero �⃗�  component, there are amide bonds pointing outwards and 

consequently they do have a hydrogen-bonding contribution, which decreases mo-

notonously from BiC3 to BiC6, mainly due to the dilution by alkyl chains and the 

increasing area of the plane inside the unit cell. This trend matches with the exper-

imental one, pointing that the decrease of the δH values is attributed to a subse-

quently weaker role of the hydrogen-bonds. 
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Initially, we though that the lateral facets of the fiber, the {h0l} facets, were mainly 

responsible of the fiber aggregation that finally leads to the fibrillar network. How-

ever, the experimental δH values are far from being zero. Thus, we think that due 

to the specific hydrogen-bonding interaction between the gelator and the solvent, 

when the solvent is able to form hydrogen bonds, the non-zero �⃗�  component facets, 

which are present on the tips of the fibers, may be stabilized enough to play a role 

too. The contribution of the tips of the fibers to organogelation has also been con-

sidered previously in literature [179]–[183]. For example, in Reference [179], the 

authors discuss about how the 3D fibrillar network is formed during organogela-

tion. The popular idea is that the gelator molecules self-assemble forming fibers 

which then entangle and form the 3D network. In Reference [179] the authors pro-

pose that the 3D network is formed by a branching process at the tips of the growing 

fibers. This proposed mechanism is based on the hypothesis that a solvent mole-

cule, or an additive in their case, adsorbs on the tip of the growing fiber causing a 

mismatch for the daughter growing fibers. This mismatch results in a divergence 

of the new growing fibers that produces a branching that finally leads to the for-

mation of the 3D network. The authors named this mechanism the Crystallographic 

Mismatch Branching (CMB) mechanism (see Figure 4.30). 

 

 
Figure 4.30: (left) sketch of the Crystallographic Mismatch Branching Mechanism 

(CMB) steps. (right) 3D network result of this mechanism. Adapted from reference 

[179]. 

 

We think that this mechanism is plausible when there are strong, stabilizing inter-

actions between the gelator molecules and the solvent. In the case of the bisamide 

compounds, having the ability of forming hydrogen bonds, this mechanism may 

explain why we observe experimentally a strong hydrogen bond component despite 

the fact that there is no hydrogen bond exposure on the lateral facets of the fibers. 

 

Experimentally, δP also decreases with the elongation of the alkyl chain. Intuitively 

one could hypothesize that polarity should decrease when adding extra CH2 units. 
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In Table 4-17 we compare the electrostatic contribution to the surface energy of the 

most relevant facets. 
 

Table 4-17: Electrostatic surface energy for the most relevant facets (kcal/mol). 

 {001} {100} {10-1} {011} {0-11} {110} {1-10} 

BiC3 0.2 3.5 0.4 72.3 72.3 72.2 72.2 

BiC4 1.1 -0.1 1.2 68.4 68.4 67.7 67.7 

BiC5 0.9 0.6 0.8 56.6 56.6 55.0 55.0 

BiC6-1 4.7 0.6 1.2 53.7 53.7 53.6 53.6 

BiC6-2 2.5 0.5 1.0 52.4 52.4 50.0 50.0 

 

The {h0l} facets have a small electrostatic contribution as they mainly have alkyl 

chains pointing outwards, and consequently establishing a trend is rather difficult. 

However, the non-zero �⃗�  component facets have a much higher electrostatic con-

tribution because they show, besides alkyl chains, amide groups outwards. In this 

case there is a clear decreasing trend, attributed to the addition of CH2 units, which 

may dilute and affect the electrostatic contribution of the facet (see for instance the 

{011} facets in Figure 4.31). 

 

 
Figure 4.31: {011} facet comparison for the BiC3-BiC6 compounds. 

 

Experimentally, the third HSP parameter, δD, fluctuates and then plateaus from 

BiC6 on. Intuitively, we propose that the longer the alkyl chain length the more 

CH2 units exposed outwards. Table 4-18 shows the dispersive surface energy for 

the most relevant facets. 
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Table 4-18: Dispersive surface energy for the most relevant facets (kcal/mol). 

 {001} {100} {10-1} {011} {0-11} {110} {1-10} 

BiC3 76.4 69.2 59.5 55.9 55.9 55.8 55.8 

BiC4 76.3 84.8 69.2 63.1 63.1 65.2 65.2 

BiC5 73.1 87.7 54.7 55.7 55.7 63.5 63.5 

BiC6-1 87.1 76.9 79.5 54.2 54.2 54.2 54.2 

BiC6-2 93.0 67.8 71.8 63.6 63.6 66.6 66.6 

 

There is no clear trend for dispersive surface energy, neither within a facet family 

nor between facet families, but its value is high for all facets, especially for lateral 

facets. This lack of clear trend could be responsible of the plateau in δD with the 

alkyl chain length. We hypothesize that it could arise from a saturation value of 

van-der-Waals interactions per unit area of the predominant facets, which is ex-

pected for flat surfaces composed of alkyl moieties, as the nature of interactions 

does not change with the size of the alkyl chains. It is more surprising for facets 

with amide groups. 

 

Concerning the radius of the gelation sphere, gelation is mainly triggered due to 

the surface tension of the fiber facets which limits the flow of the liquid in which 

the fibers are embedded [54]. Thus, we think that the surface-to-volume ratio of 

the modelled crystal morphologies could be a semi-quantitative parameter that we 

could use as the larger surface area of the fibers are exposed with respect to their 

volume, the better should be the gelation capability on average. Table 4-12 show 

an increasing surface-to-volume ratio trend (GMM method) which could agree 

with the radius of the gelation sphere of the bisamide compounds. This aspect 

could be one effect to consider but other factors may also affect the final experi-

mental observations. 

4.5 The BiC8-BiC18 compounds 

Regarding the BiC8-BiC18 compounds, even though we cannot determine pre-

cisely their molecular packing, we can get some information from the insights 

drawn from the molecular packing of BiC3-BiC6, and comparing their X-ray pat-

terns (see Figure 4.32). 
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Figure 4.32: XRD patterns of the BiC3-BiC18 compounds obtained in toluene. 

The blue and red bars mark two invariant peaks. Adapted from the thesis 

manuscript of Danilo Nunes Rosa (Sorbonne Université). 

We expect diffraction peaks corresponding to large cell parameters distances in the 

small angle region (approximately 2θ=0º to 5º, >18Å) and those corresponding to 

short molecular packing from 2θ=5º on (<18Å) for BiC8-BiC18. In the small angle 

region, the high intensity peaks appear at very low values (e.g. 2θ=2.04º, 1.46º, 

1.20º or 1.44º for BiC8-BiC14, BiC18), even reaching the instrumental limit; this 

means that periodicity appears at very long range (converting the above values: 

43Å, 60Å, 73Å or 61Å). We observe two peaks in the molecular packing region 

close to 20.5º and 22.5º with corresponding distances of ~4.3Å and 3.9Å, respec-

tively (marked with red and blue bars in Figure 4.32). Long alkyl chains are ex-

pected to have a full trans conformation, packing in the typical interdigitated fash-

ion [184]–[189]. Thus, we guess that the 20.5º and 22.5º peak could correspond to 

an alkyl chain-alkyl chain packing distance. To examine the characteristic distances 

between alkyl chains, we created an array of n-octane molecules in vacuum and 

optimized them. We observe an in-plane distance between centroids of ~4.3Å 
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(Figure 4.33, left) and ~4.1Å out-of-plane (Figure 4.33, right), which roughly agree 

with the experimental ~4.3Å and 3.9Å distances. 

 

 
Figure 4.33: Distances between centroids of packed n-octane molecules: (left) 

4.3Å in-plane and (right) 4.1Å out-of-plane. 

 

The combination of analyzing the BiC8-BiC18 XRD patterns, the previous exper-

imental results and simulation data on the BiC3-BiC6 molecules, and the simula-

tion of the packing of long alkyl chains leads to the conclusion that the BiC8-18 

gelators most probably organize similarly to BiC6 (polymorph 1 or 2), with bis-

amide molecules hydrogen-bonded in one preferential direction and forming an 

interdigitated alkyl chain pattern. Thus, their gelation behavior is expected to be 

similar to that of the BiC3-BiC6 gelators. 

 

4.6 Conclusions 

In conclusion we have modelled the gel fibers of the bisamide gelators and have 

correlated our modelling with the parallel experimental observations from our part-

ners. For this purpose, we have predicted the crystal structure and crystal morphol-

ogy of four bisamide gelators. In this process, we have understood how the bisam-

ide molecules are arranged both in the core and at the surface of the gel fibers. 

From the internal characterization of the fibers, we have determined their molecu-

lar organization, characterizing the forces that interplay in the fiber growth, point-

ing especially to the one-dimensional hydrogen-bonding pattern along the [010] 

direction, which provides directionality to the fiber growth. Our modelling studies 

have also revealed that the relative orientation of the alkyl chains is key for the 

molecular packing in this family of gelators. From the fiber surface composition, 

we have determined which crystal planes are exposed outwards, which are key for 
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the fiber aggregation that finally leads to the 3D fiber network that triggers gela-

tion. We have also determined the chemical composition of the facets, considering 

different facet terminations, characterizing the gelation casuistic by surface ener-

gies, and providing plausible explanation to the experimental gelation trends of the 

bisamide gelators. We found that the chemical composition and gelation ability of 

the bisamide fibers are highly anisotropic: governed by dispersive interactions on 

the lateral facets while polar with a high hydrogen bond contribution on the direc-

tion of growth. Based on the experimental and modelling data we also point to the 

relevance of the tip of the fibers when specific interactions are taking place, such 

as hydrogen-bonds. Finally, we make some suggestions about the BiC8-BiC18 

molecular organization in the fibers. 
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Chapter 5. Crystal structure, morphology, 
and solubility modelling of 
thiazole organogelators 

In this chapter we introduce a set of thiazole-based organogelators. First, we deter-

mine their crystal structure to reveal their supramolecular organization, focusing on 

breaking down the inter- and intra-molecular interactions. Then, we model their 

crystal morphology, which shows a needle shape, and we analyze it to understand 

the growth anisotropy. We also determine the chemical composition of the facets 

exposed by the fiber and characterize their gelation ability by surface energy pa-

rameters. We compare our theoretical findings throughout the chapter with experi-

mental data obtained by our partners, the group of L. Bouteiller. 

5.1 The structure of thiazole organogelators 

The thiazole-based compounds studied in this work are formed by a thiazole ring 

decorated with a methyl group in the 5 position and an amide group in the 2-posi-

tion. The amide is extended by an alkyl moiety, the whole chain having between 

12 and 18 carbons atoms (Th12-18 in Figure 5.1). 

 

 
Figure 5.1: The thiazole compounds studied in this work: they only differ in the 

length of the attached alkyl chain. 

 

This family of compounds is attractive to study the influence of a systematic chem-

ical modification (increase of the alkyl chain) on the gelation properties. To illus-

trate such influence, in reference [25], there is no gelation when the methyl group 

is on position 4 of the thiazole ring, and gelation does occur when the methyl is on 

position 5 or is replaced by a hydrogen atom. The correlation between gelation 
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ability and chemical modification of attaching a methyl or hydrogen moiety on the 

position 4 or 5 led the authors to propose that the strength and nature of the inter-

actions ruling the supramolecular assemblies affecting fiber formation may vary 

between: unique strong cyclic N-H···N interactions, a combination of N-H···N and 

N-H···O interactions or a (methyl)C-H···N, C-H··O and van der Waals interac-

tions. 

 

In this work, we aim to understand the gelation properties of the thiazole molecules 

bearing a methyl group on position 5, and decorated with an increasingly longer 

alkyl chain. 

 

Two members of the family, Th12 and Th14, have been reported in the literature 

to have an organogelation ability, and their single crystal structures have been de-

termined too [25], [26]. Our experimental partners later found that Th16 and Th18 

are also capable of forming organogels. As the experimental powder XRD patterns 

of the gel fibers show a crystalline behavior, our theoretical approach is based on 

determining the crystal structure of the gel fibers of the four compounds, deducing 

their morphology, and predicting their surface energy parameters. The theoretical 

morphology is compared to experimental SEM images of the gel fibers and the 

predicted surface energy parameters are compared to the experimental ones. 

5.2 Crystal structure determination 

From our partners we have the experimental XRD patterns of the gel fibers and a 

guess of the space group and cell parameters of the unit cell for Th12-18 (See Fig-

ure 5.2). 

 
Figure 5.2: Comparison of the experimental XRD patterns of Th12-18. The cell 

parameters are an initial guess (data from the thesis of Danilo Nunes Rosa, Sor-

bonne Université). 
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First, we remark the shift of the (100) peak from Th12 to Th18, which is related to 

a progressively larger "a" cell parameter. The incremental increase of ∼2.3Å of the 

interplanar distance from Th12 to Th18 is ~8% shorter than the increase of the 

alkyl chain length when adding two CH2 groups (∼2.5Å, considering the connec-

tion of two sp3 carbon covalent bonds of ∼1.54Å by an angle of ∼109.5º). In con-

trast, the “b” and “c” cell parameters, however, remain practically constant with 

the alkyl chain length. Thus, the alkyl chains have a strong component aligned in 

the [100] direction, i.e, they are slightly tilted with respect to that direction, and 

increasing their length practically does not affect the molecular packing in the 

[010] and [001] directions. Note that the (010) and (001) crystal planes do not ap-

pear in the diffractions patterns as they have a zero value of intensity. 

 

The intense peaks corresponding to the (22-1) and (040) crystal planes are at the 

same position from Th12 to Th18, with thus constant interplanar distances of 

∼4.1Å and ∼3.8Å, respectively. They may correspond to the characteristic inter-

planar distances of stacks of alkyl chains. We hypothesize this could be the case as 

we observed the same invariant distances previously when we discussed in Chapter 

4 about the molecular packing of the BiC8-BiC18 molecules (∼4.3Å and ∼3.9Å), 

which also have long alkyl chains. 

 

Considering all the previous reasoning, we apply our crystal prediction method to 

Th12 and then we build the Th14, Th16 and Th18 crystals from the Th12 crystal 

by adding additional CH2 units, imposing cell parameters identical to those sug-

gested from the XRD experiment on gel fibers, and finally optimizing the internal 

geometry of the crystal. We used this procedure to take advantage of the crystallo-

graphic information drawn from the XRD characterization and because it is much 

more time efficient. For this case, as we will see in the following figures, this pro-

cedure leads to the correct molecular packing structures. 

 

Figure 5.3 shows that for all thiazole systems the theoretical XRD pattern of the 

simulated crystals agrees excellently with the experimental XRD pattern obtained 

on the gel fibers. 
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Figure 5.3: Comparison of the simulated XRD pattern for Th12 to Th18 (red) to 

the experimental powder XRD pattern obtained by our partners (black). The purple 

curve is the difference between them. 
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The match between the simulated and experimental XRD patterns means that the 

simulated molecular packing of the thiazole compounds represents that of the ex-

perimental gel fibers, thus confirming our hypothesis that the same type of molec-

ular packing is conserved for all the thiazole compounds. We detail in Figure 5.4 

the predicted molecular packing for Th12.   

 
Figure 5.4: Predicted molecular packing for Th12. Top left panel: unit cell, top 

right panel: view through the [010] direction, bottom left panel: view through the 

[001] direction, bottom right panel: zoom of the cyclic hydrogen-bonding pattern. 

 

The unit cell has a P21/c space group symmetry and it is characterized by four thi-

azole molecules paired in dimers connected by two hydrogen bonds between the 

nitrogen atom of the heterocycle and the hydrogen atom of the amide of its neigh-

boring molecule in a cyclic manner (Figure 5.4: bottom right panel). Hydrogen 

bonds have a distance of  2.04Å and an N-H··· N angle of 165.48º. Alkyl chains 

are connected to the amide groups by a torsion angle of 116.01º (Figure 5.4: top 

right panel) and display a 2+2 interdigitated scheme where alkyl chains are in (040) 

planes spaced by 3.8Å, i.e., by one fourth the (010) interplanar distance (Figure 

5.4: red bar in the bottom left panel). We also observe an intramolecular S···O 

distance of 2.95Å, similar to that of 2.80Å for several compounds in literature 

[190], [191], which may lock this thiazole molecular configuration (see Figure 

5.5). We also highlight the small deviation of 13.8º from planarity between the 

thiazole ring and the amide group (Figure 5.5: right panel). 
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Figure 5.5: Internal conformation of the Th12 molecule in the crystal. Left panel: 

highlighting the S···O interaction and torsion angle between the alkyl chain and 

amide group, right panel: the deviation of the amide moiety from the thiazole plane. 

 

The cyclic hydrogen bonding topology leads to a 0-dimensional hydrogen-bond 

network, from which it is not intuitive to understand how the 1-dimensional fiber 

structure may emerge, in contrast to, e.g., the continuous 1-dimensional hydrogen 

bonding network in the bisamide case. However, having a closer look at the mo-

lecular packing, we observe a slipped π-stacking configuration along the [001] di-

rection with a distance of 3.37 Å between thiazole rings. Thus, hydrogen bonds 

and π-stacking may alternatingly ‘paste’ the thiazole molecules along the [001] 

direction (see Figure 5.6). 
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Figure 5.6: (left) Close-up of the slipped π-stacking configuration that propagates. 

(right) Extracted stacks of thiazole molecules to illustrate the preferential growth 

along the [001] direction.  

 

We pinpoint several interactions involved in this crystal structure. As mentioned 

in reference [25], the presence (or absence) and position of the methyl group af-

fected the gelation behavior of the thiazole molecules. Here, we observe a C-H-π 

interaction in Th12 between the methyl group and the heterocycle, with a distance 

of 2.69Å (see Figure 5.7), which is relevant in the molecular packing of organic 

crystals [192]–[196]. For instance, a hydrogen atom-toluene interaction is ob-

served to have an hydrogen-centroid distance of 2.73-3.05Å [197] 

 
Figure 5.7: Extracted Th12 molecules illustrating the C-H-π interaction. 
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In literature the C-H-π interactions have a strength between 0.5 and 2kcal/mol 

[194]. Thus, we think that this type of interaction can contribute to the stabilization 

of the stacks. Returning to reference [25], where the gelation ability of the thiazole-

based compound changed depending on whether the methyl group is on the 4 or 5 

position, we hypothesize that this modification can affect the supramolecular or-

ganization of the thiazole molecules, thus favoring or disrupting the formation of 

elongated 1-dimensional fibers. If the methyl group was on position 4 in Th12, it 

would be located above the amide group of another thiazole molecule, being too 

far from the thiazole ring to trigger CH-π interactions. 

 

We also observe a close 3.63Å distance between the sulfur and nitrogen atoms, 

maybe forming two extra noncovalent interactions per stack, with a distance simi-

lar to that of 3.35Å in literature [190], [191] (see Figure 5.8). We also mention that 

sulfur-sulfur repulsion may play a role, favoring the slipping of the stacks [191]. 

 

 
Figure 5.8: Illustration of the sulfur nitrogen contacts (green). Left panel: close-

up of the contacts, right panel: its propagation through the [001] direction. 

 

The analysis made for Th12 also applies for Th14 to Th18 as the molecular packing 

does not change; only the "a" cell parameter is elongated (see Figure 5.9). 

 



 

99 

 

 
Figure 5.9: Molecular packing comparison for the Th12-18 compounds. 

 

Additionally, we also evaluated for Th12 and Th14 whether the packing in the gel 

fibers is similar to that found in single crystals reported in the literature [25], [26]. 

Figure 5.10 shows a superposition of molecules extracted from the simulated crys-

tals and from the single crystal reported in the literature. Their agreement confirms 

that it is indeed the case. 

 
 

 
 a (Å) b (Å) c (Å) α (º) β (º) γ (º) 

Volume 

(Å3) 

Th12 

Single 

crystal 
20.05 15.18 5.55 90.00 92.41 90.00 1687.70 

This work 20.00 15.17 5.54 90.00 92.37 90.00 1679.40 

Th14 

Single 

crystal 
22.30 14.61 5.54 90.00 91.68 90.00 1804.17 

This work 22.30 15.18 5.55 90.00 90.86 90.00 1881.91 

Figure 5.10: Predicted molecular packing (grey) superimposed to the single crystal 

molecular packing from literature (green) for Th12(left) and Th14 (right). Compar-

ison between the cell parameters of the gel fibers studied in this work and the single 

crystal structures reported in the literature [25], [26]. 
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5.3 Morphology of the thiazole crystals 

The gel fibers are grown in solution under non-equilibrium growth conditions. 

Therefore, we used the GMM method to model the crystal morphology. We intro-

duce first the computed crystal morphology of the Th12 crystal to illustrate the 

crystal morphology of this family of compounds (see Figure 5.11). 

 
 

 
Figure 5.11: Computed Th12 crystal morphology along the three axes. The domi-

nant facets are indicated. 

 

The crystal is a needle elongated in the [001] direction and the dominant facets are 

the {110}, {100}, {11-1}, {011} and {020}. These features are observed for the 

Th12-18 compounds. The notation {hkl} correspond to planes that are equivalent 

by symmetry, for instance {110} comprises the (110), (1-10), (-110) and (-1-10) 

planes. 

In Figure 5.12 the modelled crystal habits for Th12-18 are compared with the cor-

responding SEM images. The modelled crystal morphologies computed with the 
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GMM method qualitatively agree with the fibrillar structures shown in the experi-

mental SEM images, Th18 looking more aggregated. 

 

 
Figure 5.12: Comparison between the modelled crystal morphology for Th12-18 

using the GMM method and their respective experimental SEM images. 
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The preferential growth along the [001] direction was further confirmed when our 

experimental partners compared the XRD patterns of Th12 gel fibers preferentially 

oriented (I) to that of fibers that are randomly oriented (II) (see Figure 5.13). 

 
Figure 5.13: Experimental XRD pattern of Th12 gel fibers that were preferentially 

oriented (I) and randomly oriented (II) (data from the thesis of Danilo Nunes Rosa, 

Sorbonne Université). The green-highlighted diffraction peaks appear in both X-

ray patterns, while the red-highlighted diffraction peaks only appear in the ran-

domly oriented fibers. 

 

In the randomly oriented sample, the gel fibers are grinded, leading to short, ran-

domized fibers. The transmission of X-rays through the sample allows all diffrac-

tion peaks to possibly appear in the X-ray pattern. In the preferentially oriented 

sample, the gel fibers are not grinded, and they are compacted as a film on a flat 

surface. In this case, gel fibers are parallel to the surface where they are deposited 

and only reflections from planes parallel to the fiber axis appear in the diffraction 

pattern (see Figure 5.14). 
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Figure 5.14: Sketch of the disposition of the fibers on the surface when (left) pref-

erentially or (right) randomly arranged. 

 

Thus, the diffraction peaks that appear for both the randomly oriented sample and 

the preferentially oriented sample, indicate which is the elongated fiber axis. The 

(hk0) planes appear in both diffraction patterns (green highlight) while the other 

planes, i.e., with a l index different from 0, are visible only for the randomly ori-

ented fibers (red highlight). Therefore, the fiber is elongated along the [001] direc-

tion, thus confirming the [001] direction as the preferential growth direction of the 

fiber.  

 

Regarding what is the driving force triggering the one-directional growth charac-

ter, we must distinguish if it is a geometrical or an energetic effect. We can isolate 

the geometrical contribution comparing the crystal morphologies computed with 

the GMM and BFDH methods, as the BFDH method only considers the dhkl inter-

planar distances of facets for building the crystal habit while the GMM method 

uses the attachment energy criteria. 

 

We remind that in the BFDH method, energy has a role via the thickness of the 

layers, but the chemical nature and packing are not evaluated, thus the interactions 

are supposed homogeneous throughout the volume. In the GMM method, in addi-

tion to the effect due to the layer thickness, the interactions differ from place to 

place, depending on the chemical nature and packing, which are here reproduced. 

This can be important because molecules with no preferential interactions could 

have very similar habits in BFDH and GMM, while a small molecular moiety but 

with strong preferential interactions could affect selected planes of the habit, there-

fore producing important differences between the BFDH and GMM habits. Note 

the difference of the crystal habits computed with the GMM method in Figure 5.12 

with respect to those computed with the BFDH method in Figure 5.15. 
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Figure 5.15: Computed crystal morphology with the BFDH method for the Th12-

18 compounds. 

 

The BFDH method, with only geometrical assumptions, can reproduce the one-

dimensional preferential growth. This observation is consistent with the fact that 

GMM and BFDH methods are meant to reproduce the crystal habit under non-

equilibrium growth conditions. As mentioned, energy has a role in the BFDH 

method via the thickness of the layers and its proximity to the GMM results is due 

to the layer thickness and attachment energy agreeing, for the thiazole compounds, 

on assigning a larger facet area percentage to the largest interplanar distances fac-

ets. 

 

In Table 5-1, we compare the aspect ratio of the crystal morphologies computed 

with both methods. The aspect ratio is the ratio between the longest and the shortest 

distances between the center of the crystal to its surface. We also indicate the rel-

ative distance measured perpendicularly from a facet to the crystal center (D 
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values) of the {002}, {020}, {100} and {110} facets to have a clearer picture of 

the observed trends, normalizing these values to that of the {002} facet. We only 

use the {002} facet in the following discussion about the aspect ratio of the crystal 

habit to have a geometrical reference for the [001] direction of the fiber, i.e., the 

{002} facet is not displayed in the crystal habit, we only use it to rationalize the 

geometry of the crystal habits and their aspect ratios. The D value of a facet in the 

GMM method is calculated as its attachment energy, while in the BFDH it is cal-

culated as the inverse of the interplanar distance (dhkl) of the facet. Also notice 

that the {002} and {020} facets appear instead of the {001} and {010} facets, as 

the symmetry operations allow these facets to grow by half a layer at a time. 

 

Table 5-1: Comparison of the aspect ratio of the crystal morphology for the Th12-

18 compounds. The D values used for constructing the crystal habit are also shown, 

normalized to that of the {002} facet. 
 GMM BFDH 

Aspect 

ratio 

D=Eatt Aspect 

ratio 

D=1/𝐝𝐡𝐤𝐥 

 {100} {020} {110} {002} {100} {020} {110} {002} 

Th12 2.83 0.33 0.44 0.39 1 4.32 0.14 0.39 0.24 1 

Th14 2.76 0.35 0.45 0.38 1 4.76 0.12 0.39 0.23 1 

Th16 2.71 0.36 0.45 0.37 1 5.22 0.11 0.39 0.23 1 

Th18 2.73 0.36 0.46 0.36 1 5.70 0.10 0.39 0.22 1 

 

From Th12 to Th18, the aspect ratio trends differ depending on the method: in-

creasing for BFDH and decreasing for GMM. Both trends are well explained by 

paying attention to the evolution of the D values of the facets. The crystal is elon-

gated along the [001] direction, forming a needle. Therefore, an increase of the D 

values of the {100}, {110} or {020} facets would result in a widening of the nee-

dle, decreasing the aspect ratio, i.e., towards a flake shape. 

 

In BFDH, the D value of a facet is calculated as the inverse of its interplanar dis-

tance dhkl. As only the “a” cell parameter increases from Th12 to Th18, dhkl with 

“h” different from 0 also increases, and consequently the D value of the lateral 

{100} and {110} facets decrease, while {020} is remaining constant. As a result, 

there is a monotonous increase of the aspect ratio. 

 

In the GMM method, the constant increase of the D values of the {100} and {020} 

facets result in a constant decrease of the aspect ratio, overshadowing the decreas-

ing trend of {110}. As D is the attachment energy of the facet, the increase of the 

contribution of the {020} and {100} facets are either coming from a stabilization 

of these facets or a destabilization of the {002} facet. We characterize this casuistic 

with the absolute value of attachment energies of the facets, see Table 5-2. 
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Table 5-2: Attachment energy (kcal/mol) of the {100}, {020}, {110}, {002}, {11-

1} and {011} facets for Th12-18. 

 {100} {020} {110} {002} {11-1} {011} 

Th12 -50.18 -66.93 -60.21 -152.49 -113.32 -124.02 

Th14 -57.91 -74.58 -64.20 -167.32 -124.84 -135.55 

Th16 -65.64 -82.25 -68.20 -182.17 -136.36 -147.09 

Th18 -71.50 -89.93 -72.24 -197.04 -147.88 -158.64 

 

We remind that the more negative the attachment energy, the more unstable the 

facet. The {002} facet is consistently destabilized by ~15 kcal/mol per (CH2)2 unit 
from Th12 to Th18, while the destabilization is ~8 kcal/mol for {100} and {020} 

and ~4 kcal/mol for {110}. But when expressing these energy variations in per-

centage of the attachment energy, the {002} facet is less destabilized than the 

{100} and {020} lateral facets when elongating the alkyl chain, thus lowering the 

aspect ratio values. The effect is however small, as from Th12 to Th18 the aspect 

ratio drops by only 4% with GMM, compared to an increase of 30% with BFDH. 

Below we show in Table 5-3 that the sum of the percentage of total facet area of 

the lateral facets barely increases from Th12 to 18 (77% to 78%), while the per-

centage for the tips barely decreases (23% to 22%), leading to barely shorter aspect 

ratios.  

 

The aspect ratio found by GMM is also smaller than that found by BFDH, indicat-

ing that the cyclic hydrogen bonds, instead of reinforcing the growth directionality 

along the [001] direction, undermine it. This analysis contrasts with that in the 

bisamide family, where hydrogen-bonding reinforced the fiber anisotropy. Thus, 

the GMM versus BFDH analysis is useful to understand which interactions affect 

preferential growth, and thus envision designing rules for future systems. The 

GMM analysis also reveals the surface area of the facets (see Table 5-3). 

 

Table 5-3: Percentages of the total crystal surface area covered by the facets for 

the Th12-18 compounds. 

%Facet area {110} {100} {11-1} {011} {020} Total 

Th12 38% 32% 19% 4% 7% 100% 

Th14 47% 30% 17% 5% 1% 100% 

Th16 49% 29% 16% 6% - 100% 

Th18 49% 29% 16% 6% - 100% 
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The percentage of surface area covered by the {110} and {011} facets increases 

with the length of the alkyl chain while for the other facets it decreases, even dis-

appearing in the case of the {020} facet. In order to understand this behavior, we 

now present the molecular organization at those facets (see Figure 5.17). 

 

 

   
Figure 5.16: Organization of the molecules at the surface of the {110}, {100}, {11-

1}, {011} and {020} facets for the Th12 compound. The facets are perpendicular 

to the plane of the document. 
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Figure 5.17 (continued): Organization of the molecules at the surface of the 

{110}, {100}, {11-1}, {011} and {020} facets for the Th12 compound. The facets 

are perpendicular to the plane of the document. 

 

The percentage of facet area of the {110} and {011} facets increases with the elon-

gation of the alkyl chain, oppositely to the other facets. We spot that the {110} and 

{011} facets have non hydrogen-bonded thiazole dimers exposed to the environ-

ment (which would increase the surface dipole), while thiazole rings are always 

involved in forming hydrogen-bonding dimers for the rest of the facets. Thus, we 

think that the increase of the alkyl chain could reduce the penalty of exposing non 

hydrogen-bonded thiazole dimers. 

 

In general trends, in order to minimize the surface area, the surfaces with a terrace 

configuration are more stable than the stepped ones, and these ones are more stable 

than the kinked ones. Thus, the {020} facet with a terrace configuration should be 

more stable than the {110}, {11-1} and {011} stepped ones, and these ones should 

be more favorable than the {100} kinked one. Nevertheless, the area of the crystal 

plane (the attachment energy is calculated for the part of the plane delimited by the 

crystal cell) and the chemical composition exposed by the facet must also be con-

sidered. 

 

We remind that a facet may expose different chemical compositions depending on 

the position where the crystal is cleaved. Each different chemical composition of a 

facet is called a termination. The molecular coverings of all possible terminations 

are shown in the Annex for Th12, representative for all thiazole compounds. We 

mention below the specific case of the {100} facet of Th18 where “Termination 2” 

is more stable than “Termination 1”. Therefore, we use the attachment energy of 

the facets to compare with our specific case. The facet terminations displayed in 

Figure 5.17 are the most stable ones, i.e., other molecular coverings of the facets 

are less stable (see Table 5-4, where the terminations shown in Figure 5.17 corre-

sponds to “Termination 1”). 
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Table 5-4: Attachment energies of all possible terminations for all the exposed 

facets (see the Annex for the representation of the different terminations). 

Attachment energy 

 (kcal/mol) 
Th12 Th14 Th16 Th18 

{110} 

Termination 1 -60 -64 -68 -72 

Termination 2 -94 -98 -102 -106 

Termination 3 -94 -98 -102 -106 

Termination 4 -106 -116 -126 -136 

{100} 
Termination 1 -50 -58 -66 -73 

Termination 2 -71 -71 -71 -71 

{11-1} 

Termination 1 -113 -125 -136 -148 

Termination 2 -120 -132 -143 -155 

Termination 3 -120 -132 -143 -155 

Termination 4 -127 -139 -151 -163 

{011} 

Termination 1 -124 -135 -147 -159 

Termination 2 -134 -146 -157 -169 

Termination 3 -134 -146 -157 -169 

Termination 4 -135 -148 -161 -174 

{020} 
Termination 1 -67 -75 -82 -90 

Termination 2 -93 -101 -109 -116 

 

The attachment energy increases from Th12 to Th18 because the attachment energy 

is an extensive magnitude, and more interactions are included when elongating the 

alkyl chain as the area of all crystal planes delimited by the cell walls, except {100}, 

increase. 

 

The {hk0} facets ({100}, {110} and {020}) have a lower attachment energy value 

than {11-1} and {011} mainly because they have a lower dispersive component. 

For instance, for Th12, the dispersive component of {100}, {110} and {020} is 

~50, ~45 and ~67 kcal/mol, respectively, while it is ~105 and ~89 kcal/mol for {11-

1} and {011}, respectively. The larger the surface area of the facet, the larger the 

attachment energy due to a larger exposure of molecules, considering the same 

chemical morphology at the surface. Thus, we reevaluate the attachment energies 

of the previously mentioned facets dividing by their surface areas (see Table 5-5). 
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Table 5-5: Components of the attachment energies in kcal/mol and kcal/mol·Å2 for 

Th12. 

  {100} {110} {020} {11-1} {011} 

Attachment energy 

 (kcal/mol) 

Dispersive -50 -45 -67 -105 -89 

Polar 0 -8 0 -8 -22 

Hydrogen-

bonding 

0 -7 0 0 -13 

Surface area 

(Å2) 
76 134 110 308 298 

Attachment energy 

 (kcal/mol·Å2) 

Dispersive -0.66 -0.33 -0.61 -0.34 -0.30 

Polar 0 -0.06 0 -0.03 -0.07 

Hydrogen-

bonding 

0 -0.05 0 0 -0.04 

 

The largest dispersive attachment energy values of the {11-1} and {011} facets 

match with the fact that the related cell planes have the largest surface areas. We 

observe that the values of the {110}, {11-1} and {011} facets double that of the 

{100} and {020} facets when we express the attachment energies per unit area. 

This correlation is attributed to the fact that the attachment energy is expressed for 

a motif of four molecules (as the four molecules per unit cell). It is the case for the 

{110}, {11-1} and {011} facets, but the motif is of two molecules for the {100} 

and {020} facets, thus doubling the energy to express it per four molecules. The 

same correlation happens with the polar and hydrogen-bonding contributions. 

 

In Table 5-4, Termination 1 is always the most stable termination except for the 

case of the {100} facet in the Th18 compound, where Termination 2 (thiazole ring 

termination) is ~2kcal/mol more stable than Termination 1 (alkyl chain termina-

tion), see Figure 5.18. 
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Figure 5.18: The two possible {100} facet terminations of Th18: (left) Termination 

1, protruding alkyl chains outwards, (right) Termination 2, protruding thiazole rings 

outwards. 

 

Exposing alkyl chains is generally more favorable than exposing thiazole rings to 

avoid breaking hydrogen-bonds. However, as alkyl chains are protruding outwards 

in Termination 1, this termination is subsequently more unstable when increasing 

the alkyl chain length. In the case of Termination 2, its attachment energy is con-

stant because it always exposes the same thiazole rings, the alkyl chains remaining 

inside the facet. Thus, in the {100} facet of Th18, the protrusion of the alkyl chains 

is large enough to destabilize Termination 1 beyond the situation of Termination 2, 

which becomes more favorable. 

 

Thiazole facets are more stable when minimizing protrusion (Figure 5.19, top) or 

unbalanced interactions (hydrogen-bonds, in Figure 5.19, bottom). This conclusion 

contrasts with the bisamide family where hydrogen bonds were much relevant. 

Therefore, the chemistry of facets is clearly connected with the chemical nature of 

the molecules. 
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Figure 5.19: Illustrative examples for minimizing: (top) protrusion, (bottom) un-

balanced interactions, using different terminations of the {110} and {020} facets, 

respectively. 

 

Concerning organogelation, we think that the facets parallel to the fiber axis 

({110}, {100} and {020}) are highly relevant for fiber-fiber aggregation when 

forming the entangled network that triggers gelation. In fact, reference [198] points 

that the individual facets are directly responsible of the observed gelation proper-

ties. The authors reached this conclusion after characterizing experimentally the 

gelation behavior of nanocrystals of cellulose using HSP parameters to explain their 

amphiphilic character. They determined two gelation spheres very differentiated in 

Hansen space, assigning one to a polar facet and the other one to an apolar facet 

(see Figure 5.20). 
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Figure 5.20: The amphiphilic character of nanocrystals of cellulose. (left) on top 

the cellulose polymer, in the middle its monomeric unit, and bottom its crystallite: 

in (red) blue the (a)polar contributions, being (200) the apolar surface and (110) 

and (1-10) the polar surfaces. (right) The Hansen solubility space for the cellulose 

nanocrystal: pure solvents are represented by circles, binary mixtures by triangles, 

gelation sphere centers by black diamonds; the symbols located inside a gelation 

sphere are full and the symbols outside are empty. Adapted from reference [198]. 

 

Thus, we proceed to characterize the thiazole facets by surface energy parameters. 

5.4 Solubility characterization 

Many solubility schemes have been described in Chapter 2 to characterize solvents 

experimentally, based on thermodynamical, solvatochromic or other magnitudes, 

and correlating their properties to the chemical structure of gelators and their gela-

tion behavior. On the in silico side, organogelation studies are more scarce [13], 

[14], [199]–[203] and we commented in Chapter 3 a very recent machine-learning 

approach as a pioneering strategy [88]. Based on the idea that the facets of the fibers 

may play a crucial role on the gelation phenomenon, we selected the surface energy 

parameters scheme (𝜕𝑖’s), which characterizes the solubility as the square root of 

the surface energy (Es,𝑖): 𝜕𝑖 = √Es,i. As the surface energy can be split in disper-

sive, polar and hydrogen-bonding contributions (Es,D, Es,P and Es,H, respectively), 

the dispersive, polar and hydrogen-bonding surface energy parameters are also de-

fined as: 𝜕𝐷 = √Es,D, 𝜕𝑃 = √Es,P and 𝜕𝐻 = √Es,H, respectively). 

 

We selected this solubility scheme inspired by the experimental work performed 

by Bergin et. al. [23] where the authors apply this scheme to study the dispersibility 
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of carbon nanotubes in different solvents. They use this scheme because “carbon 

nanotubes have well-defined surfaces which are the ones interacting with the sol-

vent”, i.e., that the surfaces of carbon nanotubes are responsible of their solubility 

behavior. Thus, instead of using a cohesive energy definition for the solubility of 

carbon nanotubes (as in the HSP parameters), the authors argue that a surface en-

ergy definition would be more suitable. The general solubility rule is redefined as: 

the closer are the surface energies of solute and solvent, the better will be the solu-

bility. 

 

They validate this argument by plotting the dispersibility of the nanotubes as a 

function of the surface energy parameters of the solvents and calculating the 

weighted average to evaluate the surface energy parameters of the nanotubes (see 

Figure 5.21). 

 
Figure 5.21: Dispersibility of nanotubes versus dispersive (𝝏𝑫), polar (𝝏𝑷) and H-

bonding (𝝏𝑯) surface energy solubility parameters of the solvents. Reference [23]. 

 

The surface energy parameters of the nanotubes found by this method are 𝜕𝐷=7.5 

(mJ/m2)1/2, 𝜕𝑃=2.6 (mJ/m2)1/2 and 𝜕𝐻=2.3 (mJ/m2)1/2, accounting for a total surface 

energy Es,T=7.52+2.62+2.32=68.3mJ/m2, which is in agreement with their previous 

estimation of 65-70mJ/m2 [22].  

 

We have translated this new perspective about solubility to the characterization of 

the gel fibers where we think that the facets parallel to the [001] fiber axis are 
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mainly responsible of the interactions with the solvent that finally leads to the fi-

brillar network ({110}, {100} and {020}). We computed the surface energy and its 

components for these facets using the EMM method with the 1% error threshold 

for the Th12-18 compounds (see Table 5-6). 

 

Table 5-6: Theoretical surface energy 𝐄𝐬 and its dispersive, polar and hydrogen-

bonding components (𝐄𝐬,𝐃, 𝐄𝐬,𝐏 and 𝐄𝐬,𝐇, respectively) for the exposed facets par-

allel to the [001] fiber axis for the Th12-18 compounds. The percentages in paren-

thesis indicate the contribution of each component to the total surface energy of the 

facet. 

 

 
Es 

(mJ/m2) 

Es,D 

(mJ/m2) 

Es,P 

(mJ/m2) 

Es,H 

(mJ/m2) 

Th12 

{110} 144.58(100%) 110.12(76.16%) 17.16(11.87%) 17.30(11.97%) 

{100} 214.38(100%) 214.37(99.99%) 0.01(0.01%) 0(0%) 

{020} 102.00(100%) 102.30(100.29%) -0.30(-0.29%) 0(0%) 

Th14 

{110} 146.53(100%) 111.63(76.18%) 18.75(12.80%) 15.10(11.02%) 

{100} 248.83(100%) 248.82(99.99%) 0.01(0.01%) 0(0%) 

{020} 102.61(100%) 102.98(100.36%) -0.37(-0.36%) 0(0%) 

Th16 
{110} 145.90(100%) 112.75(77.28%) 17.99(12.33%) 15.10(10.39%) 

{100} 283.43(100%) 283.38(99.98%) 0.05(0.02%) 0(0%) 

Th18 
{110} 144.51(100%) 113.60(78.61%) 16.81(11.63%) 14.17(9.80%) 

{100} 318.12(100%) 318.00(99.96%) 0.12(0.04%) 0(0%) 

 

This characterization confirms that the chemical nature of the facets is ruled by 

dispersive interactions; it indicates that the (100) facet is the most unstable one, 

followed by the (110), and then the (020) facet, following the general rule of surface 

stability: kinked surfaces (100) are more unstable than stepped surfaces (110), and 

more unstable than terraced surfaces (020). Note that the polar and hydrogen bond-

ing contributions only appear for the {110} facet with similar energy contribution, 

since amide groups are not forming hydrogen bonds. 

 

In order to compare our theoretical findings with the experimental results, we first 

considered to use the 𝜕𝑖 parameters as a common reference because the experi-

mental HSP values of solvents can be converted to 𝜕𝑖 [204], and obtain the center 

of the gelation sphere in the 𝜕𝑖 space. From our theoretical results, in order to have 

a single dispersive, polar and hydrogen-bonding 𝜕𝑖 value for each thiazole fiber, 

we calculated the average of the Es,𝑖 facet values weighted by their corresponding 

percentage of the crystal area and then calculated its square root to obtain the �̅�𝐷, 

�̅�𝑃 and �̅�𝐻 values. 
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�̅�𝑖 = √
∑ Es,𝑖𝑖 · %Facet Area

∑ %Facet Area𝑖

 (5.1) 

   

Table 5-7 shows the comparison between theoretical and experimental �̅�𝑖 values. 

 

Table 5-7: Theoretical against experimental �̅�𝒊 values. 

 
Experiment Theory 

Th12 Th14 Th16 Th18 Th12 Th14 Th16 Th18 

∂̅D 6.75 6.31 5.88 5.86 12.36 12.82 13.27 13.77 

∂̅P 1.36 0.00 0.94 0.92 2.91 3.36 3.36 3.26 

∂̅H 4.42 2.92 0.94 0.86 2.92 3.02 3.08 2.98 

 

The trends are opposed for the three contributions, and the magnitude of the dis-

persive contribution is much higher in theory than in experiment. We point that the 

0.00 experimental value of ∂̅P for Th14 may arise either from a miscalculation of 

the center of the gelation sphere or a too small amount of data. 

 

Faced with those discrepancies, our first effort was to improve the theoretical val-

ues by considering that some surfaces have a high roughness, meaning that the sol-

vent is in contact with a larger surface than when considering a totally smooth facet. 

We thus recalculated the surface area of every facet. For that purpose, we used the 

Connolly approach which characterizes the van-der-Waals surface of a molecule 

by rolling a spherical solvent molecule with a user-defined probe radius and atomic 

van-der Waals radii, thus creating a contour of the surface [177], [178]. Figure 5.22 

shows a comparison of the surface area computed for the {100} facet of Th12 using 

the Connolly method or the flat area. 

 
Figure 5.22: Comparison of the surface area computed (left) as a flat area or (right) 

by the Connolly method. 
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The Connolly method leads to new surface areas for the Th12-18 compounds (see 

Table 5-8). 

 

Table 5-8: Connolly versus flat surface areas for the {110}, {100} and {020} facets 

for the Th12-18 compounds. 

 
Flat surface area (Å2) Connolly surface area (Å2) 

{110} {100} {020} {110} {100} {020} 

Th12 133.9 76.4 110.0 186.6 205.4 123.1 

Th14 143.6 76.2 121.8 199.5 232.0 136.3 

Th16 153.7 75.9 133.6 212.5 258.4 149.5 

Th18 164.0 75.7 145.4 225.5 285.0 162.7 

 

As expected, the Connolly surface areas are larger than the flat ones as the rough-

ness of the molecules is considered. We observe that the largest difference is for 

the kinked {100} facet surface area, due to the long kinks formed by the alkyl 

chains protruding outwards. For flat areas, the surface increases with the alkyl chain 

length in all cases except for the {100} facets, which have a constant surface area 

that is small compared to that of the other facets. After the Connolly correction, the 

surface area of the {100} facet is larger than that of other facets and increases with 

the alkyl chain length, thus better reflecting the increase of the interactions between 

the solvent and the facet terminations. Thus, the Connolly correction, in addition to 

providing a more precise surface area value, also corrects the trends. These Con-

nolly values, however, also include implicitly a smaller effect of the atomic rough-

ness, i.e., that the atoms are not flat, but rather spherical, which could overestimate 

the surface area correction that we have applied. Thus, to account for that subtle 

effect, we calculated the roughness ratio, as the coefficient of the Connolly surface 

area divided by the flat area, and defined the “corrected areas” as the Connolly 

surface divided by the smallest roughness value (1.12), which corresponds to the 

{020} facet. This facet has a terrace surface morphology with no molecular moie-

ties protruding, and can thus be considered as flat. By applying this factor to all 

facets, we remove the overcorrection due to atomic roughness (see Table 5-9). 

 

Table 5-9: Roughness ratio and corrected areas for the {110}, {100} and {020} 

facets for the Th12-18 compounds. 

 
𝐑𝐨𝐮𝐠𝐡𝐧𝐞𝐬𝐬 𝐫𝐚𝐭𝐢𝐨 =

Connolly surface area

Flat area
 𝐂𝐨𝐫𝐫𝐞𝐜𝐭𝐞𝐝 𝐚𝐫𝐞𝐚 =

Connolly surface area

1.12
 

{110} {100} {020} {110} {100} {020} 

Th12 1.39 2.69 1.12 166.6 183.4 110.0 

Th14 1.39 3.04 1.12 178.1 207.1 121.8 

Th16 1.38 3.40 1.12 189.7 230.7 133.6 

Th18 1.38 3.76 1.12 201.3 254.5 145.4 
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Thus, we recompute the surface energies as: Es,𝑖 = (Previous Es,i) ∗
Flat area

Corrected area
, 

see Table 5-10. 

 

Table 5-10: Recalculated 𝐄𝐬,𝒊’s using the corrected areas. 

 
Es 

(mJ/m2) 

Es,D 
(mJ/m2) 

Es,P 
(mJ/m2) 

Es,H 
(mJ/m2) 

Th12 

(110) 116.19 (100%) 88.50 (76.17%) 13.79 (11.87%) 13.90 (11.96%) 

(100) 89.31 (100%) 89.30 (99.99%) 0.01 (0.01%) 0.00 (0%) 

(020) 102.08 (100%) 102.08 (100%) 0.00 (0%) 0.00 (0%) 

Th14 

(110) 117.28 (100%) 89.99 (76.73%) 15.12 (12.89%) 12.17 (10.38%) 

(100) 91.54 (100%) 91.53 (99.99%) 0.01 (0.01%) 0.00 (0%) 

(020) 102.70 (100%) 102.70 (100%) 0.00 (0%) 0.00 (0%) 

Th16 
(110) 118.14 (100%) 91.34 (77.32%) 14.57 (12.33%) 12.23 (10.35%) 

(100) 93.24 (100%) 93.23 (99.99%) 0.01 (0.01%) 0.00 (0%) 

Th18 
(110) 117.76 (100%) 92.53 (78.58%) 13.69 (11.62%) 11.54 (9.80%) 

(100) 94.64 (100%) 94.60 (99.96%) 0.04 (0.04%) 0.00 (0%) 

 

Considering the corrected areas, we recalculate the percentage of facet area shared 

by the lateral facets in the crystal habit. For this purpose, we deduce the proportion 

of the corrugated facet area (Ci) as the previous percentage of facet area (Fi), scaled 

by the roughness ratio (ri), and averaged for all lateral facets: C𝑖(%) =
𝐹𝑖∗𝑟𝑖

∑ 𝐹𝑖∗𝑟𝑖𝑖
∗

100, (see Table 5-11). 

 

Table 5-11: Recalculated percentage of facet area considering the lateral facets of 

the crystal habit. 

%Facet area {110} {100} {020} Total 

Th12 36% 59% 5% 100% 

Th14 41% 58% 1% 100% 

Th16 41% 59% 0 100% 

Th18 38% 62% 0 100% 

 

The recalculation of the percentage of facet area for the lateral facets leads to a 

decrease of the {110} facet and an increase of the {100} when elongating the alkyl 

chain length. These findings contrast to that of Table 5-3, where the trends are in-

verted. Thus, the effect of considering the corrugation of the facets appears to be of 

great importance to characterize the facets. Using these reevaluated percentages, 

we compare again the theoretical and experimental �̅�𝑖 values (see Table 5-12). 
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Table 5-12: Recalculated theoretical against experimental �̅�𝒊 values. 

 
Experiment Theory 

Th12 Th14 Th16 Th18 Th12 Th14 Th16 Th18 

∂̅D 6.75 6.31 5.88 5.86 9.47 9.54 9.61 9.68 

∂̅P 1.36 0.00 0.94 0.92 2.23 2.49 2.44 2.29 

∂̅H 4.42 2.92 0.94 0.86 2.24 2.23 2.24 2.09 

 

The theoretical values have improved considerably: their magnitude is much closer 

to the experimental ones. The theoretical ∂̅P and ∂̅H values remain almost constant 

from Th12 to Th18, versus the experimental ones which are decreasing. The main 

difference is still the opposed trends for ∂̅D. 

 

Several reasons can explain this discrepancy, such as: (i) the relaxation of the sur-

face, which could for instance restore hydrogen bonds between neighboring thia-

zoles and allow the surfaces to adapt their morphology depending on the solvent. 

(ii) The software used for obtaining the center of the gelation sphere in the 𝜕𝑖 space 

is not prepared for this space, i.e., the HSP parameters form spheres in the Hansen 

space, but the 𝜕𝑖 values do not form spheres in the 𝜕𝑖 space but ellipsoids. (iii) The 

influence of the tips, which have polar and hydrogen-bonding contributions, were 

not included in the analysis. 

5.5 Conclusions 

 

In conclusion, we successfully modelled the molecular packing and morphology of 

the thiazole gelators, first inside the gel fibers, observing that thiazole molecules 

interact through a combination of hydrogen-bonding, π-stacking and sulfur-related 

interactions. Since the aspect ratio value is lower for the GMM method, which takes 

into account the specificity of the interactions, than for the BFDH method, which 

is based on geometric factors instead, we identify the crystal cell geometry as the 

main driver for the anisotropy of the gel fibers, indicating that thiazole interactions 

play a minor role in fiber elongation. We determined and characterized the chemi-

cal composition of the facets exposed by the fibers, correlating that the chemical 

composition of the fiber facets, and thus the solubility behavior of gel fibers, is 

closely related to the chemical structure of the gelator molecules. We characterized 

the gelation ability of the thiazole fibers by the surface energy solubility parameters 

of their lateral facets. We improved our modelling strategy by accounting for the 

rugosity of the facets and reevaluating these parameters. We reached a closer agree-

ment but there are still some discrepancies, indicating that other factors should also 

be considered to have a better representation of the phenomena. 
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Chapter 6. Conclusions and perspectives 

6.1 Conclusions 

The understanding of the supramolecular organogelation phenomena is partial and 

this thesis aimed to correlate the chemical structure of sets of chemically diverse 

gelators and their gelation behavior using modelling. The formation of gel fibers is 

key for organogelation; we therefore focused on the structure of those fibers and 

we successfully modelled the bulk and surface composition of gel fibers for four 

bisamide (BiC3-6) and four thiazole (Th12-18) gelators of increasingly longer alkyl 

chain, always comparing with experimental observations obtained in the groups of 

Prof. Laurent Bouteiller (Sorbonne Université) and Prof. Pierre-Antoine Albouy 

(Université Paris-Sud). We also draw some insights for five additional bisamide 

gelators (BiC8-18) with longer alkyl chains, which give rise to amorphous assem-

blies. 

 

First, we characterized the organization of gelator molecules inside the gel fibers 

by developing a Crystal Structure Prediction strategy based on combining crystal 

cell generation and powder X-ray diffraction simulations. 

 

The molecular packing of bisamide gelators is characterized by stacked cyclohex-

ane rings where the amide groups are connected by hydrogen bonds that propagate 

along one specific direction and directs fiber growth preferentiality. Despite similar 

stacking, the orientation of alkyl chains varies from one compound to the next: the 

alkyl chains are either oriented in opposite directions (BiC3 and BiC5), or in the 

same direction (BiC4), or in a fully trans conformation (BiC6). Thus, one cannot 

assume in principle any predefined orientation of alkyl chains in molecular crystals 

with 5 or less aliphatic carbons, due to the flexibility of alkyl chains to adopt dif-

ferent molecular orientations. Nevertheless, we expect for BiC8 to BiC18 that their 

molecular packing is kept, showing a hydrogen bonding pattern similar to that for 

the BiC3-6 compounds and alkyl chains having a fully trans conformation, likely 

showing an interdigitated arrangement. 

 

Experimentally, polymorphism was observed for the BiC5 and BiC6 gelators. We 

characterized the two polymorphs of BiC6. They differ in the number of molecules 

in the unit cell, the angle between the alkyl chains and the geometry of hydrogen 

bonds. The potential energy of the polymorphs differs by 7.4 kcal/mol, with 4.8 

kcal/mol related to hydrogen bond geometries. Thus, hydrogen bond geometries 

are also relevant for the polymorphism of the bisamide gelators. As one of the 
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polymorphs is probably the kinetically-stable form of the BiC6 gelator, we also 

think that gel fibers can be formed by kinetically or thermodynamically stable con-

formations of the gelators. 

 

The molecular packing in the second family of compounds, i.e., the thiazole gela-

tors, is characterized by thiazole molecules forming dimers connected by hydrogen 

bonds in a cyclic manner. We find that the intramolecular sulfur-oxygen non-cova-

lent interaction may generate a specific molecular conformation that favors this 

cyclic hydrogen bonding scheme. The alkyl chains have a fully trans configuration, 

showing a 2+2 interdigitation scheme. This molecular packing is conserved from 

Th12 to Th18. In contrast to the bisamide family, there is no clear interaction that 

favors the preferential growth of the fibers. 

 

We then modeled the crystal morphology of gel fibers with the BFDH, GMM and 

EMM morphology methods, which provide the aspect ratio of the gel fibers, the 

direction of growth, the chemical composition displayed on the facets and the sur-

face energy of the facets. When we compared the aspect ratio of the modelled fibers 

generated by the different approaches for the thiazole compounds, we identify the 

crystal cell geometry as the main driver for the anisotropy of the gel fibers, since 

the aspect ratio value is lower for the GMM method, which takes into account the 

specificity of the interactions, than for the BFDH method, which is based on geo-

metric factors instead, indicating that thiazole interactions play a minor role in fiber 

elongation. In contrast, for the bisamide gelators, the aspect ratio values are higher 

with the GMM method than with the BFDH method, indicating that the interactions 

along the direction of growth reinforce anisotropy. This contrast can be correlated 

with the fact that hydrogen bonds are aligned and fully connected in the direction 

of growth for bisamides, while for thiazoles they are neither aligned nor fully con-

nected. Thus, hydrogen bonds are not always the main driver for anisotropic 

growth. 

 

The determination of the crystal morphology also revealed the chemical moieties 

exposed on the fiber facets. There are two types of thiazole facets, governed by 

dispersive interactions from the alkyl chain parts. In the first type, dispersive inter-

actions account for two thirds of the total attachment energy of the facet, the last 

third being assigned to the polar and hydrogen-bonding contributions, which are 

related to the amide and thiazole ring groups. In the second type, dispersive inter-

actions almost totally dominate the attachment energy of the facet. These two types 

of facets are observed both for the lateral facets and the tips of the fibers. Such 

isotropy is not present for the bisamide fibers, where the lateral facets are governed 

only by dispersive interactions, from the alkyl chains and cyclohexane rings, while 

for the tips interactions are highly polar and with a strong hydrogen-bonding char-

acter. This anisotropy is due to the alignment of hydrogen bonds in the elongated 

direction of the fiber. We initially thought that the gelation behavior of fibers was 
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mainly characterized by the chemical composition of the lateral facets; in other 

terms, we had hypothesized that the network formation was driven by the lateral 

aggregation of fibers. However, the high hydrogen bond contribution from the ex-

perimental Hansen Solubility Parameters for the bisamide gels indicates that hy-

drogen bonding, and thus the tips of the fibers, plays a significant role in the gela-

tion process of bisamides.  

 

In this work, we used surface energy parameters as a common reference point to 

compare the modelling and experimental solubility characterization of the thiazole 

set of gelators. We characterized the lateral facets of the gel fibers by surface en-

ergy with the EMM method and we compared these values with the surface energy 

parameters derived from the experimental Hansen Solubility Parameters, observ-

ing major differences both in the amplitude and evolution with the length of the 

alkyl chain. We improved this comparison by computing a more accurate surface 

area with the Connolly method, accounting for the roughness of the facets and 

reevaluating these parameters. This procedure is especially advisable for facets 

with high roughness, like kinked facets. We reached a closer agreement but there 

are still some discrepancies, indicating that other factors should also be considered 

to have a better representation of the phenomena. 

6.2 Perspectives 

Thanks to the combination of modelling and experimental efforts, we have several 

established procedures that can be applied for studying future gelators. Thus, one 

first perspective of this work could be to apply the molecular packing, crystal mor-

phology and solubility characterization procedures to other families of gelators 

with systematic chemical variations. For example, it could be highly interesting to 

study the influence of the methyl moiety variations on the thiazole rings, as exper-

imental data are available, showing which compounds are gelators and which ones 

are not. One could correlate the chemical structure of the gelator and the gelation 

ability to the supramolecular interactions that propagate through the elongated di-

rection of growth. With these possible correlations, we could propose some new 

guidelines for rationally designing new gelators.  

 

Also, some strategies could be envisioned to improve the solubility characteriza-

tion. The first and more straightforward approach would be to include the tips of 

the fibers, as their relevance has been highlighted for the bisamide gelators. This 

strategy would allow reevaluating the solubility parameters of the gel fibers and 

likely provide a more realistic evaluation of the gelation behavior. Also, deriving 

an expression to convert surface energy-related values to the Hansen Solubility 

Parameters scheme could directly compare theory and modelling, eliminating the 

error of determining the center of the sphere in the surface energy parameter space. 
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As our calculations are performed at the temperature of 0K, we do not include 

temperature effects. Thus, an additional strategy could be to include them, which 

would allow to address the reorganization of the molecules, which can affect the 

surface energy values. This effect could be implemented e.g., by Molecular Dy-

namics simulations. 

 

Another factor that we do not include explicitly in our simulations is the solvent. 

We discussed that the effect of the solvent would likely only modify the percentage 

area of the facets that we have already characterized in this work. However, we 

think it could be more interesting to study the specific gelator-solvent interaction, 

as the Crystal Mismatch Branching (CMB) mechanism hypothesizes that a solvent 

molecule, or an additive, can adsorb on the tip of the growing fiber and change the 

process of gel formation from fiber aggregation to the CMB process. This study 

may lead to new insights on the formation of gel fibers and obtain new designing 

rules for gelators. 

 

For the BiC8 to BiC18 gelators, as we cannot get the structural information about 

their molecular packing from the powder X-ray diffraction patterns, our experi-

mental partners determined the Pair Distribution Function (PDF) of these gelators 

using a synchrotron. We generated different possible molecular packings by mod-

elling, but without further refinement, we remain cautious about the generated mo-

lecular packings. Softwares for PDF refinement exist, but they are mostly used for 

inorganic materials. In this work, we tested the XINTERPDF software, which is 

more suitable for molecular crystals, and some preliminary results indicated a pos-

sible viability for determining the molecular packing for these bisamide gelators. 

Thus, a methodology based on molecular packing generation and PDF refinement 

could be explored in the future. 

 

We also tried to predict from scratch the crystal structure of BiC4, as a test, com-

bining crystal cell generation and energy ranking, observing the structures ranked 

among the most stable ones. We then compared the energy ranking obtained by 

Molecular Mechanics with those obtained by state-of-the-art tight-binding poten-

tials for molecular crystals where, depending on the selected method for evaluating 

the relative energy of the generated cells, the ranking changed due to the different 

approximations used. It could be highly interesting to develop a strategy to identify 

potential crystal cells for a given gelator when no structural information is availa-

ble. This strategy should aim to compute relative energies accurately while keeping 

a moderate computational cost, as thousands of possible cells must be evaluated. 

For example, one state-of-the-art approach uses a force field tuned for crystal struc-

ture prediction [205], [206]. If this step is achieved, automatic in-silico evaluations 

of crystal morphology and solubility parameters could be done for new potential 

gelators, saving large time and resources for designing new gelators. 
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In the literature [53], it was found that different stages of the organogelation pro-

cess have been characterized experimentally using transient AFM images. From 

that characterization, one of the early stages consisted in the formation of gelator 

stacks that later evolve into gel fibers. We humbly hypothesize that there might be 

some energy threshold between the gelator molecules that favors the stacking of 

the gelator molecules which may later act as the nuclei to the formation of the gel 

fibers. Thus, we think that this energy threshold could be related to the nucleation 

energy barrier of the formation of the gel fibers. A study of the energetics between 

the gelator stacks that propagate through the elongated direction of growth, for 

gelators with different functional groups and moieties, could establish potential 

rules for designing new gelators. For example, this approach could be implemented 

with gelators whose molecular packing is already known, as those in this work. 

 

Finally, the tools that have been developed for the Machine Learning (ML) field 

could also be potentially applied to characterize the organogelation phenomena 

and design new gelators in-silico. In order to incorporate these tools, one must keep 

in mind two factors that are key to make successful predictions. The first one is the 

amount of reference samples for the machine to learn. For example, a reduced 

amount of reference samples would lead to highly inaccurate predictions for cases 

where the machine has to perform a large extrapolation. The second factor is the 

description of the system to treat. For example, a poor choice of the variables to 

describe the problem would make it highly difficult or impossible for the machine 

to learn. Another additional consideration is that there are different predictive mod-

els, and thus the prediction also depends on the selection of the model to train the 

machine. In the case of organogelation, there are many solubility tests available, 

and one could think of predicting whether gelation is likely to be triggered with 

descriptors based on the chemical structure of the gelator and the solvent. This 

approach may result interesting as we commented in this work that the chemical 

composition of the fiber facets, and thus the solubility behavior of gel fibers, is 

closely related to the chemical structure of the gelator molecules. Thus, for exam-

ple, a promising future work would be to find the proper predictive model and set 

of descriptors that correlate best for different sets of chemically diverse gelators.  
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A.             Appendices 

A1.   Chapter 3 

The 38 molecular crystals used for tuning the van der Waals interactions of hydro-

gen atoms in the Dreiding forcefield are the following: 

 

 

 



 

126 

 

 

 

 



 

127 

 

 

      
 

  



 

128 

 

A2.   Chapter 4 

The different terminations of the facets exposed by the bisamide structures are il-

lustrated here with the example of the BiC3 compound. Note that the terminations 

dubbed as T1 (Termination 1) are the most stable ones for each facet. 

 

{100} facet 

 
 

{001} facet 
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{10-1} facet 

 

 
 

{011} facet 

 
 

{0-11} facet 
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{110} facet 

 
 

{1-10} facet 
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A3.   Chapter 5 

Molecular coverings 

 

The different terminations of the facets exposed by the thiazole structures are il-

lustrated here with the example of the Th12 compound. Note that the terminations 

dubbed as T1 (Termination 1) are the most stable ones of each facet for Th12. 

 

{110} facet 
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{100} facet 

           
 

{11-1} facet 
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{011} facet 
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{020} facet 
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