N
N

N

HAL

open science

On some geometrical applications of the spectral theory
of hyperbolic flows
Yann Chaubet

» To cite this version:

Yann Chaubet. On some geometrical applications of the spectral theory of hyperbolic flows. Geometric
Topology [math.GT]. Université Paris-Saclay, 2022. English. NNT: 2022UPASMO019 . tel-03851269

HAL Id: tel-03851269
https://theses.hal.science/tel-03851269v1

Submitted on 14 Nov 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://theses.hal.science/tel-03851269v1
https://hal.archives-ouvertes.fr

—
<
o
@)
—
@)
@)
)
LLl
)
L
W
Ll
T
—

o
(@]
=
(V)]
<C
o
)
N
AN
(@)
(o}
|_
Z
Z

[ ]
universite
PARIS-SACLAY

Sur quelques applications géométriques
de la théorie spectrale des flots

hyperboliques

On some geometrical applications of the spectral theory of

hyperbolic flows

These de doctorat de I'université Paris-Saclay

Ecole doctorale n° 574 : mathématiques Hadamard (EDMH)
Spécialité de doctorat : Mathématiques fondamentales

Graduate School : Mathématiques

Référent : Faculté des sciences d'Orsay

Thése préparée dans le laboratoire de mathématiques d’Orsay (Université
Paris-Saclay, CNRS), sous la direction de Colin GUILLARMOU, directeur de

recherche.

Thése soutenue a Paris-Saclay, le 12 septembre 2022, par

Composition du jury

Stéphane Nonnenmacher

Professeur, Université Paris-Saclay

Francois Ledrappier

Directeur de recherche, Sorbonne Université
Gabriel Paternain

Professeur, University of Cambridge
Viviane Baladi

Directrice de recherche, Sorbonne Université
Gerhard Knieper

Professeur, Ruhr-Universitat Bochum
Gabriel Riviere

Professeur, Nantes Université

Colin Guillarmou

Directeur de recherche, Université Paris-Saclay

Yann CHAUBET

Président

Rapporteur & Examinateur
Rapporteur & Examinateur
Examinatrice

Examinateur

Examinateur

Directeur de these



e . ECOLE DOCTORALE

un|ver5|té de mathématiques
PARIS-SACLAY : Hadamard (EDMH)



A mes fréres, Tom et Loan.






Remerciements

Je tiens a remercier avant tout mon directeur de thése, Colin Guillarmou, sans qui
ce texte n’aurait pu étre, pour m’avoir initié a de trés chouettes mathématiques et
pour la liberté qu’il a su m’accorder. J’ai beaucoup progressé grace a son omniscience
et ses relectures pointues, et je suis me suis toujours trouvé inspiré a l'issue de nos
discussions. Merci.

J’exprime toute ma gratitude envers Francois Ledrappier et Gabriel Paternain,
qui ont accepté de rapporter cette thése, et envers Viviane Baladi, Gerhard Knieper,
Stéphane Nonnenmacher et Gabriel Riviére, qui font partie de mon jury; c’est un
grand honneur qu’ils me font.

Je suis reconnaissant envers Viet Dang, avec qui j’ai aussi fait mes premiers pas
dans la recherche, pour sa générosité scientifique. Je lui dois énormément, et peut-étre
une certaine vision des mathématiques. Merci aussi a Vesselin Petkov, avec qui j’ai
eu 'opportunité de travailler, pour ses conseils précieux et pour avoir partagé avec
moi de nombreuses connaissances.

J’ai eu la chance, pendant ma thése, d’étre entouré par de chics spécialistes. Je
remercie Thibault Lefeuvre, un homme d’interfaces, pour son compagnonnage, ma-
thématique mais pas seulement, qui a beaucoup compté pendant ces longues années.
Merci a Malo Jézéquel, que j’ai pu assaillir & de multiples reprises a coups de pro-
jecteurs spectraux et de bien d’autres choses, sans que jamais il ne prenne la fuite.
Merci & Yannick Bonthonneau, qui m’a éclairé sur sa théorie de perturbation des
résonances et les crevettes (bienvenue & Antoine!). Merci & Mihajlo Ceki¢ pour de
nombreuses réflexions sur la fonction zéta de Ruelle — et le foot. Je remercie Fré-
déric Faure pour des discussions toujours passionnantes sur les résonances, dans des
décors parfois sauvages, a pied, & vélo ou a skis. Merci a Adrien Boulanger qui m’a
reccueilli chez lui quand j’ai débarqué a Marseille, la fleur au fusil, pour mon premier
séminaire a l'extérieur. Merci a Frédéric Paulin pour ses explications sur un fameux
lemme géométrique. Je remercie Baptiste Cerclé pour avoir tenté de m’initier & théo-
rie de Liouville — et & Ulysse, sans plus de succes. Merci & Antoine Meddane pour
plusieurs échanges sur la topologie des flots Axiom A. Merci aussi & Laura Monk
pour certaines digressions sur les géodésiques simples. Merci & Léo Bénard, pour ses
éclairages sur la torsion et les extensions HNN, mais surtout pour un excellent cas-
soulet (j’en profite pour saluer toute I’équipe JMP). Merci & Benjamin Delarue, pour
m’avoir donné, avec Phillip Schiitte, des éclaircissements sur les modéles lisses pour
les billards ouverts. Je remercie les membres des groupes de travail sur le b-calcul et



sur la théorie de la diffusion qui se sont tenus a Orsay. Je remercie enfin toute ’équipe
de foot du LMO, menée par le trio exceptionnel Rachid-Pascal-Frédéric, pour leur
indulgence envers mes vendanges a répétition.

En plus des membres du jury, je remercie Semyon Dyatlov, Frédéric Naud et
Tobias Weich pour leur soutien et l'intérét qu’ils ont manifesté a 1’égard de mon
travail. Je remercie plus généralement tous les spécialistes avec qui j’ai eu l'occasion
d’échanger pendant ma thése, dont, entre beaucoup d’autres, Nalini Anantharaman,
Sébastien Gouézel, Erwan Lanneau, Carlangelo Liverani, Julien Marché, Barbara
Schapira, Samuel Tapie, Maciej Zworski.

A TENS, j’ai pu enseigner les systémes dynamiques avec Raphaél Cerf et je le
remercie pour sa confiance. Les journées de travail y était plaisantes, grace a la pré-
sence méridienne des membres de la secte du pot, mais aussi grace a la compagnie de
Félicien au bureau, qui a su égayer des journées parfois grises — la sarabande de Nils.

Je souhaite remercier tous mes amis, qui m’accompagnent de prés ou de loin,
et qui contribuent & faire de mon quotidien une expérience assez peu désagréable.
Merci en particulier aux étres qui ont peuplé notre appartement de la rue Saint-
Martin pour toute la vie qu’ils y ont insufflée. Enfin, merci & ma famille, mes tantes
et oncles, cousines et cousins, mes grands-parents, mes parents, mes fréres, pour leur
soutien inaltérable et leurs encouragements constants; ils n’y sont pas pour rien dans
I’aboutissement de cette aventure.

Romi, merci d’exister. Je suis peu sans toi.

Pointe de la Torche, septembre 2022.



Table des matiéres

1 Introduction 1
1.1 Comptage des géodésiques sous contrainte . . . . . . ... ... ... 6
1.2 Séries dynamiques et topologie . . . . . . .. ... 10
1.3 Résultats sur les flots de billards . . . . . . . ... ... ... 17
2 Introduction (anglais) 21
2.1 Closed geodesics under constraints . . . . . . .. .. ... ... ... 25
2.2 Dynamical series and topology . . . . . . . .. ... L. 30
2.3 Obstacle scattering and periodic orbits . . . . . . .. ... ... ... 37
I Géodésiques fermées et nombres d’intersection 41
3 Comptage sur les graphes discrets 43
3.1 Combinatorial setting . . . . . . . .. ... ... 43
3.2 Imposing a constraint . . . . . . . . ..o 44
3.3 A Tauberian argument . . . . . . .. .. ... ... 47
4 Géodésiques et nombres d’intersection 51
4.1 Introduction . . . . . . . ... 52
4.2  Geometrical preliminaries . . . . . . .. ... 55
4.3 The scattering operator . . . . . . . . ... L oL 63
4.4 Awprioribounds . . . .. ... 75
4.5 A Tauberian argument . . . . . . .. .. ... ... 93
4.6 Proof of the asymptoticresults . . . . .. ... ... ... .. .... 98
4.7 A Bowen-Margulis type measure . . . . . ... ... 101
4.8 A large deviationresult . . . . . . ... oL 103
4.9 Extension to multi-curves . . . . .. ... oL 105
4.10 Closed geodesics minimize intersection numbers . . . . . . . ... .. 110
4.11 An elementary fact about pullbacks of distributions . . . . . . . . .. 111
II Séries dynamiques et topologie 113
5 Séries de Poincaré pour les surfaces 115
5.1 Introduction . . . . . . .. ... 115
5.2 Geometrical and dynamical preliminaries . . . . . . . ... .. .. .. 116

5.3 Poincaré series . . . . . . .. 121



TABLE DES MATIERES

5.4 Value of the Poincaré series at the origin . . . . . .. ... ... ...
5.5 Poincaré series for geodesic arcs linking two points . . . . . . . .. ..

6 Torsion dynamique
6.1 Introduction . . . . . . . . . . ...
6.2 Torsion of finite dimensional complexes . . . . . . . . ... ... ...
6.3 Geometrical and dynamical preliminaries . . . . . . . ... ... ...
6.4 The dynamical torsion . . . . . .. ... ... ... 0oL
6.5 Invariance of the dynamical torsion . . . . . .. ... ... ... ...
6.6 Variation of the connection . . . . . . . ... ... 0oL
6.7 Euler structures, Chern-Simons classes . . . . . ... .. ... .. ..
6.8 Morse theory and variation of Turaev torsion. . . . .. .. ... ...
6.9 Dynamical torsion and Turaev torsion. . . . . . . ... .. ... ...
6.10 Projectors of finiterank . . . . ... ... o oo
6.11 Continuity of the Pollicott-Ruelle spectrum . . . . . . . . ... .. ..
6.12 The wave front set of the Morse-Smale resolvent . . . . . . . .. . ..

ITT Orbites périodiques et diffusion par des obstacles

7 Prescription des rebonds
7.1 Introduction . . . . . . . ...
7.2 Preliminaries . . . .. .. .. L
7.3 Adding an obstacle . . . .. ... L
7.4 A Tauberian argument . . . . . . . .. ...
7.5 Awprioribounds . . . ...
7.6 Proof of the mainresult . . .. .. ... ... ... ... ... .

8 Obstacles et séries dynamiques
8.1 Introduction . . . . . . . . ...
8.2 Geometrical setting . . . . . ... L
8.3 Zeta function for the Neumann problem . . . . ... ... ... ...
8.4 Zeta functions for particular rays . . . . .. ..o
8.5 The modified Lax—Phillips conjecture . . . . . . . ... .. ... ...
8.6 Hyperbolicity of the billiard flow . . . . . . .. . ... ... .. ....

A Un théoréme taubérien
A1l Abasicresult . . . . . ..
A.2 A weak version of a theorem by Delange . . . . . ... .. ... ...

B Noyaux de Schwartz, courants
B.1 Schwartz kernels as currents . . . . . . . ... ... ... ... .. ..
B.2 Integration currents . . . . . . .. . ..o Lo
B.3 Flat traces . . . . . . . . .

Références

135
137
141
145
149
158
165
170
173
180
185
187
191

197

199
200
202
209
214
219
223

227
227
233
239
243
246
248

257
257
257

261
261
262
262

265



Chapitre 1

Introduction

Cette thése porte sur certaines séries dynamiques associées a des systémes hyper-
boliques. Ces derniers participent des systémes dits chaotiques — fortement récur-
rents et sensibles aux conditions initiales —, dont I’ambassadeur le plus célébre est
peut-étre le systéme a trois corps célestes, étudié par Poincaré a la fin du XIX¢ siécle
[P0i90]. Si ces dynamiques sont régies par des lois déterministes, les trajectoires d’évo-
lution semblent complétement imprévisibles, voire aléatoires. Néanmoins, certaines
d’entre elles se trouvent étre périodiques (elles se reproduisent a l'infini, identiques
a elles-mémes) et, dans ce mémoire, c’est principalement sur celles-ci que se por-
tera notre intérét. L’existence d’orbites périodiques dans un contexte de chaos peut
paraitre paradoxale; elles sont pourtant en abondance et la connaissance de leurs
périodes permet souvent de récupérer des informations essentielles sur la dynamique
qui les a engendrées, notamment via 'utilisation de séries dynamiques et autres fonc-
tions zéta. Avant d’exposer en détails les problématiques dont il sera question dans
ce manuscript — et pour les motiver quelque peu —, nous discutons briévement de
certains résultats traitant de la théorie spectrale des systémes hyperboliques.

Flots d’Anosov et comptage des orbites périodiques

En 1898, Hadamard [Had98] a montré que le chaos pouvait surgir dans un contexte
géométrique tres simple, en exhibant I'instabilité des lignes géodésiques sur les sur-
faces a courbure négative. Il a montré en outre que chaque classe de déformation libre
de lacets contenait une unique géodésique fermée; la distribution des longueurs de
ces courbes privilégiées a depuis lors fait 'objet de nombreux travaux. Pour les sur-
faces hyperboliques — c’est-a-dire de courbure constante égale a -1 — et compactes,
Selberg [Sel56] a introduit une fonction zéta qui compte les géodésiques fermées et a
relié leurs longueurs aux valeurs propres du laplacien hyperbolique via une formule
des traces. Huber [Hub61| a montré plus tard un analogue géométrique du théoréme
des nombres premiers : le nombre de géodésiques fermées dont la longueur est infé-
rieure ou égale a L est équivalent a exp(L)/L quand L tend vers I'infini. Margulis
[Mar69] a ensuite obtenu un résultat similaire pour les surfaces & courbure négative
variable.

Les flots géodésiques en courbure négative sont en fait des cas particuliers de
systémes dynamiques hyperboliques, au sens de la définition donnée par Anosov en
1967 dans un article fondateur [Ano67].



2 CHAPITRE 1. INTRODUCTION

Définition 1.0.1 (Anosov). Soit ¢ = (p;)ier un flot lisse agissant sur une variété
fermée M, et X = %} 1o ¥t son générateur. Le flot ¢ sera dit hyperbolique, ou
d’Anosov, si pour tout z € M il existe une décomposition

T.M =RX(2) ® E,(2) ® Es(2)

dépendant contintiment de z, telle que dyy(z)En(z) = Ep(pi(2)) ot b = u, s, et telle
que

|dey(2)v] < Ce™ v, t>0, ve Eyz),
[dpy(2)v] < Ce™ o], <0, ve Ey(z),
pour des constantes C',v > 0, ol | - | est une norme sur 7M.
p—

FIGURE 1.1 — Un flot d’Anosov.

La propriété d’hyperbolicité signifie que certaines directions, dites stables (les
directions de Ej), sont contractées par la dynamique, tandis que d’autres, dites in-
stables (les directions de E, ), sont dilatées. Dans ce contexte, le résultat de Margulis
évoqué plus haut est toujours valide et s’énonce comme suit.

Théoréme 1.0.2. Soit ¢ = (¢i)er un flot d’Anosov topologiquement mélangeant.
Alors il existe un réel h > 0 tel qu’on a l’équivalent

eht

N(90>t) ~ E

(1.0.1)
quand t tend vers linfini, ot N(p,t) est le nombre d’orbites périodiques primitives
du flot ¢ dont la période est inférieure ou égale a t.

Le nombre h est U'entropie topologique du flot, c’est une mesure du chaos —
pour les flots géodésiques des surfaces hyperboliques compactes, cette entropie vaut
1 conformément au résultat de Huber. Parry et Pollicott [PP83] ont étendu ’équi-
valent (1.0.1) aux flots Aziom A (une classe de flots qui généralise les flots d’Anosov
introduite par Smale [Sma67]) aprés d’importantes contributions de Bowen [Bow72].

Fonction zéta et résonances de Ruelle

Contrairement & Margulis qui a recourt a la théorie ergodique, Parry et Pollicott
démontrent le théoréme des orbites primitives en usant d’'une fonction zéta introduite



par Ruelle [Rue76] — une version légérement modifiée de celle de Selberg — qui
compte les orbites périodiques. La fonction zéta de Ruelle est I’homologue dynamique
de la fonction zéta de Riemann; elle est définie par la formule

G(s) =] e " Re(s)>n,

Y

ou le produit porte sur les orbites périodiques primitives v du flot ¢, et 7(7) est la
période de . En s’appuyant notamment sur le codage symbolique des flots hyper-
boliques développé par Bowen [Bow73|, Parry et Pollicott ont démontré dans [PP83]
que ( s’étend analytiquement a un voisinage ouvert du demi-plan {Re(s) > h}, sauf
en s = h ou elle a un pole simple. Ils obtiennent alors 'équivalent (1.0.1) en re-
produisant la démonstration du théoréme des nombres premiers de Wiener-Ikehara
[Wie88] qui repose sur un argument taubérien : la distribution des périodes 7(7y) se
lit au travers des singularités analytiques de la fonction (.

Smale [Sma67] s’est demandé s’il était possible, pour les flots Axiom A, d’obtenir
un prolongement méromorphe a tout le plan complexe pour la fonction (,, s’excla-
mant a ce sujet : « I must admit that a positive answer would be a little shocking! ».
Cette question a fait couler beaucoup d’encre et il a fallu presque cinquante ans pour
qu’elle soit résolue. D’abord, Ruelle [Rue76] a obtenu un tel prolongement sous la
condition que le flot est analytique ainsi que ses distributions stable et instable. Plus
tard, Rugh [Rug96] a montré que, pour les flots d’Anosov tri-dimensionnels, 1’hy-
pothése d’analyticité sur les distributions stable et instable (mais pas sur le flot!)
pouvait étre omise, ce qui a été généralisé en dimension quelconque par Fried [Fri95].
Pour les flots d’Anosov lisses (de classe C'*), Pollicott a obtenu un prolongement de
(, dans un demi-plan {Re(s) > h—¢e} pour un certain € > 0 dépendant de ¢, résultat
étendu aux flots Axiom A par Parry—Pollicott [PP90].

Ces résultats sont typiquement obtenus en codant la dynamique via des partitions
de Markov et en exprimant la fonction ¢, comme un produit alterné de déterminants
Fredholm de certains opérateurs agissant sur les fonctions holdériennes d’un sous-
décalage de type fini, ce qui permet de relier les zéros et poles de (, au spectre desdits
opérateurs. Cette méthode présente cependant le désavantage de ne pas prendre en
compte la régularité du flot ; or, le travail de Kitaev [Kit99] suggére que la régularité
de la dynamique est intimement liée & la profondeur du demi-plan sur laquelle un
prolongement analytique peut étre obtenu.

Changeant de paradigme, Blank, Keller et Liverani [BKL02| ont introduit au
début des années 2000 des espaces fonctionnels adaptés a un difféomorphisme hyper-
bolique f (la version discréte des flots d’Anosov), sur lesquels 'opérateur de Koopman
u — uo f est quasi-compact. La clé est de considérer des distributions dont la régula-
rité est anisotrope ; grossiérement, ces distributions sont réguliéres dans les directions
stables et irréguliéres dans les directions instables. Ces résultats ont ensuite été af-
finés par Baladi [Bal05], Gouézel-Liverani [GLO6| et Baladi-Tsujii [BT07], puis par
Faure-Roy—Sjostrand [FRS08| qui ont proposé une approche semi-classique. Live-
rani [Liv04] (pour les flots de contact) et Butterley—Liverani [BLO7| ont adapté ces
travaux au cadre continu, construisant des espaces fonctionnels sur lesquels le géné-
rateur X :u — % | 1o Wowy d'un flot d’Anosov (i) a une résolvante quasi-compacte.
Comme dans le cas discret, Faure-Sjostrand [F'S11]| ont ensuite proposé une version
micro-locale de ces espaces.
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Précisons brievement ces résultats. Soit ¢ un flot d’Anosov sur une variété M, et
X son générateur. Si s est un nombre complexe, la résolvante R, (s) de ¢ est définie
par l'intégrale

Ry (s) :/ e "t dt,
0

ol ¢*, est le tiré en arriére par ¢_;, agissant sur l'espace 2°*(M) des formes différen-
tielles. Dés que la partie réelle de s est assez grande, cette intégrale est convergente
et donne lieu & un opérateur Ry (s) : Q*(M) — D"*(M), ou D'*(M) désigne I'espace
des courants — le dual de topologique de Q°*(M). La terminologie « résolvante » est
justifiée par les identités

(LX + S)R,SO<S) = R,@(S)(;CX + S) = IdQ.(M),
ol Lx est la dérivée de Lie dans la direction X.

Théoréme 1.0.3 (Butterley-Liverani, Faure-Sjostrand). La résolvante R,(s), dé-
finie initialement sur un demi-plan {Re(s) > C}, admet un prolongement méro-
morphe en la variable s, a tout le plan complexe, comme une famille d’opérateurs
Q' (M) — D'*(M), dont les résidus sont des projecteurs de rang fini. Ses poles sont
appelés résonances de Ruelle de .

Un spectre de résonances de Ruelle a été obtenu plus tard par Dyatlov—Guillarmou
[DG16] pour les systémes hyperboliques ouverts (des trajectoires peuvent s’échapper
a l'infini) et plus récemment par Meddane pour les flots Axiom A [Med21], aprés des
contributions de Dang-Riviére sur les flots Morse-Smale [DR20b, DR20c¢].

Forts de ces techniques modernes, d’abord Giulietti-Liverani—Pollicott [GLP13],
puis Dyatlov—Zworski [DZ16| avec une approche semi-classique, ont été en mesure
d’obtenir le prolongement analytique de ¢, a tout le plan complexe, obtenant ainsi le

Théoréme 1.0.4 (Giulietti-Liverani-Pollicott, Dyatlov—Zworski). Si ¢ est un flot
d’Anosov, la fonction ¢, admet un prolongement méromorphe a tout le plan compleze ;
ses poles et ses zéros sont inclus dans [’ensemble des résonances de Ruelle de .

Dyatlov—Guillarmou ont ensuite étendu ce théoréme aux flots Axiom A [DG1S|
grace a leur travail sur les systémes ouverts, répondant ainsi positivement a la ques-
tion de Smale. Bien siir, en dehors de celle de Ruelle, beaucoup d’autres fonctions
zéta dynamiques existent dans la littérature — notamment pour les dynamiques dis-
crétes — et une introduction plus compléte a ce sujet pourra se trouver dans le livre
de Baladi [Ball§].

Le théoréme 1.0.4 s’obtient en reliant (,(s) et la résolvante R, (s) : on peut mon-
trer grace a la formule des traces de Guillemin [Gui77| que si Re(s) est assez grande

alors ¢(s)
s
® _ esy b *

m = et (05 Ry(s)), (1.0.2)
oll € > 0 est un petit nombre et trgr désigne la trace bémol graduée — une extension
de la trace graduée L? qui est bien définie pour les opérateurs satisfaisant certaines
condition de front d’onde ; nous renvoyons a l'appendice B.3 pour une définition pré-
cise. Grace a des méthodes semi-classiques (propagation des singularités et estimées



radiales), Dyatlov et Zworski ont donné une description précise du front d’onde du
noyau de Schwartz de la résolvante et en déduisent que la trace bémol de ¢* Ry (s)
est bien définie ; le théoréme 1.0.4 est alors une conséquence de 1’égalité (1.0.2) et du
théoréme 1.0.3.

Nous mentionnons finalement un résultat obtenu par Dyatlov et Zworski [DZ17]
sur 'ordre de la singularité de (,(s) en s = 0 pour les flots géodésiques des surfaces.

Théoréme 1.0.5 (Dyatlov—Zworski). Si ¢ est le flot géodésique d’une surface a
courbure négative 3, alors (,(s) a un pole d’ordre |x(X)| en s = 0, ou x(X) est la
caractéristique d’Fuler de Y.

Ce théoréme, connu pour les surfaces hyperboliques depuis le travail de Fried
[FTi86b], exhibe un lien entre le comportement de la fonction ¢, prés de I'origine et
la topologie de la variété ambiante. Ce phénoméne ne concerne pas seulement les
flots géodésiques et nous verrons que certains invariants topologiques peuvent étre
recouvrés a 'aide des fonctions zéta dynamiques.

Organisation de cette thése

Dans ce mémoire, nous proposons quelques contributions sur des problématiques
d’origine géométrique liées a celles évoquées ci-dessus. Les théorémes 1.0.2, 1.0.4 et
1.0.5 sont des modeéles prototypiques des divers résultats que nous présenterons :
comptage d’orbites périodiques, prolongement analytique de fonctions zéta ou de sé-
ries dynamiques et nouage d’un lien avec la topologie environnante. Nos résultats
seront obtenus en usant systématiquement de la théorie spectrale des flots hyperbo-
liques et en particulier du théoréme 1.0.3, ainsi que de son pendant pour les systémes
ouverts. Nous avons choisi de diviser la thése en trois parties (indépendamment de
la trichotomie précédente), comme suit.

Dans la partie I, constituée des chapitres 3 et 4, nous abordons un probléme de
comptage sous contrainte. Aprés avoir illustré la problématique sur un modéle jouet
au chapitre 3, nous montrons au chapitre 4 un résultat asymptotique dans ’esprit
de (1.0.1) pour les géodésiques fermées d’une surface a courbure négative dont on a
prescrit les nombres d’intersection avec une famille de courbes simples.

La deuxiéme partie, formée des chapitres 5 et 6, est plus centrée sur la topolo-
gie. Au chapitre 5, nous calulons la valeur & 'origine de certaines séries de Poincaré
comptant des arcs géodésiques d’'une surface a bord. Puis, dans un cadre assez dif-
férent, nous construisons au chapitre 6 un invariant topologique — appelé torsion
dynamique — défini a ’aide d’une fonction zéta de Ruelle tordue par une représen-
tation du groupe fondamental ; nous relions enfin la torsion dynamique & un autre
invariant topologique, la torsion de Turaev.

La derniére partie est consacrée aux flots de billards associés a une famille finie
d’obstacles convexes dans 'espace euclidien et contient les chapitres 7 et 8. D’abord,
au chapitre 7, nous étendons au cadre des flots de billards un résultat de comptage
sous contrainte obtenu & la premiére partie. Puis, au chapitre 8, nous montrons que
certaines séries de Dirichlet dynamiques liées aux résonances quantiques du systéme
admettent un prolongement méromorphe a tout le plan complexe.

Ces résultats sont exposés plus en détails dans les paragraphes qui suivent.
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1.1 Comptage des géodésiques sous contrainte d’in-
tersection

Soit (X, g) une surface riemannienne fermée, orientée et a courbure strictement
négative. Soit P I'ensemble des géodésiques fermées primitives, c¢’est-a-dire I’ensemble
des géodésiques fermées qui ne sont pas multiple d’une géodésique plus courte. Pour
tout L > 0, notons

N(L)=t{yeP : Ly) <L}

le nombre de ces géodésiques qui sont de longueur inférieure ou égale a L. Rappelons
le résultat de Margulis : quand L tend vers l'infini, on a ’équivalent

ehL

N(L)NE

(1.1.1)
ou h est l'entropie topologique du flot géodésique. D’autres résultats de comptage
similaires existent pour les surfaces de Riemann non compactes, cf. Sarnak [Sar80],
Guillopé [Gui86], ou Lalley [Lal89]; nous renvoyons au travail de Paulin-Pollicott—
Schapira [PPS12] pour des références précises sur les résultats de comptage existant
dans des contextes plus généraux.

Avec I'équivalent (1.1.1) en téte, nous nous poserons dans les lignes qui suivent la
question suivante :

Peut-on compter des géodésiques fermées primitives sujettes a certaines
contraintes topologiques ou géométriques 7

Avant de préciser les contraintes dont il sera question dans la premiére partie de
ce manuscrit, nous présentons briévement quelques résultats connus.

1.1.1 Contraintes homologiques

Une premiére contrainte que I’on peut vouloir imposer est de nature homologique :
étant donnée une classe d’homologie fixée, peut-on compter les géodésiques fermées
qui appartiennent a cette classe ? Lalley [Lal88] et Pollicott [Pol91] ont obtenu indé-
pendamment le résultat suivant.

Théoréme 1.1.1 (Lalley, Pollicott). Il existe une constante ¢ > 0 telle que pour
toute classe d’homologie & € H\(X,7Z), on a l’équivalent

ehL

HveP )<L =&~ e (1.1.2)

quand L — oo, ot g est le genre de la surface.

Des résultats similaires avaient déja été obtenu pour les surfaces hyperboliques (les
surfaces & courbure constante, égale & —1) par Phillips—Sarnak [PS87| et Katsuda—
Sunada [KS88]. Sans toutefois les énoncer, nous mentionnons que des résultats bien
plus précis — par exemple valides pour une classe plus générale de flots hyperbo-
liques, avec des développements asymptotiques comprenant plus de termes, ou en-
core autorisant la classe d’homologie ¢ a dépendre de L — ont été obtenus plus tard
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par Sharp [Sha93], Babillot—Ledrappier [BLI8|, Anantharaman [Ana00], et Pollicott—
Sharp [PSO01].

Ces résultats peuvent s’obtenir grace 4 un argument taubérien, en considérant les
fonctions zéta tordues

Con(s) = TT (1= x(be) "
Y
ou le produit porte sur les géodésiques primitives et x : Hy(X,Z) — C* est un
caractére unitaire. Ces fonctions sont étudiées via ’analyse spectrale d’un opérateur
de Ruelle; ce sont des analogues géométriques des séries L de Dirichlet, utilisées
notamment par de La Vallée-Poussin pour montrer le théoréme de la progression
arithmétique.

1.1.2 Nombres d’auto-intersection

Une seconde contrainte naturelle concerne les nombres d’auto-intersection. Si vy :
R/l(v)Z — % est une géodésique fermée paramétrée par longueur d’arc, on définit
son nombre d’auto-intersection par

i(7,7) = 54 {(r.7) € RAMZY : 7(r) =~(r)}.

Une géodésique fermée sera dite simple si son nombre d’auto-intersection est nul. Mir-
zakhani [Mir08, Mirl6] a étudié la croissance asymptotique des géodésiques fermées
ayant un nombre d’auto-intersection prescrit.

Théoréme 1.1.2 (Mirzakhani). Supposons que (3, g) soit hyperbolique. Alors pour
tout entier naturel n, il existe ¢, > 0 telle que, quand L — oo,

tH{yeP : ly) <L, i(y,y) =n}~ e, L0E1) (1.1.3)

L’article [Mir0O8] de Mirzakhani porte sur les géodésiques simples, et le cas n = 1
du théoréme précédent a d’abord été prouvé par Rivin [Riv12]; nous mentionnons
aussi les travaux de Erlandsson—Souto [ES16, ES19| qui obtiennent des résultats
similaires avec une autre approche. Dans un état d’esprit un peu différent, Sapir
[Sap16] et Aougab—Souto [AS18| ont étudié la croissance asymptotique du nombre
de types de courbes sur les surfaces hyperboliques (tandis que prescrire les nombres
d’auto-intersection revient & compter des géodésiques appartenant a des types fixés).

Mirzakhani montre le théoréme 1.1.2 en utilisant I’ergodicité de ’action du groupe
des difféotopies de la surface sur ’espace des lamination mesurées, I’exposant 6g — 6
étant la dimension de cet espace. Notons que la croissance des géodésiques fermées
dont les nombres d’auto-intersection sont prescrits est polynomiale et non plus expo-
nentielle : il y en a trés peu. En fait, un résultat de Lalley [Lall1] (valide aussi pour les
surfaces & courbure négative variable) stipule qu'une géodésique fermée typique a un
nombre d’auto-intersection proportionnel au carré de sa longueur. Plus précisément,
il montre qu’il existe une constante I > 0 telle que pour tout € > 0, on a

1 , i(7,7)
iyt e+ <L

La convergence est méme exponentielle, comme cela peut étre vu en utilisant un
principe de grandes déviations de Kifer [Kif94] (voir Anantharaman [Ana99]).

-1

gg}:L (1.1.4)



8 CHAPITRE 1. INTRODUCTION

1.1.3 Nombres d’intersection géométriques

Nous détaillons a présent les résultats obtenus au chapitre 4, qui contient notam-
ment Uarticle Closed geodesics with prescribed intersection numbers [Chab.

Revenons aux surfaces a courbure négative variable. Dans le paragraphe §1.1.1,
nous avons contraint la classe d’homologie des géodésiques fermées, ce qui revient a
prescrire leurs nombres d’intersection algébriques avec une famille de courbes simples
formant une base du premier groupe d’homologie de la surface. Il est alors naturel
de se demander si I'on peut, a la place, contraindre leurs nombres d’intersection
géométriques avec une famille de courbes simples.

Pour répondre a cette question, fixons d’abord une géodésique fermée simple .
Pour toute géodésique v € P, on note

i(7> 7*) = inf ’77 N 77*'

N~ T~ Y%

le nombre d’intersection géométrique entre v et ,, ot 'infimum porte sur les courbes
1, M : R/Z — ¥ librement homotopes & 7 et ~,, respectivement, et

O =#(r,n) € R/Z)* : n(7) =n(r)}.

Si n est un entier naturel, nous souhaitons étudier la croissance asymptotique de la
quantité

tH{yeP : () <L, i(y, %) =n}
quand L — oc.

Dans un premier temps, on supposera que la courbe simple v, est non séparante,
dans le sens ot X\ v, est connexe (cette condition sera relaxée plus tard).

Théoréme 1.1.3. Supposons que 7y, n’est pas séparante. Alors il existe des constantes
¢, > 0 et hy €10, h[ telles que pour tout entier n > 0, on a l’équivalent

(C*L)n eh*L
n!  h,L’

Le nombre h, est l'entropie topologique du flot géodésique de la surface X, (a
bord) obtenue en découpant X le long de v, (voir le paragraphe 1.1.4 ci-dessous pour
une définition précise). Notons que le cas n = 0 revient & compter les géodésiques
fermées de X, et était déja connu grace au travail de Dal’bo [Dal99], qui a montré que
le flot géodésique des surfaces convexe co-compactes est topologiquement mélangeant,
lui permettant ainsi d’utiliser le résultat de Parry—Pollicott [PP83]. En revanche, la
croissance asymptotique (1.1.5) n’était pas connue pour n > 0, y compris en courbure
constante.

Bien que plus faible que celle obtenue par Margulis, cette croissance reste expo-
nentielle ; elle est donc strictement comprise entre celles obtenues par Mirzakhani d'un
coté, et Lalley et Pollicott de I'autre. Comme nous ’avons vu, imposer un nombre
d’auto-intersection est trés contraignant, puisque pour une géodésique 7y typique, on
a i(y,y) ~ Il(y)? Ici c’est le nombre i(7,7,) que nous imposons; en utilisant le
principe de larges déviations de Kifer et la forme d’intersection de Bonahon [Bon86|,
nous verrons qu’on a typiquement i(vy, v) &~ L/{(7y) ou I, > 0 ne dépend pas de « (cf.
la proposition 4.8.1 pour un énoncé précis dans l'esprit de (1.1.4)).

Si la courbe 7, est séparante, on a le résultat suivant.

tH{yeP : lvy) <L, i(y,%) =n} ~

L — . (1.1.5)
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Théoréme 1.1.4. Si~y, sépare ¥ en deux surfaces ¥y et Xo, on désigne par h; € |0, h|
Uentropie du systeme ouvert (X;, gls;) pour j = 1,2 (cf. le paragraphe suivant), et
on définit h, = max(hy, hs). Alors il existe ¢, > 0 telle que pour tout n € N on
I’équivalent, quand L — 400,

(C*L)n eh*L

N(2n,L) ~ e L2 (1.1.6)
2n)! h.L i = he

La démonstration des théorémes 1.1.3 et 1.1.4 fait notamment appel & un opéra-
teur de diffusion dynamique S(s) agissant sur le bord du fibré unitaire tangent de %,
étudié par l'intermédiaire de la théorie des résonances pour les systémes ouverts de
Dyatlov—Guillarmou [DG16] ; la super trace bémol de S(s)™ est une série impliquant
les géodésiques fermées +y telles que i(y,7,) = n. Nous renvoyons & l'introduction du
chapitre 4 pour une présentation plus détaillée de la stratégie adoptée. Les mémes
techniques s’emploient aussi pour obtenir des résultats asymptotiques sur des géodé-
siques fermées dont on a prescrit plusieurs nombres d’intersection géométriques avec
une famille de courbes, ce que nous précisons ci-dessous.

1.1.4 Prescription des nombres d’intersection avec une famille
de courbes

Soit 7 > 1 un entier et (Y41, .. .,%.,) une famille de géodésiques fermées simples
deux a deux disjointes. Pour tout r-uplet n = (ny,...,n,) € N” d’entiers naturel, on
souhaite comprendre le comportement asymptotique de la quantité

Nmn,L)=t4{yeP : ly)<L,i(v,%;)=mn4, j=1,...,1r}
quand L — 400, ot i(7y,74,) est le nombre d’intersection géométrique entre 7 et 7, ;.

Théoréme 1.1.5. Soit n = (ny,...,n,) € N'\ {0}. Si N(n, L) > 0 pour un L > 0,
alors il existe des constantes Cy, > 0,d, € N\ {0} et hy €0, h[ telles que

N(n,L) ~ CuL™ el [ — too.

En fait, un résultat similaire est valide si 'on impose en plus 'ordre dans lequel
on veut que les intersections se produisent, comme suit. Soient ¥4, ..., 3, les compo-
santes connexes de la surface ¥, = ¥\ (751 U -+ - U7s,) obtenue en découpant ¥ le
long des courbes Yy 1, . ..,V (voir la figure 1.2). Si v € P est une géodésique fermée
qui intersecte au moins une des courbes 7, ;, on désigne par w(vy) la paire (u,v) de
séquences

u=(uy,...,uy) et v=(vy,...,0n)

avec N > 1, ordonnées cycliquement, telles que v voyage dans %,,, ..., %, (dans cet
ordre!) et passe de ¥,, a X,,,, en traversant 7, ,,, ott vy41 = vy (cf. la figure 1.2);
ces suites sont bien définies modulo application d’'une permutation cyclique. Une telle
paire w de séquences finies est appelée chemin admissible si w ~ w(y) pour au moins
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Vx,3

FIGURE 1.2 — Une géodésique fermée «y sur X. Ici, on ar =5, ¢ = 3, et w(7y) ~ (u,v)
avec u = (1,2,4,5,4,3,2) et v = (1,1,2,3,2,3,2) (le point de départ de v est la
fleche orangée).

une géodésique v € P, oit w ~ w(y) signifie que w(y) est une permutation cyclique
de w (la permutation étant la méme pour les deux composantes de w).

Soit S¥ le fibré unitaire tangent de (X, g), et (¢¢)ier le flot géodésique associé,
agissant sur SX. Soit 7 : S¥ — ¥ la projection naturelle. On désigne par h; > 0 (j =
1,...,q) l'entropie du systéme ouvert (¥;,gls,), c’est-a-dire I'entropie topologique
du flot ¢ restreint a ’ensemble capté

K; ={(z,w) € S¥ : n(pi(z,w)) € E;, t € R},

ou la fermeture est prise dans SX.
Pour tout chemin admissible w = (u,v) de taille N, on définit

ho =max{h,, : k=1,....N} et d,=#{k=1,....,N : h, =h,}.

Le nombre A, est le maximum des entropies des surfaces rencontrées par n’importe
quelle géodésique v € P satisfaisant w(7y) ~ w tandis que d,, est le nombre de fois ou
une telle géodésique rencontre une surface dont 'entropie est égale a h,, (par exemple,
sur la figure 1.2, si I'entropie he de X5 est la plus grande, on a h(w) = hg et d(w) = 3,
puisque v passe trois fois dans ¥,).

En fait, les nombres h,, et d, ne dépendent que de n(w) = (nq,...,n,) ot n; =
t{k =1,...,N : w, = j} (voir le paragraphe §4.9); ainsi, nous les désignons par
hn() and dy(.) respectivement.

Théoréme 1.1.6. Soit w un chemin admissible. Alors il existe c(w) > 0 telle que
H{yeP : L(y) <L, w(y) ~w} ~ c(w) Lo et [ 5 400

Notons que le théoréme 1.1.5 peut étre déduit du théoréme 1.1.6 en sommant
sur les chemins admissibles w tels que n(w) = n, ou n € N” est fixé. En revanche,
le théoréeme 1.1.3 n’est pas une conséquence directe du théoreme 1.1.6; il découle
d’un résultat plus précis — énoncé dans le paragraphe §4.9 — qui permet d’exprimer
les constantes c¢(w"), dy(ry €t hy(r) en fonction de ¢(w), dngw) €t hn(w), ou W est le
chemin obtenu en concaténant k fois le chemin w.

1.2 Séries dynamiques et topologie

Nous relatons ici les résultats obtenus a la partie II. Celle-ci est constituée du
chapitre 5, qui contient larticle Poincaré series for surfaces with boundary [Chac|,
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et du chapitre 6, qui retranscrit 'article Dynamical torsion for contact Anosov flows
[CD19] écrit en collaboration avec Nguyen Viet Dang.

1.2.1 Séries de Poincaré pour les surfaces a bord

Soit (X, ¢g) une surface riemannienne connexe, orientée, a courbure négative et
dont le bord 9% est totalement géodésique. Soit G+ I'ensemble des orthogéodésiques
de X, c’est-a-dire ’ensemble des arcs géodésiques v : [0,¢] — X (paramétrés par
longueur d’arc) tels que v(0),v(¢) € 9%, v'(0) L Ty0)0% et 7/ (£) L Ty)0%. Si Re(s)
est assez grande, la série de Poincaré

n(s) = e, (1.2.1)

yeg+

ou /(7) désigne la longueur de ~y, converge (voir §5.3.2). Au chapitre 5, nous montre-
rons le

Théoréme 1.2.1. La série de Poincaré s — n(s) admet un prolongement méro-
morphe a tout le plan compleze, et s’annule a l’origine.

Si x et y sont des points distincts de 3, nous pouvons aussi considérer la série de
Poincaré associée aux arcs géodésiques joignant x a y. Plus précisément, on définit

Moy () = Z e ),

Yyizy

ou la somme porte sur les arcs géodésiques v : [0, £(v)] — ¥ (paramétrés par longueur
d’arc) tels que y(0) = z et v(¢(7)) = y. Nous avons alors le résultat suivant.

Théoréme 1.2.2. La série de Poincaré s — 1,,(s) admet un prolongement méro-
morphe a tout le plan complexe, et sa valeur a l'origine est donnée par

Nz,y (0) = —)v

ot X(2) est la caractéristique d’Euler de X.

Les nombres 7(0) et 7,,(0) peuvent étre interprétés comme le nombre d’enlace-
ment de certains noeuds lengendriens dans S ; pour la série 7, cet enlacement est
nul.

A notre connaissance, le théoréme 1.2.1 est le premier résultat sur une série concer-
nant 1’orthospectre (I’ensemble des longueurs des orthogéodésiques) d’une surface a
bord totalement géodésique, de courbure négative potentiellement variable. Pour les
surfaces hyperboliques a bord, 'orthospectre a été largement étudié, notamment par
Basmajian [Bas93], Bridgeman [Brill|, Calegari [Call0] (voir aussi Bridgeman-Kahn
[BK10]). En particulier, il est connu que si (X, g) est une surface hyperbolique com-
pacte a bord totalement géodésique, on a

(0%) = ) 2logcoth(£(y)/2), vol(X) = % > R (sech®(0(7)/2))

~eGL ~eGE
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ot £(0X) est la longueur ¥, vol(X) est son volume, et R est la fonction dilogarith-
mique. Nous renvoyons & [BT16] pour une exposition détaillée de ces résultats.

Afin d’étudier les séries de Poincaré 7(s) et n,,(s), nous adopterons la stratégie
élégante de Dang et Riviere [DR20al, qui consiste a réécrire les deux séries comme
des appariements distributionnels impliquant la résolvante du flot géodésique. Sur
une surface fermée a courbure négative, Dang et Riviére ont prouvé que les séries
de Poincaré associées aux arcs orthogéodésiques joignant deux géodésiques fermées
triviales en homologie, mais aussi celles comptant les arcs géodésiques joignant deux
points, admettent un prolongement méromorphe a tout le plan complexe; ils ont
montré que leurs valeurs a l’origine coincident avec ’enlacement de certains noeuds
legendriens dans le fibré unitaire de la surface — pour la série comptant les arcs
géodésiques reliant deux points, ils obtiennent (comme ici) que cette valeur coincide
avec 'inverse de la caractéristique d’Euler de la surface. Le travail de Dang-Riviére
généralise un résultat antérieur de Paternain [PatO0] qui stipule que si (X, g) est
fermée et hyperbolique, alors

Arx(2)
1—s2"7

/Enx,y(s)dvolg(x)dvolg(y) =

ol 1), est la série associée aux arcs reliant z et y, et ot vol, est la mesure de volume
riemannienne. La principale nouveauté de nos résultats est que nous travaillons avec
des surfaces a bords. Ceci nous conduira (encore!) a utiliser la théorie des résonances
de Pollicott—Ruelle pour les systémes ouverts développée par Dyatlov—Guillarmou
[DG16] ainsi qu’un résultat de Hadfield [Had 18] sur la topologie des états résonants.

1.2.2 Torsion dynamique pour les flots d’Anosov de contact

Soit M une variété fermée de dimension impaire et (£, V) un fibré plat de rang
d sur M. Le transport paralléle de la connexion V induit une représentation p €
Hom(7; (M), GL(C?)) du groupe fondamental. De plus, V induit une différentielle
tordue sur le complexe Q°*(M, E) des formes différentielles sur M a valeurs dans F,
donnant lieu & des groupes de cohomologie H*(M,V) = H*(M, p). On dira que V
(ou p) est acyclique si ces groupes de cohomologie sont triviaux. Si p est unitaire
(c’est-a-dire s’il existe une structure hermitienne sur E qui est préservée par V)
et acyclique, Reidemeister [Rei35| a introduit un invariant combinatoire g(p) de
la paire (M, p), appelé torsion de Franz-Reidemeister (ou R-torsion), qui est un
nombre strictement positif. Cela lui a permis de classifier (& homéomorphisme prés)
les espaces lenticulaires en dimension 3; ce résultat a été étendu aux dimensions
supérieures par Franz [Fra35] et de Rham [dR36].

Coté analytique, Ray-Singer [RS71] ont introduit un autre invariant 7rs(p) — la
torsion analytiqgue — défini grace a la fonction zéta spectrale du laplacien induit par la
structure hermitienne sur E et une métrique riemannienne sur M. Ils ont conjecturé
I’égalité entre la torsion analytique et celle de Reidemeister. Cette conjecture a été
démontrée indépendamment par Cheeger [Che79] et Miiller [Miil78], dans le cas ot on
suppose seulement p unitaire (la R-torsion et la torsion analytique ont une extension
naturelle dans le cas ot p n’est pas acyclique). Le théoréme de Cheeger-Miiller a été
étendu aux fibrés plats unimodulaires par Miiller [Mul93| et & tous les fibrés plats
par Bismut-Zhang [BZ92].
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Fried |Fri87] s’est intéressé au lien entre la R-torsion la fonction zéta de Ruelle
d’'un flot d’Anosov ¢ généré par un champ X et tordue par une représentation p.
Plus précisément, on pose

Crals) = TT det(1=exp(Bhe), Re(s) 1,

vegh

ou gg est I’ensemble des orbites périodiques primitives de ¢, 7(7) est la période de
v et e, = 1 si le fibré stable de v est orientable et e, = —1 sinon. Le théoreme 1.0.4
s’é¢tend naturellement a ce contexte, et (x , admet un prolongement méromorphe a
tout le plan complexe. En utilisant la formule des traces de Selberg, Fried [Fri86a| a
pu relier le comportement de (x ,(s) prés de s = 0 avec g, dans I'esprit du théoréme
1.0.5, comme suit.

Théoréme 1.2.3 (Fried). Soit M = SZ le fibré unitaire tangent d’une variété hy-
perbolique fermée Z, et X le champ de vecteur géodésique associé. Supposons que
p: m(M) — O(d) est une représentation unitaire et acyclique. Alors (x ,(s) est
analytique preés de s =0 et

[Cxp(0) V" = 7a(p), (1.2.2)
ot 2r +1=dim M.
Dans son article [Fri95], Fried a proposé la

Conjecture 1.2.1 (Fried). L’égalité (1.2.2) est valable pour les flots géodésiques des
variétés a courbure négative.

Fried avait déja conjecturé la validité de 1'égalité (1.2.2) pour les variétés loca-
lement symétriques & courbure négative dans [Fri87]; cela a été prouvé par Shen
[Shel7] aprés des contributions de Moscovici-Stanton [MS91].

Plus généralement, on peut se poser la question de la validité de (1.2.2) pour des
flots hyperboliques généraux. Pour les flots d’Anosov analytiques, Sanchez-Morgado
[SM93, SM96] a montré, en dimension 3, que si p est acyclique, unitaire, et vérifie
que p([y]) =&/ est inversible pour j € {0, 1} pour une certaine orbite v, alors I'égalité
(1.2.2) est satisfaite. La preuve de Sanchez-Morgado repose cependant sur I'existence
de partitions de Markov analytiques et ne s’étend donc pas, a priori, aux flots C'*°.

Dang—Guillarmou-Riviére-Shen [DGRS20| ont contourné le probléme en s’ap-
puyant sur la théorie spectrale moderne des flots hyperboliques évoquée plus haut
(voir aussi Dang—Riviére [DR19b| pour les flots Morse-Smale). En effet, le théoréme
1.0.3 est valide ici et permet de définir un spectre de résonances de Ruelle pour la
dérivée de Lie tordue

ﬁv = VLX + LXv,

ou tx est le produit intérieur avec X agissant sur Q°(M, E); ce spectre est noté
Res(LY).

Théoréme 1.2.4 (Dang-Riviére-Guillarmou—Shen). Soit p une représentation acy-
clique de m(M). Alors lapplication

X = (x,(0)
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est localement constante sur l’espace des champs de vecteurs lisses X d’Anosov pour
lesquels 0 ¢ Res(LY). Si le flot ; préserve une forme volume lisse et dim(M) = 3,
alors l'égalité (1.2.2) est satisfaite si by (M) # 0 ou sous la méme hypothése demandée
par Sanchez-Morgado [SMI6].

Ce résultat a permis a Dang—Guillarmou—Riviére-Shen, par le biais d’un argument
d’approximation, d’utiliser le résultat de Sanchez-Morgado pour montrer que ’égalité
(1.2.2) est satisfaite pour les flots d’Anosov qui préservent une forme volume en
dimension 3. Il y a cependant deux restrictions au théoréme 1.2.4. La premiére est que
Pégalité |Cx ,(0)|7Y" = 7R (p) concerne deux nombres strictement positifs, du fait que
la representation p est unitaire; or il se pourrait que, si p est non unitaire, la phase
du nombre complexe (x ,(0) contienne des informations topologiques. La seconde
concerne I’hypothése que 0 n’est pas une résonance de Ruelle. A I'exception des
petites dimensions étudiées dans [DGRS20], cette hypothése est difficile & controler,
méme sur des exemples explicites. Par ailleurs, dans le cas non-acyclique, les travaux
récents de Cekic-Paternain |[CP21] et Cekic-Dyatlov-Kiister-Paternain [CDDP22]
montrent que les dimensions des espaces propres de LY. pour la résonance s = 0 —
qui sont étroitement liées a l'ordre de la singularité de (x, a l'origine — ne sont
pas nécessairement stables par perturbations du champ X. Ainsi, rien ne garantit a
priori que le nombre (x ,(0) soit bien défini, méme si la représentation p est supposée
acyclique.

Pour surmonter ces restrictions (au moins dans le cas ou X engendre un flot
d’Anosov de contact), nous avons, dans un travail en collaboration avec Nguyen Viet
Dang [CD19], introduit un nouvel invariant — la torsion dynamique — bien défini
pour n’importe quelle représentation p et qui coincide avec Cx ,(0)*! si 0 ¢ Res(LY).
Avant d’introduire cet invariant, nous discutons de quelques versions raffinées des
torsions combinatoire et analytique présentes dans la littérature, dont certaines seront
reliées a la torsion dynamique.

1.2.2.1 Des versions raffinées de la torsion

La torsion de Franz—Reidemeister 7z est donnée par le module d’un certain pro-
duit alterné de déterminants ; le module est important, car des choix doivent étre faits
pour définir la torsion combinatoire, et ces ambiguités ont des répercussions sur les
valeurs des déterminants. Pour résoudre ce probléme, Turaev [Tur86, Tur90, Tur97]|
a introduit une version raffinée de la R-torsion combinatoire, appelée torsion combi-
natoire raffinée. C’est un nombre 7,,(p) qui dépend d’autres données combinatoires,
a savoir une structure d’Fuler ¢ et un choix d’orientation cohomologique o de M ; si p
est acyclique et unitaire, on a |7, ,(p)| = Tr(p). Nous renvoyons au paragraphe §6.7.2
pour des définitions précises. Plus tard, Farber-Turaev [FT00] ont généralisé la défi-
nition pour les représentations non-acycliques. Dans ce cas, 7, ,(p) est un élément du
fibré déterminant det H*(M, p).

Motivés par le travail de Turaev, Braverman-Kappeler [BK07¢, BKT08, BKO7h|
ont introduit une version raffinée de la torsion analytique de Ray—Singer, la tor-
sion analytique raffinée T.,(p), qui est a valeurs complexe si p est acyclique. Leur
construction repose sur 'existence d’un opérateur de chiralité

L,:Q*(M,E) = Q" *(M,E), I'?’=1d,

g
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une version renormalisée de 1’étoile de Hodge associée a une métrique g. Ils ont montré
que le ratio

Tan(P)

Teo(p)

est une fonction holomorphe sur la variété des representations, donnée par une expres-
sion locale explicite, & multiplication par une constante prés. Ce résultat généralise le
théoréme de Cheeger-Miiller. Simultanément, Burghelea-Haller [BH07| ont introduit
une torsion analytique complexe, étroitement liée a celle de [BK07a] quand elle est
définie ; nous renvoyons au travail de Huang [H"07] pour plus de détails sur ce sujet.

P

1.2.2.2 La torsion dynamique

Supposons maintenant que X = Xy est le champ de Reeb associé & une forme de
contact 9 sur M. La forme de contact 1} induit un opérateur de chiralité

Ty:Q(M,E) = Q" *(M,E), T2=Id,

cf. §6.4, une version contact de 1’étoile de Hodge. Soit C* C D'*(M, E) l'espace (de
dimension finie) des états résonants de Ruelle généralisés de LY pour la résonance 0.
Plus précisément, on pose

o* = {u eD*(M,E) : WF(u) C EZ, AN eN, (£3)"u= o},

ot WF est le front d’onde de Hérmander, E¥ C T* M est le fibré co-instable de X ', et
D'(M, E) est I'espace des courants a valeurs dans F. Alors V induit une différentielle
sur C'*, ce qui nous donne un complexe de co-chaines de dimension finie. Un résultat
de Dang-Riviére [DR19b] implique que le complexe (C*, V) est acyclique dés que
V lest. Parce que la chiralité T’y commute avec LY, elle induit une chiralité sur
C*; en particulier, on peut calculer la torsion 7(C*®,I'y) du complexe de dimension
finie (C*, V), respectivement a la chiralité 'y, comme défini dans [BKO7¢| (voir le
paragraphe §6.2). La torsion dynamique Ty est alors définie par

() = (O )TV T s (s) (1.2.3)
—/_/ f ,
torsion en dimension finie v

fonction zeta renormalisée

ou le signe + sera donné plus tard, m(X, p) € Z est 'ordre de la singularité de Cx ,(s)
au point s = 0, et ¢ = (dim(M) — 1)/2 est la dimension du fibré instable de X. Une
remarque cruciale est que ni m(X, p), ni chacun des deux termes dans le produit
(1.2.3), ne sont a priori stables par perturbations de (X, p); la torsion dynamique 7y
a en revanche d’intéressantes propriétés d’invariance, comme nous le verrons dans le
paragraphe suivant.

1.2.2.3 Reésultats obtenus

Soit Rep,.(M,d) 'ensemble des représentations acycliques m (M) — GL(C?) du
groupe fondamental et A C C®(M,T*M) I'ensemble des formes de contact sur M

1. Ici E}; est 'annihilateur de E,, @ RX, ou E,, C T M est le fibré instable du flot, cf. §6.3
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dont le champ de Reeb induit un flot d’Anosov. Dans l'esprit du travail de Ray—
Singer [RS71| sur l'indépendance de la torsion analytique relativement a un choix
d’une métrique riemannienne, le premier résultat de notre article [CD19] montre que
To9(p) est invariant par des petites perturbations de la forme de contact ¥ € A.

Théoréme 1.2.5 (C.-Dang). Soit (V;)rc(—c) une famille lisse de formes de contact
de A. Alors

0-logTy. (p) =0
pour toute p € Rep,.(M,d).

Dans le cas ou la représentation p n’est pas acyclique, il est toujours possible de
définir 749(p) comme un élément du fibré déterminant det H*(M, p) et cet élément
est encore invariant par perturbations de ¥ € A, comme ce sera expliqué dans les
remarques 6.4.5 et 6.5.2.

Nous comparons ensuite 7y avec la torsion de Turaev 7.,, qui dépend des choix
d’une structure d’Euler ¢ et d’une orientation cohomologique o.

Théoréme 1.2.6 (C.—Dang). Soit (M,V) une variété de contact telle que le champ
de Reeb de ¥ induit un flot d’Anosov. Alors p — Ty(p) est holomorphe? et il existe une
structure d’Euler ¢ telle que pour toute orientation o et toute famille lisse (py)ue(—e )
de Repac(M7 d)?

Ou lOg Ty (pu) = Oy log Te,o(lou)

De plus, si dim M = 3 et by(M) # 0, Uapplication p — 79(p)/Teo(p) est de module
1 sur les composantes connexes de Rep,.(M,d) qui contiennent une représentation
acyclique et unitaire.

Ce résultat nous permet de comparer directement les comportements de 74(p) et
Teo(p) — en tant que fonctions de la représentation p — tandis que dans [DGRS20,
les auteurs se basent sur l'existence d’un lien a priori entre (x ,(0) et Tr(p) (donné
par Sanchez-Morgado [SM96]).

Finalement, énongons un dernier résultat qui s’intéresse a la fagon dont 9, log 7 (py,)
dépend du choix du champ de vecteurs Xy.

Théoréme 1.2.7 (C.—Dang). Soit (M,V) une variété de contact telle que le champ
de Reeb induit un flot d’Anosov. Soit (py)ju<e une famille lisse de Rep,.(M, d). Alors,
pour tout n € A, on a la formule variationnelle

Oy log 7, (pu) = Oy log Ty (pu) + Oy log det (py, cs(Xy, X))

-~

topologique

ot cs(Xy, X,) € Hi(M,Z) est la classe de Chern-Simons de la paire (Xy, X)) (voir
le paragraphe 6.7.1).

Le terme det(p, cs(Xy, X)) est topologique car c’est le déterminant de la re-
présentation p calculée sur la classe Chern—Simons cs(Xy, X,) € Hi(M,Z)?; cette

2. Rep,.(M,d) est une variété algébrique sur C, cf. §6.9.2.
3. Il est a noter que le déterminant det(p, cs(Xy, X)) ne dépend pas du choix du représentant
cs(Xy, X)) dans my (M).
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dernieére mesure 'obstruction a trouver une homotopie connectant Xy et X, parmi
des champs de vecteurs de s’annulant pas — par exemple, s’il existe une famille conti-
nue (Xt)te[o,l] de champs de vecteurs sans zéros telle que Xy = Xy et X; = X, alors
cs(Xy, X)) = 0.

Puisque la torsion dynamique est définie a I'aide de la fonction zéta de Ruelle, les
résultats énoncés ci-dessus permettent de récupérer des informations sur le compor-
tement de (x , prés de l'origine (voir en particulier le corollaire 6.1.5).

1.2.2.4 Travaux liés

Certains analogues de notre torsion dynamique ont été introduits par Burghelea—
Haller [BHO8b| pour les champs de vecteurs admettant une 1-forme de Lyapunov
fermée, généralisant des résultats de Hutchings [Hut02| et Hutchings—Lee [HL99b,
HIL.99a| sur les flots de Morse-Novikov. Dans ce cas, la torsion dynamique dépend
du choix d’une structure d’Euler et est une fonction définie sur un sous-ensemble de
Rep,.(M,d); si d = 1, il est montré dans [BHO08a| qu’elle s’étend en une fonction
rationnelle sur la fermeture de Zariski de Rep,.(M,1) qui coincide, au signe prés,
avec la torsion de Turaev. Dans ces travaux, la torsion considérée est de la forme

fonction zéta dynamique en zéro X terme correctif

ou le terme correctif est la torsion d’un complexe de dimension finie dont les chaines
sont générées par les zéros du champ vecteurs. Le choix de la structure d’Euler donne
une base distinguée du complexe et donc une valeur bien définie pour la torsion.
Pour les flots d’Anosov, il n’y a pas de choix canonique de courants dans C*; c’est
précisément 14 ot notre chiralité I'y intervient, puisqu’elle permet de définir une classe
de bases de C* invariantes par ['y.

Nous mentionnons aussi les résultats de Rumin—Seshadri [RS12] sur les 3-variétés
CR de Seifert, qui relient une fonction zéta dynamique a une certaine torsion de
contact analytique. Plus récemment, Spilioti [Spi20] et Miiller [Mue20] ont été en
mesure de comparer la fonction zéta de Ruelle associée a une variété hyperbolique
compacte de dimension impaire avec certaines torsions analytiques raffinées. Enfin,
pour les flots géodésiques des orbisurfaces hyperboliques compactes, Bénard—Frahm—
Spilioti [BES21]| ont montré que (x ,(0) coincide avec la torsion de Turaev (au signe
prés, pour un certain choix de structure d’Euler) en utilisant la formule des traces de
Selberg ; ceci constitue, pour les flots géodésiques des orbisurfaces, une généralisation
de notre théoréme 1.2.6.

1.3 Reésultats sur les flots de billards

Nous présentons ici les résultats des chapitres 7 et 8 qui forment la partie III;
ils contiennent respectivement les articles Closed billiard trajectories with prescribed
bounces |Chaa| et Dynamical torsion for contact Anosov flows |[CP22] — ce dernier est
écrit en collaboration avec Vesselin Petkov. Soit » > 3 un entier, et Dy,..., D, C R?
une famille d’obstacles lisses et strictement convexes, vérifiant la condition de non-
éclipse

conv(D;,UD;)N D=0, i#k, j+#k,
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ou conv désigne ’enveloppe convexe. Ces obstacles donnent lieu a un flot de billard,
qui généralise le flot géodésique, pour lequel les trajectoires se réfléchissent sur le
bord des obstacles selon la loi de Fresnel-Descartes. On désignera par P I’ensemble
des trajectoires périodiques primitives du flot du billard. Dans ce cadre, on a encore
le théoréeme des orbites primitives

ehBt

H{yeP : T(v)ét}fvh—Bt,

ot 7(7y) est la période de v et hg > 0 est 'entropie topologique du flot du billard
B={D,...D,}.

1.3.1 Comptage sous contrainte

Dans le chapitre 7, nous généralisons le théoréme 1.1.3 au cadre des flots des
billards. Plus précisément, on suppose que d = 2 et on se donne un autre obs-
tacle Dy C R? de sorte que la famille Dy, ..., D, satisfasse toujours la condition de
non-éclipse. Pour toute trajectoire périodique v € P, on note mg(y) le nombre de
réflexions de v sur Dy.

FIGURE 1.3 — Une trajectoire fermée v du flot de billard avec mo(vy) = 2.

Théoréme 1.3.1. ] existe une constante ¢ > 0 telle que pour tout entier naturel n
on a, quand t — oo,

(Ct)n ehBt
n! hBt '

tH{yeP @ 7(y) <t, mo(y) =n} ~

Ce résultat sera obtenu grace a des méthodes similaires a celles utilisées au cha-
pitre 4, notamment en faisant appel a un travail récent de Kiister—Schiitte-Weich
[KSW21] qui permet de voir le flot de billard comme un flot régulier sur une variété
lisse, de sorte que la théorie de Dyatlov—Guillarmou [DG16| peut étre utilisée pour
comprendre la résolvante du flot.
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1.3.2 Séries de Dirichlet et résonances du laplacien

Dans le chapitre 8, nous obtenons un prolongement méromorphe pour certaines
séries de Dirichlet liées aux résonances du laplacien sur R*\U?_, D;. Plus précisément,
pour tout entier naturel strictement positif ¢, posons

) —s7(7)

T*H(v)e

Ng(s) = Z =P Re(s) > 1,
m(y)€qN K
ol la somme porte sur toutes les orbites périodiques (pas nécessairement primitives),
m(7y) est le nombre de réflexions de «y sur les obstacles Dy, ..., D,, P, est 'application

de Poincaré linéarisée de v et |1 — P,| = | det(1 — P,)|.

Théoréme 1.3.2 (C.—Petkov). La série n, admet un prolongement méromorphe a
tout le plan compleze ; ses poles sont simples avec résidus dans Z./q.

Ce théoréme est démontré en faisant usage du modele lisse de [KKSW21], en rele-
vant le flot du billard sur un fibré en grassmanniennes, suivant la méthode de Faure—
Tsujii [F'T17] utilisée pour étudier des flots géodésiques, et en introduisant un fibré
de g-réflexion, qui permet de faire abstraction des orbites 7 telles que m() ¢ ¢Z.

En particulier, le théoréme 1.3.2 implique le prolongement méromorphe de la série

. Tti(,y)e—ST(’Y)
np(s) = Z(—l) (V)W, Re(s) > 1,
v

en écrivant np(s) = 2ma2(s) — mi(s). Cette derniére série est intimement reliée aux
résonances {y;} C C du laplacien de Dirichlet A sur R? \ Uj_, D;, via la formule
des traces de Bardos—Guillot—Ralston [BGR82|. Plus précisément, pour p € C avec
Im(p) < 0, la résolvante

Ra(p) = (A = p?)7h: LX) — L*(9),

ou Q =R\ D et D = Uj_D;, est bien définie. On sait depuis le travail de Lax-
Phillips [LP67, LP89| que 1 — Ra (i) admet un prolongement méromorphe, en tant
que famille d’opérateurs

LZomp(Q> — L120c(9>7
pour i € C si la dimension d est impaire et pour p dans un revétement logarithmique
{z € C : —oo < arg(z) < oo} sinon; les résonances quantiques {y;} du systéme
sont par définition les poles de Ra ().

La distribution de ces résonances — et notamment 1’existence d’un trou spectral
— est étroitement liée & la décroissance de I’énergie locale des solutions de 1’équation
des ondes. Sous des conditions de pression topologique, un trou spectral a été obtenu
par Tkawa [[ka88a|, puis par Nonnenmacher—Zworski [NZ09] dans un cadre trés gé-
néral. Plus récemment, en dimension 2, Vacossin [Vac22] a montré que la condition
de pression pouvait étre omise pour les systémes d’obstacles.

Lax—Phillips [LP67] ont conjecturé que si D C RY est un ensemble compact
piégeant (dans le sens ou il existe une orbite périodique pour le flot de billard dans
R4\ D), alors on peut trouver une suite (y;, ) de résonances avec Im(p;, ) — 0. Ikawa
[Tka82] et Gérard [Gér88] ont démontré que cette conjecture était fausse si D est formé
de deux obstacles strictement convexes. Cela a conduit Tkawa [[ka88b| a formuler la
conjecture de Laz—Phillips modifiée (CLPM), comme suit.
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Conjecture 1.3.1 (Ikawa). Si D est piégeant, alors il existe une constante 6 > 0
telle qu’il existe une infinité de résonances ji; vérifiant Im p; < 6.

Si la dimension d est paire, il est implicite qu’on ne considére que les résonances
p; telles que 0 < Im(p;) < 6 avec 0 < arg(p;) < m. Ikawa [[ka88b] a montré que
cette conjecture est valide dés que la série np a un pole — pour les résonances du
laplacien avec conditions aux bords de Neumann, la méme implication est valide
si 'on remplace np par 7, ; l'existence d’un poéle est alors automatique, puisque les
coefficients de la série n; sont strictement positifs. Dans le cas ot D est une union
finie de boules D; = B(z;,¢) centrées en z; € RY, Tkawa [[ka88b| a montré que np
a un pole, et donc la CLPM est vérifiée, dés que € > 0 est assez petit. Plus tard,
Stoyanov [Sto09] a étendu ce résultat a des obstacles généraux, mais toujours sous
une condition de petitesse.

En utilisant les travaux d’'Tkawa [[ka88b, Tka90a| et de Fried [Fri95], nous mon-
trerons la CLPM pour des obstacles analytiques.

Théoréme 1.3.3 (C.—Petkov). La conjecture de Lax—Phillips modifiée est valide pour
une union d’obstacles strictement convexes, analytiques réels et satisfaisant la condi-
tion de non éclipse.



Chapitre 2

Introduction (anglais)

In this thesis we study certain dynamical series associated to hyperbolic systems.
The latter participate in the so-called chaotic systems — strongly recurrent and sen-
sitive to initial conditions —, whose most famous ambassador is perhaps the three-
body celestial system, studied by Poincaré at the end of the XIXth century [Poi90].
Even though the dynamics are governed by deterministic laws, the trajectories of
evolution seem completely unpredictable, even random. Nevertheless, some of them
are found to be periodic (they reproduce themselves indefinitely) and, in this thesis,
it is mainly on these periodic trajectories of evolution that we will focus our interest.
The existence of periodic orbits in a context of chaos may seem counter-intuitive ;
however, they are abundant and the knowledge of their periods is often useful to re-
cover essential information on the system, in particular through the use of dynamical
series and other zeta functions. Before exposing in details the problems which will
be discussed in this manuscript — and to motivate them a little — we first present
some results about the spectral theory of hyperbolic flows.

Anosov flows and periodic orbits

In 1898, Hadamard showed that chaos could arise in a very simple geometric
context, exhibiting the instability of geodesic lines on surfaces with negative curva-
ture. He further showed that each free homotopy class of curves contains a single
closed geodesic; the distribution of the lengths of these particular curves has since
been the subject of many works. For compact hyperbolic surfaces — that are surfaces
of constant curvature -1 —, Selberg [Sel56] introduced a zeta function that counts
closed geodesics and he related their lengths to the eigenvalues of the hyperbolic La-
placian via a trace formula. Later, Huber [Hub61] proved that the number of closed
geodesics whose length is not greater than L is asymptotic to exp(L)/L when L goes
to infinity ; this is a geometric analogue of the prime number Theorem. Then Margulis
[Mar69] obtained a similar result for surfaces with negative curvature variable.

Geodesic flows with negative curvature are special cases of hyperbolic dynamical

systems, in the sense of the definition given by Anosov in 1967 in a seminal paper
[Ano67].

Definition 2.0.1 (Anosov). Let ¢ = (¢¢)ier be a smooth flow acting on a closed
manifold M, and X = % ‘t:O ¢ be its generator. The flow ¢ is said to be hyperbolic,

21



22 CHAPITRE 2. INTRODUCTION (ANGLAIS)
or Anosov, if for any z € M there exists a decomposition
T.M =RX(2) ® E,(2) ® Es(2)

depending continuously on z, such that dyy(2)Ey(2) = Ep(pi(z)) for b = u, s, and
such that

|des(2)v] < Ce™ v, t>0, ve Eyz),
[dpy(2)v] < Ce™Mo|, <0, ve E(z),
for some constants C, v > 0, where | - | is some norm on 7M.
p—
_ pt(2)

FIGURE 2.1 — An Anosov flow.

The hyperbolicity property means that some directions, called stable (the di-
rections of Fy), are contracted by the dynamics, while others, called unstable (the
directions of E,,), are dilated. In this context, the result of Margulis mentioned above
is still valid and reads as follows.

Theorem 2.0.2 (Margulis). For any topologically mizing Anosov flow ¢ = (¢¢)ier
there is h > 0 such that it holds

eht

(2.0.1)
as t goes to infinity, where N(p,t) is the number of primitive periodic orbits of the
flow ¢, whose period not greater than t.

Here, the number h denotes the topological entropy of the flow, it is a measure of
chaos — for geodesic flows of compact hyperbolic surfaces, this entropy is equal to 1
according to Huber’s result. Parry and Pollicott [PP83] proved that (2.0.1) also holds
for Aziom A flows (a class of flows which generalizes the Anosov flows introduced by
Smale [Sma67|) after important contributions of Bowen [Bow72].

Zeta functions and Ruelle resonances

Unlike Margulis who uses ergodic theory, Parry and Pollicott prove the primitive
orbit Theorem by using a zeta function introduced by Ruelle [Rue76] — a slightly
modified version of Selberg’s zeta function — which counts periodic orbits. The Ruelle
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zeta function is a dynamical counterpart of the Riemann zeta function ; it is defined
by the formula

Cols) = H (1 — e—ST(v))_l7 Re(s) > h,

v

where the product runs over primitive periodic orbits v of the flow ¢, and 7(7) is
the period of 7. Relying in particular on the symbolic coding of hyperbolic flows
developed by Bowen [Bow73|, Parry and Pollicott proved in [PP83] that ¢, extends
analytically to an open neighborhood of the half-plane {Re(s) > h}, except at s = h,
where there is a simple pole. Then they are able to obtain (2.0.1) by reproducing
the proof of Wiener—Ikehara of the prime number Theorem [Wie88] which relies on
a Tauberian argument : the distribution of periods 7(v) can be understood through
the analytic singularities of the function (.

Smale [Sma67| wondered if it was possible, for Axiom A flows, to obtain a mero-
morphic extension to the whole complex plane for the function (,, saying « I must
admit that a positive answer would be a little shocking! ». This question was much
discussed and took almost fifty years to be solved. Ruelle [Rue76] obtained such
an extension, under the condition that the flow, as well as its stable and unstable
distributions, are analytic. Later, Rugh [Rug96] showed that, for three-dimensional
Anosov flows, the analyticity assumption on the stable and unstable distributions
(but not on the flow!) could be omitted, which was generalized in any dimension by
Fried [Fri95]. For smooth Anosov flows (of class C*), Pollicott obtained an extension
of ¢, in a half-plane {Re(s) > h — ¢} for some ¢ > 0 depending on ¢ and this was
extended to Axiom A flows by Parry—Pollicott [PP90].

These results are typically obtained by encoding the dynamics with the help
of Markov partitions and expressing the function (, as an alternating product of
Fredholm determinants of some operators acting on the space of Hélder functions
on a sub-shift of finite type. This allows to relate the zeros and poles of ¢, to the
spectrum of the aforementioned operators. However, this method does not take into
account the regularity of the flow and the work of [Kit99] suggests that the regularity
of the dynamics is closely related to the depth of the half-plane on which an analytic
extension can be obtained.

Blank, Keller and Liverani [BKLO02] introduced in the early 2000s some functional
spaces tailored for a hyperbolic diffeomorphism f (the discrete version of Anosov
flows), on which the Koopman operator u + w o f is quasi-compact. The key is
to consider certain distributions with anisotropic regularity, requiring a high level of
regularity in stable directions and a low level in unstable directions. These results were
then refined by Baladi [Bal05], Gouézel-Liverani [GL06| and Baladi-Tsujii [BTO07].
Later, Faure-Roy—Sjostrand [FRS08| proposed a semi-classical approach. Liverani
[LivO4] (for contact flows) and Butterley—Liverani [BLO7| adapted those methods
to the continuous setting, constructing functional spaces on which the generator
X :uw— %| 1o wo s of an Anosov flow (¢) has a quasi-compact resolvent. As in the
discrete case, Faure-Sjostrand [F'S11] then proposed a micro-local version of these
spaces.

Let us briefly specify these results. Let ¢ be an Anosov flow on a manifold M,
and X be its generator. If s is a complex number, the resolvent R, (s) of ¢ is defined
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by the integral
o= [
0

where ¢*, is the pull-back by ¢_;, acting on the space Q°*(M) of differential forms.
As soon as the real part of s is large enough, this integral is convergent and gives
rise to an operator R,(s) : Q*(M) — D'*(M), where D'*(M) denotes the space of
currents — the topological dual of Q°*(M). The "resolvent" terminology is justified
by the identities

(LX + S)Rso<5) = R@(S)('CX + 3) = IdQ'(M)J
where Lx is the Lie derivative in the X direction.

Theorem 2.0.3 (Butterley-Liverani, Faure-Sjostrand). The resolvent R, (s), which
is well defined on a half-plane {Re(s) > C}, admits a meromorphic extension in the
variable s, to the whole complex plane, as a family of operators Q*(M) — D'*(M),
whose residues are finite-rank projectors. Its poles are the Ruelle resonances of .

A spectrum of Ruelle resonances was later obtained by Dyatlov—Guillarmou [DG 16|
for open hyperbolic systems (i.e. systems with trajectories that can escape to infi-
nity) and more recently by Meddane for Axiom A flows [Med21], after contributions
of Dang—Riviére on Morse-Smale flows [DR20b, DR20c¢].

With these modern techniques, first Giulietti-Liverani-Pollicott [GLP13], then
Dyatlov—Zworski [DZ16] with a semiclassical approach, were able to obtain the ana-
lytic extension of ¢, to the whole complex plane, thus obtaining the following result.

Theorem 2.0.4 (Giulietti-Liverani—Pollicott, Dyatlov—Zworski). If ¢ is an Anosov
flow, the function (, admits a meromorphic extension to the whole complex plane
its poles and zeros are included in the set of Ruelle resonances.

Later, Dyatlov—Guillarmou extended this Theorem for any Axiom A flow [DG18|
thanks to their work on open systems, thus answering positively Smale’s question.
The strategy consists in linking (,(s) and the resolvent R,(s) : we can show thanks
to the Guillemin trace formula [Gui77| that if Re(s) is large enough then

C:o(s) b
= e“*tr,, (p=.Ry(s)), 2.0.2
Ccp(s) g ( 50( )) ( )
where € > 0 is a small number and trglr denotes the graduated flat trace — an

extension of the L? graduated trace which is well defined for operators satisfying
certain wavefront set conditions; we refer to Appendix B.3 for a precise definition.
Using semi-classical methods (singularity propagation and radial estimates), Dyatlov
and Zworski gave a precise description of the wavefront of the Schwartz kernel of the
resolvent and deduced that the flat trace of p* R (s) is well defined ; Theorem 2.0.4
is then a consequence of equality (2.0.2) and Theorem 2.0.3.

We finally mention a result obtained by Dyatlov and Zworski [DZ17] on the order
of the singularity of (,(s) at s = 0 for geodesic flows of surfaces.

Theorem 2.0.5 (Dyatlov—Zworski). If ¢ is the geodesic flow of a surface with ne-
gative curvature ¥, then (,(s) has a pole of order |x(X)| at s =0, where x(X) is the
Euler characteristic of .
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This Theorem, known for hyperbolic surfaces since Fried’s work [Fri&6b], tells
us that the behavior of the function (, near the origin is related to the underlying
topology. We will see in the following that this phenomenon does not only concern
geodesic flows and that some topological invariants can be recovered with the help
of dynamical zeta functions.

Plan of this thesis

In this dissertation, we propose some contributions on certain questions related
to those mentioned above. Theorems 2.0.2, 2.0.4 and 2.0.5 are prototypical models
of the various results we will present : counting periodic orbits, analytic extension of
zeta functions or dynamical series and weaving a link with the underlying topology.
Our results will be obtained by using systematically the spectral theory of hyperbolic
flows and in particular Theorem 2.0.3, as well as its counterpart for open systems.
We have chosen to divide the thesis in three parts (independently of the previous
trichotomy), as follows.

In the first part, consisting of Chapters 3 and 4, we address a counting problem
with constraints. After illustrating the problem on a toy model in chapter 3, we show
in chapter 4 an asymptotic result in the spirit of (1.0.1) for closed geodesics of a
negatively curved surface whose intersection numbers with a family of simple curves
are prescribed.

The second part, consisting of Chapters 5 and 6, focuses on topology. In Chapter 5,
we compute the value at the origin of some Poincaré series counting geodesic arcs
of a surface with boundary. Then, in a rather different framework, we construct in
Chapter 6 a topological invariant — called dynamical torsion — defined with the
help of a Ruelle zeta function twisted by a representation of the fundamental group ;
we finally connect the dynamical torsion to another topological invariant, the Turaev
torsion.

The last part is devoted to billiard flows associated with a finite family of convex
obstacles in the FEuclidean space and contains Chapters 7 and 8. First, in Chapter
7, we extend a counting result obtained in the first part to the setting of billiard
flows. Then, in Chapter 8, we show that some dynamical Dirichlet series related to
the quantum resonances of the system admit a meromorphic extension to the whole
complex plane.

These results are detailed in the following paragraphs.

2.1 Counting closed geodesics under constraints

Let (X, g) be a closed, oriented, Riemannian surface with negative curvature. Let
P be the set of its primitive closed geodesics, i.e. the set of closed geodesics which
are not multiple of a shorter geodesic. For all L > 0, we denote by

N(L)=t{yeP : Ly) <L} (2.1.1)
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the number of these geodesics that are of length less not greater than L. Recall
Margulis’ result : when L tends to infinity, we have the asymptotics

6hL

N(L) ~

where h > 0 is the topological entropy of the geodesic flow. Other similar counting
results exist for non-compact Riemann surfaces, cf. Sarnak [Sar80|, Guillopé [Gui86],
or Lalley [Lal89]; we refer to Paulin—Pollicott—Schapira [PPS12| for precise references
on counting results in more general contexts.

In the rest of this section, we will ask the following question :

Can we count primitive closed geodesics subject to certain topological or
geometrical constraints ?

Before specifying the constraints discussed in the first part of this manuscript, we
briefly present some known results.

2.1.1 Homological constraints

A first constraint that one may want to impose to the geodesics is of homological
nature. Lalley [Lal88] and Pollicott [Pol91] independently obtained the following
result.

Theorem 2.1.1 (Lalley, Pollicott). There exists a constant ¢ > 0 such that for any
homology class & € Hy(X,7Z), we have

ehL

1M eP )<L, M =8~erqy (2.1.2)

when L — oo, where g is the genus of the surface.

Similar results had already been obtained for hyperbolic surfaces (surfaces with
curvature constant, equal to —1) by Phillips—Sarnak [PS87] and Katsuda—Sunada
[KKS88]. Without stating them, we mention that much more precise results — for
example valid for a more general class of hyperbolic flows, with asymptotic develop-
ments including more terms or authorizing the homology class ¢ to depend on L —
were obtained later by Sharp [Sha93], Babillot—Ledrappier [BLI8|, Anantharaman
[Ana00], and Pollicott—Sharp [PS01].

These results are typically obtained by using a Tauberian argument, with the
twisted zeta functions

Lo(v.s) =[] (1 — x(D)e )",

o

where the product is on primitive closed geodesics, x : H;(X,7Z) — C* is a unitary
character and [y] is the homology class generated by ~; those functions are then
studied with the help of the spectral theory of certain Ruelle operators.
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2.1.2 Self-intersection numbers

A second natural constraint concerns the self-intersection numbers. If v : R/(v)Z —
) is a closed geodesic parameterized by arc length, we define its self-intersection num-
ber by

i(7,7) = 3 {(.7) € RIMDY : (r) =7}

A closed geodesic will be said to be simple if its self-intersection number is zero.
Mirzakhani [Mir08, Mir16] studied the asymptotic growth of closed geodesics with a
prescribed number of self-intersections.

Theorem 2.1.2 (Mirzakhani). Suppose that (X, g) is hyperbolic. Then for any na-
tural number k, there exists ¢, > 0 such that, when L — oo,

HyeP : €(Y) <L, i(y,7) =k} ~ L&Y, (2.1.3)

Mirzakhani’s paper [Mir08] deals with simple geodesics, and for & = 1 the previous
theorem was first proved by Rivin [Riv12]|; we also mention the work of Erlandsson—
Souto [ES16, ES19] who obtain similar results with another approach. In a slightly
spirit, Sapir [Sapl6] and Aougab—Souto [ASI18]| studied the asymptotic growth of
the number of types of curves on hyperbolic surfaces (while prescribing the self-
intersection numbers amounts to counting geodesics belonging in fixed types).

To obtain the Theorem 2.1.2, Mirzakhani uses the ergodicity of the action of the
mapping class group of the surface on the space of measured lamination, the exponent
6g — 6 being the dimension of this space. Note that the growth of closed geodesics
with prescribed self-intersection numbers is polynomial and not exponential : there
are very few of them. In fact, a result of Lalley [Lalll] (valid also for surfaces with
variable negative curvature) states that a typical closed geodesic has a number of
self-intersections proportional to the square of its length. More precisely, he shows
that there exists a constant I > 0 such that for any € > 0, we have

!
1 R
AN {VEP <L

i(v,7) [‘ < 5} _ (2.1.4)

The convergence is in fact exponential, as can be seen by using a principle of large
deviations of Kifer [Kif94| (see Anantharaman [Ana99)).

2.1.3 Geometric intersection constraints

We now detail the results obtained in Chapter 4, which contains the article Closed
geodesics with prescribed intersection numbers |Chab].

Let us return to the case of surfaces with variable negative curvature. In §2.1.1,
we constrained the homology class of closed geodesics, which amounts to prescribe
certain algebraic intersection numbers with a family of simple curves. What happens
if we constrain geometric intersection numbers instead ? Let us fix ~, a simple closed
geodesic. For any v € P, we denote by

i(v,%)=inf [nNn,

N~ T~ Y%
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the geometric intersection number between v and ~,, where the infimum runs over
curves 1,7, : R/Z — ¥ freely homotopic to v and 7, respectively, and

mn =#{(r.n) € R/Z)* : n(7) =n(r)}.

If n is a natural number, we wish to study the asymptotic growth of the quantity

tH{yeP : Uy) <L, i(y,7%) =n}

when L — oc.

We will first assume that the simple curve 7, is non-separating, in the sense that
¥\, is connected (this condition will be relaxed later). Then we will show in Chapter
4 the following

Theorem 2.1.3. Suppose that 7, is not separating. Then there exist constants ¢, > 0
and hy € 0, h| such that for any positive integer n, we have the asymptotics

(C*L)n eh*L

tH{yeP @ Uy) <L, i(y, %) =n} ~ n!  hL’

L — oc. (2.1.5)

The number h, is the topological entropy of the geodesic flow of the surface with
boundary 3, obtained by cutting 3 along 7, (see the paragraph 2.1.4 below for a
precise definition). The case n = 0 amounts to counting the closed geodesics of 3,
and was already known thanks to the work of Dal’bo [Dal99], who showed that the
geodesic flow of co-compact convex surfaces was topologically mixing, thus allowing
the use of Parry—Pollicott’s result [PP83|. However, our result was not known for
n > 0, even for hyperbolic surfaces.

Note that the asymptotic growth (2.1.5) remains exponential, although weaker
than that of Margulis’ formula (2.1.1). In particular, this growth is somehow between
those obtained by Mirzakhani on the one hand, and Lalley and Pollicott on the other.
As said above, prescribing the number of self-intersections is very restrictive, since
for a typical closed geodesic v, we have i(v,7) ~ If(y)?. Here it is rather the number
i(7,7,) that we constrain; using Kifer’s principle of large deviations, and Bonahon’s
intersection form [Bon86|, we will in fact show that typically, the number i(~y, 7,) is
proportional to () (see Proposition 4.8.1 for a precise statement in the spirit of
(2.1.4)).

If the curve 7, is separating, we have the following result.

Theorem 2.1.4. If v, separates 3 into two surfaces X1 and Xo, we denote by h; €
10, h[ the entropy of the open system (¥, gls,) for j = 1,2 (cf. the neat paragraph),
and we define h, = max(hy, he). Then there exists ¢, > 0 such that for alln € N we
have the asymptotics, when L — 400,

Zf hl 7& h27
N(2n,L) ~ ' (2.1.6)
Zf hl - hg.
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The proofs of Theorems 2.1.3 and 2.1.4 make use of a dynamical scattering opera-
tor 8(s), acting on the boundary of the unit tangent bundle of 3,, and studied with
the help of the spectral theory of open systems by Dyatlov—Guillarmou [DG16] —
we refer to the introduction of Chapter 4 for a detailed presentation of the strategy
of proof. In fact, our techniques allow to obtain asymptotic results concerning closed
geodesic of which several intersection numbers (with a family of simple curves) are
prescribed, as we will see below.

2.1.4 Intersection numbers with several curves

Let r > 1 be an integer, and take a family 7, 1, ..., 7, of pairwise disjoint simple
closed geodesics. For any r-uplet n = (ny,...,n,) € N of natural numbers, we wish
to understand the asymptotic behavior of the quantity

Nm,L)=4{yeP : ly)<L,i(v,7%;)=n4, j=1,...,1r}

when L — +o00, where i(v,7,,) is the number of geometric intersection between -y
and 7, ;.

Theorem 2.1.5. Letn = (ny,...,n,) € N'. If N(n, L) > 0 for an L > 0, then there
are constants C, > 0,d,, € N\ {0} and hy € 10, h[ such that

N(n,L) ~ CuL™ el [ — too.

In fact, a similar result is valid if we additionally impose the order in which we
want the intersections to occur, as follows. Let X;,...,3, be the connected com-
ponents of the surface ¥, = X\ (751 U --- U ",,) obtained by cutting ¥ along the
CUIVES Va1, .- ., Var (See Figure 2.2). For any v € P which intersects at least one of
the curves v, ; we denote by w(y) the pair (u,v) of sequences

u=(uy,...,uny) and ©v=(vy,...,0n)

with N > 1, cyclically ordered, such that ~ travels in ¥,,,...,%,, (in this order!)
and passes from X, to X, by crossing 7, .,, where vy = v; (see Figure 2.2);
these sequences are well defined modulo application of a cyclic permutation. Such a
pair w of finite sequences will be called an admissible path if w ~ w() for at least
one closed geodesic v € P, where w ~ w(y) means that w(y) is a cyclic permutation
of w (the permutation being the same for both components of w).

Let S be the unit tangent bundle of (X, g), and (¢;):wer the associated geodesic
flow, acting on SX. Let m : S¥ — ¥ be the natural projection. We denote by h; > 0
(j =1,...,q) the entropy of the open system (X, gx;,), i.e. the topological entropy
of the flow ¢ restricted to the trapped set

K; = (z,v) € ST : w(pi(z,w)) € &;, t € R},

where the closure is taken in .
For any admissible path w = (u,v) of size N, we define

hy, =max{h,, : k=1,...,N}, d,=8{k=1,...,N : h, = hy}.
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V%3

FIGURE 2.2 — A closed geodesic v on X. Here we have r = 5, ¢ = 3, and w(y) ~ (u,v)
where u = (1,2,4,5,4,3,2) and v = (1, 1,2,3,2,3,2) (the starting point of v is the
red arrow).

The number h,, is the maximum of the entropies of the surfaces encountered by any
v € P geodesic satisfying w(y) ~ w while d,, is the number of times such a geodesic
encounters a surface whose entropy equals h, (for example, in Figure 2.2, if the
entropy hs of ¥y is greatest, we have h(w) = hy and d(w) = 3, since « passes three
times through ).

In fact, the numbers h,, and d,, only depend on n(w) = (ny,...,n,) where n; =
t{k=1,....,N : up = j} (see §4.9); thus we will denote then by hn(,) and dn,
respectively.

Theorem 2.1.6. Let w be an admissible path. Then, there is c¢(w) > 0 such that
H{yeP : L(y) <L, w(y) ~w} ~ c(w) L@ et [ 5 400

Note that Theorem 2.1.5 may be deduced from Theorem 2.1.6 by summing over
admissible paths w such that n(w) = n, where n € N" is fixed. However, Theorem
2.1.3 is not an immediate consequence of Theorem 2.1.6 ; it will be a consequence of a
more precise result proved in §4.9, which allows to compute the numbers c(w"), (k)
et Ay In terms of c(w), dn(w) et hn(), where w" is the path obtained by concate-
nating k times w.

2.2 Dynamical series and topology

We relate here the results obtained in Part II. The latter consists of Chapter 5,
which contains the article Poincaré series for surfaces with boundary |Chac|, and of
Chapter 6, which transcribes the article Dynamical torsion for contact Anosov flows
[CD19] written in collaboration with Nguyen Viet Dang.

2.2.1 Poincaré series for surfaces with boundary

Let (X, g) be a connected, oriented, negatively curved Riemannian surface, with
totally geodesic boundary 9%. Let G+ be the set of orthogeodesics of ¥, that is
the set of geodesic arcs v : [0,¢] — ¥ (parameterized by arc length) such that
7(0),7(¢) € 0%, v'(0) L Ty0% and +'(¢) L T,0%. For Re(s) large, the Poincaré

series
n(s)= Y e, (2.2.1)

~EGL
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where £(7) is the length of v, converges (see §5.3.2). We will prove the following

Theorem 2.2.1. The Poincaré series s — 1(s) admits a meromorphic continuation
to the whole complex plane, and vanishes at the origin.

If x # y € ¥, we may also consider the Poincaré series associated to the geodesic
arcs joining x to y. Namely, we set for Re(s) large enough

My () = Z e,

Yy

where the sum runs over all geodesic arcs 7 : [0, /] — ¥ (parameterized by arc length)
such that 7(0) = x and (¢) = y and () = ¢ is the length of 7. Then we have the
following result.

Theorem 2.2.2. The Poincaré series s +— 1;,(s) extends meromorphically to the
whole complex plane and

Ney(0) = )

where x(3) is the Euler characteristic of .

The numbers 1(0) and 7,,(0) may be interpreted as some linking numbers of
certain Legendrian knots in S ; for the series 7, this linking number vanishes.

To the best of our knowledge, Theorem 2.2.1 is the first result on a series invol-
ving the orthospectrum (that is, the set of lengths of orthogeodesics) of a surface with
totally geodesic boundary which has variable negative curvature. For hyperbolic sur-
faces (i.e. surfaces with constant curvature —1) with totally geodesic boundary, the
orthospectrum has been studied by many authors, among others Basmajian |[Bas93],
Bridgeman [Brill], Calegari [Call0] (see also Bridgeman-Kahn [BK10]). In particu-
lar they show that if (X, g) is a compact hyperbolic surface with totally geodesic
boundary, one has

((0%) = > 2logcoth(£(7)/2), vol(T) = % > R (sech’(£(7)/2)) .

~EGL ~egL

where £(0%) is the length of the boundary of ¥, vol(X) is the area of ¥ and R is the
Rogers dilogarithm function. We refer to [BT16] for a detailed exposition of those
results.

In order to study the Poincaré series n(s) and 7, ,(s), we will adopt the elegant
approach of Dang and Riviére [DR20al, which consists in interpreting both series as
distributional pairings involving the resolvent of the geodesic flow. On a closed surface
with negative curvature, Dang and Riviére proved that Poincaré series associated to
orthogeodesic arcs joining any two homologically trivial closed geodesics, as well as
Poincaré series associated to geodesic arcs linking two points, admit a meromorphic
extension to the whole complex plane ; moreover they computed their values at zero
— for the series associated to geodesic arcs linking two points, they found (as here)
that this value coincides with the inverse of the Euler characteristic of the surface.
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The work of Dang—Riviére extends a previous result of Paternain [Pat00] which says
that if (X, g) is a closed hyperbolic surface, then

/anvy(s)dvolg(x)dvolg(y) = ?f—f;),

where vol, is the Riemannian measure on 3 ; we refer to [DR20a] for precise references
about Poincaré series counting geodesic arcs.

The main novelty of our work is that we deal with the open case, which leads
us to use the theory of Pollicott—Ruelle resonances for open systems developed by
Dyatlov and Guillarmou [DG16], as well as a result of Hadfield [Had18| about the
topology of resonant states for surfaces with boundary.

2.2.2 Dynamical torsion for contact Anosov flows

Let M be a closed odd dimensional manifold and (E, V) be a flat vector bundle
over M. The parallel transport of the connection V induces a conjugacy class of
representation p € Hom(m (M), GL(C?)). Moreover, V defines a differential on the
complex Q°*(M, E) of E-valued differential forms on M and thus cohomology groups
H*(M,V) = H*(M,p) (note that we use the notation V also for the twisted diffe-
rential induced by V whereas it can be denoted by dV in other references). We will
say that V (or p) is acyclic if those cohomology groups are trivial. If p is unitary (or
equivalently, if there exists a hermitian structure on F preserved by V) and acyclic,
Reidemeister [Rei35] introduced a combinatorial invariant 7g(p) of the pair (M, p),
the so-called Franz-Reidemeister torsion (or R-torsion), which is a positive number.
This allowed him to classify lens spaces in dimension 3 ; this result was then extended
in higher dimension by Franz [Fra35] and De Rham [dR36].

On the analytic side, Ray-Singer [RS71| introduced another invariant mrg(p), the
analytic torsion, defined as the derivative at 0 of the spectral zeta function of the La-
placian given by the Hermitian metric on £ and some Riemannian metric on M. They
conjectured the equality of the analytic and Reidemeister torsions. This conjecture
was proved independently by Cheeger [Che79] and Miiller [Miil78], assuming only
that p is unitary (both R-torsion and analytic torsion have a natural extension if
p is unitary and not acyclic). The Cheeger-Miiller theorem was extended to unimo-
dular flat vector bundles by Miiller [Mul93] and to arbitrary flat vector bundles by
Bismut-Zhang [BZ92].

In the context of hyperbolic dynamical systems, Fried [Fri87| was interested in
the link between the R-torsion and the Ruelle zeta function of an Anosov flow X
twisted by p, which is defined by

Cxo(9) = T det(1 - eqp(bhe ™), Re(s) >0,

NeGE:

where G¥ is the set of primitive closed orbits of X, £(7) is the period of v and ey =1
if the stable bundle of v is orientable and €, = —1 otherwise. Theorem 2.0.4 naturally
extends in this framework, and (x , admits a meromorphic continuation to the whole
complex plane. Using Selberg’s trace formula Fried [Fri86a] could relate, in the spirit
of Theorem 2.0.5, the behavior of (x ,(s) near s = 0 with 7, as follows.
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Theorem 2.2.3 (Fried). Let M = SZ be the unit tangent bundle of some closed
oriented hyperbolic manifold Z, and denote by X its geodesic vector field on M.
Assume that p : m (M) — O(d) is an acyclic and unitary representation. Then (x,,
extends meromorphically to C. Moreover, it is holomorphic near s = 0 and

GO = 7a(p), (2.2.9)

where 2r + 1 = dim M, and Tr(p) is the Reidemeister torsion of (M, p).
In his article [Fri95], Fried proposed the

Conjecture 2.2.1 (Fried). Equality (1.2.2) is true for any geodesic flow of a nega-
tively curved compact manifold.

Fried had already conjectured that the same holds true for geodesic flows of negati-
vely curved locally symmetric spaces in [Fri87] ; this was proved by Moscovici-Stanton
[MS91] and Shen [Shel7]. For analytic Anosov flows, Sanchez-Morgado [SM93, SM96]
proved in dimension 3 that (2.2.2) holds true if p is acyclic, unitary, and satisfies that
p([7]) — €/ is invertible for j € {0,1} for some closed orbit 5. However the proof of
Sanchez-Morgado relies on the existence of an analytic Markov partition and does
not extend, a priori, to C* flows.

Dang-Guillarmou-Riviére-Shen [DGRS20] overcame this problem thanks to the
help of the modern spectral theory for hyperbolic systems mentioned above (see also
[DR19b] for Morse-Smale flows). Indeed, Theorem 2.0.3 is still valid in this context,
and allows to define a spectrum of Ruelle resonances for the twisted Lie derivative

ﬁ; = VLX + LXv,

where ¢x is the interior product with X acting on Q°*(M, E) ; this spectrum is denoted
by Res(LY).

Theorem 2.2.4 (Dang-Riviére-Guillarmou—Shen). Let p be an acyclic representa-
tion of m(M). Then the map
X — CX,p(O)

1s locally constant on the open set of smooth vector fields which are Anosov and for
which 0 is not a Ruelle resonance, that is, 0 ¢ Res(LY). If X preserves a smooth
volume form and dim(M) = 3, equation (2.2.2) holds true if by(M) # 0 or under the

same assumption used in [SMIO].

Though the above theorem is the first result dealing with Fried’s conjecture for
general Anosov flows, there are two restrictions. The first one is that |(x ,(0)|V" =
Tr(p) is an equality of positive real numbers and the representation p is unitary. For
arbitrary acyclic representations p : m (M) — GL(C?), one could wonder if the phase
of the complex number (x ,(0) contains topological information. For instance, if it can
be compared with some complex valued torsion defined for general acyclic represen-
tations p : m (M) — GL(CY). The second restriction concerns the assumption that 0
is not a Ruelle resonance. Apart from the low dimension cases studied in [DGRS20],
this assumption is particularly hard to control and is difficult to check for explicit
examples. Moreover, in the non-acyclic case, the recent works of Cekic-Paternain



34 CHAPITRE 2. INTRODUCTION (ANGLAIS)

[CP21] and Cekic-Dyatlov—Kiister—Paternain [CDDP22| show that the dimension of
the spaces of resonant states for £ for the resonance s = 0 — which are intimately
linked with the singularity of (x,, at the origin — may be unstable under perturba-
tions of X. In particular, nothing guarantees a priori that the number (x ,(0) is well
defined.

In order to partially overcome these two obstacles in the framework of contact
Anosov flows, we introduced, in a work in collaboration with Nguyen Viet Dang, a
new object — the dynamical torsion — which is defined for any acyclic p and which
coincides with (x ,(0)*' whenever 0 ¢ Res(LY). Before stating our main results, let
us introduce the two main characters of our discussion in the following paragraphs.

2.2.2.1 Refined versions of torsion

The Franz-Reidemeister torsion 7g is given by the modulus of some alternate
product of determinants and is therefore real valued. One cannot get a canonical
object by removing the modulus since one has to make some choices to define the
combinatorial torsion, and the ambiguities in these choices affect the determinants.
To remove indeterminacies arising in the definition of the combinatorial torsion, Tu-
raev |Tur86, Tur90, Tur97] introduced in the acyclic case a refined version of the
combinatorial R-torsion, the refined combinatorial torsion. It is a complex number
Teo(p) which depends on additional combinatorial data, namely an Euler structure
¢ and a cohomological orientation o of M, and which satisfies |7.,(p)| = T=(p) if p
is acyclic and unitary. We refer the reader to subsection 6.7.2 for precise definitions.
Later, Farber-Turaev [FT00]| extended this object to non-acyclic representations. In
this case, 7,,(p) is an element of the determinant line of cohomology det H* (M, p).

Motivated by the work of Turaev, but from the analytic side, Braverman-Kappeler
[BKO7c, BKT08, BKO7b] introduced a refined version of the Ray-Singer analytic
torsion called refined analytic torsion T.,(p). It is complex valued in the acyclic case.
Their construction heavily relies on the existence of a chirality operator I'y, that is,

[,:Q*(M,E) = Q" *(M,E), I'?=1d,

g

which is a renormalized version of the Hodge star operator associated to some metric
g. They showed that the ratio

Tan(p)

Teo(P)
is a holomorphic function on the representation variety given by an explicit local
expression, up to a local constant of modulus one. This result is an extension of
the Cheeger-Miiller theorem. Simultaneously, Burghelea-Haller [BHO7]| introduced
a complex valued analytic torsion, which is closely related to the refined analytic
torsion [BK07a| when it is defined ; see [HT07] for comparison theorems.

2.2.2.2 Dynamical torsion

We now assume that X = Xy is the Reeb vector field of some contact form ¢ on
M. Let us briefly describe the construction of the dynamical torsion. In the spirit of
[BKO7c], we use a chirality operator associated to the contact form 4,

[y:Q(M,E) — Q" *(M,E), T3=Id,
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cf. §6.4, analogous to the usual Hodge star operator associated to a Riemannian
metric. Let C* C D'*(M, E) be the finite dimensional space of Pollicott-Ruelle gene-
ralized resonant states of LY for the resonance 0, that is,

e = {u € D*(M,E), WF(u) C EZ, IN e N, (£9)"u= o},

where WF is the Hormander wavefront set, £ C T*M is the unstable cobundle of
X1 cf. §6.3, and D'(M, E) denotes the space of E-valued currents. Then V induces
a differential on C'* which makes it a finite dimensional cochain complex. Then a
result from [DR19b] implies that the complex (C*, V) is acyclic if we assume that V
is. Because I'y commutes with £Y, it induces a chirality operator on C*. Therefore
we can compute the torsion 7(C*®,I'y) of the finite dimensional complex (C*®, V) with
respect to I'y, as described in [BKOT7¢| (see §6.2). Then we define the dynamical
torsion Ty as the product

()T =E (O 1) T X limsTM Ny (s) € C\ O,
N e’ S

7

finite dimensional torsion R v .
renormalized zeta function at s=0

where the sign + will be given later, m(X, p) is the order of (x ,(s) at s = 0 and
q = % is the dimension of the unstable bundle of X. Note that the order
m(X, p) € Z is a priori not stable under perturbations of (X, p), in fact both terms
in the product may not be invariant under small changes of 1 whereas the dynamical

torsion 7y has interesting invariance properties as we will see below.

2.2.2.3 Statement of the results.

We denote by Rep,.(M,d) the set of acyclic representations (M) — GL(C?)
and by A C C®(M,TM) the space of contact forms on M whose Reeb vector field
induces an Anosov flow. This is an open subset of the space of contact forms. For any
¥ € A, we denote by Xy its Reeb vector field. In the spirit of Ray—Singer’s result on
the invariance of the analytic torsion with respect to the Riemannian metric [RS71],
our first result shows 7y(p) is invariant by small perturbations of the contact form

¥ e A.

Theorem 2.2.5 (C.-Dang). Let (M,V) be a contact manifold such that the Reeb
vector field of ¥ induces an Anosov flow. Let (U;)rc(—e) be a smooth family in A.
Then 0. logTy.(p) =0 for any p € Rep,.(M,d).

Remark 2.2.6. In the case where the representation p is not acyclic, we can still
define 74(p) as an element of the determinant line det H*(M, p) and this element is
invariant under perturbations of ¥ € A, cf Remarks 6.4.5 and 6.5.2.

Our second result aims to compare 7y with Turaev’s refined version of the Reide-
meister torsion 7, ,, which depends on some choice of Euler structure ¢ and orientation
0.

1. the annihilator of E,, ® RX where E,, C T'M denotes the unstable bundle of the flow
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Theorem 2.2.7 (C.-Dang). Let (M,9) be a contact manifold such that the Reeb vec-
tor field of 9 induces an Anosov flow. Then p € Rep,.(M,d) — 19(p) is holomorphic?
and there exists an Fuler structure e such that for any cohomological orientation o
and any smooth family (pu)ue(—ce) of Repy.(M,d),

au IOg Ty (pu) - au log Te,o(pu)

Moreover, if dim M = 3 and by(M) # 0, the map p — 19(p)/Teo(p) is of modulus
one on the connected components of Rep,.(M,d) containing an acyclic and unitary
representation.

In [DGRS20], for p acyclic, the authors proved that 0 ¢ Res(LY) implies that
X +— (x,(0) is locally constant. Then, the equality |[(x,(0)] = Tr(p) was proved
indirectly by working near analytic Anosov flows in dimension 3 or near geodesic
flows of hyperbolic 3-manifolds, where the equality is known by the works of Sanchez
Morgado and Fried. Whereas in the above theorem, for any contact Anosov flow in
any odd dimension, we directly compare the logarithmic derivatives of the dynamical
and refined torsions as holomorphic functions on the representation variety : we do
not need to work near some vector field X for which the equality |(x ,(0)| = Tr(p) is
already known.

Finally, our third result aims to describe how 9, log 79 (p.) depends on the choice
of the contact Anosov vector field Xy.

Theorem 2.2.8 (C.—Dang). Let (M,9) be a contact manifold such that the Reeb vec-
tor field of ¥ induces an Anosov flow. Let (p,)ju<e be a smooth family in Rep, (M, d).
Then for any n € A

Oy log 7, (pu) = Oy log Ty(py) + Ou logget {(pu, cs( Xy, Xn)z

-~

topological

where cs(Xy, X)) € Hi(M,Z) is the Chern-Simons class of the pair of vector fields
(X, X;).

The underbraced term is topological since it is defined as the pairing of the re-
presentation p with the Chern-Simons class ¢s(Xy, X)) € H;(M,Z) which measures
the obstruction to find a homotopy among non singular vector fields connecting Xy
and X, *. In particular, if ¥ and 7 are connected by some path in the space of vector
fields without zeros, then cs(Y;,, Xy) = 0 which yields det (p, cs(Xy, X)) = 1 hence
0y log 7, (pu) = Oy log Ty(p,,) for any acyclic p. We refer the reader to subsection 6.7.1
for the definition of Chern-Simons classes.

2.2.3 Related works

Some analogs of our dynamical torsion were introduced by Burghelea—Haller
[BHO8b| for vector fields which admit a Lyapunov closed 1-form generalizing pre-
vious works by Hutchings [Hut02| and Hutchings—Lee [HL99b, HL99a| dealing with

2. Rep,.(M,d) is a variety over C see subsection 6.9.2 for the right notion of holomorphicity
3. Note that taking the determinant det(p, cs(Xy, X)) does not depend on the choice of repre-
sentative of cs(Xy, X)) in m1 (M)
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Morse—Novikov flows. In that case, the dynamical torsion depends on a choice of Eu-
ler structure and is a partially defined function on Rep,.(M,d); if d = 1, it is shown
in [BHO8a| that it extends to a rational map on the Zariski closure of Rep,.(M,1)
which coincides, up to sign, with Turaev’s refined combinatorial torsion (for the
same choice of Euler structure). This follows from previous works of Hutchings—Lee
[HL99b, HL99a|] who introduced some topological invariant involving circle-valued
Morse functions. In both works, the considered object has the form

Dynamical zeta function at zero x Correction term

where the correction term is the torsion of some finite dimensional complex whose
chains are generated by the critical points of the vector field. The chosen Euler
structure gives a distinguished basis of the complex and thus a well defined torsion.
This is one of the main differences with our work since in the Anosov case, there
are no such choices of distinguished currents in C*. However, as described above, the
chirality operator allows us to overcome this problem.

We mention some interesting work of Rumin—Seshadri [RS12| where they relate
some dynamical zeta function involving the Reeb flow and some analytic contact
torsion on 3—dimensional Seifert CR manifolds. More recently, Spilioti [Spi20], Miiller
[Mue20] were able to compare the Ruelle zeta function for odd dimensional compact
hyperbolic manifolds with some of the complex valued torsions. Finally, for geodesic
flows of compact hyperbolic orbisurfaces, Bénard—Frahm—Spilioti [BFS21] were able
to show, with the help of the Selberg’s trace formula, that (x ,(0) coincides (up to
sign) with the Turaev torsion, thus generalizing our Theorem 2.2.7 for orbisurfaces.

2.3 Obstacle scattering and periodic orbits

Here we present the results of Chapters 7 and 8, which form Part I1I ; they contain
respectively the articles Closed billiard trajectories with prescribed bounces [Chaa] and
Dynamical zeta function for billiards [CP22] — the latter is written in collaboration
with Vesselin Petkov. Let » > 3 be an integer, and D;,..., D, C R? a family of
smooth, strictly convex obstacles, satisfying the non-eclipse condition

COHV(DZ' U Dj> N Dk = @, 1 7é ]C, j 7é ]{?,

where conv is the convex hull. Those obstacles give rise to a billiard flow, which
generalize the geodesic flow, for which trajectories bounce on the boundary of the
obstacles according to Fresnel-Descartes’ law. We will denote by Pg the set of primi-
tive periodic trajectories of the billiard flow. In this setting, we still have the primitive

orbit theorem

ehBt

HyePs @ 7(v) <t} ~ ol

where 7(v) is the period of v and hg > 0 is the entropy of the billiard B =
{Ds,...D,}.

2.3.1 Constraining the number of bounces

In Chapter 7, we extend Theorem 2.1.3 to the framework of billiard flows. More
precisely, assume that d = 2 and take another obstacle Dy C R? so that the family



38 CHAPITRE 2. INTRODUCTION (ANGLAIS)

Dy, ..., D, satisfies the non-eclipse condition. For every trajectory v € P, we denote
by mg(y) the number of reflexions of v on D.

FIGURE 2.3 — A closed billiard trajectory v with mg(vy) = 2.

Theorem 2.3.1. There is ¢ > 0 such that for every integer n > 0 there holds, as
t — 00,
(ct)™ ehs!

n! hBt.

tH{yeP @ 7(y) <t, mo(y) =n} ~

This result will be obtained with similar methods that the ones used in Chapter 4.
In particular, we also introduce a dynamical scattering operator, and we make use of
a recent result by Kiister—Schiitte-Weich [KSW21] allowing us to see the billiard flow
as a smooth flow on a smooth manifold, so that Dyatlov—Guillarmou theory [DG16]
can be used to study the resolvent of the billiard flow.

2.3.2 Dirichlet series and quantum resonances

In Chapter 8, we obtain a meromorphic continuation for certain Dirichlet series
linked to the resonances of the Laplacian on R? \ U’_,D;. For any positive integer g,
we set ﬁ )

TH(y)e
Mg(s) = Z I Re(s) > 1,
m(y)€qN 7
where the sum runs over all periodic orbits (not necessarily primitive), m(y) is the
number of reflexion of v on the obstacles D, ..., D,, P, is the linearized Poincaré¢
map of v and |1 — P,| = |det(1 — P,)|.

Theorem 2.3.2 (C.—Petkov). The series n, admits a meromorphic continuation to
the whole complex plane, with simple poles and residues in Z/q.

This theorem is proved by using [KSW21| and [DG16], lifting the billiard flow to
a Grasmannian bundle following the work of Faure-Tsujii [FT17] on geodesic flows,
and by introducing a g-reflexion bundle, which allows to forget about periodic orbits
v such that m(y) ¢ ¢Z.
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In particular, we obtain the meromorphic continuation of the series

1 —s7(7)
_ ymen T (e
nD(S) - ;( 1) ! ’1 — P'y|1/2 > RG(S) > 17
by writing np(s) = 2m2(s) — n1(s). The latter series is intimately linked with the
quantum resonances {u;} C C of Dirichlet Laplacian A on R?\ Uj_,D;, via the
trace formula of Bardos—Guillot—Ralston [BGR82|. Those resonances are defined as

follows. For p € C with Im(u) < 0, the resolvent
Ra(n) = (—A — )71 IX(Q) - TX(9),

where Q@ = R*\ D and D = Uj_, D;, is well defined. We know since the work of
Lax—Phillips [LP67, LP89] that i — Ra(x) admits a meromorphic continuation as a
family of operators

comp
for € C if d is odd and for p in a logarithmic cover {z € C : —oo < arg(z) < oo}
otherwise.

The distribution of those resonances — namely, the existence of a spectral gap
— is intimately linked with the decay of the local energy of solutions to the wave
equation. Under certain conditions on the topological pressure, such a gap was obtai-
ned by Tkawa [[ka88a] and later by Nonnenmacher—Zworski [NZ09] in a more general
setting. More recently, in dimension 2, Vacossin [Vac22| showed that the pressure
condition could be omitted for a system of convex obstacles.

Lax—Phillips [LP67] conjectured that if D C R? was a trapping set (in the sense
that there exists a trapped trajectory for the billiard flow in R?\ D), then one
can find a sequence (p;,) of resonances such that Im(y;,) — 0. Ikawa [[ka82| and
Gérard |Geér88| proved that this conjecture is false in the case where D consists
in two disjoint convex obstacles. This led Ikawa [[ka88b| to formulate the modified
Laz—Phillips conjecture (MLPC), as follows.

Conjecture 2.3.1 (Ikawa). If D is trapping, then there is § > 0 such that

{u; + Im(u;) <0} = oo.

If the dimension d is even, it is implicit that we only consider resonances p; such
that Im(yu;) < 0 with 0 < arg(p;) < 7. Ikawa |[[ka88b] showed that this conjecture is
true as soon as the series np has a pole — for the Laplacian with Neumann boundary
conditions, the same implication is true if we replace np by 1y ; the existence of a
pole is then automatic since the coefficients of the series n; are positive. If D is a
finite union of balls D; = B(z;,¢) centered at z; € R? Tkawa |[ka88b| proved that
the MLPC is true whenever ¢ > 0 is small enough (depending on the z,’s). Later,
Stoyanov [Sto09] extended this result to general obstacles, but also under a smallness
condition.

Using the works of Tkawa [[ka88b, Tka90a| and Fried [Fri95], we will show that the
MLPC holds for analytic obstacles.

Theorem 2.3.3 (C.—Petkov). The modified Laz—Phillips conjecture is true for a
union of strictly convex real analytic obstacles obstacles, under the non-eclipse condi-
tion.
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Chapitre 3

Comptage sur les graphes discrets

Dans ce chapitre, nous donnons la croissance asymptotique du nombre de tra-
jectoires fermées dans un graphe discret fini, quand on impose aux trajectoires de
passer un nombre fini de fois & travers une aréte donnée. C’est un modéle jouet pour
le probléme de comptage de géodésiques sur les surfaces que nous allons considé-
rer au chapitre suivant. La méthode présentée pourrait sembler peu naturelle, mais
elle illustre parfaitement la stratégie que nous allons adopter pour traiter le cas des
surfaces.

Sommaire
3.1 Combinatorial setting . . . . . . ... ... ... L. 43
3.2 Imposing a constraint . . . . . . ... Lo 44
3.3 A Tauberian argument . . . . . ... .. ... A7

3.1 Combinatorial setting

We consider a non-oriented graph G, with vertexes V = {vy,...,v,} and edges
E = {ey,...,e,} C V x V. By non-oriented, we mean that (i,5) € E if and only
if (7,i) € E for any 4,5 € {1,...,p}. We will write v; ~ v; whenever (i,j) € E. A
closed path in G is a sequence

v = (Uilvejuviza'~>Uimejr)

where 7 > 1 is some integer, and e;, = (ix,ix+1) € E for any k € Z/rZ. A loop in
G is an equivalence class [v] of a closed path v, where two sequences v and w are
identified whenever v is a cyclic permutation of w. The length of a closed trajectory
[v] is by definition the integer r and is denoted by |[v]|. A loop will be called primitive
if it is not the multiple of a shorter loop. We denote by P(G) (resp. P(G)) the set of
loops (resp. primitive loops) of G.

Let A be the adjacency matrix of the graph G, that is, A is the p X p symmetric
matrix defined by

1 if U ~ Vj,

A:(aij) where aij:{o if not.

43
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We will assume that A is primitive, which means that there is m > 1 such that all the
coefficients of A™ are positive. Under this condition, the Perron—Frobenius theorem
applies and gives the existence of > 0 such that

sp(A) € D(0,7) and sp(A)NaD(0,r) = {r}, (3.1.1)

where sp(A) is the spectrum of A and D(0,t) = {z € C : |z| < t}. Moreover r
is a simple eigenvalue of A and there is p € R™ with positive coefficients such that
Ap = ru. Note also that if p > 2, then necessarily r» > 1. The following result is well
known.

Proposition 3.1.1. [t holds

tH{w e P(G) ‘w‘zg},\,%f, { — oo.

Proof. The number of closed paths of length £ in G is exactly tr(A?). Moreover, for
each loop w € P(G), there are exactly |wf| closed paths generating the equivalence
class w, where w* denotes the primitive loop associated to w. Thus we may write

r(A) = > o] (3.1.2)
weP(G)

|w[=£

Then it holds

r(A) = >0+ > |wi,

|wt|=£ |wh| <t
Le|wt|Z

where the first sum runs over primitive loops of length ¢ while the second runs over
the primitive loops w* of length |wf| < ¢ and such that ¢ is a multiple of |w#|. This

last sum is bounded by
/2

> r(Ak) <ot

k=0

for some constant C' by (3.1.1) and (3.1.2). Finally we get

> 1=tr(A)/ L+ O ) ~ ot )t

|wh|=¢

as ¢ — oo, which concludes the proof. m

3.2 Imposing a constraint

Next, we fix an edge e, = (ix,j,) € V? such that e € E. We also denote €, =
(Jx, %), and we consider the graph G, which is obtained from G by removing the
edges e, and é,. We assume that the new adjacency matrix A, remains primitive.
For n > 0 and ¢ > 1, we denote by N(n,¢) the number of loops (resp. primitive
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loops) in G of length n + ¢ passing exactly n times through the edges e, or &,. More
precisely, for any loop w = [(vi, €y, - - ., Vi, ., €i,,,)], We denote by

(w,e.) =4{j €Z/(r+n)Z : ¢, =e, or e; =&}
the number of times w passes through e, or é,, and we set

N(n,l) =t{w e P(Q) : |w|=n+Y, i(w,e,) =n}.
The purpose of this section is to prove the following result.
Proposition 3.2.1. There is a constant ¢, > 0 such that for any n > 0 it holds
()™ rt

= 4 — o0,

nl ¢’

N(n,t) ~

where r, € |1,r[ is the Perron—Frobenius eigenvalue of A,.

Remark 3.2.2. In fact, we have

Cx = 2<Ui*7 ,U*><Uj*7 ﬂ*>>

where 1, € R? is the unique eigenvector of A, associated to the eigenvalue r, such
that g, > 0 and ||p]|2 = 1. Here identified the set of vertexes V' with the canonical
basis or R", by declaring that v; corresponds the element of R? whose coefficients
are zero except for the k-th component whose value is 1.

In what follows, we will denote by P(n, £) (resp. P(n,l)) the set of loops (resp.
primitive loops) w of length n + ¢ and such that i(w, e,) = n; we also set

Pn)=JP(n.0) and Pn)=|JPm,0).
=0 £=0

Also, if 27 ¢ sp(A,), we define
akm<z) = <Uk7 (1 - ZA*)_l Um> ) I < k,m < d.

Then the scattering matriz S,(z) associated to e, = (i4, j,) is the 2 x 2 matrix defined
by

S.(2) = (Gz‘*z‘*(z) az’*j*(z)) . 21 ¢ sp(A,).

aj,i,(2) aj;(2)

Finally, we set J = <1 0

01 ~
) and set Si(2) = JSi(2).
Proposition 3.2.3 (Trace formula for graphs). For |z| < 1/r and n > 1 we have
the trace formula
#
~ w
trSe(z)" =nz™" Z HZW|7
w
weP(n)
where the sum runs over all loops w passing exactly n times through e, or &, and |w¥|
1s the primitive period of w.
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Proof. For every k,m € {1,...,d}, n > 0 and ¢ > 1 we denote by C,,(n, £) the set of
trajectories v = (v;, €, ..., €i,, 5 Vi, ) linking vy, = vg to vy, ., = vy, of length
¢ + n (by convention, the path v = (v;,) is of length zero), and passing exactly n
times through e, or e,, that is,

H{k=1,....,0+n : e, =e, or €, =¢é}=n.

We set Nip(n, ) = 8Crm(n, £). Then we claim that for any n > 1 it holds

o0

o n / Ni*j*(n_lve) Ni*i*(n_lag)
S(2)"=> = (N. 1) N 1,6))’ (3.2.1)

1—0 IxJ* Jxlx

Indeed, for n = 1 this follows from the computation

apm (2) = <vk, (1-— ZA*>_1 vm>

oo

2o, Alvy,),
=0
and the fact that (vy,, ALv,,) = Nim (0, £) is the number of paths of length ¢ joining vy,

to v, (and not passing through e, or €,). Next, assume that (3.2.1) holds for some
n > 1. For m > 1 we write

S = () ).

aj,j,(m, z)  aj,i (m,z
Then by (3.2.1) we get

CLi*j* (Tl + 1, Z)

= Z Zz(ai*j*(Z)Ni*j* (n—1,0) + ai,i, (2)Nj . (n — 1, 4))
£=0

— ZZ S (Niyj (0, 0N, 5, (n = 1,6) + Ny (0, )Ny, 5, (n — 1,0)).

(=0 ¢

Now by observing that a path v € C,,;, (n, 8) can be (uniquely) written as a conca-
tenation of the form

u™r e, w7 or  uw™™ e, - wtr,

where u*™ € Cpp,, (0, 0'), W™ € Cppu(n — 1,£) and £ + ¢’ = 3, we see that
Ni,j.(n, B) = Z (Nig, (0, )N, (n = 1,£) + Ny (0, £)Ny, 5. (n = 1,0)).
+0=p

Thus a;,;, (n+1,2) = Y 45.0 2" Nij, (n, B). Similarly one is able to show that @z, (n +
1, z) coincides with ;. 2P N (n, B) for any k,m € {i,, j.}, and thus we proved by
induction that (3.2.1) holds for any n > 0. In particular, we get

izé Ni.j.( 1,0) + Nj,i,(n — 17@)- (3.2.2)

=0
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Now we consider the map F,, : C;,j,(n — 1,£) UCj,i.(n — 1,4) — P(n, () which is
defined by

ue,| if u € C; 5, (n—1,0),
Fn’z(u):{u (=10

[ue,] if u e Cjq,(n—1,0).

Then £, is surjective. Moreover, it is not hard to see that for any w € 75(71,6) we
have

Therefore, one obtains
Nij(n=1,0+ Nyi(n=1,0)= > n—
wéﬁ(n,ﬁ)

and by (3.2.2), the lemma follows. O

3.3 A Tauberian argument

Let € > 0 small so that D(r,, ) Nsp(4,) = {r.}, where D(r,,¢) C C is the disk
or radius € centered at r,. We denote by

II,, = = (z — A, tdz

* - .
210 Jap(r, ¢)

the spectral projector of A, associated to the eigenvalue r,, which is also given by
I, = (f, *) s
Then near z = 1/r,, we have the development

I,
1—zr,’

(1-2A)"'=G(2)+
where G is holomorphic near 1/r,, and In particular we get, writing ¢, = (g, vg) > 0

for k = iy, s,
. 1 e e
S.(z) = H(z) + (C“CJ* CZ*C’*)

1 — 2Ty Cj* C,j* Cj* Cl'*

. . . C C . C C .
where H is holomorphic near z = 1/r,. As the matrix R = /¢ ™™ ) is of rank
CjCin CjuCis

one, we have tr(R") = tr(R)" for any n and thus we finally get

> (C*>n

tr S, (2)" = T +O(1=2r)™Y), z2—=1/r, (3.3.1)

where ¢, = 2¢;, ¢, .
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Proof of Proposition 3.2.1. Proposition 3.2.3 and (3.3.1) give

-n |wﬂ| |w] (C*)n —n+1
nz ;() o] 29 = A= er) + O ((1—2ry) ), z—1/r. (3.3.2)
weP(n

For |z| < 1/r, we define f(z) = > ,°, asz* where

ap = Z Wf, £>0.

weP(n)
|w|=¢
Then by (3.3.2) it holds
d || | ry " (e)" —n
f(z) = s Z Wz = T +0((1—2r)™), z—1/r,. (3.3.3)

weﬁ(n)
We will need the following

Lemma 3.3.1. Let (as)e=0 be a sequence of complex numbers such that >, a,z"
converges absolutely for |z| < r, for some r > 0. Assume that there are n > 0
and ay,...,0py1 € C with ayyq # 0, such that the function f : {|z| < r} — C
defined by

n+1

f(z) = Zagzz - Z O"f—kz)k’ |z] <,
=0 k=1

extends analytically to a disk {|z| < r'} where ' > r. Then

n
Ozn+1€ T,Z—n

' , £ — o0.
n!

Qy ~

Proof of Lemma 3.3.1. For |z| <rand k=2,...,n+ 1, we write

o0
(7’ _ Z)_k _ Z bkjﬂ,—ﬂzé—k-‘rl
=0

where by =0(0 —1)---({ — k+2)/(k — 1)!. Then we have f(z) = ,2, Asz* where

n+1
_ —0—1 E : —L—k+1
Ag = Qy—T — akbk,g+k_17“ s 14 2 0.
k=2

As f is analytic on {|z| < p} for p € |r,7’[, the Cauchy formula yields A, = O(p~")
as ¢ — oo. In particular a; ~ an+1bn+1,4+nr_€_”, and noting that

(l+n)---(L+1)
n! Tar

bn+1,€+n = t— o0,

we conclude the proof. O
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Applying Lemma 3.3.1 with (3.3.3) yields

i (c)” g_n l4n (c.O)" 4,
> e~ e = e oo (3.3.4)
weP(n
|i|:(e)

On the other hand, we have

{/m
REEDEY Z|wﬁ|—ezvne—n )Y DL
weP(n) mll wieP(n) k mlt wteP(n)
|w|=¢ |wh|=m m<e/2 |wt|=m

By (3.3.4) it holds

(Y ) 1=0rl?), .

ml|l  wieP(n)
m<L/2 \w”:m

Thus applying (3.3.4) again we get
L)
(N(n,l —n) ~ Qrf‘", {— o0,
n!

which concludes the proof of Proposition 3.2.1. O]






Chapitre 4

Comptage des géodésiques fermées
sous contraintes d’intersection

Dans ce chapitre, nous explicitons la croissance asymptotique du nombre de géo-
désiques fermées sur une surface fermée, quand on impose aux géodésiques certaines
contraintes d’intersection. Ce chapitre contient 'article Closed geodesics and inter-
section numbers [Chab].
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4.1 Introduction

Let (X, g) be a closed, oriented, connected, negatively curved Riemannian surface
and denote by P the set of its oriented primitive closed geodesics. For L > 0 define

N(L)=t{veP : {(y) <L},

where for v € P, we denoted by #(7) its length. Then a classical result obtained by
Margulis [Mar69| states that

ehL

hL’
where h > 0 is the topological entropy of the geodesic flow of (X, g).

In this chapter, we will provide a similar asymptotic result for closed geodesics
satisfying certain intersection constraints. Namely, let v, be a simple closed geodesic
of (X, 9). For any v € P, we denote by i(7,7,) the geometric intersection number
between v and 7, (see §4.2.1), and we set

N(n7 L) = Ij{'7 eP : 6(7) < L, i(’}/,’y*) = n}

We first state a result in the case where 7, is assumed to be not separating, in the
sense that ¥\ v, is connected.

N(L) ~ L — oo,

Theorem 4.1.1. Assume that v, is not separating. Then there are ¢, > 0 and h, €

10, h[ such that for any n > 1 it holds

(c L))" el+L
n!  hyL’

Let (¢¢) denote the geodesic flow of (X, g), acting on the unit tangent bundle S

of . Then the number h, in the above statement is the topological entropy of the
flow (¢¢) restricted the trapped set

K, ={(xz,v) € S¥ : w(pi(x,v)) € T\ 7, t € R},

N(n, L) ~ L — . (4.1.1)
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where the closure is taken in SY and 7 : S — ¥ is the natural projection. Also,
we provide in §4.7 a description of the constant ¢, in terms of the Pollicott-Ruelle
resonant states of the geodesic flow of the surface with boundary X, obtained by
cutting > along ~,.

If 7, is separating then i(7y, ;) is even and we have the following result.

Theorem 4.1.2. Suppose that v, separates X in two surfaces ¥y and Xo. Let h; €
]0, h[ denote the entropy of the open system (3, g|s,) and set h, = max(hy, hy). Then
there is ¢, > 0 such that for each n > 1 we have, as L — +o0,

(e L)" el L

ol L if hi # ho,
N(2n,L) ~ (. L2)" L

* . h — h

e Y Tt

As before, the number h; is defined as the topological entropy of the geodesic flow
restricted to the trapped set

K; ={(z,v) € ST : m(pi(z,v)) € ; \ 7%, t € R},

where the closure is taken in SY.

Remark 4.1.3. As explained in the introduction (see §2.1.4), one is more generally
able to obtain similar asymptotics results for closed geodesics of which several inter-
section numbers with a family of simple curves 7, 1, ..., V., are prescribed. However,
to make the exposition clearer, we will deal in the major part of this chapter with the
case r = 1. The case r > 1 will be obtained later in §4.9 by using identical techniques.

We also mention an equidistribution result. Set
O ={(z,v) €8T : €y} and TI'=8%U{z€d,|¢p(z) € ST\0,, t>0}

where Sv, = {(z,v) € 0, : v € T, }. We define the Scattering map S : 9, \I' — 0,
by
S(2) = pux(2), (z)=inf{t >0 : ¢ (2) € 0.}, ze€0\T.

For any n € N3; we set
L,=0,\{2€80,\T : §%(z)€d \TI, k=1,..., n—1}
which is a closed set of Lebesgue measure zero, and
lo(2) =0(2) + -+ (5" (2)), 2€0,\ .

Theorem 4.1.4. Assume that -y, is not separating and let n > 1. For any f €
C"O(a*) the limait

) 1 1
Ll—lglooN(n,L) Z 8L(7) Z f(z)

_n€EP ze€L(7)
i(y,74)=n

exists, where for any v € P, L(y) = {(z,v) € Sy : = € v} is the set of incidence
vectors of v along .. This formula defines a probability measure p, on O, whose
support is contained in I,.
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Of course, a similar statement holds even if v, is separating though we will not
explicitly state it here. As for ¢,, we will provide a full description of p, in terms of
the Pollicott-Ruelle resonant states of the geodesic flow of (¥, g) for the resonance h,
in §4.7. Here as before ¥, is the compact surface with boundary obtained by cutting
Y. along 7, (see §4.2.5).

4.1.1 Strategy of proof

A key ingredient used in the proof of Theorems 4.1.1, 4.1.2 and 4.1.4 is the
scattering operator S(s) : C*(9,) — C*(9, \ I') which is defined by

S(s)f(2) = f(S(z)e*"®) €9, \I, seC.

As a first step (which is of independent interest, see Corollary 4.3.3), we prove that
for any x € C°(0,\ S74), the family s — xS(s)x extends to a meromorphic family of
operators S(s) : C*(0,) — D'(9,) on the whole complex plane (here D'(0,) denotes
the space of distributions on 0, ), whose poles are contained in the set of Pollicott—
Ruelle resonances of the geodesic flow of the surface with boundary (3,,¢g) (see
§4.2.6 for the definition of those resonances). In this context, the existence of such
resonances follows from the work of Dyatlov—Guillarmou [DG16], and we relate S(s)
with the resolvent (X + s)~! of the geodesic flow (see Proposition 4.3.2). By using
the microlocal structure of the resolvent of the geodesic flow provided by [DG16], we
are moreover able to prove that the composition (xS(s)x)™ is well defined for any
n > 1, as well as its super flat trace (meaning that we also look at the action of S(s)
on differential forms, see §B.3.1) which reads

WS =n Y S0 T ). (4.1.2)

/
ioren 1V) €1, (y)

where the products runs over all closed geodesics (not necessarily primitive) v with
i(7,7) = n and ¢*(v) is the primitive length of . This formula will be obtained
by using the Atiyah-Bott trace formula [AB67| (though our scattering map S has
singularities that we have to deal with). Furthermore, using a priori bounds on the
growth of N(n, L) (obtained in §4.4 by purely geometrical techniques coming from
the theory of CAT(-1) spaces), we prove that s — tr’[(xS(s)x)"] has a pole of order
n at s = hy, provided that x has enough support. For this step, we crucially use the
fact that the asymptotics for N (0, L) is already known by [PP83, Dal99], although
we could recover it by using the modern techniques introduced in [DG16| without
going through the scattering maps. Finally, letting the support of 1 — x being very
close to S7,, and estimating the growth of geodesics intersecting n times 7, with at
least one small angle, we are able to derive Theorems 4.1.1 and 4.1.2 from a classical
Tauberian theorem of Delange [Del54].

We emphasize on the fact that this strategy of proof follows exactly the method
used in Chapter 3. We summarize the commonalities in the following tabular :
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Toy model Surfaces
G Sy

G, S,

. 53,
(= A)T | (X4 s)!
S.(2) S(s)
S.(2) S(s)

J P*
Lemma 3.2.3 | (4.1.2)

4.1.2 Organization of the chapter

The chapter is organized as follows. In §4.2 we introduce some geometrical and
dynamical tools. In §4.3 we introduce the dynamical scattering operator which is
a central object in this paper and we compute its flat trace. In §4.4 we prove a
priori bounds on N(n, L). In §4.5 we use a Tauberian argument to estimate certain
quantities. In §4.6 we prove Theorem 4.1.1. In §4.7 we prove an equidistribution
result. In §4.8 we show that a typical closed geodesic v satisfies i(7,,) ~ L.4(~) for
some I, > 0. Finally in §4.9 we extend the results to the case where we are given
more than one closed geodesic.

4.2 Geometrical preliminaries

We recall here some classical geometrical and dynamical notions, and introduce
the Pollicott-Ruelle resonances that will arise in our situation. Throughout the whole
article, (3, g) will denote a closed, connected, oriented Riemannian surface of negative
curvature.

4.2.1 Geometric intersection numbers

For any two loops a, 8 : R/Z — 3, the geometric intersection number between «

and f is defined by
i(,0) = inf_Janj]

a/Na’B/N

where the infimum runs over all loops o’ and 3’ freely homotopic to o and [ respec-
tively, and

lan sl ={(r,7) € (R/Z)* : a(r) = B(')}.
It is well known that in every non trivial free homotopy class of loops c, there is a

unique oriented closed geodesic 7. € ¢ which minimizes the length among curves in
c. In fact, closed geodesics also minimize intersection numbers, as follows.

Lemma 4.2.1. Let v, y2 be any two non trivial oriented closed geodesics, and assume
that 1 (resp. ) is not freely homotopic to a power of vy (resp. v1). Then it holds

i(71,72) = [ Nl

The above result is rather classical but for reader’s convenience we provide a proof
in §4.10.
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4.2.2 Structural equations

We recall here some classical facts from [ST76, §7.2] about geometry of surfaces.
We have the Liouville one-form o on M defined by

<Oé(2), 'lU> = <d($,v)ﬂ-(w)7v>7 z :('Tu U) S M; w e T(a;,v)M

Then « is a contact form (that is, @ A da is a volume form on Ms) and it turns out
that the geodesic vector field X is the Reeb vector field associated to a, that is, it
satisfies

ixa=1, 1xda =0,

where ¢ denote the interior product. We set 3 = R* P where for § € R, we denoted
by Rg: M — M the rotation of angle  in the fibers (which is defined thanks to the
orientation of ¥). Then the volume form vol, of ¥ satisfies [ST76, p. 166]

mvol, = a A S. (4.2.1)

We denote by 1 the connection one-form (see [ST76, Theorem p.169|), that is, the
unique one-form on M satisfying

wip=1, da=yAp, df=anry, dY=—(komaAp, (4.2.2)

where V' is the vector field generating (Ry)ger and k is the Gauss curvature of X.
Then («, 3,1) is a global frame of T*M. We denote by H the vector field on M such
that (X, H,V) is the dual frame of («, 3,1). We then have the following commutation
relations [ST76, p. 170]

V,X]=H, [V,H =-X, [X H=(konr)V. (4.2.3)

The orientation of M will be chosen so that (X, H, V') is positively oriented.

4.2.3 The Anosov property

It is known since the work of Anosov [Ano69] that the flow (¢;) is hyperbolic,
that is, for any 2z € M, there is a dy;-invariant splitting

T.M =RX(z) ® Es(z) ® Ey(2)

which depends continuously on z, and with the following property. For any norm || - ||
on T'M, there exist C,v > 0 such that

ldg:(2)oll < Ce™lvll, v € Es(z), t2>0, z€M,

and
lde_¢(2)v]| < Ce ™ v|, veE B (), t=0, 2€M

In fact Fy(2) ® E,(z) = ker a(z) and there exists two continuous functions ry : M —
R such that +rL > 0 and

Ey(2) = R(H(2) +1_V(2)), Eu(z) =R(H(2)+r.V(2)), z€M.
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Moreover, the functions ry. are differentiable along the flow direction, and they satisfy
the Ricatti equation
Xry+ri+kom=0,

where « is the curvature of ¥.
We will denote by T*M = E§ @ E* @ E; the splitting defined by (here the bundle
RX is denoted by Ej)

Ej(E,® E,) =0, EI(E;®E)=0, E;(E,®E)=0.
Then we have Ej = Ra and
Bl =RGr_B-v), Ei=R(rf—1). (4.2.4)

Note that this decomposition does not coincide with the usual dual decomposition,
but it is motivated by the fact that covectors in E¥ (resp. E) are exponentially
contracted in the future (resp. in the past) by the symplectic lift ®, of ¢; which is
defined by

q)t(z7§) = (QOt(Z), d@t('z)_—r 5)7 (275) S T*Mv te R’ (425)

where ~' denotes the inverse transpose. We have the following lemma (see [DR20a,

§3.2]).
Lemma 4.2.2. [ft # 0, we have 1y () # 0 and tyP.(1)) # 0.

4.2.4 A nice system of coordinates
In what follows we denote
O ={(z,v) e M : x€~}=95%,,.

Lemma 4.2.3. There exists a tubular neighborhood U of 0, in M and coordinates
(1,p,0) on U with
U~ (R/Z), x (=0,0), x (R/27Z)s,

where £, is the length of ., and such that
p(2)| = disty(m(2),7), S.X2={(7(2),p(2),0) : 0§ e R/27Z}, =zeU.
Moreover in these coordinates, we have, on {p = 0},
X = cos(8)0, +sin(0)0,, H = —sin(6)0; + cos(8)0,, V = 0y,

and

a = cos(f)dr +sin(0)dp, B = —sin(f)dr + cos(@)dp, 1 = d6.
Proof. For 7 € R/(,Z we set (x,,v:) = ©-(7%(0),4x(0)). We now define, for 6 > 0

small enough,

U(7,p,0) = Ro—rjo0p(wr,v(2)), (7,p,0) € R/LZ x (—0,6) x R/27Z,
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where R, : S3 — S¥ is the rotation of angle n and v(z,) = R, /ov,. Then d¥(7,0, )
is injective for any 7, 0. Indeed, we have 0, (moW¥)(7,0,0) = v, and 9,(mo¥)(7,0,6) =
v(z,). Thus d¥(7,0,6) : RO, &R, — T is injective. Moreover, 9p(moW)(7,0,60) =0
and 0pV(7,0,0) = V(¥(7,0,0)) # 0. Thus d¥(7,0, 0) is injective for any 7,6, and in
particular, if 6 > 0 is small enough, ¥ : U — M is an immersion. In particular, since
(1,0) — W(7,0,0) is clearly injective, we obtain that V|, is a diffeomorphism onto
its image provided that ¢ is chosen small enough.

Because V' = 9y and 1y = 1y 8 = 0, we may write a(7,0,0) = a(7,0)dr+b(, 8)dp
and ((7,0,0) = d'(7,0)dT + V' (7, 0)dp for some smooth functions a, a’, b, b’. Now since
da = ¢ A S we obtain Lya = tyda = (, and similarly £y 5 = —a. Thus we obtain
a' = Opa, b’ = Jpb and

dja+a=0, Ojb+b=0.

In consequence we have a(7,0) = a;(7) cos @ + ay(7)siné and b(7,0) = by(7) cos +
ba(7) sin @ for some smooth functions ay, ag, by, by. Moreover, by definition of the co-
ordinates (7, p, ), one has

X(7,0,0) =0, and X(7,0,7/2)=20,. (4.2.6)

Therefore a; = by = 1 and as = by = 0. We thus get the desired formulas for o and
B. Now writing ¢ = a”dr+b"dp+df and using Ly 1) = 0, we obtain dpa” = 0yb” = 0.
As tx1) = 0 we obtain a” = " = 0 by (4.2.6). The formulae for X, H,V follow. [

Remark 4.2.4. If d = {p = 0}, we get for any z = (7,0,0) € 0

T.0 = RV (2) ® R(cos(0) X (z) —sin(0)H(2)), N0 = R(sin(0)a(z) + cos(d)5(2)).

4.2.5 Cutting the surface along 7,

As mentioned in the introduction, we may see X\ 7, as the interior of a compact
surface >, with boundary consisting of two copies of ~,. By gluing two copies of the
annulus U obtained in the preceding subsection on each component of the boundary
of X,, we construct a slightly larger surface Y5 O >, whose boundary is identified
with the boundary of U (see Figure 4.1).

Lemma 4.2.5. The surface X5 has strictly convexr boundary, in the sense that the
second fundamental form of the boundary 035 with respect to its outward normal
pointing vector is strictly negative.

Proof. In the coordinates defined (7, p) given by Lemma 4.2.3, the metric g has the
form
dp* + f(7, p)dr?, (4.2.7)

for some f > 0 satisfying 0,f(7,0) = 0. Indeed, if V is the Levi-Civita connexion,
one has

d 1d
d_p<ap787> = <V6pap>af> + <ap>V8paT> = <8pa Var@)) = §E<ap>ap> =0,

since V,0, = 0 (indeed, p — (7, p) is a geodesic curve). Thus (9-, 9,) = (0, 0,)|p—0 =
0, and in particular g has the form (4.2.7) with f(r,p) = (0:,0;), and we have
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FIGURE 4.1 — The surfaces ¥ (on the left) and X5 (on the right), in the case where
7, is not separating. In 3, the darker region corresponds to the neighborhood 7(U)
of .

0, f(1,0) = 0,(0;,0;) = 20-(0,,0-)|p,=0 = 0 (indeed, since 7 — (7,0) is a geodesic
curve, we have Vy 0, = 0 on {p = 0}). In those coordinates, the scalar curvature
reads

’KL<7—7 p) = —aif(T, p)/f(Tu p)

As k < 0 we get 02f > 0, which gives £0d,f > 0 on {#p > 0}. The second funda-
mental form of 935 with respect to 9, is defined by

<V878‘r> ap> = _apf(Ta P)/Q,
which concludes the proof, since d, is outward pointing (resp. inward pointing) on

{p =10} (resp. {p = —0}). O

Lemma 4.2.6. In the coordinates given by Lemma 4.2.53, we have
+X?p >0 on {£p>0}.

Proof. Using the fact that in the coordinates (7, p) the metric g has the form (4.2.7),
we get that the Christoffel symbols of g are given by

re =T =0, T? =—0,f/2
In particular, if ¢t — (7(t), p(t)) is a geodesic path, we get

p(t) = B, f (7(t), p(t))/2 = 0.

Because 0,f(7,0) = 0 and —92f/f = xk < 0 we obtain that £0,f > 0 whenever
+p > 0. This concludes the proof. O]

4.2.6 The resolvent of the geodesic flow for open systems

In what follows, we denote by Q°(Mjs) the set of differential forms on M; and by
Q2 (Ms) the elements of 2°(Ms) whose support is contained in the interior of Ms. Here
Ms = S¥; is the unit tangent bundle of ¥s5. The set of currents on My, denoted by
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D'*(Ms) is defined as the topological dual of Q2(Ms). Note that we have an inclusion
Q°(Ms) — D'*(Mj) via the pairing

(u,v) —/ uNv, u,ve N (Ms).
M

The geodesic flow ¢ on M induces a flow on My = S35 which we still denote by ¢.
We set

0L Ms = {(z,v) € OMs : +(v,vs(x)) >0}, JoMs={(z,v) € IMs : +(v,vs(x)) = 0},

where vs(z) is the unit vector orthogonal to 035, based at x, and pointing outward.
Next, define

lis(z) =inf{t >0 : @ (2) € IMs}, =z € int(Ms) U 0xMs,

and (4 5(z) = 0 for z € 04 M5 U JyMjs, where int(Ms) denotes the interior of Ms. The
numbers /4 5(z) are the first exit times of z in the future and in the past. We also set

Tis={2€M;s : (+(2) =40}, K;=T{NT;

and we define the operators Ry s5(s) by
ZI,E(Z)
R, 5(s)w(z) = j:/ erw(z)e ?dt, ze Ms, weQi(Ms), (4.2.8)
0

which are well defined as operators Q2 (Ms) — C(Ms, A*T*Ms) whenever Re(s) > 1,
where C(Ms, A*T* My) denotes the space of continuous differential forms on Mjs. Note
that our convention of Ry s(s) differs from that of [Guil7]. The operator R, 5(s)
(resp. R_ s5(s)) is the resolvent of Ly in the future (resp. in the past) for the spectral
parameter s. More precisely we have

(,CX + S)Ri,g(s) = Ing(M(;)a (4.2.9)

and for any (u,v) € Q8(Ms\T'_5) x Q2(M;\T'y ;) it holds

/ (Rys(s)u) Nv = —/ u N R_5(s)v. (4.2.10)
M Ms
Indeed, for such u, v, there is L > 0 such that

supp(u) C {¢+5 < L} and supp(v) C {l_s < L}. (4.2.11)

In particular, the forms R, s5(s)u and R_ 5(s)v are smooth up to the boundary of Mjs.
Indeed, (4.2.11) implies that for any z € Ms and ¢ € [0, (_ 5(z)] we have

e u(z)#0 = t< L.

Therefore one gets for any z € Mj

L_ s5(2) min(€_ 5(z),L+1)
Respu) = [ otz = | o u(z)etodt,
0 0
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and thus R, su is smooth since ¢* ,u(z) = 01if L <t < (_ 5(2). Similarly, R_ 5(s)v is
smooth. Finally, note that we have the inclusions

supp(Ry s(s)u) N OMs C 0. My, supp(R_s(s)v) NOMs C 0 Ms.

In particular, Stokes’ formula and (4.2.9) imply (4.2.10).
Because the boundary of Y5 is strictly convex, it follows from [DG16, Proposition
6.1] that the family of operators R. (s) extends to a meromorphic family of operators

R:t’(;(s) : Q;(Mg) — D“(M(;),

satisfying
WF,(Riﬁ(S)) - A(T*M(g) U Tt(g U (E:T:,(S X E;(;), (4212)

where A(T*Msy) is the diagonal in T* My x T Ms,
Tis={(Pe(2,8),(2,8)) € T"(Ms x Ms) : 0< £t < Llis(2), (X(2),8) =0},

and where

* _ * * _ *
+,6 — Eu|r5+7 E,’é - Es|1“5—'

Here, we denoted
WF' (Rys(s)) = {(2,&,2',&) € T*(Ms x Ms) : (2,&,2,—¢") € WF(Rys(s))},

where WF is the classical Hormander wavefront set [Hor90, §8]. In fact, by (4.2.12),
we mean that s — Ry(s) is meromorphic as a map C — D; 2 (Ms x Ms) (we identify

R.(s) and its Schwartz kernel) where 'y is given by the right hand side of (4.2.12),
F,i = {(2757 2/7 _fl) : (2757 2/7 _§/> S Fi}, and where

,F/i(M(s X M(s) = {R € D/(M(g X M(;) : WF(R) C FI:I:}

is endowed with its natural topology (see [Hor90, Definition 8.2.2|).
Near any sg € C, we have the development

J(s0)

Ri’g(s) = Yi,(;(s) + Z

j=1

(X + So)jilnivfs(SO)

(s —s0)!

Y

where Y. 5(s) is holomorphic near s = sg, and Il4 5(sg) is a finite rank projector
satisfying

WEF' (It 5(s0)) C Ef s x B s, supp(Ilis(so)) € Ty x I'Y,

where we identified I 5(so) and its Schwartz kernel.
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4.2.7 Restriction of the resolvent on the geodesic boundary

For any € > 0, define the open sets
Ap . ={lis>e}N{lzs >0} Cint(M;),

and notice that if € is small we have M;,, C Ai.. Then we have diffeomorphisms
Yt Ay . — Ar . which induce maps

Vi, Dl.(A¥,€) - D/.(Ai,€>'

Using a slight abuse of notation, we will still denote by ¢%, : D'*(M;s) — D'*(AL.)
the composition of %, with the inclusion D*(Ms) — D'*(As.) (which is given by
the restriction). Let

0= a(‘gE*) = {(flf,U) € M6 HERS 7*'—'7*}7
and 0y = S, U Sy, C 0.

Lemma 4.2.7. For any € > 0 small enough, we have
WEF (L R s(s)) NN*(0 x 9) =0,
where
N*(0x d) ={(z,€,2,6) e T*(Ms x My) : (&, T.0) = (£, T.9) = 0}.

Proof. We prove the statement for R, 5(s). By (4.2.12) and multiplicativity of wave-
front sets (see [Hor90, Theorem 8.2.14]), we have

WEF'(p* Ry 5(s)) C A.UTL U (B 5 x EX ), (4.2.13)

where
A, = {((I)E(Z7£)7 (275)) : (’275) € T*MtS}
and

T = {(®u(2,6),(2,6) e <t <li5(2), (X(2),6) =0}

Now assume that there is = = (2/,¢, 2, €) lying in
N (0 x )N (A UTS U (E; 5 x E*y)).

If = € A., then necessarily we have z, 2" € 09y, because ¢ (9 \ 9p) N O = () whenever
e > 0 is smaller than the injectivity radius of the manifold '. We thus have £ € N0 =
RS(z) by Remark 4.2.4; now ®.(5(z)) does not lie in RB(p.(z)) by Lemma 4.2.2)
and therefore £ = 0.

If = € T¢ 5, then there is T' > ¢ such that ®1(z,§) = (¢/,¢’) with (§, X(z)) = 0.
However by Remark 4.2.4, if (2,&) € NS0 and (¢, X(z)) = 0 then z € dy. Thus by

what precedes, we obtain £ = 0.

1. Indeed, let z € 9%. If (z,v) € 0\ Oy satisfies that (y,w) = ¢(z,v) € 9, then the exponential
map at z is not injective on the closed ball B(0,¢) C T, X of radius ¢ since we have (¢ (z,v")) =y
for some v’ € S, tangent to 0¥ and some ¢’ € [0,¢], as it follows from the fact that 9% is totally
geodesic.
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Finally, (4.2.4) and Remark 4.2.4 imply that N*0N £ ; C {0}. Thus we showed
that WF'(¢* _R; 5(s)) N N*(0 x 0) = 0, which is equivalent to the conclusion of the
lemma 2. [

Remark 4.2.8. This estimate together with [H6r90, Theorem 8.2.4], imply that the
operator t*1x % R, 5(s)t. is well defined and satisfies

WF (L*LxcpfFeRJﬁ(;(s)L*) C d(e x L)T WF (go}sRJng(s))

where ¢ : 0 < Ms and ¢ X ¢ : 0 X O — Ms x Ms are the inclusions. Indeed,
the Schwartz kernel of t*1x¢% R, 5(s)t. coincides with the pullback by ¢ x ¢ of the
kernel of xR, 5(s). It also follows from [H6r90, Theorem 8.2.14] that the operator
Vix i Ry 5(s) maps

Dy+o(Ms) = D"*(0)

continuously.
Here the pushforward ¢, : Q°(9) — D'**1(Mjs) is defined as follows. If u € Q¥(9),
we define the current t,u € D'**1(Ms) by

(Lyu, v) = /u A, v € QTR (M).
B

4.3 The scattering operator

In this section we introduce the dynamical scattering operator Sy (s) associated to
our problem. By relating the scattering operator to the resolvent described above, we
are able to compute its wavefront set. In consequence we obtain that the composition
(xSx(s))™ is well defined for x € C°(0\ 0y), and we give a formula for its flat trace.

For each x € 0%,, let v(z) be the normal outward pointing vector to the boundary
of X,, and set

Oy ={(z,v) €0 : £(v(x),v), > 0}.
4.3.1 First definitions

We define the exit times in the future and in the past by
((z)=inf{t >0 : pu(z) €0}, z€ M\ (0+U0y),
and we declare that ¢4 (2z) = oo whenever z € d3 U dy. Then we set
Fy={z€eM : (+(z) = +o0}.

The set T'y (resp. I'_) is the set of points of M which are trapped in the past (resp.
in the future). The scattering map Sy : 0¢ \ 'y — 04 \ I'y is defined by

Si(z) = S%zi(z)(z), z € 0¢ \ 'y,

2. Indeed, since the set {(2,&£,2',£') : (2,&,2',—¢") € N*(9 x 9)} coincides with N*(9 x 9), we
may use WF or WF' indifferently.
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and satisfies Sy o S+ = Idy,\r, . For s € C, the scattering operator
Si(s) : Q(0F \T'y) = 2(0x \T'y)

is given by
Si(s)w = (Stw)e 50w e QNd:\T5).

Remark 4.3.1. If Re(s) is large enough, Sy (s) extends as a map
C%(9, \°T*0) — C°(9, \*T*0)
(here C°(9, A*T™*9) is the space of continuous forms on 9), by declaring that
Si(s)w(z) = Stw(z)e™*F@  if z € 9.\ 'y

and Si(s)w(z) = 0 otherwise. Indeed, by Lemma 4.3.9 below and (4.3.16) there is
C' > 0 such that

IS7w(2)l < Ce“Fwllo, 2z €0:\ T, weQ(M),

where ||w|| is the uniform norm on C°(M, A*T*M).

4.3.2 The scattering operator via the resolvent

In this paragraph we will see that Si(s) can be computed in terms of the resolvent.
More precisely, we have the following result.

Proposition 4.3.2. For any Re(s) large enough we have
Si(s) = (—1)Ne ™ 1x i Ry s(s)ts

as maps Q2(0\ 9y) — D'*(0), where N : Q*(0) — N is the degree operator, that is,
N(w) =k if w is a k-form.

As a consequence of this proposition and Remark 4.2.8 together with the conti-
nuity of the pullback [H6r90, Theorem 8.2.4|

(¢ x0)" : D, _(Ms x M;) — D"*(d x 9),
where I'y . is the right hand side of (4.2.13), we get the

Corollary 4.3.3. The scattering operator s — Sy(s) : Q°(0\ 9y) — D'*(J) extends
as a meromorphic family of s € C with poles of finite rank contained in the set of
Pollicott-Ruelle resonances of Lx, that is, the set of poles of s — Ry 5(s).

Before proving Proposition 4.3.2, we start by an intermediate result.
Lemma 4.3.4. We have S1(s) = (—1)Ve™*1*1x0% Ry 5(s)t. as maps

(05 \T's) = D*(9: \ I's).
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Remark 4.3.5. (i) Note that Proposition 4.3.2 is not a direct consequence of
Lemma 4.3.4. Indeed, the operator Q. +(s) = (—1)Ye™*1"1x % Ry 5(s)t, could
hide some singularities near I'y ; Proposition 4.3.2 tells us that is it not the
case, at least far from 0.

(ii) A consequence of Proposition 4.3.2 is that Q. +(s) is identically zero on dy (in
the sense that Q. 1 (s)u = 0 whenever supp(u) C 0y ), as it is the case for Sy (s).
This can be seen directly from using the fact that

supp(¢i. R s(s)tau) C {@i(2) © z € supp(u), € < £t < li5(2)}

Proof. Let u € Q2 (0_\T_), and U’ C d_ be a neighborhood of supp u such that U’
does not intersect dy. Let € > 0 small such that

z€0. = li(z) >e.

The existence of such an ¢ follows from the fact that for each x € 0%, the exponential
map exp, : 1, — ¥ is injective on B(0,¢) C T, whenever € > 0 is small enough
(independent of x). Note also that for every z € J_, we have

T(pi(2)) € 85\ E., —l_5(2) <t <0,
as it follows from Lemma 4.2.6. Next, let us set
U={(t2) eRxU : —l_s5(z) <t<e}.

Then U is diffeomorphic to a tubular neighborhood of U’ in Ms via (¢, z) — ¢.(2) °.
Let x € C*°(R) such that x = 1 near | — 00,0] and x = 0 on |e/2, +00[. Set, in the
above coordinates,

Pt 2) = x(t)e Pu(z) € AT ) Ms,

where we see u(z) as a form in T(; )M by declaring 1y,u(z) = 0. We extend ¢ by 0
on M and we set

¢ =1 — Ry5(s)(Lx +5)Y.

Then ¢ is smooth by (4.2.8) since suppy NT'_ = ). Moreover (Lx + s)¢ = 0, and we
have

¢|3_ =1u, ¢|8+ = 8+(5)u,

where S, (s) = S;(s)|aso\r_)- Let h € Q2(M;\ T'y5), so that R_5(s)h is smooth

3. Indeed, the map G : (t,z) — p:(z) is clearly smooth on U. By lemma 4.2.6, we have that
t — p(ps(z)) is strictly increasing for z € d_. Therefore by unicity of the integral curves of X we
see that G is injective. The inverse of G is given by G~1(2) = (t(2’), 2(2")) where t(2') = inf{t >
0 : ¢(2') € 9} and 2(2') = p_y(2r)(2'), which is smooth on G(U) by the implicit function theorem.
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(see the discussion following (4.2.10)). We have, by (4.2.9) and (4.2.10),

OANh= v Ah— R+,5(S)<£X+S)¢/\h

Ms Ms Ms

w/\h+/ (Lx + s)¥ A R_s(s)h
My My

L/J/\h— Q/J/\ (,CX —S)R_75(S)h—|—/ Lx (Zb/\R_ﬁ(S)h)
Ms OM;s

M

= / Lx (¢ A Rf,t?(S)h)
OMs

= (=™ [ Y AixR_s(s)h,
0_s

since tx1¢ = 0 and % has no support near d; 5. Now we let ® : 0_ — 0_ 5 be defined
by ®(2) = ¢_¢_;(-)(2). Assume that the support of h does not intersect U. Then a
change of variable gives

(I)*(LXR_ﬁ(s)h)]& s = LXR_75(s)he_S£—75('),

As we have ®*(¥]s_,) = (¥]p_)et*=00) = ue™!=40) by definition of 1, we obtain

dNh=(— )deg“/ uN(exR_s(s)h). (4.3.1)
M; _
Now because (Lx — s)R_5(s)h = h, we get (Lx — s)R_s(s)h = 0 near U and thus
©iR_s5(s)h = e**R_s(s)hnear U. Let v € Q2(9,\I'}) ; then UNsupp(v) = @ (because
supp(v) C 04+ \ I'y). As WF(v,v) C N*0, we may find h,, € Q2(Ms\ Ty 5), n € N,
such that h, — 1,v in Di.,(Ms), and with the property that supp(h,) N U = 0*.
Then applying (4.3.1) to h = h,, and letting n — oo yields®

/ (Si(s)u) Av = (—1)deg”e“/ uN xR ()L,

s _

because ¢|g, = Sy (s)u. Since fa+ Si(s)unv= [, uNS_(s)v, we obtain
S-(s) = (=1)* "™ ux IR 5(s)L.

as maps Q2(04 \I';) — Q2(0- \T'_). We can replace X by —X to obtain the desired
formula for S, (s), which concludes. O

Proof of Proposition 4.3.2. Let u € Q*(0 \ ) and write u = u(r,60) € 7, 9)0- Let

x € C°(R,[0,1]) such that [, x =1, x(0) #0, x =0on R\ (=§/2,0/2), and x >0
n (—0/2,6/2). For n € N3y we set x,, = nx(n-), so that x,, converges to the Dirac

measure on R as n — 400. We define u,, € Q2(M;) in the (7, p, 0) coordinates by

4. For example, we may take h,(p,7,0) = xn(p)v(1,0) A dp where x,, € C2°(]—9,d]) converges
to the Dirac measure.

5. Here we use that t*txpfR_ 5(s)h, — t tx@iR_ s(s)tv in D'*(J) as n — oo by Remark 4.2.8
since hy, — t,v In Dy 5(Ms).
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Then u,, — (—1)Nt,u in Dly.y(Ms) since d = {p = 0}. In particular, setting
fn = L*QO*_ELXR—&— 5(S)un7 n z ]-7

Remark 4.2.8 gives that f,, — (—=1)V*p* .tx Ry 5(s)t.u in D'*(9). Moreover, if Re(s)

is large enough, then for any n € N, we have (—1)V*p* .ix Ry 5(s)u, € CO(Ms, NT* M)
and thus f, € C°(9,A*T*9). Then we claim that f, — Sy(s)u in D"*(d\ Jy) when

n — +o00, where we recall that

S*u(z)e - if ze0,\TIy,
S(s)ulz) :{ 0 ) if  not. AT

Let F' = {|p| < §/2}. Since the neighborhood {|p| < §/2} is strictly convex, there
exists L > 0 such that for any z € F and T > 0 such that ¢_7(z) € F', we have

(W 10,7, p_i(2) ¢ F) — T>L (4.3.2)

Next, take z € 0; \ I';. Then the set {t € [¢,0_5(2)] : ¢_t(z) € F'} is a finite union
of closed intervals, say

K(2)

{tze: wlz) e F}y = (Jla(2), bu(2)],

k=0

with ag(z) < br(2) < +o0 and bi(z) < ars1(2) for every k. We set p(t) = p(p—i(2))
for any ¢ > 0, and we take any smooth norm ||| on A®*T*M;. Note that u,, = x,(p)u1
Moreover, if z € Ms and t < {_s(z), we have

le™un ()| < Cllua(p-e2)[ exp(Clt]) (4.3.3)

for some C' > 0. Let 6y > 0 small and h € C*(Ms, [0, 1]) such that h =1 on supp u,
and
h(r,p,8) =0, dist(0,7Z) < 6 (4.3.4)

(such a h exists if 6 is small enough since u € Q°(9\ dp)). Then there is ¢ = ¢(6y) >
0 such that |Xp| > ¢ on supph, as it follows from Lemma 4.2.3. In particular if
Re(s) > C' we have by (4.3.3) and (4.3.4)

£ 5(2)
[ fn(2)] </ (Xn © p) (p—e(2) 2 (exur) (2)]Je~"dt

K(2) b (2)
< Cllulloe Y @) / . X (P(D)h(ip_o(2))dt
k 0 ak 2

br(2)

1Hu\looze </ Yo (p(0)| X plo_y(2))|dE.

& (2)

Of course, for t < 0_ 5(z), we have X p(p_i(z)) = p'(t). Moreover by Lemma 4.2.6 we
have +X2%p > 0 if £p > 0. Thus we may separate each interval [ay(z), bx(2)] into two
subintervals on which |p'| > 0 and change variables to get

by (2)
/ Talp ()] (D) < 2 / Talp)dp < 2.

k(2)
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By (4.3.2), we have ay(z) > kL for any k. Therefore we obtain

2|t oo
Il < e s 2 €0, s (485

Moreover, if z € 9_, we have that ¢t — p(¢_4(2)) is strictly increasing for any z € 9_
by Lemma 4.2.6. Thus we may reproduce the argument made above to obtain that
(4.3.5) also holds for z € 0_. Finally, it is shown in [Guil7, §2.4] that Leb(I'y N
dy) = 0°. In particular, since each f, is a continuous, (4.3.5) holds for any z €
(0L U0 )\I'y = 0.

Next, let v € Q°(0). By Lemma 4.2.6, the set {¢_4(z) : ¢ > e} is included in
{p = p(p_c(2))} for any z € J_. In particular, as supp(u,) — 0 when n — oo, we
have f,(z) — 0 for z € 0_. By dominated convergence we get as n — oo

foAv—0.
a_

Next, let n > 0, and x4+ € C2°(0+ \ I'y) such that

X- =1on supp(x+oSy) and  vol(supp(l —x4)) <. (4.3.6)

Such functions exist as Leb(I'y N 9d) = 0. We have

8+fn/\v:/a+)(+fn/\v+/ (I =x1)fau A0,

Oy

Note that on supp v, we have f, = f, where f, is defined exactly as f,,, replacing
by @ = x_u € Q*(0- \I'_). By Lemma 4.3.4 we have Q. | (s)t = S;(s)u, and since
fn = Q-4 (s)u we have

/ X+fn/\U:/ Xt fu AU — X+5+(5)a/\?1:/ X+SH(s)uAv
oy oy oy oy

where we used that S, (s)u = Sy (s)u on supp x+. On the other hand, as the forms
fn are uniformly bounded by (4.3.5) and the discussion below, there is C' > 0 such
that for any n > 1

<Cn and < Cn,

| a=xosisune

Oy

/ (I=x)fuAv

Oy

where we used the second part of (4.3.6). Summarizing the above facts, we obtain
that for n > 1 big enough, one has

/8fn/\v—/88+(s)u/\v

Thus f, = S+ (s)u in D'*(9), which concludes the proof. O

6. Actually, [Guil7, §2.4] says that Leb(I'y 5 N 9 s5) = 0. However the map Js : 2 = ¢y, ;(2)(2)
realizes a local diffeomorphism 04 — J5(04 s), and we have Js(I'y) C 'y 5.

< 4Ch.
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4.3.3 Composing the scattering maps

Recall that 0 has two connected components ) and 9® that we can identify in
a natural way. We denote by ¥ : 9 — 0 the map exchanging those components via
this identification (in particular ¢(01) = 0+), and we set

Si(s) =" 0 Sx(s).
Also we denote by ¥ = T*0 — T™*0 the symplectic lift of 1 to T*0, that is
U(z,6) = (¥(2),dy; '€), (2,6) € T*0.

Lemma 4.3.6. Let x € C°(0\0y). Then for anyn > 1, the composition (Xgi(s)x)n,
which is well defined C°(9, N*T*9) — C°(9, N*T*9) for Re(s) large and holomorphic
with respect to s by Remark 4.5.1, admits a meromorphic continuation as a family
of operators Q*(0) — D'*(0).

Proof. We prove the lemma for S, (s). First, assume that n = 2. According to [Hor90,
Theorem 8.2.14], it suffices to show that A; N By = (), where for n > 1 we set

A, = {(z,g) . 3 €d, (+,0,2,6) € WF' ((Xsi(s»”)},

] (4.3.7)
By ={(z€) : 3 €0, (5.67,0) e WF ((x&:(5))") }.
By Proposition 4.3.2, we have
WE' (XS4 (5)) suppxxn) € d(e X ol (AE UTS U (B X Ez*p,é)) , (4.3.8)

where A, and T¢ ; are defined in the proof of Lemma 4.2.7. Note that in the co-
ordinates of Lemma 4.2.3, we have ((z) = (7,0,0) € 9 for any z = (7,6) € 0 and
thus

de"(2,m) = AT +npdf, 1= n.dr +n,dp +1pdd € T M.

As x is supported far from dy, we have (p.(2'),2") ¢ 0 x O for any 2’ € supp x (see
for example Lemma 4.2.6), and for any n € T7,M;s such that (X (2’),n) = 0, we have

d'(Zn)=0 = n=0 (4.3.9)

by Lemma 4.2.3 since dy = {(7,0,60) : 6 € nZ}. This implies that A, is contained
in E* , while By is contained in W(E% ,), where Ef ;, = (d)"(E% 5). Now we claim
that W(E7} 5) N E* 5 C {0} far from dy. By Lemma 4.2.3 and §4.2.3 one has, for any
z=(1,0,0) € 0V NIy,

By p(2) = R(dr); (r4(2)B(2) — (2)) = R(=sin(0)r (2)dr — db),

since «(7,0) = (7,0,0). Then r, (¢(z)) # r_(z) for all z. Indeed, the contrary would
mean that E(z") N E,(2") # {0} for some 2’ € M (represented by both z and (z)
in Ms), which is not possible. Now we have sin(f) # 0 for z ¢ Jy. As a consequence
(4.3.7) is true, since supp x N 9y = 0. This concludes the case n = 2, and by [Hor90,
Theorem 8.2.14] we also have the bound

WE' (x84 (s)x)°) © (WF’(X3+(S)X) o WF/(X3+(S)X)) U(B1 x 0) U (0 x Ay),
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where 0 denote the zero section in 770, with A; C E* , and By C V(£ ;). Note
that if we set
By, =di' (Bllo,) and Ej, =di' (Eja,),
we have A} C B, and B CV(E;, )=E;, .
Next, we proceed by induction and we assume that for some n > 2, the composi-
tion (xS(s))" is well defined with the bound

WE'((xS+(5))")

o » s (4.3.10)
< (W (xS1(5)0" ) 0 WF (x84 (5))) U (Bat x 0) U (0% Ay),

and that A, 1 C £}, and B, C E} , . This formula implies that the set A, is
included in

{(z,f) eTo :32,2" €0, (,0,2",—n) € WF((X8~+(S>X)n_1)
and (2",n,2,€) € WF(X3+(8)X)} U A;.

We have A, 1 C E}, , and note that W(E} 5) C E;, and E;, NE;, = {0}.
Moreover, as mentioned above, we have ¢.(2') ¢ 0 whenever 2’ € supp(x). Thus we
obtain by (4.3.8)

A, C {(z,ﬁ) : (2",m,2,8) € d(e x 1) (Y5 5) for some 7 € \IJ(E;a_)} UA;.

Now suppose (2”,1,2,§) € d(v x L)T(Tina) with 2", 2 € supp x. Note that we have
V(E;, ) = Ej,, and thus, ifn € (L5 )Nde(2”) " ker X (2"), then 1 = du(2") "7 for
some 7] € E*(2") by (4.3.9). Since E* is preserved by ®_;, we obtain (z,£) € " (E?).
In particular, this yields A, C E}, . Reversing the roles of (xS1(s))" ! and xS, (s)
in (4.3.10), we get that B, is included in

{(z,é) eT) :32,2" €0, (2,67, —n) € WF(xS,(s)x)
and (2',n,2",0) € WF((XS+(3)X)”_1)} U By.

Proceeding as above, one gets B,, C E} , . Finally, we have B, N A; = (), since
E; o NEZ, onsuppx by (4.3.9). As a consequence, we obtain that the composition

(X3+(s)x)n+1 = (X3+(s)x)n o (XS~+(S)X) is well defined by [Hor90, Theorem 8.2.14],
and that (4.3.10) holds with n replaced by n + 1. This concludes the proof. ]

Remark 4.3.7. Using inductively (4.3.10), one can actually show that the wave-
frontset WF'((xS4(s)x)") is contained in d(i x ) "T. 4, where

Toy = { (81,0, (5:9) : 2,@(2) € 55)s, Ni(supp ),

(X(2),) =0, t> 5} Uk, x EY) |supp(xxx)'

Here (and only here), in order to avoid confusion, we denoted by ¢ (resp. ®;) the
complete geodesic flow on M = S¥ (resp. the symplectic lift of the geodesic flow on
T*M), and by i : 0 = SX|,, — M the identification of both components of 0.
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4.3.4 The flat trace of the scattering operator

Let A : Q*(9) — D’*(0) be an operator such that WF'(A) N A(T*9) = (), where
A(T*0) is the diagonal in 7%(0 x 0). Then by [Hor90, Theorem 8.2.4] the pull-
back (i K4 is well defined, where tn : z — (z,z) is the diagonal inclusion and
K4 € D9 x 9) is the Schwartz kernel of A, defined by

/A(u)/\vz Ky ANmiu Ay, u,v € Q(0),
o axd

where 7; : 0 x @ — 0 is the projection on the j-th factor (j = 1,2). We then define
the (super) flat trace of A by

tr? A= (1A K4, 1).

In fact, it is not hard to see that

2
> (=Dke (A, (4.3.11)

k=0
where tr” is the transversal trace of Attiyah-Bott [ABG7] and Ay is the operator
Ay 1 C®(0,N*T*9) — D' (0, \*T*0)

induced by A on the space of k-forms (see also [DZ16, §2.4] for an introduction to
the flat trace).

The purpose of this section is to compute the flat trace of Si(s). In what follows,
for any closed geodesic v : R/{Z — ¥, we will denote

L(y)={z€ 8%, : z=(y(r),%(r)) for some 7 € R/{Z}

the set of incidence vectors of v along ~,, and

L+(7) = p (L(y)) N O

where p, : S¥, — SY is the natural projection.

Proposition 4.3.8. Let y € C=(d\ dy). For anyn > 1, the operator (xS+(s))" has
a well defined flat trace and for Re(s) big enough we have

() /2 ()

~ i
~((Eee) =n Y Tl [T e C(312)

14
i(y,7%)=n (7) z€l,+(7)

where the sum runs over all closed geodesics v of (X,g) (not necessarily primitive)
such that i(y,v.) = n. Here £(7y) is the length of v and (*(v) its primitive length.

This formula should be compared with the formula

n/m# ()
2 ((f ") = > mi(y)sgn(det(1 - (Hx >

~vyEPeryn (f) ZE7y
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which is valid for any smooth Anosov diffeomorphism f : Z — Z of a closed manifold
Z which has non degenerate periodic points and y € C*(Z). Here we denoted by
f*:C>®(Z) — C*°(Z) the pull-back operator, Per,(f) is the set of n-periodic orbits
of f, m#(7) is the minimal period of v and P, is the linearized Poincaré map of v
(that is, P, = df"(z) for z € ). Note that the above sum is finite, unlike the sum in
(4.3.12). This is due to the fact that Sy is singular at T'y, which allows S. to have
an infinite number of n-periodic points.

Proof. The proof that the intersection
W' ((xS+(s)x)") N A(T*0) (4.3.13)

is empty follows from the estimate given in Remark 4.3.7, since E! N E* = {0} and
di(z)" is injective ker X (i(z)) — T7 for any z € supp(x).
For any n > 1 we define the set I''} C 0 by

Crm ={z€0 : (S.)*(z) is well defined for k =1,...,n},
where S = 1) o S. Equivalently, we have
IL=T, and T2 =T7nN (SEF)"(Ti \ f’;)
for n > 1. Also we set
Uin(2) = L0o(2) 4 £2(Se(2)) + - +£:(STY(2)), =zelIm, (4.3.14)

where (4(2) = inf{t > 0 : ¢i4(z) € 0}, with the convention that lin(2) = +o0 if
z € I't. We will need the following

Lemma 4.3.9. Let n > 1. For any k > 1, there exists Cy, > 0 such that
|d¥ s 0 (2)]] < Crmexp(Crplin(z)), ze€CTTL.

Proof. By induction on n, using (4.3.14) and the fact that So(CT%) = CT"2 !, we see
that the lemma reduces to proving the estimate

|d*0.(2)|| < Cexp(Crli(z)), =z e CTL. (4.3.15)

In what follows, C} is a constant depending only on k, which may change at each
line. First, notice that ||d¥y,(2)]| < Cre "l for any t € R and z € Ms such that
vi(z) € Mg, for some constant Cj (see for example [Bonl5, Proposition A.4.1]).
Moreover, we have

S (2) = dlpru(»)(2) + X(Sx(2))dle(z), =€ CTL.
By induction we obtain that for any k
k
14°S5(2)[| < Crexp(Crla(2) + Cp Y [ a(z)|™, my €N, j=1,....k,

j=1

(4.3.16)
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for any z € Cfi Let (7, p,0) be the coordinates defined near 0 given by Lemma
4.2.3. Then p(S+(2)) = 0 for z € I'T and thus

(Xp)(Sx(2))dls(z) = —dp(Ss(2)) o dlpr, (»)](2), 2 €CTL. (4.3.17)
Let z ¢ I'f; Lemma 4.2.3 gives

(Xp)(S1(2)) = sin(0(S+(2))). (4.3.18)

Set 2" = Si(2), and write (7(t), p(t)) = 7(p5¢(2’)), so that p(0) = 0. By the proof of
Lemma 4.2.6, we have that ¢ ~ |p(t)] is strictly increasing (indeed z ¢ I'f and thus
p(0) = £Xp(2") # 0) and whenever |p(t)| < 6/2 it holds

pt) = G(7(1), p(t)) (4.3.19)

for some smooth function G € C*((R/l.z), x[=d/2,6/2],) satistying G(,0) = 0 and
0,G(7,p) > 0. If D = sup|9,G|, we have |G(7, p)| < D|p| and thus [4(t)| < D|p(t)],
with p(0) = 5(0) = 0 and p(0) = £Xp(S+(z)). By comparing the solution of (4.3.19)
with the solutions of §j(t) = Dy(t), we obtain

p()] < |Xp(2')[sh(Dt).

In particular we have [p(t)| < /2 whenever |Xp(S+(2))|sh(Dt) < §/2, and thus
sh(Dl+(2")) = 6/2|Xp(2')|. By (4.3.18), we conclude that there is C' > 0 such that

‘sin(@(Si(z)))} > Cexp(—Cli(2)), zeClTL. (4.3.20)

We therefore obtain for any z € T'f,

1AL+ (2)]| < €7 exp(Cle(2)) |dp(Sx(2)) 1 dlpesi | (I
< ce%z(z).

Now, using repetively (4.3.16), (4.3.17) and (4.3.20), we obtain (4.3.15) by induction
on k. O

Consider ¥ € C*°(R,[0,1]) such that X =1 on ] —co,1] and X = 0 on [2, +o0,
and set X1(z) = X({4n(2) — L) for z € 9. Then X, € C(0\I'}) and by (7.3.3) we
see that the Atiyah-Bott trace formula [AB67, Corollary 5.4| reads in our case

(AKyin(s), Xo)=— >, e by HX ((5) (4.3.21)

(S5)(2)=2
where K +,(s) is the Schwartz kernel of (yS+(s)x)". Indeed, a simple computation
(for example in the spirit of [DZ16, Appendix B| ") shows that for any diffeomorphism
f : 0 — 0 with isolated nondegenerate fixed points, it holds

tr ARdf(2)
Z T~ s (4.3.22)

7. Actually in the aforementioned reference the authors deal with flows, but the diffeomorphism
case is even simpler.
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where Fy, : QF(9) — Q%(9) is defined by Frw = f*w and A*df(z) is the map induced
by df(z) on A*T0. Since >, (—1)*tr(A*df(z)) = det(1 — df(z)) it holds

tl(F) =Y (-DF’(Fy) = ) sgndet(l — df(z)). (4.3.23)

k f(z)==2
Now note that Y (xS+(s)x)™ is by definition the operator given by
~ & &5\ k 5 \k—1 —s N/ & ok
w = xo(*) (H(Xo (S5)7) (x o (S%) )) e 0 (82) . (4.3.24)
k=1
Moreover, sgn det (1 - d(S:F)n(z)) = —1 for any z such that (ch)n(z) = z. Indeed,
for such a z, d(SjF)n(z) is conjugated to the linearized Poincaré map

P, = d(6rs () (2)
which satisfies det(1— P,) < 0 as the matrix of P, in the decomposition E*(z)® E*(z)

Ev(2)®Es(z)>

reads for some A > 1 (since ¢, preserves the volume form o Ada). Finally,

A0
0 M1
by (4.3.13), the pairing in the left hand side of (4.3.21) is well defined ; morever the
proof of (8.3.2) can be revisited for the operator (4.3.24) thanks to the introduction
of our cutoff functions x, and x, yielding (4.3.21).

As L — +o00, the right hand side of (4.3.21) converges to
)/ ()

n Z 7) 732(7) H XZ(Z) ,

i(y,74)=n 7) z€l +(7)

since for any closed geodesic v : R/Z — X such that i(~,7,) = n we have
t{z €0 1 2= (y(r),7(7)) for some 7} = nl¥(y)/((7).

Note that the sum converges whenever Re(s) is large enough by Margulis’ asymptotic
formula given in the introduction. It remains to see that (ii\ K, +,(s),1 —x5) — 0
as L — +o00. Note that Lemma 4.3.9 gives

|d*X || < Cre+. (4.3.25)

By Remark 4.3.1, if s > 0 is large enough, one has S1(sg) : 2°(9) — C° (9, A°*T*0).
Also for any s € C with Re(s) > 0 we have

Si(s0+ s)w = (Si(so)w)e *=*0 . w e Q*(d). (4.3.26)

Let N € N such that ¢y K, +,(so) extends as a continuous linear form on CV(9).
Then applying Lemma 4.3.9, we see that if Re(s) is large enough, the function
exp(—sly,(+)) lies in CN(8). Thus the product e =0 A K, 1, (so) is well defined
and by (4.3.25) we have

(7D K n(s0): (= Fu))| = [(hKoan(s0). (1= Ko
Cf|(1 = Xp)e =0

C e(CN—Re(s))L

< [
<

Y
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since {4 ,, > L on supp(1—xy ). Therefore, to obtain that (¢4 K, 1 »(so+s),1—Xr) = 0
as L — +o0, it suffices to show that

e—Sf:ﬁ:,n(')LZvaijn(So) = LZKx,ﬂ:,n<SO + S)‘

That this equality is valid if Re(s) is large is a consequence of (4.3.26) and Lemma
4.11.1. ]

Recall from Remark 4.3.7 that s — (xS+(s)x)" admits a meromorphic continua-
tion in Dy i(@ x 0) where T'_ , does not intersect the conormal to the diagonal in

d x 0. In particular, we have the

Corollary 4.3.10. The function s — Nty n(s) defined for Re(s) > 1 by the right
hand side of (4.3.12) extends to a meromorphic function on the whole complex plane.

To prove Theorem 4.1.1, we wish to use a standard Tauberian argument near the
first pole of 1y ,, to obtain the growth of N(n,L). Indeed, it is known (see §4.5)
that s — R4 5(s) has a pole at s = h,. However since 74 ,, is given by the trace of
the restriction to 0 of Ry s, it is not clear a priori that ny , , will have the sought
behavior at s = h,. However in the next section we obtain some priori bounds on
N(n, L) ; this will imply that 7y ,, has indeed a pole at s = h, of order n.

4.4 A priori bounds on the growth of geodesics with
fixed intersection number with -,

The purpose of this section is to get a priori bounds on N(1,L) (and N(2, L)
in the case where ~, is separating), using Parry-Pollicott’s bound for Axiom A flows
[PP83].

Choose some point z, € 7,. Let g be the genus of ¥ and (ay,bq,...,a,,by) be a
basis of generators of 3, so that the fundamental group of ¥ is the finitely presented
group given by

7T1(Z) = <CL1, bl, <oy Qg bg, [al, bl] cee [ag, bg] = 1>, (441)

where we set m (%) = m (2, x,) for some choice of x, € v, (see Figure 4.4.1 for the
case 7, is not separating, and Figure 4.4 otherwise).

4.4.1 The case v, is not separating

Up to applying a diffeomorphism to ¥, we may assume that ~, is represented
by a, € m(X). The cutted surface ¥, is a topological surface of genus g — 1 with 2
punctures and the fundamental group m(3,) = m1(3,, z,)® is the free group given
by (a1,b1,...,as), as it follows from the fact that ¥, is homotopically equivalent to a
connected sum of 2g—1 circles. We refer to Figure 4.4.1 for a picture of the generators
and the choice of z,. By the presentation of 7;(X) given above, we have

/

bgagh,' = aj, where ay = [ay,b1] - [ag_1,bs_1]a, (4.4.2)

8. Here, in order not to burden the notations, we still denote by z, € 3, a lift of x, € ¥ by the
natural map q, : X, — X, see Figure 4.4.1.
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FIGURE 4.2 — The generators ay, by, . . ., ag, by of m1(2) (on the left) and the generators
ar, by, ..., a5 of m(X,) (on the right) when g = 2. Here ~, is assumed not separating
and is represented by ay in 7 (X).

and note that a; also defines an element of 7 (%,).

Lemma 4.4.1. The map q, : X, — X given by the identification of the boundary
components of ¥ induces a map . : () = m1(X), which is injective.

Proof. Let (ag) (resp. {(ay)) be the infinite cyclic subgroup of 71(3,) generated by
ag (resp. ay). Then by (4.4.1) and (4.4.2), the group (%) is the HNN extension
71 (X4 )% of m(2,) with respect to the the isomorphism ¢ : {(ay) — (ag) given by
P(ay) = ag, that is, 7 (X,)*g is the finitely presented group defined by

T (Ze)%p = (a1, b1, ..., ag,t : t_la'gt = ay),

see [LS01, §IV.2|. Now the map ¢, . : m1(X,) — m(2) coincides with the natural map
m(X,) = m1(X4)%,, and this map is injective by [LS01, Theorem IV.2.1]. O

We may see the cutted surface ¥, as the convex core of a complete, non compact,
negatively curved surface, with funnels. Indeed, by Lemma 4.4.1, the group m(3,)
can be thought as a subgroup of m1(X), and the convex core of the infinite surface
%¢ = my(%,)\2 is canonically isometric to ¥, (here X is a universal cover of ).
Another way to obtain this is by gluing two arbitrary funnels, as follows. Recall that
near each connected component of the boundary 0¥, C X5, we have coordinates
(1,p) € R/Z, x [=0,6], given by Lemma 4.2.3 for which 0¥, = {p = 0} and
935 = {p = 0}. In those coordinates, the metric has the form dp® + f(r, p)dr? for
some smooth function f satisfying 0,f(7,0) = 0 and s(7,p) = —03]“(7, p) ] f(1,p).
Then we arbitrarily extend f to a smooth function on (R/¢,Z), x [—d,+o0[ so that
for some constants ¢, C' > 0 it holds

c<If/f<C.

By gluing the funnels (R/¢,Z) x [0, 00] and 3, along the corresponding connected
components, we obtain a complete negatively curved surface 3¢, whose metric in the
funnels is given by dp? + f(7, p)d7%. We will again denote by (¢;) the geodesic flow
on the unit tangent bundle SX¢ of 3.

Let 3, denote the universal cover of ¢ and let 7, € >, such that (Z) =
where 7 : 3, — Y¢ is the natural projection. Then 7y (X¢, ) = m(X,) acts on 3, by
deck transformations so that £¢ ~ 7;(,)\2,. Moreover, Lemma 4.2.6 implies that
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the recurrent set of the geodesic flow on S is compact and included in S¥, ; thus
m1(X,) is convex-cocompact in the sense of [Dal99]. The aforementioned lemma also
implies that every closed geodesic in 3¢ which is not contained in 0%, is actually
contained in the interior of 3,.

It is well known that there is a one-to-one correspondance between oriented closed
geodesics on X¢ (all of them belonging to X,) and the set of free homotopy classes
of loops in X¢. The latter set is itself in one-to-one correspondance with the set of
conjugacy classes of m(3,). We set

Co(w) = dist(Zy, wTy), w € m(Xy),

where the distance comes from the metric 7*¢ on 53, For any w € (X%, ), we denote
by [w] the associated conjugacy class of m1(X,). Note that if 4y, denotes the unique
geodesic in the free homotopy class of w (which is represented by the conjugacy class
[w]), we have £(7},]) < £i(w). We also denote by

wl(w) =min{n >0 : w=01- - an, ;€ L\ {bsb;'}} (4.4.3)

the word length of an element w € m (%), where %, = i, {ak, a; ', by, b,;l}. We
will say that a word oy -y with o; € %, is reduced if a; # (aj1)"* for any
j=1,...,k—1. As m(X,) is free, for each w € m(%,), there is exactly one reduced
word oy - - - @, such that n = wl(w), see [LS01, p.4]. It follows from the Milnor-Svarc
lemma [BH13, Proposition 1.8.19] that for some constant D > 0 we have

1

Ewl(w) — D </l (w) < Dwl(w) + D, w € m(%,). (4.4.4)

Also, as m(X,) is convex co-compact we have the classical orbital counting (see
[Rob03, §1.F and Corollaire 2|)

tH{w € m(%,) 1 L(w) <L}~ At L = oo (4.4.5)

for some A > 0, where h, > 0 is the topological entropy of the geodesic flow of (X5, g)
restricted to the trapped set

K{ ={(z,v) € SX¢ 1 ¢p(z,v) € S5, t € R}.

In fact, h, > 0 also coincides with the entropy of the geodesic flow of (X, g) restricted
to the trapped set K, mentioned in the introduction,

K, ={(z,v) € S¥ : 7(pi(x,v)) € X\ 7%, t € R},
where the closure is taken in SY, and we have K¢ = p_!(K,) where p, : S2, — S%
is the natural map given by the identification of both components of 95%,.
4.4.1.1 Lower bound
In this paragraph we will prove the

Proposition 4.4.2. If v, is not separating, then there is C' > 0 such that for any L
large enough,

N(1,L) > Ce™*/L.
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{1} x R/Z

{0} x R/Z

FIGURE 4.3 — Proof of Lemma 4.4.3. The path linking (0, [0]) € {0} x R/Z to (1, [0])
is the image of F'.

Note that the bound given in Theorem 4.1.1 is actually N(1,L) ~ c.eL. We
could obtain a better bound with the methods presented in the paragraph 4.4.2
below which deals with the not separating case; however Proposition 4.4.2 will be
sufficient for our purposes.

Lemma 4.4.3. Toke w,w' € m(X,). Then [wbs] = [w'bs] as conjugacy classes of
m(X) if and only if w = agw'ag™ in i (X,) for some n € Z.

Proof. If w = ajw'bga;"b; ", then clearly wb, and w'b, are conjugated in (%, x.).
Reciprocally, assume that [wby] = [w'bs]. We may find smooth paths v and ' re-
presenting respectively the elements wb, and w'b,, with i(y,7.) = i(7',7) = 1 and
such that the intersections v N, and 7' N v, are transversal. As [wb,] = [w'by], the
loops v and ~' lie in the same free homotopy class. Thus, there is a smooth homotopy
H :[0,1] x R/Z — ¥ such that H(0,-) = v and H(1,-) = +'. We may assume that
H is transversal to v, (see for example |[GP10, Corollary p.73|) in the sense that

dH (s,7)(T(5,7)([0,1] X R/Z)) + Tor(s,e = TrsnS, H(s,7) €

In particular, H'(v,) is a smooth submanifold of [0, 1] x R/Z. As v and 7/ intersect
transversally v, exactly once, we have H 1 (~,)N({j} xR/Z) = {j} x{[0]} for j = 0,1
(here [0] is sent to z, by both v and 7). Thus, necessarily, there exists an embedding
F :10,1] = [0,1] x R/Z such that Im(F) C H '(v,) and F(j) = (4,[0]) for j = 0,1
(see Figure 4.3). Write F' = (S,T'), and define

H(s,t) = H(S(s),[T(s)+t]), (s,t)€]0,1] x[0,1].

It is immediate to check that H realizes an homotopy between v and +/, and we have
H(s,0) = H(F(s)) € 7, for any s € [0,1]. For any s, let us denote by ¢, the path
[0,1] 3 u — H(su,0) which links z, to H(S(s), [T'(s)]) within 7,. The the continuous
family of paths s +— 7,, where 7, is given by the concatenation c;lﬁf (s,-)cs, realizes
a continuous interpolation between 7y = v and 7, = ¢;'7c;. As S(1) = 1 and
T(1) = [0] we have ¢;(0) = ¢1(1) = x4, and since ¢1(u) € 7, for each u € [0,1]

we get ¢; = a," for some n € Z. This yields wby = ajw'bga;™ in m(X), and thus
N, I—N

w = agw'ag; " where the equality stands in 7,(X). By lemma 4.4.1, this equality
actually holds in 7 (X,), which concludes the proof. O
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Proof of Proposition 4.4.2. In what follows, C' is a constant that may change at each
line. For any w € m(X,) and n € Z we have by (4.4.4)

—n 1 n —n
(o (agway ") > Ewl(agwa’g )—D. (4.4.6)
Let w’ be the unique reduce word such that w’" = wag ". Then write w' = ag_kw”

for some w” where |k| is maximal, and note that necessarily |k| < wl(w) + 1, since
a, = [a1,b1] - [ag_1, bg_1]as. Then

g
wl(agway ") = [n] — k| +wl(w") = |n| = 2|k] +wl(w') > |n| —2(wl(w) 4 1) +wl(w').
Now the triangle inequality for wl gives (4(g—1)+1)n| = wl(ay ™) < wl(w')+wl(w™)

and thus we obtain wl(ajwag ") > C|n| — Cwl(w) — C for each n. Injecting this in
(4.4.6) yields (for some different C)

l(agwag ") = Cln| = Cwl(w) = C, n € Z.
In particular, for any L and w such that ¢,(w) < L, we have
{neZ : l(ajwa;™) < L}| <CL+C. (4.4.7)

Now for w € m1(%,) set Cy = {agwa; ™ : n € Z} C m (%) and denote by € the set

{Cp : wem(Ey)}. For C € € we set (,(C) = inf,ec l4(w). Then by Lemma 4.4.3,
we have a well defined and injective map

{Ce? : L,(C)SL}—={yeP1 : L(y) S L+C}, Cypr [why,

where P; denotes the set of primitive geodesics v such that i(y,v,) = 1°. In particular
we get with (4.4.7) and (7.5.2)

N1,L)>{Ce € : 6.(C)<L—-C}

1
Z = Dl <L -
> e Y lwee L@y <r-c)
cee¢
t(O)<L=C (4.4.8)
1
= R < -
CLiC Hw e m () @ l(w) < L—-CY
1
Z = (L — ,
CL+CeXp(h (L—-0))

where the equality in the third line comes from the fact that m(3,) is the disjoint
union of the subsets C with C € €. This completes the proof. n

9. Each class [wbg] defines a geodesic in P;. Indeed, it follows from Lemma 4.2.1 that
i(Jwbg],v+) < 1. On the other hand the absolute value of the algebraic intersection number bet-
ween wby and a, is 1, and this implies that there is at least one intersection point between [wbg]
and ,, since the algebraic intersection number is preserved by free homotopies.
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4.4.1.2 Upper bound

Each 7 € Py with {(y) < L lies in the free homotopy class of w'b;! for some
w' € m (4, x4) and 4 (w) < L+ C. In particular (7.5.2) gives the bound

N(1,L) < Cexp(h,L)

for large L. Now let v € Py with /() < L. Then we may find a deformation of the loop
~ into a loop 7" which is represented by the conjugacy class of wbgﬂw’ bgﬂ in (%), for
some w,w’ € m(X,). This deformation can be made so that ¢, (w) + ¢, (w') < L+ C.
Thus we get

N(2,L)<C > 1

w,w €y (L)
£y (w)‘f’z* (w/) <L+C

L+C

<Y Cexp(hk)Cexp(hi(L + C — k)
k=0

< C'Lexp(hyL).

Iterating this process we finally get, for large L,

N(n,L) < CL" "exp(h,L).

4.4.2 The case 7, is separating

In this paragraph we assume <, is separating, and we write 3 \ v, = X; U %
where the surfaces 3J; are connected. Up to applying a diffeomorphism to ¥, we may
assume that =, represents the class

a1, 01] - - [ag,, b, ] = [ag, be] ™'+ lag 41, by 1] ™' € mi(2) (4.4.9)

(see Figure 4.4). Here g; is the genus of the surface 3, and the genus g, of ¥, satisfies
g1 +8g =g

We set m1(2) = m1 (2, 2,) and m(2;) = (X5, ,) for j = 1,2 (we see 3, as a com-
pact surface with boundary ~, so that z, lives on both surfaces). Then 7 (X;) (resp.
m(22)) is the free group generated by ay, by, ..., ag,, by, (r€sp. ag,+1,bg 41, - - -, g, bg),
and we denote by w,; and w, > the two natural words given by (4.4.9) representing
Vs in w1 (31) and m1(3y), respectively. Note that we have a well defined map

m(X1) X m(Ey) — m(X)
(wl,wg) —  WoUWn

given by the composition of two curves.

Lemma 4.4.4. For j = 1,2, the map gq;. : m(X;) = m(X) induced by the inclusion
2 — X 1s injective.

Proof. For j = 1,2 let (w, ;) be the infinite cyclic group of m;(X;) generated by w, ;,
and let ¢ : (w,1) — (w,.2) be the isomorphism given by ¢(w, 1) = w,s. By (4.4.1),
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=

FIGURE 4.4 — The generators ay, by, . .., ag, by of m1(X). Here 7, is assumed separating
and g = go = 1.

the group m1(X) is the free product with amalgamation m(3) %, 71 (X2), that is, the
finitely presented group given by

T1(X1) *g m(X2) = {a1,b1,..., 0,0 © weq = P(wi1)},

see [LSO1, §IV.2]. With this representation the map g; . coincides with the natural
map 71 (X;) = m1 (1) %4 (X2), and this map is injective by [LS01, Theorem IV.2.6].
This completes the proof. n

For any w € m(X), we will denote by [w] its conjugacy class, and by =, the
unique geodesic of ¥ such that ~,, is isotopic to any curve in w (in fact we will often
identify [w] and 7). Let (2, §) be the universal cover of (X, g), and choose i, € %
some lift of z,. Then m;(X) acts as deck transformations on ¥ and we will denote

U (w) = dists(Z,, wi,), w e m(X).
As in the preceding subsection, we have the orbital counting
tH{w; € m (%)) @ b(w;) < L} ~ Aje"" L — 00, j=1,2, (4.4.10)

for some Ay, As > 0, where h; > 0 is the topological entropy of the geodesic flow
restricted to the trapped set

Kj = {(z,v) € S%2 : @i(z,v) € S53, t € R}
where ¥3f = %\ O%; for j = 1,2,

4.4.2.1 Lower bound

Unlike the case 7, not separating, we will need a better lower bound. Namely, we
prove here the following result.

Proposition 4.4.5. Assume that v, is separating, and that hy = hy = hy. Then
there is C' > 0 such that for L large enough,

C’Leh*L
N(2,L) > ———.
( ? ) 10g(L)4

If hy # hy we have for L large enough, if h, = max(hq, hs),

Ceh+L
N(2,L) > :
( ? ) 10g(L)2
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>
H' (1) O

{0} x R/Z

FIGURE 4.5 — Proof of Lemma 4.4.6. The path linking (0,7) to (0,72) is the image
of F.

The strategy to prove Proposition 4.4.5 is the following. We wish to construct
enough closed geodesics intersecting v, exactly twice by considering conjugacy classes
of the form [wqw, | where w; € m(%;) for j = 1,2. Lemma 4.4.6 below will tell us that
if w; is not a power of w, ; for j = 1,2, then the closed geodesic representing [waw; |
indeed intersects 7, exactly twice. Next, in Lemma 4.4.7, we describe the injectivity
defect of the map (wi,ws) + [wows]. Finally in Proposition 4.4.8, we show that
this injectivity defect is not too harmuful in the sense that there are not too much
wj, w; € m1(X;) such that [wyw;] = [wyw!]. This will allow us to obtain the desired
bound with a logarithmic loss.

Lemma 4.4.6. For two elements w; € m(X;), 7 = 1,2, we have i(Vugw,, V) =
2 except if w; = w; in m(X;) for some k € Z and j € {1,2}, in which case
i(Yegwr 1) = 0.

Proof. Let v : R/Z — ¥ be a smooth curve in the free homotopy class of wyw; such
that {T € R/Z : (1) € v} = {71, 2} for some 7, # 1 € R/Z. We may also choose
7 50 that v|f, ) (resp. ¥|jr,~)) is homotopic to some representative v : [0,1] — ¥
of wy (resp. some representative s : [0, 1] — X9 of wy) relatively to 7,, meaning that
there is a homotopy between 7|, -,; and vy, with endpoints (not necessarily fixed)
in 7,. Here 11,72 C R/Z is the interval linking 7 and 7 in the counterclockwise
direction.

AS Yiy,u, minimizes the quantity i(7y,v.) for v € [Yuyuw,| (see Lemma 4.2.1) we
have either i(Vuyw,, V+) = 0 0 1(Vagwys Vx) = 2+ If 1(Vaspuwy s %) = O then there exists
a homotopy H : [0,1] x R/Z — ¥ such that H(0,-) = v and H(1,-) = ~, so that
H(1,7) ¢ v, for any 7. As in the proof of Lemma 4.4.3 we may assume that H is
transversal to 7y, in the sense that

dH(S, T) (T(S’T)([O, 1] X R/Z)) + TH(s,T)’Y* = TH(s,r)E, H(S, 7') € Vs

so that the preimage
H'(3.) € [0,1] x R/Z

is an embedded submanifold of [0,1] x R/Z (see Figure 4.5). As H '(y,) N{s =
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0} = {7, 72} and H'(v,) N {s = 1} = § it follows that there is an embedding
F :[0,1] — [0,1] x R/Z such that F(0) = (0,7), F'(1) = (0, 7) and

F(t)e H '(y,), te€lo,1].

As F'is an embedding, we have that F' is homotopic (by an homotopy which preserves
the endpoints) either to J, -, or to Ji, 5], where Ji, - : [0,1] = [0,1] x R/Z is the
natural map that sends [0, 1] to {0} x [7, 7/]. We may assume without loss of generality
that F' ~ Jj;, ). In particular, writing /' = (S,7'), the map T is homotopic to
I17, ) = P2 © Jiry ma], Where py 2 [0,1] X R/Z — R/7Z is the projection over the second
factor. This means that there is G : [0, 1] x [0, 1] — R/Z such that for any s,t € [0, 1],

G(s,0) =7, G(s,1)=m, GO0,t)=7+t(rn—m), G(1,t)="1T(t).

Now we set H(s,t) = H(sS(t),G(s,t)) for s,t € [0,1]. Then

H0,t) =~v(m1 +t(re — 7)), H(L,t)=(HoF)(), te]|0,1],

and

H(s,0)=H(0,7) =21, H(s,1)=H(0,72) =122, s€]0,1].

We conclude that ¢ — |-, (71 + (72 — 71)), and thus 71, is homotopic (relatively
to 7,) to some curve contained in 7,. Thus w; = w* for some k € Z, in 7(X). As the
inclusion 71 (X;) — m1(X) is injective by Lemma 4.4.4, the lemma follows. O

Now, we need to understand when the geodesics given by |[wow;] and [whw}] are
the same. This is the purpose of the following

Lemma 4.4.7. Take wj,wj € (%), j = 1,2 such that i(Yuwyw,], %) = 2. Then it

holds [wowq] = [whwy] as conjugacy classes of w1(X) if and only if there are p,q € Z
such that
wy = wh qwhwl,,  wr = w, fwiw, 7. (4.4.11)

Proof. Again, let v : R/Z — ¥ be a smooth curve intersecting transversely v, such
that {1 € R/Z : v(7) € v} = {7, =} for some 7 # 1 € R/Z, with v([r, 2]) C ¥4
and y([r2, T1]) C Xs. Let x; = y(7;) for j = 1,2 and chose arbitrary paths ¢; contained
in 7, linking x; to z,. Note that all the preceding choices can be made so that the
curve 71 = C27|[7’1,72]Cl_1 (resp. Y2 = 01'7|[7'2,7'1]C2_1) represents wfwlwz (resp. w;qwﬂu;p)
for some p, q € Z. We may proceed in the same way to obtain ', 71,74, ¢}, ¢4, 0, ¢ so
that the same properties hold with wy, ws replaced by wi, w5. By hypothesis, we have
that + is freely homotopic to 4/. Thus we may find a smooth map H : [0, 1]xR/Z — %
such that H(0,-) =~ and H(1,-) =~'. As in Lemma 4.4.6, H may be chosen to be
transversal to 7y, so that

H7'(y) C[0,1] x R/Z

is a finite union of smooth embedded submanifolds of [0, 1] x R/Z. Let (z,p) : ¥ —
R/Z x (—¢,€) be coordinates near 7, such that {p = 0} = 7, and |p| = dist(7, -) and
such that {(—=1)7'p > 0} € ;. As H () N{s =0} = {m1, 72} and H ' (y,)N{s =
1} = {7], 7}, we have two smooth embeddings F, F; : [0,1] — [0,1] x R/Z such
that F;([0,1]) € H '(y) and F;(0) = (0,7;) for j = 1,2, with F;(1) = 7| or 7§
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(indeed we have i(y,~,) = 2 and thus there is a path in H'(7,) linking {s = 0} to
{s = 1}, since otherwise we could proceed as in the proof of Lemma 4.4.6 to obtain
that i(y,7,) = 0). In fact we have Fi(1) = (1,7]) and Fy(1) = (1, 7}) (we shall prove
it later). Set F; = (5;,1}), and

H(s,t) = H((1 —t)Si(s) + tSa(s), Ti(s) + t(Ta(s) — Ti(s))), s,t € [0,1].

Then it holds

H(0,t) =y(n + (e = 7)), H(1,t) =+ (] +t(r, = 7)),

and

H(s,0) = H(S1(s), Ti(s)), H(s,1) = H(Sa(s), Ta(s)), s € [0,1].
For j = 1,2 let ¢;(s), s € [0,1], be paths contained in 7, depending continuously on
s and linking Tj(s) to x, such that ¢;(0) = ¢;. Then the construction of H shows
that
02(0>7|[T1,72]Cl(0)_1 ~ 02(1>7,|[T{,Té]01(1>_1’

and reversing the role of 7 and 75 in the constructions made above,

61(0)’}/“7.2,7.1]62(0)_1 ~ 61(1)7/“75,7'1]02(1)_1'

Thus we obtain

/—1

wPww? = cp(1) s P wiw? ey (1)

and
- - -1, —q —p’ 7 -1
w, Twow, P = c1(1)e] w, Twaw, P chea(1) 7,

which is the conclusion of Lemma 4.4.7 as the paths ¢;(1)c]' and cy(1)cy ' are

contained in +, (and again, the inclusions m(X;) — m(X), j = 1,2, are injective).

Thus it remains to show that Fj(1) = (1,7;) for j = 1,2. We extend p into a
smooth function p : ¥ — R such that (—=1)7"'p > 0 on ¥; \ 74. Now there exists a
continuous path G : [0,1] — ([0,1] x R/Z) \ H~'(~,) such that

G(0) € {0} x |, »[ and G(1) € {1} x (R/Z\ {7, 75})

(indeed, otherwise it would mean that there is a continuous path in [0,1] x R/Z
linking (0, 7) to (0, 7), which would imply, as in Lemma 4.4.6, that i(y,7.) = 0). In
particular, we have po HoG > 0 since p(H (0, 7)) > 0 for 7 € |71, 7o . Thus necessarily
G(1) € {1} x|y, 5[ since p(H(1,7)) < 0 for 7 € |75, 7] . Now, as Im(F;)NIm(Fy) = ()
(again, if the intersection was not empty we could find a path linking (0, 71) to (0, 72)),
we have that G(1) lies in |T7(1),T5(1)[. Since (p o H o G)(1) > 0, it follows that
T1(1) = 7{ and T3(1) = 7. The lemma is proven. O

The above lemma motivates the next result.

Proposition 4.4.8. There is a constant C' > 0 such that the following holds. For
any w € m(X;) such that w is not a power of w, ;. Then there are py, G, € Z such

that if w' = wwwl it holds

5*(105,]-10'1034) > (Ipl + gD () + b(w') = C,  p,q € Z. (4.4.12)
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In what follows, for any x,y € i], we will denote by [z,y] the unique geodesic
segment joining x and y. Before starting the proof of Proposition 4.4.8, we state a
classical result valid in negatively curved spaces.

Lemma 4.4.9. For each 6 > 0 there exists a constant C' > 0 such that the following
holds. For any sequence of geodesic segments [xo, 1|, [T1, xa], [X2, x3] in ¥ such that
dist(z1,22) > § and such that the angle between [x;_1,x;| and [z;,x;41] is equal to
+7/2 for j = 1,2 it holds

dist(xg, x3) > dist(xo, z1) + dist(zq, x2) + dist(za, x3) — C. (4.4.13)

Proof. We will need the following intermediate result.

Fact 4.4.10. For any e > 0, there is C' > 0 such that for any pairwise distinct points
x,y,z € ¥ such that the absolute value of the angle (taken in |—m,x|) between [z, y]
and [y, z] is not smaller than e, we have

dist(z, z) > dist(z, y) + dist(y, z) — C.

Proof of Fact 4.4.10. We prove the result by comparing > with a model space of
constant curvature, as follows. Let a = dist(x,y), b = dist(y, 2), ¢ = dist(z, ), and
v = Z([z,yl, [y, z]). Let 3., be simply connected complete Riemannian surface with
constant curvature —k? < 0, such that x < —k? everywhere for some k > 0 (recall
that k is the curvature of 3J). Consider any points 7,7, Z € 3 such that

disty(Z,9) = a, distx(y,2) =0 and Z([7,7],[y,2]) =,

where dist;, is the distance in f]k, and set ¢ = distg(z, z). Then by a classical trigo-
nometric formula for spaces of constant negative curvature (see [BH13, 1.2.7]),

ch(kc) = ch(ka) ch(kb) — sh(ka) sh(kb) cos(y).

As vy € |—m, 7] \ |—¢, [, we have cos(y) < 1 —n for some 7 € ]0,1[ depending on e.
Thus
ch(ke) = nch(ka) ch(kb).

Using exp(t)/2 < ch(t) < exp(t) for ¢ > 0 one gets

1 4
c= a+b+—og(n/ )
k
As the scalar curvature of ¥ is everywhere not greater than —&2, the space S s
a CAT(—k?) space (see |BH13, Theorem II.4.1]). In particular by comparison one

obtains ¢ > ¢ (see [BH13, Proposition I1.1.7]), which concludes the proof. O]

We are now in position to prove Lemma 4.4.9. Let x, 1, T2, x3 as in the statement.
For j =0,1,2 we set d; = dist(z;,z;4+1). We first assume one of the numbers d; or
dy is not greater than 4, say dy < d. Then Fact 4.4.10 (applied with x = 1, y =
and z = x3) yields dist(xy, x3) > dy + dy — C and thus

diSt(lL‘O, ZE3) 2 diSt(iL'l, ZL‘3) — diSt(ZE07 171) 2 d1 + dg + C — Qo 2 do + dl + dg + C - 20.
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FIGURE 4.6 — Proof of Lemma 4.4.9.

Therefore we may assume that dy, dy > d. Applying Fact 4.4.10 for the points xg, x1
and zo yields
diSt(Io, 372) > d() + d1 - C. (4414)

For any pairwise distinct z,y, 2z € EN], we denote by A(x, y, z) the triangle generated by
x,y, z. Then as dy,d; > 9, the triangle A(xg, z1, x2) contains some triangle A(z,y, 2)
with a right angle at y and dist(z, y) = dist(y, 2) = ¢ (namely, y = 21, € [z1, 2] and
z € [x1,x5]). Clearly the area |A(x,y, z)| of A(x,y, z) is bounded from below by some
constant D > 0 depending only on § > 0 (indeed, it suffices to verify this property
for x,y, z lying in a compact set given by a finite union of fundamental domains of
Y)). Therefore, |A(zg, z1,x2)| = D. Let o and 8 be the angles of A(xg,z1,x2) at o
and xo, respectively (see Figure 4.6). Let fi, bet the Riemannian measure of i, and
R its scalar curvature. Then, by the Gauss-Bonnet formula [Lec97, Theorem 9.3], it
holds

/ R djiy +7/2 4+ (1 —a) + (7 — B) = 27
A(wo,xl,xg)

This gives
BLT/2—a— K |A(xg, 21, 20)| < 7/2 — k2D,

Therefore the angle between [z, 22] and [z, 23] is not smaller than £2D. In particular,
we may apply Fact 4.4.10 to get dist(zg,x3) = dist(xg, z2) + dy — C for some C
depending only on k?D. Combining this with (4.4.14), we conclude the proof. O

Proof of Proposition 4.4.8. We fix j € {1,2} and denote w, = w, ; for simplicity. Let
w € m1(X;) such that w # w¥ for any k. Then w is not the trivial element and thus
it is hyperbolic. Recall that (X,9) is the universal cover of (X, ¢g) and that 7 (X) act

by deck transformations on . For any u € m(2) \ {1}, we denote by

: +k

= i
the two distinct fixed points of u in the boundary at infinity DX of 32 (here z denotes
any point in i) We also denote by A, the translation axis of u, that is, the unique
complete geodesic of (3, §) converging towards u, (resp. u_) in the future (resp. in
the past). Note that A, .1 = wA,,. As the conjugacy classes [ww,w™!] and [w,]
both represent the geodesic v, we have either A,, = wA,, or A, NwA,, = 0.



4.4. A PRIORI BOUNDS 87

Since w is not a power of w,, we necessarily have A,, NwA,, = (. Write v, =
{ps(z2) : t € [0,4(v)]} for some z, = (x4,v,) € M. By hyperbolicity of the
geodesic flow, there is D > 0 such that the following holds. For any z € M such that
infger distas (2, ps(2)) < D, it holds

Yy (2) =2 = 2= ,(2,) for some s € R. (4.4.15)

This fact implies
dist(Ay,, wAy,,) = D. (4.4.16)

Let & € A,, and § € wA,, be the unique points such that dist(z, ) = dist(A,,, wA,,),

Aw

T
J— *—0 = = .
j wy PV T,

WwIY T4

WA,

FIGURE 4.7 — Proof of Proposition 4.4.8.

and take p,q € Z. By (4.4.16), we may apply Lemma 4.4.9 with the sequence of geo-
desic segments [w, PZ,, Z], [Z,9], 7, wwiZ,| to obtain

dist(wwiz,, w, Pz,) > dist(wwiz,, ) + dist(g, 2) + dist(zZ, w, Pz,) — C

for some C' > 0 independent of w, p and ¢ (see Figure 4.7). Next, let p,, ¢, € Z such
that
dist(Z, w, P 2,) < £(v.) and dist(g, wwl*z,) < (V).

Then for any p, q € Z we have
dist(Z, w, *T,) 2 [p = pull(e) — L),  dist(y, wwiis) = g — qull(7) — (),
which yields
dist(wfwwld,, ) = (|p — pw| + |¢ = qu|)l(.) + dist(z,7) — C — 20(..).
Finally, we note that
dist(Z,9) = dist(ww? ., w P T,) — 20(7%) = Le(wP wwi) — 20(7,),
which completes the proof. O]

Building on Lemmata 4.4.6 and 4.4.7 and Proposition 4.4.8, we prove Proposition
4.4.5.
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Proof of Proposition 4.4.5. In what follows, C' is a positive constant independent of
L that may change at each line. First, assume that hy = hy = h,. For 7 = 1,2 we
denote by (w, ;) = {w}, : n € Z} the infinite cyclic subgroup of m;(X;) generated

*7]
by w,j, and we set m1(25;), = 71 (X)) \ (ws ). Since L, (w};) = |[n|é(v,), there is C
such that for any large L it holds

Cle"t < N, (L) < CeF (4.4.17)
by (4.4.10), where N, ;(L) = t{w € m(X;), : l(w) < L}. For w € m(%;),, we set
Cp = {wlww! : p,qeZ} C m (%)),

and we define €; = {C,, : w € m(X;),}. Note that the elements C € € are pairwise
disjoint, and thus we have a partition UCG% C of m1(X;)«. We also denote

0(C) =inf{l,(w) : wel}, Ce%, j=12.
Then Proposition 4.4.8 yields
HweC : ((w) <Ly <OL—1(,(C)+ C)?

for any C € €; such that ¢,(C) < L. Thus

NjL)= Y #{weC : f(w)<L}
CE%”]'
4, (C)<L

<C Y (L-6(0)+C)
ces;
L(C)<L

Let 8 > 0 be a large number. Then

Y L-LO+CP S (L+CPHCES « L(C) < L—BlogL}.

CE%]‘
£, (C)<L—pBlog L
(4.4.18)

However, using (4.4.17), we obtain
tH{Ce% : 1,(C)<L—pBlogL} < N,j(L—pBlogL)<CL ™Pet,

In particular, if h,5 > 2, and if Ag(L) denotes the left-hand side of (4.4.18), we have
the bound Agz(L) < N, ;(L) as L — oo. Thus for large L it holds

Ny Y (L) 4oy
CE‘&”j
£ (C)e[L—Blog L,L]

< (BlogL+C)*{C €€ : eL <((C)< L},

where € > 0 is any small number. This finally yields, for any large L,

tH{Ce% « eL<UC) <L}y =0 e /(Blog L+ O)% (4.4.19)
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For any C € €, we choose some w¢ € C such that /,(we) = ¢,(C). Next, Lemmata
4.4.6 and 4.4.7 imply that we have a well defined and injective map

G x> {yeP ily, %) =2}, (C1,Co) = [we,we, | = Yy we, -
Obviously, £(Vuyuw,) < Ce(wy) + L (wsy) for any wy, wy, and thus we get for large L

N@2, L) > ﬁ{(cl,@) CCXEC : 0,(C)+0.(C) < L
and £,(C1), 0,(Co) > 5L}
> ) #{G €% : L <U(C) < L-L4(C)}

Cieér
eL<l, (C1)<L

Cfleh*(LfZ*(Cl))
> .
Z (Blog(L — £,(Cy)) + C)?

C1€%1
eL<tly (Cl)SL

For simplicity, in what follows we will use the notations
f6) = C7e"/(Blog(¢) + C)?,
and N(6,L) =4{C € €, : ¢L < {(C) < L}. Fix some large number y > 0. Note
that if u is large enough, there is C' > 0 (depending on ) such that for any large ¢
FlE+p) = F(0) > (). (4.4.20)
Now there holds
N L) e Y (N k) = N, (k= D)) (L= (k= 1p)
el

>C N ki) (F(L = (b= D) = f(L = kp))  (442D)

,1]

ke[<L+1,

=
T~

= N(€1.eL + p) f(L - L),

where we used an Abel transformation in the last inequality. Next, note that by
(4.4.17) one has N(%1, L) < N,1(L) < Ce™E. This yields

N(€,eL +p)f(L —eL) = O(e™F) (4.4.22)
as L — oco. On the other hand, (4.4.20) gives for any large L,
> NG k) (L= (k= 1)) = F(L — k)

ke[E41,L-1]

> Y N@ k(L k)

eh* k# eh* (L—kﬂ)

>C > (Bloglh) T CF (Flos(L — ) 7 OF

ke[<E+1,L-1]
C1LeML(1 —¢)
Z Sullog(L) + O)F
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We conclude the proof of Proposition 4.4.5 in the case hy = hy by combining this
last estimate with (4.4.21) and (4.4.22).

If hy # hg, say hy > hy (the case h; < hy is identical), one is able to obtain the
desired bound by considering for example the injective map ¢, — {y € P : i(7, %) =
2} given by C +— [agwe] and by using (4.4.19). O

4.4.2.2 Upper bound

Clearly, each v € Py with () < L may be represented by the conjugacy class of
wywy for some w; € m(X;) with £, (wy) + ¢, (we) < L+ C. Therefore (7.5.2) implies

N(2,L) < ﬁ{(wl,wg) < 71(21) X 7T1(22) . E*(wl) + g*(U)Q> < L + C}
L+C
< ) Cexp(lnk)exp(hy(L — k + C)),

k=0
which gives for large L, if h, = max(hq, hy),

CL exp(h*L) if hl = hg,

N L) < |
C eXp(h*L) if ]7,1 7£ hg.

[terating this process we obtain (with C' depending on n)

CLQn_l exp(h*L) if h1 = hg,

N(2n,L) < :
CL" Yexp(h L) if hy # hy.

4.4.3 Relative growth of closed geodesics with a small inter-
section angle

For x = 7, (1) € Im(,), we let v,(x) = 4 (7). For any n > 0 small, we consider
the number N(n,n,L) = {P, (L) where P, (L) is the set of closed geodesics 7 :
R/4(v)Z — X of length not greater than L, intersecting -, exactly n times, and such
that there is t € R/{(v)Z with ~(t) € Im(v,) with

angle((t), v.(v())) <n or angle(¥(t), —v.(y())) <.
The purpose of this paragraph is to prove the following estimate.

Lemma 4.4.11. Let n > 1. For any €, Ly > 0, there exists ng > 0 such that for any
n €10,n0] and any large L

N(1,n,L) <4N(1,L — Ly) and N(n,n,L) <ecL" 'exp(h.L), (4.4.23)
if 7. is not separating and N(2,n, L) < 4N(2,L — Lg) and

el Yexp(hy L) if hy = ho,
N(2n,n, L) < . (4.4.24)
eL" Yexp(h L) if hy# h,

if Vi 1S separating.
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Proof. We first prove the lemma when +, is assumed not separating. Let 7 : [0, £(7)] —
¥ be an element of P, (L) parameterized by arc length. Let 0 < ¢ <ty < --- <
tn < £(7y) be such that v(¢;) € Im(v,). For every j = 1,...,n, we choose a path c;
contained in Im(7,), of length not greater than ¢(v,), and linking z; = v(¢;) to z,.
Recall that we have a map ¢, : X, — ¥ given by the identification of the boundary
components of ¥,. Write ¢, *(z,) = {,,Z,}, where we chose some z, € ¥, with
¢+ (T4) = Ty, as in §4.4.1. Then + is freely homotopic to the composition

_ -1 s
wiws - - w,, where w; = cj+1’y|[tj,t].+l]cj em (X)), 7=1,...,n,

with the convention that t,,11 = ¢() and ¢, 11 = ¢;. Note also that
C(wy) <t — 8]+ 20().

In fact, the elements w; actually define elements of the space m(X,, {z,, Z.}), that
is, the space of equivalence classes of paths ¢ : [0,1] — X, with ¢(0),c(1) € {z,, Z.},
where two paths are equivalent if they are homotopic via an homotopy preserving
the endpoints. The space 7 (24, {Z4, Z+}) is not a group (we may not be able to
concatenate two paths) ; however, we have a natural map m (X, {2, T, }) — m(2).
In particular, for any us, ..., u, € m (X, {x«, T.}), the composition w,, - - - u; is well
defined in 7 (X). For any u € m (3, {z4, T+ }), we will denote by ¢, (u) the infimum
of the lengths of curves in the equivalence class u.

Up to reparameterizing of v we may assume that ¢; = 0, and either é(v, U*) <n
or Z(v,—v,.) < n, where we set z = 7(0), v, = v.(z) and v = 4(0). We will first
assume that Z(U,U*) < n. Let Ly > 0 be a large number and £ > 0 be small. By
continuity of the geodesic flow (¢;), there is 1y > 0 such that if n < ny one has

distar (0 (v), @i(vy)) <&, t € [0, Lol

Let K be a positive integer such that K € [Lo/l(7,) — 1, Lo/¢(74)], so that

dists (7 (Pxe,) (V) T) < €.
Let cx be a path in ¥ of length not greater than ¢ linking 7(px(+,)(v)) and z. Then
if € > 0 is small enough, we have '°
cch7|[0,Kg(%)]cfl = a? in m (%).

In particular, it holds w; = wial in m(X), where w] = ca7y|(Ke(r) 121k €1 - Note also
that
Co(wh) < [t — KOy )| + 26(7,) + ¢,

where w] is seen as an element of (3, {z,,Z,}). Note that if we had assumed
Z(U, —v*) < n, we would have obtained the same factorization with ag_K instead of
af . Next, denote by Ag (L) the set

{0 w) € m(Se {on 2 )" 0 Y ) < Lot (20— K)3) 4},

10. Indeed, if € > 0 is small enough, we have the following property. For any x € ¥ and L > 0,
if we are given two paths ¢,¢’ : [0,L] — X such that ¢(0) = ¢/(0) = ¢(L) = (L) = x and
distx(c(t),d (t)) < €, then ¢ and ¢’ define the same element in 7 (X, z).
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and consider the map
Ukt Agn(L) = P, (wi,...,w,) — [wl WA
Then the discussion above shows that
Pon(L) CIm(Ypep 1) UIm(V g, ).

In particular, N(n,n,L) < 2 §Ag,(L). Next, we obtain a bound on Ag,(L) as
follows. Let ¢, be a path connecting 7, and z, in 3,, so that the image of ¢! in m(2)
is by (see Figure 4.4.1). Then it is not hard to see that for any w € m (X, {zs, T, }),
there is u € m (X, z,) such that w can be written in one of the forms

—1
*

1

U, CU, UC or cauc,

(depending on the endpoints of w), with ¢,(u) < £,(w) + 2¢(c,). This immediately
gives

ﬂAKJ(L) g 4 ﬁ{u € 7Tl<2*) : K*(u) g L} g CeXp(h*L>'
As in §4.4.1.2 we obtain, for some C), > 0 depending only n,

1Akn(L) < CoL™ ™ exp(hu(L — L))

where we used that K¢(v,) > Lo — £(7,). This proves the second part of (4.4.23). For
the first part, we proceed as follows. With the notations of the proof of Proposition
4.4.5, one has well defined maps

\DK,l,i,ra \I]K,l,i,l : {C c Cg : E*(w) < L— Kg("}/*>} — {")/ c 731 . g(’}/) g L + 20}

given respectively by C +— [agK wbg| and C +— [b 1wagiK | where w is any element of

C. Next, we remark that the above discussion implies that every v € P, 1(L) can be

written as
+K
g

+K

whg] or  [by 'wa; "]

[a
for some w € m1(X,) with £,(w) < L— K{(v,)+C. Therefore the union of the images
of the maps Wi 1 1, Uk 141 contains P, (L + 2C), and thus

N1, L) <44{Ce€ ¥ : l(w) < L—Kl(v)+2C}F <AN(1,L — Kl(v) + 3C),

where we used the first inequality of (4.4.8). This gives the first part of (4.4.23).
Next, assume that v, is separating. Then, as above, every ~ : [0,£(y)] — X such

that v € Py, (L) can be written as a composition w; w2 - - wy ,we, for some
wi; € m(Xk) (k=1,2and j =1,2,...,n), with

S Cu(way) + Gulwry) < L) + Anl(y.).

Jj=1

Now if 7 is small, we may proceed as before to obtain (up to reparameterization of
) that w1 = wEfw) | or wi; = w) 1wff for some w} ; € m (%) with

E*(wll,l) < E*(wl,l) — K{l(v,) +C.
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Here K is a large number depending on 7 (i.e. such that K — oo as n — 0) and
C > 0 is a constant independent of v and K. Thus we get

N(2n7 n, L) < C ﬁ{(wl,la W21y .-+, Win, w?,n) ¢ W S 7.‘—l(zjlc)a

> tuluwng) + Guwsy) < L= Kl(3) + Ca ).

j=1

Then we obtain the second part of (4.4.24) by proceeding as in §4.4.2.2. For the first
part of (4.4.24), we proceed as follows. For w; € m(%;),, we denote

Cu s = { (w1, w5) = [whws] = [wywl},

and £, (Cuywy) = Inf{l(w]) + Cu(wh) = (W), wh) € Cuwyuwy)}- We also introduce the
notation €12 = {Cuyw, : wW; € m(2;)+}. By Lemmata 4.4.6 and 4.4.7, we have well
defined maps Yg 1+, Vi 1,41, mapping

{CeCra : li(Cuw,) SL—KUv)} = {y€P2 : L(y) <L},

given respectively by C — [wiw] 1 ws] and C — [w{ wiw,]. By the discussion above,

the union of the images of those maps contains P, ,(L). Therefore
N(QJ%L) < 4Jj{c € (5172 : é*(cwl,ua) < L — Ké(’y*)} < 4N<2’ L — Kf(%*))?

where we used Lemmata 4.4.6 and 4.4.7 again in the last inequality. The first part of
(4.4.24) follows. O

4.5 A Tauberian argument

The goal of this section is to give an asymptotic growth of the quantity

Ni(n,x,t) = Z Lo+ (7, x)

yEP
i(7x,7)=n
L(y)st

as t — +o00, where x € C(0\ &) and L+ (v, x) = [L.cs, . () X2(2).

4.5.1 The case -, is not separating

By [DG16, Theorem 3 and §6.2], we know that the zeta function

Cs. (5) = H (1 o e—sﬂ(w))—l

’7677*

extends meromorphically to the whole complex plane, and moreover we may write

G, (5)/Go(5) = D (=)0’ ("l Rec5(s)

k=0

QF (Ms)Nker Lx> )
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where the flat trace is computed on Mj. Here P, denote the set of primitive closed
geodesics of (X, g). By [Dal99], we may apply [PP83, Proposition 9] (see also [PP90,
Theorem 9.1]) to obtain that (s, is holomorphic in {Re(s) > h,} except for a simple
pole at s = h,, where h, > 0 is the topological entropy of the geodesic flow of (3, g)
restricted to its trapped set. Write the Laurent expansion given in §4.2.6 of R4 5(s)
near s = h, as

[Ls(h) "(f (X % bV~ 5(hy)

s — hy (s — hy)

Rtg(s) = Yi,&(s) + : QZ(M(;) — D/.(M(;).

j=2
By [DG16, Equation (5.8)], we have tr’(e**"+¢* I1. 5(h,)) = rank IL. s(h,) and
tr’ (@r (X £ h) I 5(h)) =0, j=1,...,J(h)— L.

We denote Q% = QF(M;) and QF = QF Nkerty. Then by [Guil7, Propositions 2.4
and 4.4], the map s + Ry 5(s)|gg has no pole in {Re(s) > 0}. Since Qf = Qf A da,
and Ry 5(s)|az = Ri4(s)|qg A da (because pfa = «), it follows that s — Ry 5(s)[qz
has no poles in {Re(s) > 0}. In particular the residue of (5, (s5)/(s,(s) at s = hy is
given by rank(IL; 5(h.)[oy), and since (s, (s) has a simple pole at s = h,, this residue
is equal to 1. Therefore

rank (Il 5(hs)|as) = 1.

In particular (X & h,)/Tl. 5 = 0 for each j =1,...,J(h,) — 1. As R4 s(s) commutes
with 1y, it preserves the spaces Q. Writing QF = QF @ a A Q5 we have for any
w=u+aAv with .xu =0 and txv =0,

Htg(h*)‘gz (u +aA 1)) = Hi,(g(h*)bg (U) +a A Hi’g(h*)b(l) (U)

Thus Ilis(h)laz = a A ixllys(he)|gr- By Proposition 4.3.2, and the fact that
o4 I 5(hy) = e 114 5(h,), we have near s = h,

X ey 5(ha) e
s— h,

(—D)xSi(s)x = xYa(s)x + : (4.5.1)

where s +— Yi(s) is holomorphic in a neighborhood of h, and N is the number
operator. We denote

Iy =" ixy 5(hy)es - Q°(0) — D™(9).

Then by what precedes, and since txI14 5(hy)|qr = 0, we obtain that the rank of 1y
is not greater than 1, and that 1, o = Iy |o1(9). In particular, (4.5.1) reads

< il
= xSe(s)x = (D)"Y (s)x + i jZX (4.5.2)

In what follows, we will set

ce(x) = tr2(x1e ox) = — 11" (X ox]01(0))

(see §B.3.3).
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Lemma 4.5.1. Let x € C°(0\ 0y) and assume that c4(x) > 0. Then it holds

(c()t)" e

Ni(”aX?ﬂ ~ n ma

t — 4o00.

Proof. Because xI11 gx is of rank one, it follows that !

tr((Xe0x)") = — 0" ((M0X)" |21 (0))
= —tr" (I ox]01@))"
= (=1)"ea(x)"

for any n > 1. Writing tr2((—xS+(s)x)") = (=1)"trl((xS(s)x)"), one gets, by
(4.5.2),

~ C n
S = ET L0 - h) Y, sk 45
Note that here, we implicitely used the fact that the flat trace of products of the
form

(Y2 (9)x)"™ (A 0x) ™ (XY (8)x) "™ (X 0x) 2 - - - (4.5.4)

makes sense. Indeed, note that both WF(xIIy sx) and WF(xY4(s)x) are contained
in the set WF(xS+(s)x) by (4.5.2) and Cauchy’s integral formula. Thus we may
reproduce the proofs of Lemma 4.3.6, Remark 4.3.7 and Proposition 4.3.8 to obtain
that the composition (4.5.4) is well defined that its flat trace makes sense. Next, set

Moo (8) = = t2((xSx(s)x)"), and

gnax(t) - Z Eﬁ(7> Z ]*,:I:(’%X)kv t > 07

yEP k>1
i(y,7+)=n ke(y)<t

—+00
Now if G, (s) = / Gnx(t)e**dt, a simple computation leads to
0

L B(~)e—5t0) )/ () T (5)
Guls) =~ D7 B u(, )OO = I

) ns
i(y,74)=n

where the last equality comes from Proposition 4.3.8. Because one has the expansion
My (8) = —nes(x)"(s — hy) """ + O((s — hy)™) as s — h, by (4.5.3) we obtain

c+(x)" o
Gn,x<h*3> — 2+2<ﬂ;(_)1)n+1 -+ O((S — h*) ), S — h*.

Then applying the Tauberian theorem of Delange [Del54, Théoréme I1I| (see Theorem
A.2.1 of Appendix A) there holds

n At

1 C:E(X) € n
h_g”:X(t/h*) ~ hf+2 ﬁt , t— +o0,

*

11. Indeed, the equality tr’(A") = tr”(A)" holds whenever A is of rank one and has a smooth
kernel. By approximation this remains true for any A of rank one whenever t”(A”) and tr’(A)™
make sense.
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which reads

(cx(0)1)"
nlh,

Now note that, if P, is the set of primitive closed geodesics v with i(~, 7,) = n, there

holds

Inx (L) ~ exp(hyt). (4.5.5)

I (t) < D L) 127, x) < EN(n, x 1),
YEPn
£y)st

As a consequence, one gets

lhyt
lim inf Ny (n, x, t) "

o E
t—+00 (ca(x)t)rehst = (456)

For the other bound, we use the a priori bound obtained in §4.4.1.2

Ctr ehst
nl ht

to deduce that for any o > 1

n! ht
li N. tjo)— =
ltrilfip i(n,X7 /U)t” ehat

0. (4.5.8)

Now we may write

Ni(”a X t) = Ni(na X t/U) + Z [*,i(f)/ﬂ X)
yEP

i(7+,7)=n
t/o<e(y)<t

< Ni(n,x,t/o) + % Z L+ (7, x)0(7) (4.5.9)
Y€P

i(v«,yy)=n
t/o<e(y)<t

g
< N:t(na X t/U) + ?gn,x(t)a

which gives, with (4.5.5) and (4.5.8),

! ht
lim sup Ny (n, x, t) " -

— < o.
t—>+00 (cx(x)t)™ et

As o > 1 is arbritrary, the Lemma is proven. O

Remark 4.5.2. If c4(x) = 0, then with the notations of the above proof, the function
s — M1 (s) has no pole on the line {Re(s) = h,}. In particular we may reproduce
the arguments of the aforementioned proof, replacing g, , (t) by g, (t) +exp(h.t) to
obtain that s — [~ (gn,(t)+exp(hyt)) exp(—ts)dt has a pole of order 1 at s = h, and
thus gy, (t) + exp(hyt) ~ exp(hyt) as t — oo. This implies g, ,(t) <ioo €xp(hyt),
yielding

Ni(1,x,t) < exp(hit)/t, t— oo,

where we used the last line of (4.5.9) and (4.5.7).
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4.5.2 The case 7, is separating

If v, is separatmg, then X5 consmts of two surfaces E ) and Z( ). We write Ms =
M()I_JM WhereM(j SE& ,j=1,2, and 9 = oW |_]a Wlth@(y CM(;J).AS

before, fix x € C*(0 \ dy). Note that, if Sj(:])(s) denotes the restriction of Si(s) to
0, we have

XSV (s)x - 2 (0W) = D*(0P), xSP(s)x: *(0?) = D* ().
As in §4.5.1, we have

)
ok s — h;

xS () = ()M (s)x + i’
J

(4.5.10)

where rank(H(]) ) =1, and YU ( ) is holomorphic near s = h; and h; is the topolo-
gical entropy of the geodesic flow of ng' )

4.5.2.1 The case hy # hs

We may assume h; > hy and we define
cx(x) = trZ (X‘Si (h1)x Hi 8X> —tr’ <X<§f)(hl)XQH(il,)aXbl(a(l))) :

Because H(il,)a = H$7)8|Ql(3) is of rank one, we have, as in §4.5.1,

o) ((S2 ()0 = (—1)" s ()"

for any n > 1. Therefore, (4.5.10) implies, by cyclicity of the flat trace (see B.3.1),

— 2 (682500 = = 12 (W SV (S (1) + (SL (1S (s))")

= M s — —n+1
=G +O((s — h) ).

as s — hy. Now we may proceed exactly as in §4.5.1 to obtain that, if cL(x) > 0,

(cx()t)" e
n! h.t’

Ni(2n,x,t) ~ t — +oo.
Remark 4.5.3 (Continuation of Remark 4.5.2). If hy # hy and ¢4 (x) = 0, then the
map s > tr’ ((Xgi<5)X)2> has no pole on the line {Re(s) = h,}. As in Remark 4.5.2
this yields

Ni(2,x,t) < exp(hyt)/t, t— 0.
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4.5.2.2 The case h; = hy = h,
In that case, by denoting c.(x) = — trZ(XHi)aXzHi)ax) we have

2c4 ()"

m + O((S — h*)72n+1), s — h,.

— 0 (xS s)0)™) =
Again, provided that c.(x) # 0, we may proceed exactly as in §4.5.1 to obtain

(cx ()" et
(2n)!  h.t’

Ni(2n,x,t) ~ 2

Remark 4.5.4 (Continuation of Remark 4.5.3). If hy = hy and ci(x) = 0, then
the map s — — tr’ ((Xgi(S)X)2> may have a pole at s = h,, of order at most 1.
Therefore, reproducing the arguments of §4.5.1, we see that this would imply

No(2,x,1) = Olexp(hat)), = oc.

Note that here, assuming c4(x) = 0 only makes us win a factor ¢ for the bound on
N+(2,x,t), whereas in Remarks 4.5.2 and 4.5.3 we could win a bit more. This is the
reason for which we needed a sharper bound on N(2, L) in §4.4.1.

4.6 Proof of Theorems 4.1.1 and 4.1.2

In this section we prove Theorems 4.1.1 and 4.1.2. We will apply the asymptotic
growth we obtained in the last section to some appropriate sequence of functions in
C*(0\ 0p). Let F € C*(R,[0,1]) be an even function such that F' = 0 on [—1,1]
and F'=1 on | — 00, —2] U [2, +00[. For any small n > 0, set

Fy(t) =) F((t—km)/n).

kEZ

Then F), is 2m-periodic and it induces a function F, : R/27Z — Ry. In the coordi-
nates from Lemma 4.2.3, we define

Xy(2) = F,(0), z=(1,0,0) € 0.

Then x,, € C°(0\ 0y) for any n > 0 small. Note that the function y,, is introduced
in order to forget about trajectories passing at distance not greater than n from the
"glancing" set S7,.

4.6.1 The case v, is not separating
Recall from §4.4 that we have the a prior: bounds

. eh*L ol
O <N(LL) < Ce (4.6.1)
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for L large enough. This estimate implies the following fact '? :
Ve >0, dLy>0, VL; >0, 3L>1L;, N(1,L—Ly) <eN(1,L).

In particular, we see with the first part of (4.4.23) in Lemma 4.4.11 that for any
7 > 0 small enough, one has

lim inf —2 750 < 2, (4.6.2)

where N (1,7, L) is defined in §4.4.3.

For n > 0 small and L > 0, neither ¢y (,) nor Ni(n,x,, L) (see §4.5.1) depend
on =+, since F' is an even function. We denote them simply by c(n) and N(n, x,, L)
respectively. Then we claim that ¢(n) > 0if > 0 is small enough. Indeed, if ¢(n) =0
then Remark 4.5.2 implies

N(1,x,, L) < exp(h L)/hy L, L — 4o0. (4.6.3)
On the other hand we have N(1,L) = N(1, x,,, L) + R(n, L) with
R(n,L) = N(1,L) = N(1,xy, L) < N(1,2n, L),
and thus, if 7 is small enough, (4.6.2) gives

. N(1,xy, L) 1
imsup ——————=- > —.
L%+oop N(LL) 2

Since for large L it holds C~'exp(h,L)/L < N(1, L), we obtain that (4.6.3) cannot
hold, and thus ¢(n) > 0.

In particular we can apply Lemma 4.5.1 to get

nl hIL ]
(e L) et

As N(n,L) > N(n, x,, L) we obtain that for L large enough

liin N(n, xy, L)

Ln eh*L Ln eh*L
e <N(n,L) < C=
n! h,L (n, L) n! h,L

(the upper bound comes from §4.4.1.2). Let € > 0. Then the above estimate combined
with the second part of (4.4.23) in Lemma 4.4.11 implies that for n > 0 small enough,

one has | hL
n! h,

li R L)—

lmLsup (nu s )Ln ehs L

<e,

12. Indeed, if it does not hold, then there is € > 0 such that for any Ly > 0 there is L; such that

for any n > 0, it holds
N(l, Ll + nLo)

N(1,L; + (n+1)Lg)’

which gives N(1,L; + (n+ 1)Lg)e™ < N(1, L;) for each n. Now if Lg is large enough, we see that
(4.6.1) cannot hold by making n — occ.

e<
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where R(n,n, L) = N(n,L) — N(n, x,, L). Thus writing
N(n, xn, L) < N(n, L) < N(n, xp, L) + R(n, 1, L)

we obtain

e n! h,L
c(n)™ < thlnf N(n, L)ﬁeh*L

. n! h.L "
< thsup N(n,L)Eeh*L e +e

for any 7 small enough (depending on €!). As € > 0 is arbitrary, we finally get

(c L) el=E

L —
ol Bl oo

N(n,L) ~

where ¢, = lim, ,oc(n) < 400 (the limit exists as n — ¢(n) is nonincreasing and
bounded by above by (4.6.1)).

4.6.2 The case 7, is separating
4.6.2.1 The case hy # hy
In that case recall from §4.4 that we have the bound

C_leh*L

log(2)? N L) < o

for L large enough. In particular, using (4.4.24) in Lemma 4.4.11 and Remark 4.5.3
we may proceed exactly as in §4.6.1 to obtain

N(2n,L) ~

where ¢, = lim, o c+(Xy)-

4.6.2.2 The case hy = hs = h

In that case recall from §4.4 that we have the bound

C~1LehL

oyt < VD) <Ol

for L large enough. In particular, using Lemma 4.4.11 and Remark 4.5.4 we may
proceed exactly as in §4.6.1 to obtain

N(2n,L) ~ 2

where ¢, = lim, 0 cx(xy)-
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4.7 A Bowen-Margulis type measure

4.7.1 Description of the constant c,

In this subsection we describe the constant ¢, in terms of Pollicott-Ruelle resonant
states of the open system (Ms, ), assuming for simplicity that 7, is not separating.
By §4.2.6 we may write, since I1; 5(h,) is of rank one (see §4.5.1),

e s(ha)lor ) = us @ (@ Asz),  us, € Dy, (Ms), s3 € D”; (M),

> )

with supp(us, s+) C 'y 5 and ug, s+ € ker(vx). Using the Guillemin trace formula
[Gui77] and the Ruelle zeta function (x,, we see that the Bowen-Margulis measure
o (see [BowT72]) of the open system (Ms, ¢;), which is given by Bowen’s formula

‘ 1 £(v) ‘ -
) = i 3 s / FG(r) A)dr, f € C(My),

L—+o00

coincides with the distribution f + tr2(fTl+s(h)) = f ur AN A sg. Note that
Ms
supp(us A a A sx) C K,, where K, C S, is the trapped set. On the other hand we

have by definition of Il p,
. b : * ok *
Cy = — leli% trs(XﬂH:baXﬁ) = }g%/axnd’ Lug AL SFXn-

4.7.2 A Bowen-Margulis type measure

In what follows we set S, ¥ = {(z,v) € S¥ : x € ~,} and for any primitive
geodesic v : R/{(Y)Z — %,

L) = {2 € 8,5 1 2= (3(r),4(r)) for some 7},
For any n > 1 we define the set I';, C S, 3 by
Cr, = {z € 5,.% : (5:)"(2) is well defined for k = 1,...,n}.
Also we set £,(z) = max(y ,(2),(— ,,(2)) where
lin(2) = Le(2) +Le(S2(2) + - + Lo (ST7(2)), 2z €Ly,

and (4 (z) =inf{t >0 : @y(z) € S, X}
We will now prove Theorem 4.1.4 which says that for any f € C*°(S,,X) the limit

fn(f) = (4.7.1)

L—>+oo
767’71 zEI* ()

exists and defines a probability measure p, on S,, % supported in I',,. We will also
prove that, in the non separating case,

pn(f) = —c;™ lim ted (f (x e o)™, (4.7.2)

n—0
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where ¢, > 0 is the constant appearing in Theorem 4.1.1. Note that here we identify
f with its lift pff (which is a function on 0), so that the above formula makes sense
(recall that p, : S¥, — S¥ is the natural projection which identifies both components
of 0S¥, = 0). Of course, a similar formula holds in the non separating case but we
omit it here.

Proof of Theorem 4.1.4. Let f € C*(S,,X) be a non-negative function. Then repro-
ducing the arguments in the proof of Proposition 4.3.8, we get for Re(s) big enough,

tfz (f(XnSi(s)Xn)n> = Z Z f(z 6_86(7)]*('%)(77),

i(yy+)=n \z€IL(Y)

where x,, is defined in §4.6 and I, (7, x,,) = L+ (7, x5) (see §4.5; this does not depend
on =+ as the function F used to construct x,, is even). Now, as f is non-negative, we
may proceed exactly as in §4.5, replacing g, (t) by

It () = > Y @) D Livixg), t=0,

yEP z€l () k>1
i(y,7%)=n ke(y)<t

to obtain that

' h,L N
lim -2 > > FG) | L xg) = —Resaon, 2(f (xn S (5)xa)")-

L—oo L7 ehxL
YEP z€l ()

i(’}/* 7’7):77‘
y)<L

(4.7.3)
We denote by v, ,(f) the left-hand side of (4.7.3). Then n — v, ,(f) is a non-negative
and nonincreasing function which is bounded by above by nc?|| f||s by Theorem 4.1.1.
In particular the formula

fn(f) = lim Vng(f): [ € CF(S, 25, Ryo),
defines a measure p, on S,,%, whose total mass is not greater than 1. In fact its total
mass is equal to 1, since by definition of ¢, one has

(1) = Tim ")y

n—0  nc}

Let € > 0. Then for each f € C*(S,,X,R5() one has by Lemma 4.4.11

S S e | 0= L) < aN(n DIl < enN(n, L) ]

) YEP z€l(7)
i(yx,7)=n
L(v)SL

for large L, whenever 7 is small enough. In particular, setting

Arn L) and pu, (f) = liminf As

n
i (f) = Tim sup 27 0 L™ AN (n, L)
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where A¢(n,L) =>" ,ep <Zz€1*(v) f(z)), we see that for n small it holds

i(yx,7)=n
£(v)<L

[t (F) = vy ()] < el flloo:

Indeed, setting Ay(n,n, L) =3 qep <zz€b(7) f(z)) L.(7, xy), we have

i(y,7)=n

L(v)SL

1 n!L?
i — A L) =0
lmLsup (nN(TL,L> ncfeh*L) f(n7n7 )

by Theorem 4.1.1, since A¢(n,n, L) < nN(n,L). Now we may let n — 0 to obtain
\E(f) = ()] < €]l flloo- Since € is arbitrary, one gets u=(f) = u,(f). This implies
that the limit (4.7.1) exists, and moreover (4.7.2) holds by (4.7.3) (provided that ~,
is not separating).

Next, take a general f € C°°(S,,%) which we no longer assume to be non-negative.
We choose some smooth functions f5 1, 0 € |0, 1], with the property that || f — f5+ +
fs5—|lc <0 and £f5+ > 0, and we write f5 = f5, + f5_. By nonnegativeness of & f; 1,
the arguments above imply that Ay, (n, L)/(nN(n,L)) = p,(fs) as L — co. On the
other hand |A¢(n, L) — Ay (n, L)| < Ajy—g(n, L) < 0nN(n, L). Letting L — oo this
yields

. . Af(’I’L, L) . Af(n, L)
2(f5) — 0 <1 f ———~ <1 ————= < [in 0.
) = 8 < timint 00k < s S8 < () +
Since pn(fs) = pn(f) as 6 — 0, one concludes that (4.7.1) and (4.7.2) are valid for

f.
Finally, if f € C2°(5,, X\ I',,) then there is L > 0 such that

ln(2) < L, =z € supp(f).

In particular for any v € P such that i(v,7.) = n and ¢(y) > L, we have f(z) =0
for any z € I.(y). This shows that p,(f) = 0 and the support condition for pu,
follows. [

4.8 A large deviation result

The goal of this section, which is independent of the rest of the paper, is to prove
the following result, which is a consequence of a classical large deviation result by
Kifer [Kif94].

Proposition 4.8.1. There exists I, > 0 such that the following holds. For any e > 0,
there are C,6 > 0 such that for large L
1 i(7, )
—jj{’yEP:E(’y)gL, — 1,
N(L) £(7)

In fact, I, = 4i(m, 0,,) where ¢ is the Bonahon’s intersection form [Bon86], é,, is
the Dirac measure on 7, in and m is the renormalized Bowen-Margulis measure on M
(here we see the intersection form as a function on the space of ¢-invariant measures
on SY, as described below). Lalley [Lal96] showed a similar result for self-intersection
numbers ; see also [PS06] for self intersection numbers with prescribed angles.

> 5} < Cexp(—0L). (4.8.1)
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4.8.1 Bonahon’s intersection form

Let M, (SX) be the set of finite positive measures on S¥. invariant by the geodesic
flow, endowed with the vague topology. For any closed geodesic v, we denote by
9, € M, (SY) the Lebesgue measure of v parameterized by arc length (thus of total
mass £(77)). Let u € M, (SE) be the Liouville measure, that is, the measure associated

to the volume form §oz A da.

Proposition 4.8.2 (Bonahon [Bon88|, see also Otal [Ota90]). There ezists a conti-
nuous function

P M(SS) x My(SS) = Ry

which 1s additive and positively homogeneous with respect to each variable, such that
i(p, ) = 2mvol(X) and

i(05,0y) =i(v, %), i(p,dy) = 2(v),
for any closed geodesics ~y,~'.

Remark 4.8.3. (i) Actually, Bonahon’s intersection form is a pairing on the space
of geodesic currents. This space is naturally identified with the space of -
invariant measure on SY which are also invariant by the flip R : (z,v) —
(z, —v). What we mean here by i(v,v’) for general v, € M,(SX) is simply
i(®(v),®(v')) where @ : v +— v+ R*v (note that ;R = Rp_, for t € R).

(ii) Note that the formulae for i(yu, x) and i(y,d,) differ from [Bon88|; it is due
to our convention since here the Liouville measure p corresponds to twice the
Liouville current considered in [Bon8§|.

4.8.2 Large deviations

For any v € M,(SX) we denote by h(v) the measure-theoretical entropy of ¢
with respect to v. Then we have the following result.

Proposition 4.8.4 (Kifer [Kif94]). Let F' C ML (SX) be a closed set, where M_,(SX)

is the set of p-invariant probability measures on SX. Then

, 1 1
lim sup - log N@)ﬁ{v €P Uy <L, 6,/ly) € F} < sup h(v) = h,

where h is the entropy of the geodesic flow.

Proof of Proposition /.8.1. We denote by m € M;(SZ) the unique probability mea-
sure of maximal entropy, that is

where the convergence holds in the weak sense. Let £ > 0. Define

F.={ve M}D(SE) iy, 6., ) —i(m, d,,)| = €}
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Then F, is closed in M}D(SZ), and thus compact by the Banach—Alaoglu theorem,
and m € CF. so that § = h — sup,cp h(r) > 0. In particular we obtain that for large
L

1
— : F.} < —0'L
T EP ¢+ 6/00) € ) < Cexpl=d)
for some 0 < ¢’ < 6 and C > 0. Now, by Proposition 4.8.2, é,/¢(v) € F; reads
|i(y, %) /C(y) —i(m, é,,)| > €. Let I, =i(m,d,,). Then it is a well known fact that m
have full support in S3, which implies I, > 0 by definition of i(m, d,, ) (see [Ota90]).
This concludes the proof. O

Remark 4.8.5. (i) It is not hard to see that Proposition 4.8.1 implies

1 :
N(D) > i) ~ LL
t(y)<L

as L — +o00. Thus we recover [Pol85, Theorem 4].

(ii) If (X, g) is hyperbolic then m is the renormalized Liouville measure and we
find, with Proposition 4.8.2,

To2m(g - 1)

(iii) Note that if € < I, then every closed geodesic 4 which does not intersection
7, satisfies 6., /¢(7) € Fr. In particular the right hand side of (4.8.1) is bounded
from below by Cexp((h, — h)L), where we used that N (0, L) ~ exp(h,L)/hL
and N (L) ~ exp(hL)/hL as L — oc.

4.9 Extension to multi-curves

In this section, we explain how the methods used before allow to obtain asymptotic
results for closed geodesics of which several intersection numbers are prescribed.
Namely, let r > 1 and 7, 1, . .., 7%, be pairwise disjoint closed geodesics of (X, ¢), and
denote by X1, ..., %, the connected components of ¥\ [J;_; Vs-

4.9.1 Notations

Forany j = 1,...,q, we denote by h; > 0 the topological entropy of the open sys-
tem (X, g|x,), and by Bj; the set of indexes i such that 7, ; is a boundary component
of ¥;. We decompose B; as

B; =5, U0

where S; is the set of indexes ¢ such that 7, ; lies in the boundary of X, for some
j' # j,and O; = B; \ S;. In fact S; (resp. Oy) is the set of shared (resp. unshared)
boundary components of ;. For any n = (ny,...,n,) € N” we define

(n,%;) = Zn (1S;(i) +1Oj<z')> L i=1,....q

i=1
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This quantity represents the number of times a curve has to travel through >; if it
intersects n; times v, ;.

An admissible path (u,v) is the collection of two words u = uy---u, and v =
vy ---v, with up € {1,...,r} and v, € {1,...,q} for £ = 1,...,n, and with the
following property. For any ¢ € Z/nZ we have uy, usy1 € B, and

Vp = Up41 —> Upy1 € OW‘

For any admissible path w = (u,v) we denote n(w) = (ni,...,n,) where we set
n; = #{¢ : u, = 1}. An admissible path w will be called primitive if every non trivial
cyclic permutation of w is distinct from w.

An element n € N” will be called admissible if n = n(w) for some admissible path
w. For any admissible n € N" we set

ho =max{h; : (n,%;) >0} and dy= » (n3)).
hj=hn
The number h,, is the maximum of the entropies encountered by a closed geodesic ~y
satisfying i(vy,v,) = n; for i = 1,...,r, while d, is the number of times v will travel
through a surface ¥, with h; = hy,.

4.9.2 Statement

For any primitive geodesic v € P we denote

17, 7) = (7, Yat)s + -5 807, V)

Note that each closed geodesic v : R/{(y)Z — X intersecting at least one of the v, ;’s
gives rise to an admissible path w(7y) (which is unique up to cyclic permutation)
defined as follows. Let (7,...,7,) € (R/l(y)Z)" be a cyclically ordered sequence
such that v™* (J;v.i) = {71,...,7a}. Then there are words u; - u, and v;---v,
such that v(7¢) € Yuu, and (1) € 3,, for any 7 €]7, 7o41[ and we set w(y) = (u,v).
For two paths w,w’, we will write w ~ ' if w is a cyclic permutation of w’; for any
admissible w = (u,v), we will denote by w* = (u*,v*) the path w concatenated k
times.

Theorem 4.9.1. Let w be an admussible and primitive path. Then there is ¢, > 0
such that for any k > 1

(chdn<w>)k e L

HreP 1) S Ly wiy) ~ o)~ duy S5

(4.9.1)

In particular we obtain for any admissible n € N”

eh"L

f{veP : L(y) <L : i(%%)zn}NCnLd"h 7

where Cp = dy Z ¢,. Here the sum runs over the equivalence classes [w] =

[w]n(w)=n

{w W ~w}.
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Note that we recover Theorems 4.1.1 and 4.1.2 : for instance, if 7 = 1, 7, = V41

is separating (so that ¢ = 2), ¥\ 7, = X1 U Yy and hy = hy = h, > 0, then v € P

intersects 2k times v, if and only if w(vy) ~ w* where w = (u,v) with u = (1,1) and

= (1,2). For this w, we have n(w) = (n1) = (2), dnw) = 2 and hyn() = hy, so that
(4.9.1) yields

(CUJLQ)IC eh*L

tH{yeP : Uy) <L, i(y, 1) =2k} ~2 @ L

which is Theorem 4.1.2 for the case h; = hs.

4.9.3 Proof of Theorem 4.9.1

We let ¥, = |_|;¥:1 >; denote the compact surface with geodesic boundary obtained
by cutting ¥ along v, 1,..., 7V, and set

0={(z,v) € ST, : x €I, }.
Then the construction of §4.3 applies perfectly in this context, and we denote by
S+(s) : Q20 \ 0p) — D"*(9)

the scattering operator. For any i = 1,...,r, we let F; € C*°(0) defined by Fi(z) =1
if 7(p(2)) € 7.; and Fi(z) = 0 if not. Here we recall that p, : S¥, — S¥ and
m : ¥ — X are the natural projections. Also we denote v : 0 ~ 0 the smooth
map which exchanges the connected components of (7 o p,)~!(7,;) via the natural
identification, and we set

Si(s) = Y*Sx(s).
Let w = (u,v) be a prlmltlve admissible word of length n > 1 and y € C°(0 \ 0p)
(recall that Jy = 1(S7,.) is the tangential part of 9). Then set

Si(x,w,s) = meé‘f“(s)xm o FuyXSY ()X Fuy : 2°(8,,) = D" (04,),

where u = (uy,...,u,), v = (vq,...,v,) and S )is the Scatterlng operator associated
to the surface ¥,, for ¢ =1,...,n, and 0,, = (7r 0 i) (Vs )- As in §B.3.1, we find

—tr(Six,ws) Zes H X
w(y)~w 2€L,+ (7

where the sum runs over the (necessarily primitive) closed geodesics v : R/Z — %
with w(y) ~ w, and where

I +(y) ={2 €0+ : mop.(z)=(r) for some 7 € R/Z}.
More generally, for £ > 1 we have

() /04 ()

— i (3i(x,wk,s)):k > “if(—y))e—sw 11 x . (492)
w(y)~wk

(’y z€l, j:
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Note that max;{h.,} = hn(,) and

ﬂ{g S {1, RN ,n} : hve = hn(w)} = dn(w).

Moreover, as in §4.5.1, the following holds. For any ¢ such that h(v¢) = hn(.) we have
as s — h

Un(w)

Fw+1 XHi,&,E XFuz

Fop XSV (8) X Fuy = — P + O0e(9,,) 5D 00,,,) (1) 5

for some operator ﬁi,ave satisfying that F,, Xﬁi7ave xF., is of rank one. Thus we
get, as s — hy(w),

> lli(Xv w)
S =
i(X? w? S) (8 _ hn(w))dn(w)

+ Oae(9,,)51(00,) ((8 = hng))' ™)),

for some operator A4 (x,w) : 2°(0y,) — D'*(0y,) of rank one. Note that Si(x,wk, s) =
S+ (X,w,s)" for k > 1; thus as s — hp,) it holds

. k
-t} (Si(x,w’“, s)) -l wld + O (5= hng) @) (4.9.3)
(S — hn(w)) n(w)
where we set ci(y,w) = —tr2(AL(x,w)) = trb(Ai(X,w)]m(a)), where we used that

tr” (AL (x, w)* 1)) = tr' (AL (x, w)|a1(s))¥, which follows from the fact that AL (x,w)
is of rank 1. Again, we want to apply the Tauberian Theorem A.2.1, and for this we
need to know that ci(y,w) > 0; as for the case of a single geodesic, we thus need a
priori bounds on the growth of 4{y € P : {(v) < L, w(vy) ~ w}.

We claim that for some C' > 0, we have, for L large enough,

C—l Ldn(w) -1 ehﬂ(W) L

logL 1 Ot SHTEP O] S Ly wly) ~w) < CL%&w el (4.9.4)

Let us sketch the proof. Take some points x1,...,24 € X\ |, 7« so that z; € ¥; for
j=1,...,q. Forany { = 1,...,n, we consider an arbitrary smooth path h, : [0,1] —
3 joining x,, to x,,,, (here v,y = v1) with hj(t) # 0 and crossing 7, ,,, such that

c(t) e &7

v

c(t+1/2) € X2 tel0,1/2[.

Vo417

We denote ag = heljo,1/9), be = helpij2) and ye = ar(1/2) = be(1/2) € Yu,- Then we
define

—1 —1
a’*,ﬁ = a/f ' ’Y*,ug : a“[ e WI(E’Ugv m’l}g) a‘nd b*7£ = b@ ' ’y*,ug : bf 6 71—1(21]@+17'r7)e+1)7

where we saw 7, ,, as an element of m (X, y). If w, € m(2,,,2,,) for £ =1,...,n, we
may consider the concatenation

wihiwahs - - - wyh, € 7T1(Z, JZUI). (495)

Then, proceeding as in Lemmas 4.4.3, 4.4.6 and 4.4.7, one is able to show that if w,
is not a power of a,, or b, _; for each £ =1,...,n, where b,y = b, ,, then we have
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w(y) ~ w, where 7 is the closed geodesic represented by [w;hiwshs - - - w,h,] ; moreo-
ver, if [wihjwahs - - - wyhy] = [Wihiwihs - - - wl hy| as conjugacy classes of m (2, x,,)
for some wj, € m(3,,, xy,), then there are p, € Z such that

we = (beg—1) P wyp(ae ) € m(Se,, 20,), (=1,...,n, (4.9.6)

where p, = po. Next, for any ¢, we choose a universal cover (i,fév[) of (3, xy,).
Note that, as in Lemmas 4.4.1 and 4.4.4, we have natural inclusions m(2,,, T,,) —
m (2, y,) ; we may thus define

g*ﬂ}z (w) = diSt('f:Ue’ w - jve)a w e Wl(zwa xvg)-
Next, we denote by
ﬂ-l (Evgy 'I’L}g)*,f = ﬂ-l(zvga Ivg) \ ((a’*,f> U <b*,f—1>)

the set of words in m(%,,,z,,) that are not powers of a,, or b,,_1, and for any
w € T (B, Ty, )xe We set

Cuwe = {(bse—1)Pwe(ace)? = p,q € Z}.
We also define 6, = {Cyy : w € m1(Ey,, Ty, )xs}, and
U, (C) =1inf{l, ,(w) : w €C}, C € E.

Then we may reproduce exactly the proof of Proposition 4.4.8 to obtain that for each
¢=1,...,n, it holds for any L > 0

tH{lwel : o, (w) <L} <CL—14,,(0C)+C)? Ce%, (4.9.7)
for some constant C' > 0 independent of L and C. Next, using the orbital counting
f{w € T (Zuy, To,) ¢ Ly, (W) < L} ~ Agelved (4.9.8)
we have, as in the proof of Proposition 4.4.5, see (4.4.19),
tH{Ceb el <0,,,(C) < L} = C e /(Blog L + C)? (4.9.9)

for any small ¢ > 0. Next, for any C € %, we choose some we € C such that
rw,(We) = Ly, (C). Then by (4.9.6) we have a well defined and injective map

CL X XC—P, (Ci,...,Co) = [we hy---we, hal,

and moreover for some C' > 0 it holds

n

(([we, o - we, b)) < nC+ > L, (Co).
/=1

Therefore one obtains that §{y € P : w(y) ~w, ¢(y) < L} is bounded from below
by

RN Zn:&M(Cg)SL—nC}. (4.9.10)

/=1
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Finally, by induction on dnw) = #{¢ : hy, = hnw)} (recall that by definition
Pn(w) = maxy hy, ), one may show, by using (4.9.9) and some Abel transformations as
in the proof of Proposition 4.4.5, that (4.9.10) is bounded from below by *

C' L)~ 1ehnw)
(log L + C)?ne)”

This yields the lower bound of (4.9.4). The upper bound is obtained as in §4.4.2.2,
by noting that every « € P such that w ~ w(7) can be obtained by a concatenation
of the form 4.9.5.

A suitable version of Lemma 4.4.11 is also valid in this context. Indeed, if v is
given by [wihy - - - wyh,] and intersects one of the 7, ,,’s with a small angle 7, then
proceeding as in the proof of Lemma 4.4.11, one can see that for some ¢, we have
wy = (bey—1)*w) or wy = wj(a, ) for some w, € m(X,,, x,,) satisfying C, ,, (w}) <
Cyny (W) +|K|l(y,)+C ; here K € Z can be chosen so that | K| is very large, depending
on 7. Therefore, as in Lemma 4.4.11, we get that for any Ly > 0 and € > 0, there is
1 > 0 such that for large L, it holds

N(w,n, L) < CuN(w, L — Ly) and N(w* 1, L) < eCy LFne el (4.9.11)

where the constants C, and Cj, only depend on w and k. Here, N(w, L) (resp.
N(w,n, L)) is the number of geodesics v of length not greater than L, such that
w(y) ~ w (resp. and intersecting one of the 7, ,,’s with an angle smaller than 7).

Finally, combining (4.9.2), (4.9.3), (4.9.4) and (4.9.11), we may proceed exactly
as in §84.5,4.6 to obtain Theorem 4.9.1 with

Co = lim c+(x,w).
supp(1—x)—do i(X )

4.10 Closed geodesics minimize intersection numbers

In this section we prove Lemma 4.2.1. We proceed by contradiction and assume
that it holds i(y1,v2) < |1 N92|. As 1,72 are not powers of each other, the images of
71 and s intersect transversally (otherwise their images would coincide by unicity of
the geodesic equation). Since i(v1,72) < |71 N 72|, we may find loops a; : R/Z — X,
Jj =1,2, with a; ~ 5, and |ag N as| < |71 N 72|, and we may moreover assume that
a; and oy intersect transversally. Let H; : [0,1] x R/Z — X, j = 1,2, be smooth
homotopies between v; and «a;, and define H : [0, 1] x R/Z x R/Z — ¥ x ¥ by setting

H(s,m1,72) = (Hi(s,71), Ha(s,72)), (s,71,72) € [0,1] x R/Z x R/Z.

Let A(X) = {(z,z) : z € ¥} be the diagonal in X. Then H(0,-) and H(1,-) are
transversal to A(X), in the sense that for every k = 0,1 and (11, 72) € R/Z x R/Z

13. Indeed, we construct enough closed geodesics by considering products of the form
[we, hy - - - we, hy] where £, ,,(Cp) < C if hy, < hy(.) and such that

> lw(C) <L

£ 2 hy,=hn(w)
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with H(k,m,7) € A(Y), it holds
dH(k, T1, TQ)T(kﬂ—l’TQ) (R/Z X R/Z) + TH(le’m)A(E) = TH(k,Tl,TQ)(E X E)

In particular by [GP10, Corollary p.73|, we may assume that H is globally transversal
to A(X), so that H1(A(X)) is a smooth 1-dimensional submanifold of [0, 1] x (R/Z)?.

Now we have
71 Nl = [HTHAE)) N ({0} x (R/Z)?)],
on Nas| = [HTHA(D)) N ({1} x (R/Z)?)].
(A

Since |y1 Ny2| > |ag Naw|, and because H ' (A(X)) is smooth, we may find a smooth
path ¢ : [0,1] — [0,1] x (R/Z)? such that ¢(0) # ¢(1) and

Im(c) C HY(A(X)) and ¢(0),c(1) € {0} x (R/Z)>.

Write ¢ = (5,11, T5) for some smooth functions S : [0,1] — [0,1] and 7} : [0,1] —
R/Z, and for u € [0,1] define the path ¢, = (uS,Ty,Ts) : [0,1] — [0,1] x (R/Z)?. Let
x = H(c(k)) € ¥ for k=0, 1. Then define the paths

Bju=mjoHoc,:[0,1] =%, j=12 wuel0,1],

where 7, m : X X ¥ — X are the projections over the first and second factor,
respectively. As ¢; = ¢ and Im(c) C H*(A(X)) we have ;1 = 2. In particular,
the paths 31 and B2 are homotopic within the space of curves linking x, and xz;,
since for each u one has f;,(k) = x;, for j = 1,2 and k = 0, 1. Moreover, the paths
P10 and [ are subpaths of v; and ~,, respectively, and in particular geodesic paths.
Let & be a universal cover of 3 and take T, € > a lift of xg. For j = 1,2, let
B, :[0,1] — 5 be the unique lift of B,0 starting at &o. Then £;(1) = f(1) since
the paths (3,0, 7 = 1,2, are homotopic in X via an homotopy preserving endpoints.
In particular, we found two distinct geodesic segments of 5 joining zy and BO( )
(the image of the paths f;0, j = 1,2, cannot coincide since ¢(0) # ¢(1) and the
intersection y; N 7, is transversal). Thus the exponential map expz, : Tjoi S
at Zg is not a diffeomorphism, and 3 cannot be negatively curved in virtue of the
Cartan-Hadamard theorem (see for example [Lee97, Theorem 11.5]). This completes
the proof.

4.11 An elementary fact about pullbacks of distri-
butions

Lemma 4.11.1. Let K € D'(R? x RY) be a compactly supported distribution. We
assume that WF(K) C T where T' C T*(R% x R?) is a closed conical subset such that

INANA=0, NA={(x&z,-€ : (2,6 € TR},

In particular the pullback i* K, where i : x w— (x,x), is well defined. Then for N € Ny
large enough, the following holds. Let u € CN(RY) and assume that the pullback
i*(miuK) is well defined, where 7 : (x,x) — x is the projection on the first factor.
Then

i*(miu- K)=u-i"K.
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Proof. Let K. € C*°(R? x R?), ¢ €]0, 1], be a sequence of distributions supported in
a fixed compact set such that K. — K in Dp(R? x R?). Let IV C T*(R¢ x R?) an
open conical subset containing N*A. As K. is compactly supported we may assume
that |t — gq| > & for any (t,q) € T' x I'" such that |t| = |¢| = 1 for some dy > 0. By
definition of the convergence in Df(R? x R?) (see [Hor90, Definition 8.2.2]), for every
N there is Cy > 0 such that for any € > 0 small enough,

E.(g)| <Cwla)™, qeT’ (4.11.1)
Let I C I another open conical subset containing N*A and let § > 0 such that for
any ¢ € I and t € R?* one has

lt—q| <dlq = tel (4.11.2)
Then for any g € T

(2m) | Korfu(g)|
< [ IR0lI7Fa(q - )
R24

<[ IR@IFuG- e [ Rl - ol
[t—q|<dlq| [t—q|>d]q]
Let N1, Ny € N5 ,. We have, with (¢) = /1 + [t|?, using (4.11.1) and (4.11.2), assu-
ming that « € CN?(R?) with Ny > 2d + 1,

/ R(t)|[7Talg — D)dt < Crgm / ()N (g — 1) et
[t—q|<d]t|

[t—ql<dlq
< Chy ) ™0 [ (ot
Rd
where we used Peetre’s inequality. On the other hand, we have with k being the order
of K, and any N3 € N3 such that u € CN3(R?)

[ ROl -0l G, [ @0
|t—q|>6]q]

[t—q|>6]q]

< gy e [
R2d

Therefore, if u € CN(RY) with N =k + 2d + 1 + N’ we have
(2m)% K/Eﬁa(q)’ <Ov{g)™N, qel” (4.11.3)

Note that for ¢ € C°(R?) one has

(Kot ) = [ o) [ Romutene < dgdyds,

R¢ R¢ xR¢

Indeed (4.11.3) shows that the integral in (§,n) converges near N*A if N > 2d + 1,
and far from N*A we can use the stationary phase method to get enough convergence
in (¢, 7), so that the above integral makes sense as an oscillatory integral and coincides
with (i*(K.mju), ), since this formula is obviously true if u is smooth. Moreover all
the above estimates are uniform in ¢, and thus letting ¢ — 0 we obtain the desired
result, since obviously *(K.mju) = u(i*K.) for each € € ]0,1]. O
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Chapitre 5

Séries de Poincaré pour les surfaces a
bord

Dans ce chapitre, on considére une surface a courbure négative avec un bord
totalement géodésique. Nous obtenons un prolongement méromorphe pour la série
de Poincaré comptant les orthogéodésiques ainsi que pour des séries qui comptent les
arcs géodésiques reliant deux points. Nous calculons aussi leurs valeurs a 1’origine ;
pour la série comptant les arcs reliant deux points, cette valeur coincide avec I'inverse
de la caractéristique d’Euler de la surface. Ce chapitre contient 1’article Poincaré
series for surfaces with boundary [Chac].
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5.1 Introduction
Let (X, g) be a connected oriented negatively curved surface with totally geodesic

boundary 93. We denote by G the set of orthogeodesics of ¥, that is, the set of
geodesics v : [0,¢] — X (parameterized by arc length) such that v(0),~(¢) € 9%,

115
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7'(0) L Ty0)0% and ~'(€) L T,0%. For large Re(s) the Poincaré series
n(s) = e, (5.1.1)
yeGL

where £(7) denotes the length of the geodesic arc ~, is well defined (see §5.3.2). In
this chapter we will prove the following

Theorem 5.1.1. The Poincaré series s — n(s) extends meromorphically to the whole
complex plane and vanishes at s = 0.

If x # y € 3, we may also consider the Poincaré series associated to the geodesic
arcs joining x to y. Namely, we set for Re(s) large enough

Moy () = Z e ),
YLy

where the sum runs over all geodesic arcs v : [0,4(y)] — ¥ (parameterized by arc
length) such that v(0) = = and v(¢) = y. Then we have the following result.

Theorem 5.1.2. The Poincaré series s +— 1;,(s) extends meromorphically to the
whole complex plane and

ey (0) = ol
where x(3) is the Euler characteristic of .

We refer to §2.2.1 for a motivation of those results. This chapter is organized as
follows. In §5.2 we introduce the geometrical setting and the resolvent Q(s) of the
geodesic flow. In §5.3 we express 7(s) and 7,,(s) with a pairing formula involving
the resolvent Q(s). In §5.4 we compute 7(0). Finally, we compute 7, ,(0) in §5.5.

5.2 Geometrical and dynamical preliminaries

We introduce in this section the main tools that will help us to understand 7 and
Nz,y-

5.2.1 Extension to a surface with strictly convex boundary

We extend (32, g) into a slightly larger negatively curved surface with boundary
(X', g'). We take § > 0 small and we set

s ={z € ¥ : disty(z,X) <}

Then since 0% is totally geodesic and (3, ¢') is negatively curved, it follows that s
has strictly convex boundary, in the sense that the second fundamental form of 934
with respect to the outward normal vector field is negative (see Lemma 4.2.5). We

denote by
Ms = S5%s = {(.’L’,U) eT>s: HUHQ = 1}

the unit tangent bundle of the surface X5, and by 7 : Ms — X5 the natural projection.
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5.2.2 Structural forms

Recall from §4.2.2 the structural forms «, 3,1 € Q'(Ms). Namely, « is a contact
form (that is, & Ada is a volume form on Ms) whose Reeb vector field is the geodesic
vector field X, in the sense that

txa=1, 1xda=0,

where ¢+ denote the interior product. Also 8 = R} o where for § € R, Ry : Ms — Mj
the rotation of angle 6 in the fibers (which is defined thanks to the orientation of
¥s). The volume form vol, of ¥; satisfies

mvol, = a A B, (5.2.1)
and 9 the connection one-form, that is,
wip =1, da=yAp, df=any, dY=—(komaAp, (5.2.2)

where V' is the vector field generating (Ry)ger and k is the Gauss curvature of X.
Then («, 3, 1) is a global frame of T* Ms. Recall also that H is the unique vector field
on Mjs such that (X, H,V) is the dual frame of («, 3,1). We have the commutation
relations

V.X]=H, [V,H =-X, [X H=(onrV. (5.2.3)

The orientation of My will be chosen so that (X, H, V) is positively oriented. Also
recall that, on M, we have a precise description (X, H, V), as follows (see Lemma
4.2.3).

Lemma 5.2.1. Let v, be a connected component of 0¥ (which is the image of a
closed geodesic) and denote by £, > 0 its length. Then there is a tubular neighborhood
U of = Y(v.) and coordinates (p,,0) on U with

U (=0,6), x (R/Z), x (R/27Z)s,
and such that
lp(2)] = dist(z,7), S.2={(7(2),p(2),0) : 6 e R/2xZ}, =z€U.
Moreover in these coordinates we have, on {p = 0} ~ ~,,

X(z) = cos(0)0; +sin(0)d,, H = —sin(#)0; + cos(0)d,, V = 0p.

5.2.3 Extension of the geodesic vector field

We embed Mj; into a compact manifold without boundary N (for example by
taking the doubling manifold); then by [DG16, Lemma 2.1|, we may extend the
geodesic vector field X to a vector field on N so that M;s is convex with respect to
X in the sense that for any 7" > 0,

z,or(x) € My =  Yte|0,T], ¢ix) € My, (5.2.4)
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where ¢, is the flow induced by X. Let ps € C*(Msj,[0,1]) be a boundary defining
function for Ms, that is, ps > 0 on Ms\ OMs, ps = 0 on IMs and dps # 0 on OM;
(for example we can take ps(x,v) = dist(z,0%s)). Then the strict convexity of 0%
implies that 0Mj is strictly convex in the sense that for every x € 9M;s one has

Xps(r) =0 = X?ps(x) <0 (5.2.5)

(see [DG16, §6.3]).

5.2.4 Hyperbolicity of the geodesic flow
We define

I'y={z€eMs:on(z)eMs, t >0}, K=I.NI_CM.

By [Klill, §3.9 and Theorem 3.2.17| the geodesic flow (¢;) is hyperbolic on K, that
is, for every z € K there is a decomposition

T.Ms = Es(2) ® E,(2) ® RX(2)

depending continuously on z, which is invariant by d¢; and such that, for some
C,v>0,
[dee(2)wl] < Ce™[lw]l, we Ey(z), t=>0,

and
ldp—()w] < Ce™|wll, we Eu(z), t>0.
Moreover, by [DG16, Lemma 2.10], there are two vector subbundles Ey C Tr, Ms
(here Tr, Ms = T Mjs|r..) with the following properties :
l. E{|g = FE, and E_|K = E, and E.(z) depends continuously on z € I'y ;
2. (a, E1) =0;

3. For some constants C’, 7' > 0 we have
|dom(2)w]| < Ce™w|, we Es(z), zeTls, t>0;
4. If z € 'y and w € T, Mj satisfy w ¢ RX(2)®FEL(z), then as t — Foo

dey(2)w

— s F .
Tpya]  Frlx

[der(z)w]] — oo,

Moreover, we have the following description of E..

Lemma 5.2.2. There are continuous functions r4 : 'y — R such that +r+ > 0 on
'y and
Ei(z)=R(H(z) +r+(2)V(2)), zeTly.. (5.2.6)

Proof. As the contact form « is preserved by the flow ¢;, we get by property (2)
above Ei(z) C kera(z) = R(H(z) @ V(z)). In a first step, we will assume that
EL(2) NRV(z) = {0} for every z € I'y (we shall prove it later). Since the bundles
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E. are continuous, we deduce that there are two continuous functions r4 : I'y — R
such that (5.2.6) holds.

Next, we show that £ry > 0. The fact that dpg(2)Ei(2) C EyL(z) for t > 0
implies that the map ¢ — r4 (¢4(2)) is smooth on R, for any z € I'y. (since R(H®V)
is preserved by dg;). We may thus compute, on I'y,

[X,H—i—’l“iV] = [X, H] + (Xri)V—H“i[X, V] = (/€07T—|-X7“i)v —ryH, (527)
where we used the commutation relations (5.2.3). As E. is preserved by the flow,

we must have [X, H +r.V] € EL; thus combining (5.2.7) and (5.2.6) we obtain the
following Riccati equation :

Xri+r2 +komr=0 only. (5.2.8)

We now prove that v, > 0. Let z € T'y and set U(t) = (H + r.V)(p_i(2)) €
Ei(p_4(2)) and r (t) = ri(p_4(2)) for t > 0. By (5.2.7) and (5.2.8) we have
[—X,U(t)] = ri(t)U(t) and thus

dip_o(2)U(0) = exp (- /0 t r+(u)du) U), 0. (5.2.9)

On the other hand, equation (5.2.8) implies that for any ¢ > 0 we have the implication
re(t) =0 = 1 (t)=—-Xri(p_(2)) <0

since k < 0 everywhere. Therefore, if 7, (¢) < 0 for some t, then r, (u) < 0 for all
u > t. This is not possible by (5.2.9) since dp_+(2)U(0) — 0 as t — +o0. We therefore
proved that r, (¢) > 0 for all ¢ > 0. Thus r, > 0 on I'y and similarly, one can show
that r_(z) <O forall z € I'_.

It remains to prove that E,(z) "RV (z) = {0} for any z € I';. Let z € 'y, and
write V(t) = V(p_i(z)) and H(t) = H(p_+(z)) for t = 0. Then there are smooth
functions a,b : [0, co[— R such that for any ¢ > 0 one has

dp_(2)V(2) = a(t)H(t) + b(t)V (¢)
The commutation relations (5.2.3) imply that
ad(t)+0b(t)=0, rs)al)+V () =0, t=0,
where k(t) = (komow_4)(2). Thus a”(t) + k(t)a(t) = 0; moreover we have a(0) =0
and a'(0) = —b(0) = —1; from this it is easy to deduce that a'(t) < 0 for every ¢t > 0.
In particular there are Cy, Cy > 0 such that a(t) < —C} for every ¢t > Cy and thus for
some C' > 0 we have ||dp_;(2)V(2)|| = C for any ¢t > 0. As a consequence, we obtain

that V(2) ¢ E(z). Similarly, one can prove that V(z) ¢ E_(z) for any z € I'_. This
concludes the proof of the lemma. O

Remark 5.2.3. Looking carefully at the proof of Lemma 5.2.2, we see that for any
z and t such that ¢;(z) € Ms we have

+(piB(2),V(2)) >0 and =+ {(pjY(2),H(z)) >0 (5.2.10)

whenever +¢ > 0. Indeed, the first part of (5.2.10) follows from the fact that, with
the notations of the proof of Lemma 5.2.2; one has a(t) = (¢*,8(2),V(2)) < 0 for
t > 0 (since d/(t) < 0 and a(0) = 0), and reversing the time we get that a(t) > 0
whenever ¢ < 0. The second part of (5.2.10) was not explicitly proven but the proof
is very similar.
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5.2.5 The resolvent
For Re(s) large enough, consider the operator R(s) defined on Q°*(N) by

+o00o
R(s) = / e P dt. (5.2.11)
0
Here Q°(N) denotes the space of smooth differential forms on N. Then it holds
(ﬁX + S)R(S) = IdQ'(N) = R(S)(ﬁX -+ S).
Let x € C°(M;\ 0Ms) such that x =1 on Ms/9, and let

Q(s) = xR(s)x-

Then it follows from [DG16, Theorem 1] that the family of operators s — xR(s)x
extends to a family of operators

Q(s) : QM) — D" (M)
meromorphic in s € C, which satisfies, for w € Q2(My) supported in {xy = 1},
(Lx+s5)Q(s)w=w on {x=1}, (5.2.12)

for any s € C which is not a pole of s — Q(s). Here, My denotes the interior of Ms
and if U is a manifold, Q2(U) denotes the space of compactly supported differential
forms on U while D’*(U) denote its dual space, that is, the space of currents. In
what follows, for any distribution A € D'(T*Ms x T*Mjs), we will set

WF'(A) = {(2,6,2,§) € T"(Ms x M;) : (2,8,2', =€) € WF(A)},

where WF is the Hormander wavefront set, see [H6r90, §8]. The microlocal structure
of Q(s) is given by (see [DG16, Lemma 4.5, in what follows we identify Q(s) and its
Schwartz kernel)

WEF'(Q(s)) © A(T*My) U, U (EX x E¥) (5.2.13)
where A(T*M(s) = {(6,5) e T*Mg} C T*(M(; X M5) and

T ={(Pu(2,6),(2,6) : 120, (£, X(2)) =0, 2 € Ms, u(z) € Ms}.

Here ®; denotes the symplectic lift of p; on T My, that is

®y(2,6) = (pe(2): (depr)"'€),  (2,6) €T"Ms, @u(2) € M,

and the subbundles £} C T3, M; are defined by £ (RX (2) ® E+) = 0. In particular,
we have
[P(2, )| = +00,  (2,6) € EL, ¢ — +00

and
Ei(z) =R(re(2)B(2) —v(2)), z€Tl..
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5.3 Poincaré series

In this section, we give a description of the Poincaré series n(s) in terms of a
pairing involving the operator Q(s).

5.3.1 Counting measure

Let A, A C Mj be the one-dimensional submanifolds of M; defined by
A={(z,v(x)) :2€0%}, A={(z,—v(z)):2ecdT}.

where v : 0¥ — M is the outward normal pointing vector to 0%. Those manifolds
are oriented according to the orientation of 0% which is itself oriented by 0. in the
coordinates of Lemma 5.2.1; note also that in the coordinates given by Lemma 5.2.1
we have (here 7, is a connected component of 9¥)

A T = {<O’ T, 7T/2) S TE R/E*Z}’ A|% = {(077_7 _7T/2> S TE R/E*Z}; (531)

in particular it holds
T.A=RH(z), T A=RH(?), (z,7)€AxA. (5.3.2)
For 7 > 0 and z € A such that ¢_.(2) € A, we will set e(r,z) = 1 if
TA®RX(2) B dy__yer (T, ()A) (5.3.3)

has the same orientation as T'M;, and ¢(7,z) = —1 otherwise (note that the sum
(5.3.3) is always direct as the component of dy,(2')H(2') on V(4. (2')) is positive by
Remark 5.2.3, since ¢, (A) N A # 0 implies 7 > 0).

Lemma 5.3.1. For any 7 > 0 and z € A such that p_.(z) € A it holds
e(r,z) =1
Proof. Indeed, A is oriented so that dety,x H(z') > 0 for 2" € A ; moreover the com-
ponent of dyy(z)H (z) on V(p:(z)) is positive (meaning that (1(p(2)), d,oeH(2)) >
0) whenever ¢ > 0 (see Remark 5.2.3). Thus, since T, A is oriented so that dety, 5 H(2) < 0

we obtain (7, z) is equal to the sign of detya,(—H, X, H + f(z,7)V) for some
f(z,7) >0, which is 1 as (X, H, V) is positively oriented. ]

In what follows, if P is an embedded, oriented, compact, k-dimensional subma-
nifold of N, we will denote by [P] € D™ *(N) the associated integration current,

which is defined by
/ [P]Aw = / Lp*w, w e QF(N),
N P

where tp : P — N is the inclusion. We then have the following geometrical lemma,
which is a direct adaptation of [DR20a, Lemma 4.11] in our context.
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Lemma 5.3.2. The expression

MOEED D B SIS ()

720 eAne, (A
ANpr (A)#0D : pr)

makes sense and defines a distribution p € D'(Rso). Moreover, it coincides with

tt—)—/N[A]/\ (ix™,[A])

Remark 5.3.3. (i) Lemma 5.3.2 can be reformulated as follows. For any x €
C>*(Ry), the product

Ay = [A]A / A(Bexet [Rdt

is well defined and (1, A,) = —(u, x) (here the first pairing takes place on N
while the second one takes place on R).

(ii)) Lemma 5.3.2 is an elementary result coming from the theory of currents and
is not specific to (A, A, ;). Indeed, this lemma will hold true for if we replace
A, A and the flow ¢; by arbitrary submanifolds N, Ny and another flow 1y,
whenever the sum (5.3.3) is direct (replacing (A, A, ;) by (Ni, No,1);)) and
dim Ny + dim Ny + 1 = dim N ; we refer to [DR20a, Lemma 4.11] for more
details.

Proof. We note that AN A =0, and X(z) ¢ T.A for any z € A. Moreover, it holds
dim(A) +dim(A)+1 = dim(N). Hence by (5.3.3) we can apply [DR20a, Lemma 4.11]
to obtain the sought result (note however that here the vector field X on N may have
singular points, but this is not a problem since the proof of [DR20a, Lemma 4.11] is

local in nature and the singular points are far away from A). O

5.3.2 A pairing formula for the Poincaré series

Note that (5.2.13) implies that Q(s)tx[A] is well defined. Indeed, according to
[H6r90, Theorem 8.1.9] one has WF(1x[A]) C N*A where

NA = {€ € T:M : (€, H(2)) = 0} = Ra(2) & Ry(2),
where 1) is the connection form. For z € A we have T.A = RH(z) and thus
NIA =Ra(z) ® Ry(z), (5.3.4)

(of course the same formula holds if we replace A by A). We have E* N N*A € {0},
since for 2 € I'_NA we have E* (2) = R(r_(2)(2) —¢(2)), and r_(2) < 0 by Lemma

5.2.2. By (5.2.13) we can apply [Hor90, Theorem 8.2.13| to see that Q(s)cx[A] is well
defined, and

WEF(Q(s)ex[A]) C EL U (N A)U{Py(2,€) : z€ A, E€RyY(2), t =0} (5.3.5)
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In particular, we have N*A NWF(Q(s)tx[A]) = 0. Indeed, since r,(z) > 0, we have
as before that N*A N E% C {0}; also N*AN N*A = () simply because ANA = 0;
finally, the last term in the right-hand side of (5.3.5) can only intersect N*A in a
trivial way by Remark 5.2.3 and (5.3.4). Therefore, the product [A]AQ(s)ex[A] is well
defined as a distribution by [H6r90, Theorem 8.2.10]. As s — @(s) is meromorphic,
so is the family s +— [A] A Q(s)ex[A], because the bound (5.2.13) is satisfied locally
uniformly in s € C\ Res(Lx) (it follows from the proof of (5.2.13) in [DG16]).

In what follows, for any closed conical subset I' C T*Mj, we will denote
DR (M;) ={u e D"*(Mg): WF(u) C T}
endowed with its natural topology (see [H6r90, Definition 8.2.2]).

Proposition 5.3.4. If fie(s) is large enough, the Poincaré series n(s) converges, the
pairing (1, [A] A Q(s)ux[A]) is well defined, and it holds

n(s) = —(L,[A] A Q(s)ex[A]).

Remark 5.3.5. As we mentioned above, we already know that the pairing (1, [A] A
Q(s)ex[A]) makes sense by using the wavefront set properties of Q(s) given in [DG16].
However, we will prove below that this pairing is a prior: well defined provided that
Re(s) is large enough (without using the results of [DG16]) and we will see (using

Lemma 5.3.2) that this implies the convergence of the series 7(s).

Corollary 5.3.6. The function s +— n(s) extends meromorphically to the whole com-
plex plane.

Proof. We saw above that family s — [A] A Q(s)tx[A] extends meromorphically to
the whole complex plane, and so does s — (1, [A] A Q(s)tx[A]). Thus Proposition
5.3.4 immediately implies the meromorphic continuation of 7. O

Proof of Proposition 5.5.4. We fix p € C®(R,[0,1]) such that o(t) = 1 for t > ¢
and o(t) = 0 for t < /2, where ¢ = min(1/2, inf g €(7)). For n € N3; we take
on € C°(Rso,[0,1]) such that o,(t) =1 for ¢ < n and g,(t) =0 for t > n + 1, and
we set x, = 0,0. Then we have

(b, xne™™) = n(s), n— +oo, (5.3.6)

for Re(s) > 1 by Lemma 5.3.2, as £(7,2) = +1 for any z € A such that p_,(z) € A
(note that n(s) could a priori be infinite). Now, consider

Au(s) =x [ xalt)e uet AIdt € DY),
Ry

where x € C°(Mjy) is the cutoff function introduced in §7.2.6. Note that
An(s) = Q,(s)ex[A] (5.3.7)

in D''(Myg) when n — 400 whenever Re(s) is large enough, where we set

QQ(S):/O o(t)e p* dt.
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Indeed, for any w € Q*(N) and t € R we have [[pjw[l < Cexp(Clt|)||w|s (see
for example [Bonlb, Proposition A.4.1]). In particular it holds [(w,tx¢*,[A])| <
C exp(C|t])||w]|s, and thus, if Re(s) is large enough,

An(s) = X / " (e et [t

as n — oo by dominated convergence, and the integral defines a current of order 0.
Now the above integral coincides with Q,(s)ix[A] as it follows by approximating [A]
with smooth differential forms, and thus (5.3.7) holds.

Using (5.3.6) and Lemma 5.3.2, we see that Proposition 5.3.4 will hold if we are
able to show that the pairings ([A], A, (s)) and (1, [A] A Q(s)tx[A]) are well defined,

and that
/N[A] A An(s) — (1, [A] A Q(s)ex[A]) (5.3.8)

as n — 0o. To prove (5.3.8) we will show that the convergence A, (s) — Q,(s)tx[A]
actually takes place in a finer topology than that of D'*(My); this is the purpose
of Lemma 5.3.8 below. Then we will be able to conclude by noting that the set

supp((Q(s) — Q,(s))tx[A]) does not intersect supp([A]).
We will need the following result (recall that v is the connection form introduced

in §5.2.2).

Lemma 5.3.7. Let 7 > 0. Then there is r > 0 such that the following holds. For any
z € Ms and t > T such that ¢,(z) € My, we have

[{eiv(z), H(=))| > rl(¢iB(2), H(2))| (53.9)
Moreover we have [{¢;B(z), H(2))| =1 for any t > 0.
Proof. Let z € Ms and 7 > 0. Write
viB(z) = a(t)B(z) + b(1)P(2) and  @i(2) = c(t)B(2) + d(t)¥(2)

for t € R. We want to show that for ¢ > 7 one has |c¢(t)| > r|a(t)| for some r > 0. The
structural equations (see §5.2.2) imply Lxf = ¢ and Lxv¢ = —xf. We thus obtain
that a and b satisfy the following differential equation

y'(t) + k(t)y(t) =0 (5.3.10)

where k() = k(p(2)), with a(0) =1 = b'(0) and a/(0) = 0 = b(0). Also a'(t) = c(t)
and V'(t) = d(t). It is easy to see that (5.3.10) and the initial conditions imply
a'(t),a(t) > 0 for t > 0. Thus we have a'(t)a”"(t) = —r(t)d’(t)a(t) > ka'(t)a(t) where
k = infy, |k|. Integrating this, we get

c(t)? =d ) = k(a(t)? —1).
As d'(t) > 0 for t > 0 we have a(t)? — 1 > a(r)? — 1 for t > 7, and thus it holds
c(t)* = Cka(t)?, t>r,

where C = 1 — 1/a(7)? > 0 (since a(7) > a(0) = 1). Setting r = vCk we obtain
(5.3.9). We conclude the proof of the lemma by noting that a(t) > a(0) = 1. O
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In what follows we set J,,(s) = X/ (Xns1(t) — xn(t))e “ixe* [A]dt € D™ (Ms).
R

Lemma 5.3.8. There exists a closed conical subset I' C T*Mjs not intersecting

N*A such that for any continuous semi-norm q on D (M) (see [Hir90, Equation
(8.2.2)]), there is C > 0 such that

q(Ju(s)) < C|s|Cel@Reln > 0.

Proof. Let w € Q%(Myg) supported in a small coordinate patch U of some point
zo € A. Now by definition of .J,, it holds

(w.3,60) = [ Genalt) = xalee ([ exetu)at

Let £ € T Ms. We identify T*U with V' x R?® for some neighborhood V' of 0 € R?.
Consider the Fourier transform (we¢, J,) ; it holds

N+2

(we'e | ) = / (Xnt1 (1) = Xn(t))et f(t, u)e" &Pt W dyde, (5.3.11)
t=N JuchA

where u is a choice of coordinate on A so that 9, = H(u) € T, A, and f is a smooth
function satisfying for any k,¢ > 0

0FOLf(t,u)| < Cppe“s, t>0, u€A,

for some Cy, > 0'; note also that, as w is supported in the coordinate patch U, we
have that f(t,u) = 0 whenever ¢,(u) ¢ U and thus the expression e“&#+(") is well
defined on the support of f. Now we have

9u(€, pr(u)) = (& dp(u)H (u)), 9 (€, pr(u)) = (& X(pi(w))). (5.3.12)

Let IV = {(2,6§) € T"Ms : z € A, |(§, H(2))| < ¢l¢]} for € > 0 small. Let (2,&) € ",
u € A and ¢t > 0 such that ¢;(u) = z € U. Then ¢t > 7 where 7 > 0 is a fixed number
which is smaller than the length of the shortest orthogeodesic. We decompose &

in the (a(z),B8(2),¥(z)) basis as £ = {ua(z) + 56(2) + Epo(z). We have, since
pra(u) = au),

(& der(u)H (u)) = (¢} [§ar(2) +£68(2) + & ()], H(u))
= (&g - i B(u) + & - pi(u), H(u)).

Thus by Lemma 5.3.7 and the triangle inequality we have

(€, dee(u)H (w))] = 7[€y| — €],

1. The estimates on f follow from the fact that ||txfw|ce < Coexp(Cylt])||w]|ce (see [Bonlb,
Proposition A.4.1]). Thus

107 (ex oiw)llee = llex (£x) oiwloe < Creexp(Crlt)wllcrse.

Here we denoted by || - ||c¢ the C* norm on C*°(N, A*T*N).
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for some 7 > 0 depending only on 7 (indeed, the above inequality is obviously true
even if r|&,| — |€5] < 0). As € € [ we have

Ce
1—¢

€] < (€] + [€al) (5.3.13)

for some C' > 0. Therefore, we obtain

10u(E, pi(u))| = (r = c(€))[Ey] = cle)léal,  0L(Es e (w))] = |al,

where ¢(¢) — 0 as ¢ — 0. Combining the estimate above with (5.3.13) we obtain that
there are ¢, C' > 0 such that for any & € IV it holds

O™ [ (€M | = (r = e(e))I€u] + (1 = c(e))[€al = e(€s] + &) = §\€|,

provided that ¢ is small enough. In particular we may apply the non-stationary phase
method (see for example |[Zwo12, Lemma 3.14|) to obtain that for any L > 0 we have
C'r, such that

[(we'®, Ju(s))] < Cp|s|Fel MM e) "t e e,

where (£) = /1 + |¢[? for some norm | - | on T*M;. By setting I' = CI”, we obtain
the sought result. O

This last result implies that for any continuous semi norm ¢ of Df (M), we have

0 (Au(s) ~ Qol)ix[A]) = 0

as n — +oo if Re(s) is large enough (depending on ¢). For any finite set @ of
continuous semi norms of Dp(My) we define

Ditq(M3) = {u € D*(M;) : qlu) < o0, g € Q}.

This set is endowed with the following topology : we say that u, — u in D o (Mj)
if the convergence holds in D’*(My) and sup,, ¢(u,) < oo for any g € Q. Then, since
[A] is compactly supported in My and WF'([A]) NI = ), we may reproduce the proof
of the Hérmander’s theorem about product of distributions [H6r90, Theorem 8.2.10]
to obtain that there exists a finite set Q of semi norms of D?(My) (which depends
on [A]) such that the product [A] A u is well defined for any u € Do (M) and such
that the map

Dro(Mg) — D"*(Mg), u— [A]Au, (5.3.14)

is continuous. By Lemma 5.3.8, if Re(s) is large enough, the sequence n — (A, (s))
is bounded for any ¢ € Q and letting n — oo yields ¢(Q,(s)tx[A]) < oo for every
q € Q. Thus the products [A] A A,(s) and [A] A Q,(s)ix[A] are well defined, and by
continuity of the map (5.3.14), we get

[A] A A (s) = [A]AQu(s)ix[A], n — oo,

where the convergence holds in D'*(My). However, we have

(Qs) — Quls))ix[A] = / (1= of)e gt ux (A,
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and thus supp ((Q(s) — Q,(s))ex[A]) Nsupp([A]) = 0, since ¢y(z) ¢ Afor 0 <t <e
and z € A. This yields

[A] A Qy(s)ex[A] = [A] A Q(s)ex[Al,

and in particular, (5.3.8) holds. This completes the proof of Proposition 5.3.4. O

5.4 Value of the Poincaré series at the origin

In this section we show that 7(s) vanishes at s = 0.

5.4.1 Behavior of Q(s) at s =0
By [DG16, Theorem 2|, we have the Laurent development

3 X(£x Py (5.4.1)

for some J > 1, where s — Y(s) is holomorphic near s = 0, and II : Q2(M§) —
D'*(My) is a finite rank projector satisfying

supp(Il) T x ' and  WF(II) C £} x E*. (5.4.2)

Moreover, it holds ran(IT) = C* where
C* = {u € D/.«T(Mg) . supp(u) C Ty, (Lx)'u= O} .

Elements of C* are called generalized resonant states for X (for the resonance 0). A
generalized resonant state w is simply called a resonant state if Lxu = 0. In what
follows, we will set Qf = Q2(My) Nker(tx) and C§ = C* Nker(tx). Since Lxa = 0
we have the decomposition

C*=CidanCy ™t (5.4.3)

and this decomposition is preserved by II. We now invoke a result of Hadfield (see
[Had18, Propositions 3, 4, 5|) which implies that

Cy=1{0}, C;={0} and Lx(Cy)={0}. (5.4.4)
In particular by (5.4.3) we have LxII = 0 and thus (5.4.1) yields
Qs) = Y (s) + Xlzx. (5.4.5)
Now let us decompose II as
Moy = > u; @ By,
j=1

where (u;, 5;) € Dgi(Mg) x D (My) satisfy suppu; C T'y and supp 8; C ' (such
a decomposition necessarily exists by (5.4.2)). Then f; is a coresonant state for X,
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meaning that it is a resonant state for —X ; applying [Had 18, Propositions 3, 4, 5]
for the vector field —X, we therefore obtain that 8; = a A s; for some coresonant
state s; € D« (My) (indeed, we note that (5.4.4) gives C*> = a A C}, and we apply
this to the vector field —X instead of X). Also, it follows from [Hadl8, Lemma 6]
that the currents u; and s; are closed.

Summarizing the above results, we get

I = Zuj ® a A s, (5.4.6)
j=1
where (uj, s;) € Dgi (M) x Dy (My) satisfy
supp(u;) C I'y, supp(s;) CT'-, du; =ds; =0, txuj =1txs; =0. (5.4.7)

In particular, we have [, . tx[AJAaAs; = fMo ] A's; and thus
é

(A], M []) = > </O[A1Auj> (/O[A}Asg)-

j=1
Note that those products make sense since by Lemma 5.2.2 it holds
E*NN*AC{0} and E*NN*AcC{0}.
Let n > 0 and set Il = {z € M; : dist(z,I'}) < n}. By [Hadl8, Lemma 6], we may
find f; € D'(My) such that
supp(f;) C T, WF(f;) C EL,  Lxf; € C(My),
and such that v; = u; — df; is smooth. Now since [A] is compactly supported in My,

we have / [A] Adf; =0 (since d[A] = 0 as IA = () and thus

/M A] Ay = /M IA] A, (5.4.8)

é
Finally, take the coordinates (p, 7,0) given by Lemma 5.2.1 near 0M = {p = 0} (here
we assume for simplicity that OM is connected but the exact same proof applies if it is
not). We have A = {(0,7,+7/2) : 7 € R/{(,Z}, and OMs = {(0,7,0) : 7,0 € R/2x7Z}.
Consider
S1={(p,7,7/2) : p€[0,20/3], T € R/}
and
So ={(26/3,7,0) : T € R/ Z, 0 € [r/2,31/2]}.
Let [S] = [S1] + [S2] and note that d[S] = [A] — [W] by Stokes’ theorem, where
W ={(26/3,7,3n/2) : T € R/{,Z}

is the incoming normal set of {p = 2§/3}, which is oriented with 0,. Now if 7 is small

enough
/[A]mj:/[vv]mj:o

since WNT7 =0 (indeed, W is at positive distance of I'y) and suppv; C I'.. Thus
we obtained that s — 7(s) has no pole at s = 0, and by Proposition 5.3.4 it holds

n(0) = —([A] Y (0)ex([A]).
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5.4.2 Value at s =0

In this subsection we prove Theorem 5.1.1, that is, n(0) = 0. Let us define
S1={pi(2) : 0<t<d/2, z€ A}, Sy={Re(2): 0<0<m z€ N},

where Ry : Ms — Ms is the rotation of angle §, and A" = ¢;,2(A). We orient A’ with
the orientation of A. The manifold S; is oriented by declaring that (9;, 0. ) is positively
oriented (here 0, is any positive basis of TA), and Sy is oriented by declaring that
the basis (0y, 0..), where 0. is any positive basis of TA’. Let A” = R, (A’). Note that
(5.2.13) implies, by multiplication of wavefront sets (see [Hor90, Theorem 8.2.14]),

WF(Y (0)ex[A]) € BT UN*AU (R, (4(2)), (5.4.9)

>0
zEA

where Y (0) comes from (5.4.5). In what follows, we will set Y = Y (0)ux[A] for
simplicity. Since £ N N*A C {0}, and because ¢ is small, we have

E: N NN c {0}. (5.4.10)

Next, by analytic continuation and (5.2.11), it holds

The right hand side of the above equation is disjoint from A” by strict convexity of
M(;. Thus
supp(Y) N A" = 0. (5.4.11)

Now for z € A and t € (0,6/2), we have N7 (51 \ 051) C R®(¢(2)) and N*(S5 \
0S3) C {¢ : (£, V) = 0}. In particular, by Lemmas 5.2.2 and 5.3.7, we have

WE(Y) N NZ, . (S;\8S;), j=1.2. (5.4.12)
Finally, for z € A, we have for j = 1,2, setting 2’ = @5/2(2) € /',
WEF([S;]) N T2 Ms C Ra(z') @ RPs/o(h(2)). (5.4.13)

Combining (5.4.9), (5.4.10), (5.4.11), (5.4.12) and (5.4.13), we obtain that the inter-
section WF([S;]) N WF(Y') is contained in

(U R‘I’é/Q(l/J(Z))) N ( U Rq)t(¢(£))>'

z€EA t=0
zZeA

However, by Lemma 5.3.7, for any z € A and t > 0, we have ®,(¢(2)) ¢ Ry)(¢:(2)).
Therefore the above intersection is contained in the zero section and we get

WE(S;) NWE(Y) =0, j=1,2, (5.4.14)
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and in particular the product [S;] A'Y is well defined. By Stokes’ theorem, taking
into account the orientations, we have

d[$1) = [\ = [A], d[Sa] = [A"] — [A]. (5.4.15)

Then by (8.2.9) and the facts that d[A] = 0, [d,Y(0)] = 0 (on {x = 1}) and
[tx,Y(0)] = 0 we have, by using (5.4.1),

dY = duxY(0)[A] = LxY (0)[A] = [A] - I(A) = [A] on {x=1}

as TI([A]) = 0 by §5.4.1 (we showed that [} .[A] Au; = 0 for all j but the same holds
S

(
for [A] and s;). By Stokes’ theorem, since [S;] AY" is compactly supported in My and
dY = [A] on {x =1} D supp([S;]) (j = 1,2),

/M[A]AY:—/M d[S1]AY—/M d[52]/\Y+/M[A”]/\Y
= [ sInil+ [ sinis [ wiay

Finally, we have supp([S;]) Nsupp([A]) = 0@ and by (5.4.11) we conclude that

mm:ANMAY:0

5.5 Poincaré series for geodesic arcs linking two points

We fix x # y € X. We consider

Moy () = Z e ),

Yy

where the sum runs over all the (oriented) geodesics joining z to y. For a € ¥ we
will set A, = S,2. Note that T,A, = RV(z) for z € A, (this follows from the
definition of V' in §5.2.2), and we orient A, according to V. In this context, we have
the counterpart of Proposition 5.3.4, as follows.

Proposition 5.5.1. For Re(s) large enough it holds

Mey(5) = —([Aal, Q(s)ex[Ay]).

Note that the above pairing makes sense, since we have the inclusion WF([A,]) C
N*A, which gives WF(Q(s)tx[A,]) " WF([A;]) = 0 (the emptiness of the last inter-

section can be seen by proceeding as in §5.3.2).

Sketch of the proof. Using Remark 5.2.3, we see that for t > 0 and z € A, such that
w_4(z) € A, one has the direct sum

T.M =T\ ©RX(2) @ dy_, ()2 (Ty_ () Ay).
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Moreover we check that the orientation of the right-hand side has the same orientation
of M, again by Remark 5.2.3. Thus we have the counterpart of Lemma 5.3.2 in this
context and for any xy € C°(Ry) it holds

S X)) = — /N [Ad] A / (Boxg (At

VXY

Now we may proceed as in the proof of Proposition 5.3.4 to obtain the sought result,
by approximating the function t +— exp(—ts) with compactly supported functions
of the form ¢ — x,(t) exp(—ts) and taking the limit as n — oo (one should use
appropriate versions of Lemmas 5.3.7 and 5.3.8 to justify the convergence of the
pairings). O

This result implies that s — 7,,(s) extends meromorphically to the whole com-
plex plane, since s — @(s) does. To compute its value at zero, we will need the
following

Lemma 5.5.2. There exists [S] € D/} (My) such that

supp([S]) € M, WE([S]) N WE([A,]) = 0
and
1 - 1
M) = s [A] — dls] /M 151710 = 5y (5.5.1)

Proof. Here we adapt the arguments of [DR20a, §6.3.2|. Let f; : ¥5 — R be a smooth
function which coincides with —p on {|p| < ¢} (here p is the coordinate given by
Lemma 5.2.1) and such that df;(y) # 0 for any y € 0%. The set of Morse functions
being open and dense [Laul2, Theorem 5.6] in C'*°(3s), we may find a Morse function
f2 € C*°(X5) which is arbitrarily close to f; in the C' norm. Let xo € C*°(3s, [0, 1])
such that xo = 1 near 0¥ and supp xo C {|p| < §/2}. Note that ||df1|| = ||dp|| = C
on {|p| < 0} for some C' > 0, where || - || is any norm on 7*3;. In particular, if fs
is chosen close enough to f; in the C! topology, the function f = xof1 + (1 — x0)f2
is also a Morse function. Indeed, f coincides with fy on X5\ {|p| < 0}; moreover
f—fi=0—=x0)(fe— fi) so that ||df|| = C/2 on {|p| < §} whenever f; is close
enough to fi. Next we set

= { (v pwap) ¢ b€\ € M

where VIf € C(3s,T%s) is the gradient of f with respect to the metric g, and
crit(f) = {df = 0} is the set of critical points of f. We orient S; according to the
orientation of ¥. Then by [DR20a, Lemma 6.7] and Stokes’ theorem, we obtain that
the integration current [Sy] extends to a current on N and we have >

dlSf]=—[A] = Y (1",

a€crit(f)

2. Indeed, the boundary of Sy (near dM) is A. In the coordinates of Lemma 5.2.1, A =
{(7,0,—7/2)} is oriented by 0, = H; as the outward normal pointing vector at 9% is 0, and
(0p, 0r) is negatively oriented, we obtain that the boundary term coming from Stokes’ formula must
be —[A].



132 CHAPITRE 5. SERIES DE POINCARE POUR LES SURFACES

where inds(a) is the index of a as a critical point of V9 f, that is, the number of
negative eigenvalues of the linearization of V9 f at the point a. Note that (up to
taking fo very close to f1), we have y ¢ crit(f). Thus for each a € crit(f) we may
find a path ~, : [0, 1] — ¥ joining a to z, and avoiding y. Setting

O = {(1a(t),v) : vES, 1T, t€0,1]}, ac crit(f),

we have d[f,] = [A;] — [A4]. The Poincaré-Hopf formula (see [MW97, p.35]) yields?®

Y (F)M@ = x(®).

a€crit(f)

In particular, by setting

1 indy(a
[S] = ) ([Sf] - ;(—1) ( )9a> ;

we obtain the first part of (5.5.1). For the second part, we first note that 6, N A, = 0.
Moreover, Sy intersects (transversally) A, only at the point (y, VIf(y)/[|VIf(y)]).
Looking at the orientations we get that [ [Ss] A [A,] =1 (this follows from (5.2.1)
and the fact that A, is oriented according to v). Finally the wavefront set condition
follows from the transversality of the intersection, and the lemma follows. n

Before proving Theorem 5.1.2, we state a result about regularization of currents;
this is a version of the de Rham regularization procedure (see [1R12, §15, Proposition
1]) which takes into account the wavefront sets.

Lemma 5.5.3. There are operators
R.:D*(N) = Q*(N), A.:D*(N)— D"*(N), eel0,1],

such that for any u € D'*(N), the following holds.
(i) We have the identities R, —1d = dA. + A.d and [d, R.] =0;

(ii) The supports of R.u and A.u are contained in the Ce—neighborhood of the
support of u for some C' > 0 independent of ¢ ;

(i) For any closed conical neighborhood I' of WF(u) (i.e. WF(u) C I'°), there is
g0 > 0 such that WF(A.u) C T for each € € (0,0, and moreover the families
(Actt)eepo,eo] and (Rou)scjoe,) are bounded in D (N);

(iv) We have R.u — u in D'*(N) as e — 0.

Proof. Let Xq,..., X, be vector fields on N generating T'N everywhere, and denote
the associated flows by @14, ..., ¢n¢ for t € R. Let € > 0 and x € C°(R", [0, 1]) such
that x = 1 near 0 and g, x(t)dt = 1. For u € D'*(N) we define

Rou = / X(6)@T o, - oo, dt

3. Note that VI f is actually inward pointing, but this is irrelevant since dim ¥ = 2.



5.5. POINCARE SERIES FOR GEODESIC ARCS LINKING TWO POINTS 133

For z € N and t = (t4,...,t,) € R* we will set U, ,(t) = ®.¢(z) where

Oy = Pntn © O P1ty-
We claim that R.u is smooth. Indeed, if u is a O-form, then we have
Rou(z) = (x, V. u), z€N,

where the pairing is taken in R™. Indeed, this formula is true for v smooth and thus
it remains true for any distribution u by continuity of the pullback W : D'*(N) —
D'*(R™) (this follows from [Hor90, Theorem 6.1.2] as W, , is a submersion R* — N
whenever € > 0, since the vector fields X, generate T'N). In particular R.u is smooth,
because V., depends smoothly on the variable z. If u € QF(N), we write locally
u = >, upey for some basis (e,) of A¥T*N ; writing ®*.e, = > (t)e; we get by
what precedes
Rou(z) =Y {auix, Ui ug)e;(2),
]

and thus R.u is smooth. It is immediate to see that R.u — w in the distributional
sense as ¢ — 0, which is point (iv). Next, note that

(R. — Id)u = /0 o, ( / () dt) dr.

By Cartan’s formula one has 9,9%, = dB, + B,+d where By : D'*(N) — D'*"}(N) is
defined by

Bt = Z gpitl T ¢;7thXj(p;+l,tj+1 T 90;:/715”7 t = (tl? tet 7tn) 6 Rn

Thus by setting A, = / / t)B,¢ dtdr we obtain (i). Property (ii) is clear and

thus it remains to show that (iii) holds. Let w € D'*(N) and let I' be a conical
neighborhood of WF(u). Take (z,&) € CI', and a conical neighborhood T'y of &
such that Ty N T = . Let & > 0 small enough so that ®*,(I'y) N T" = @ for any
e € [0,g0] and t € supp x. Let w € Q°(N) be supported in a coordinate chart near
zo; we have for £ € T

/ wel&) A Ay = / / x(t) (/ we'& A Brtu) dtdr.
N 0 Jrn N

Thanks to the expression of B, one can see that the right hand side can be written

/0/ (/ f(t,r)el = >/\u) dtdr (5.5.2)

where f(t,r) is a smooth function depending smoothly on (t,7) and = : R" x [0,¢] —
T*N is a smooth function satisfying =(t,r) € I'g on supp x and |Z(t,r)] > C|£].
Since I' does not intersect I'y, the integral on N in (5.5.2) decays rapidly (i.e. faster
than (£)7% for any k > 0) as £ — oo and £ € Ty, with speed decay which is locally
uniform with respect to (t,r) € supp x x [0,¢]. The result follows. O
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Proof of Theorem 5.1.2. By (5.4.8) and Lemma 5.5.2, we have

/Msmij :/A46[Axmvj

:—ﬁ/mmmj—/%d[smvj
=0

since supp(v;) C Il with I'. N A = () and dv; = d(u; — df;) = 0 by (5.4.7). This
shows that 7, ,(s) has no pole at s = 0 and that 7, ,(0) = —([A.], Y (0)ex[A,]). Now
since Y'(0)ex[A,] is compactly supported in My we may view this pairing as a pairing
on N, so that

ey (0) = — /N (0] A Y(0)ix[Ay).

From (8.2.9) we deduce that dY (0)cx[A,] = [A,] + u for some current u supported
far from Mjy)o. Let ¢ > 0 small. As d[A;] = 0, we have by Lemma 5.5.3 that [A,] =
R.[A;] — dA[A,], with WF(A.[A,]) close to WF(][A,]); thus we may compute

/N (0] A Y(0)ix[A,] = /N R[AJ] A Y (0)ix[Ay) — /N AAA] A (8] + )

- —/NdRE[S] AY(0)ex[A,] — ﬁ/NRE[A] AY (0)ex[Ay]

- [ A+ o)
N
where we used Lemma 5.5.2 in the last equality. By point (ii) of Lemma 5.5.3, the

second integral vanishes for small € since A N supp(Y (0)ex[A,]) = 0; the third one
also vanishes to zero as supp([A;]) Nsupp([A,]) = 0. Finally the first one writes

J RIS (A + ),

and thus it converges to 1/x(X) as ¢ — 0 thanks to the second equation of (5.5.1)
and points (ii), (iii) and (iv) of Lemma 5.5.3 (since supp([S]) N supp(u) = @). This
concludes the proof of Theorem 5.1.2. n



Chapitre 6

Torsion dynamique pour les flots de
contact hyperboliques

Dans ce chapitre, on introduit la torsion dynamique associé a une paire (19, p), ou
9 est une forme de contact sur une variété fermée M dont le champ de Reeb induit un
flot d’Anosov (p;) et p est une représentation du groupe fondamental de M. Cet objet
est défini comme le produit entre la valeur renormalisée de la fonction zéta de Ruelle
de (¢¢) a lorigine et la torsion du complexe de dimension finie des états résonants de
Pollicott-Ruelle pour la résonance zéro. Nous montrons que la torsion dynamique est
invariante par perturbations de la forme de contact, et qu’elle se comporte comme la
torsion de Turaev — un invariant topologique de (M, p) défini de maniére purement
combinatoire — sur l'espace des représentations. Ce chapitre reproduit 'article Dy-
namical torsion for contact Anosov flows [CD19| écrit en collaboration avec Nguyen
Viet Dang.
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6.1 Introduction

In this chapter, we prove the results regarding the dynamical torsion announ-
ced in the introduction of this thesis (see §2.2.2.2). Let M be a closed, oriented
n-dimensional manifold, with n odd. Let (E,V) be a flat vector bundle over M.
Then V induces a differential

V:Q(ME)— QM E), V=0,

where Q°*(M, E) is the space of E-valued differential forms on M. Recall that V will be
called acyclic if the associated de Rham cohomology groups H*(V) = ker(V)/im(V)
are trivial.

We assume that there is a contact form 9 € Q!(M) such that its associated Reeb
vector field X = Xy has the Anosov property, and we denote by

LY =1xV +VixQ* (M, E) = Q*(M, E)

the Lie derivative in the X direction twisted by V. In §6.4, we will introduce a
chirality operator associated to the contact form 4,

Ty:Q(M,E) — Q" *(M,E), T2=Id,

analogous to the usual Hodge star operator associated to a Riemannian metric, such
that
LyLY = LYTy.

For Re(s) large, we let

Cxv(s) = Hdet (1= p(Ae),

be the twisted Ruelle zeta function of the pair (X, V), where the product runs over
all primitive periodic orbits of the flow generated by X and where 7(7) is the period
of v (cf. §6.3.5). Recall from Chapter 2 that this zeta function has a meromorphic
extension to the whole complex plane.

Let C* C D'*(M, E) be the finite dimensional space of Pollicott-Ruelle generalized
resonant states of LY for the resonance 0, that is,

C* = {u € D*(M,E), WF(u) C EX, IN €N, (£Y)" u= o},
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where WF is the Hormander wavefront set, £ C T™"M is the unstable cobundle of
X1, cf. §6.3, and D'(M, E) denotes the space of E-valued currents. Since V com-
mutes with LY, it induces a differential V : C* — C**!1. Then a result of Dang—
Riviere [DR19b| implies that the complex (C*, V) is acyclic if we assume that V is.
Because I'y commutes with £Y, it induces a chirality operator on C®. Therefore we
can compute the torsion 7(C*®, I'y) of the finite dimensional complex (C*, V) with
respect to 'y, as described in [BK07c| (see §6.2).
Then we define the dynamical torsion Ty as the product

(V) =+ 7(C* )Y x lims ™3 o(s) € C\ 0,
N——

s—0
NS

finite dimensional torsion . h .
renormalized zeta function at s=0

where the sign + will be given later, m(X, V) is the order of (xv(s) at s = 0 and
q = % is the dimension of the unstable bundle of X. Note that the order
m(X, p) € Z is a priori not stable under perturbations of (X, p), in fact both terms
in the product may not be invariant under small changes of 1 whereas the dynamical
torsion 7y has interesting invariance properties as we will see below.

6.1.1 Main properties of the dynamical torsion

We recall here the results announced in §2.2.2.2. Denote by Rep,.(M,d) the set
of acyclic representations m (M) — GL(C?) and by A C C>®(M,TM) the space of
contact forms on M whose Reeb vector field induces an Anosov flow. This is an open
subset of the space of contact forms. For any ¢ € A, we denote by Xy its Reeb vector
field. In the spirit of Ray—Singer’s result on the invariance of the analytic torsion with
respect to the Riemannian metric [RS71], our first result shows 7y(p) is invariant by
small perturbations of the contact form 9 € A. Here, for any representation p, the
number 7y4(p) is by definition 74(V,), where (E,, V) is any flat vector bundle whose
holonomy is given by p.

Theorem 6.1.1 (Local invariance of the dynamical torsion). Let (M,¥) be a contact
manifold such that the Reeb vector field of O induces an Anosov flow. Let (U:)re(—c.)
be a smooth family in A. Then 0;logTy_(p) =0 for any p € Rep,.(M,d).

Remark 6.1.2. In the case where the representation p is not acyclic, we can still
define 74(p) as an element of the determinant line det H*(M, p) and this element is
invariant under perturbations of ¥ € A, cf. Remarks 6.4.5 and 6.5.2.

Our second result aims to compare 7y with Turaev’s refined version of the Reide-
meister torsion 7. ,, which depends on some choice of Euler structure ¢ and orientation
0 (see §6.7.2 for a detailed exposition of these notions).

Theorem 6.1.3 (Comparison with the Turaev torsion). Let (M,?) be a contact
manifold such that the Reeb vector field of ¥ induces an Anosov flow. Then the map
p € Rep,.(M,d) — 719(p) is holomorphic® and there erists an Euler structure e

1. That is, E; is the annihilator of E, & RX where £, C T'M denotes the unstable bundle of
the flow.
2. Rep,.(M,d) is a variety over C, see subsection 6.9.2 for the right notion of holomorphicity.
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such that for any cohomological orientation o and any smooth family (pu)ue(—cc) of
Rep,.(M, d),

Oy log 7y(pu) = 0y 108 Te o (pu)
Moreover, if dim M = 3 and by(M) # 0, the map p — 79(p)/Teo(p) is of modulus
one on the connected components of Rep,.(M,d) containing an acyclic and unitary
representation.

Finally, our third result aims to describe how 9, log 7 (p.) depends on the choice
of the contact Anosov vector field Xy.

Theorem 6.1.4. Let (M,9) be a contact manifold such that the Reeb vector field of
¥ induces an Anosov flow. Let (py)u < be a smooth family in Rep,.(M,d). Then for
anyn € A

Oy log 7, (pu) = Oy log Ty (pu) + Oy log det (py,, cs(Xy, X))

~
topological

where cs(Xy, X)) € Hi(M,Z) is the Chern-Simons class of the pair of vector fields
(X, X,).

The Chern-Simons class cs(Xy, X)) € Hy(M,Z) measures the obstruction to find
a homotopy among non singular vector fields connecting Xy and X, (see §6.7.1).

Because the dynamical torsion is constructed with the help of the dynamical
zeta function (x ,, we deduce from the above theorem some informations about the
behavior of (x ,(s) near s = 0, as follows.

Corollary 6.1.5. Let M be a closed odd dimensional manifold. Then for every
connected open subsets U C Rep,.(M,d) and V C A, there exists a constant C
such that for every Anosov contact form ¥ € V and every representation p € U,

Tex g0 (p)
T (C. (197 p) ) Fﬁ)

where Xy is the Reeb vector field of ¥, (E,,V,) is the flat vector bundle over M
induced by p, C* (9, p) C D'*(M, E,) is the space of generalized resonant states for

(S>(_1)q _ CS(—I)qm(p,Xg) (1 + O(s)) , (611)

CXﬂ,P

the resonance 0 of E)v(g and m(Xy, p) is the vanishing order of Cx, ,(s) at s = 0.

6.1.2 Methods of proof

Let us briefly sketch the proofs of Theorems 6.1.1 and 6.1.3 which rely essentially
on two variational arguments : we compute the variation of 75(V) when we perturb
the contact form ¢ and the connection V. As we do so, the space C*(¢, V) of Pollicott-
Ruelle resonant states of ,C)VQ9 for the resonance 0 may radically change. Therefore, it is
convenient to consider the space CT (9, V) instead, which consists of the generalized
resonant states for LY, for resonances s such that |s| < A, where A € (0,1) is
chosen so that {|s|] = A} NRes(£Y,) = 0. Then using [BK07c, Proposition 5.6] and
multiplicativity of torsion, one can show that

79(V) = £7 (Clp (0, V), Ty) (5 (0)V", (6.1.2)
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where C X p is a renormalized version of (x, , (we remove all the poles and zeros of
(x40 within {s € C, |s| < A}), see §6.4. Thus we can work with the space Cf (9, V),

which behaves nicely under perturbations of X thanks to Bonthonneau’s construction
of uniform anisotropic Sobolev spaces for families of Anosov flows [Bon20], and also
under perturbations of V.

Now consider a smooth family of contact forms (9;); for |t| < € such that their
Reeb vector fields (X;); induce Anosov flows. Then Theorem 6.5.1 says that for any
acyclic V, the map t — 7,(V) is differentiable and its derivative vanishes. This
follows from a computation, using a result of [BK07c| about the variation of the
torsion of a finite dimensional complex when the chirality operator is perturbed, and
on a variation formula of the map ¢ — (x, ,(s) for Re(s) big enough obtained in
[DGRS18S].

Next, consider a smooth family of flat connections z — V(z), where z is a complex
number varying in a small neighborhood of the origin and write V(z) = V+za+o(z)
where o € Q'(M, End(F)). Then we show in §6.6, in the same spirit as before, that
2z 19(V(2)) is complex differentiable and its logarithmic derivative reads

0.].0log 75(V(2)) = — tr? ae X,

where £ > 0 is small enough, tr’ is the super flat trace, cf. §B8.3.1, and K : Q*(M, E) —
D'*(M, E) is a cochain contraction, that is, it satisfies VK + KV = Idge(ar,z)- On
the other hand, we can compute, using the formalism of [DR20d],

2| =0 log 7, o(V(2)) = —t2” aRKe % — /tra,

where ey is an Euler structure canonically associated to v, K is another cochain
contraction, X is a Morse-Smale gradient vector field and e € C1(M,Z) is a singular
one-chain representing the Euler structure ey, cf. §6.7. Now using the fact that K
and K are cochain contractions, one can see that

o <Ke_€£’v<ﬁ — I?efg[:)v?) = aR. + [V, aG],

where R, is an operator of degree -1 whose kernel is, roughly speaking, the union of
graphs of the maps e ¥, where (X,), is a non-degenerate family of vector fields
interpolating Xy and )?, cf. §6.7.3, and G, is some operator of degree -2. Therefore
we obtain by cyclicity of the flat trace

(V). :trbaRE—/trazo, (6.1.3)
Tepo(V(2)) ’ e

where the last equality comes from differential topology arguments. Using the ana-
lytical structure of the representation variety, we may deduce from (6.1.3) the claim
of Theorem 6.1.3. Theorem 6.1.4 then follows from the invariance of the dynamical
torsion under small perturbations of the flow, the fact that 7. ,(p) = 7v o(p)(det p, h)
for any other Euler structure ¢, where h € H,(M,Z) satisfies ¢ = ¢ + h (we have
that Hy(M,Z) acts freely and transitively on the set of Euler structures, cf. §6.7),
and the fact that, in our notations, ¢, — ¢y = cs(Xy, X)) for any other contact form

n.

az‘z:O lOg
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6.1.3 Plan of the chapter.

This chapter is organized as follows. In §6.2, we give some preliminaries about
torsion of finite dimensional complexes computed with respect to a chirality operator.
In §6.3, we introduce Pollicott-Ruelle resonances. In §6.4, we compute the refined
torsion of a space of generalized eigenvectors for nonzero resonances and we define
the dynamical torsion. In §6.5, we prove that our torsion is unsensitive to small
perturbations of the dynamics. In §6.6, we compute the variation of our torsion with
respect to the connection. In §6.7, we introduce Euler structures which are some
topological tools used to fix ambiguities of the refined torsion. In §6.8, we introduce
the refined combinatorial torsion of Turaev using Morse theory and we compute its
variation with respect to the connection. We finally compare it to the dynamical
torsion in §6.9.

6.2 Torsion of finite dimensional complexes

We recall the definition of the refined torsion of a finite dimensional acyclic com-
plex computed with respect to a chirality operator, following [BK07¢|. Then we com-
pute the variation of the torsion of such a complex when the differential is perturbed.

6.2.1 The determinant line of a complex

For a non zero complex vector space V, the determinant line of V is the line
defined by det(V) = AY™VY . 'We declare the determinant line of the trivial vector
space {0} to be C. If L is a 1-dimensional vector space, we will denote by L' its
dual line. Any basis (vy, ..., v,) of V defines a nonzero element vy A-- - Awv,, € det(V).
Thus elements of the determinant line of det(V') should be thought of as equivalence
classes of oriented basis of V.

Let

c*0):0-Lc Lot L Lo 0
be a finite dimensional complex, i.e. dim C? < oo for all j = 0,...,n. We define the
determinant line of the complex C* by

det(C*) = X) det(C7) 1.
j=0

Let H*(0) be the cohomology of (C*,d), that is

N i , ker(9 : C7 — CI11)
°() = j i(9) =
H(9) ]EEH @), B0 = i@ e = ¢y

We will say that the complex (C*®,0) is acyclic if H*(9) = 0. In that case, det H*(0)
is canonically isomorphic to C.

It remains to define the fusion homomorphism that we will later need to define the
torsion of a finite dimensional based complex [FT00, §2.3]. For any finite dimensional
vector spaces Vi, ..., V,, we have a fusion isomorphism

v v s det(V) @ - @det(V,) —» det(Vi - ® V)
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defined by

.....

where m; = dimV; for j € {1,...,r}.

6.2.2 Torsion of finite dimensional acyclic complexes.

In the present paper, we want to think of torsion of finite dimensional acyclic
complexes as a map @ge from the determinant line of the complex to C. We have a
canonical isomorphism

e : det(C*) — C, (6.2.1)

defined as follows. Fix a decomposition
C'=B @A, j=0,...,n,

with B/ = ker(9) N CV and BY = 9(A’~1) = 9(C?™1) for every j. Then 9|4 : A7 —
BT is an isomorphism for every j.

Fix non zero elements ¢; € det CV and a; € det A7 for any j. Let 9(a;) € det BI*!
denote the image of a; under the isomorphism det A7 — det B! induced by the
isomorphism 9|4 : A7 — B/l Then for each j = 0,...,n, there exists a unique
A; € C such that

Cj = Njlhpi Aj (a(aj—l) ® a]-),

where fi1p; 45 is the fusion isomorphism defined in §6.2.1. Then define the isomorphism
@ce by

por t a@et @@V ()M TATY eC,
=0
where

N(C*) = % > dim A7 (dim A7 + (1)1 .
7=0

One easily shows that ¢pcs is independent of the choices of a; [Tur0l, Lemma 1.3|.
The number 7(C*, ¢) = pcs(c) is called the refined torsion of (C*,0) with respect to
the element c.

The torsion will depend on the choices of ¢; € det CY. Here the sign conven-
tion (that is, the choice of the prefactor (—1)V(*) in the definition of pce) follows
Braverman—Kappeler [BK07¢, §2| and is consistent with Nicolaescu [Nic03, §1]. This
prefactor was introduced by Turaev and differs from [Tur86]. See [Nic03| for the
motivation for the choice of sign.

Remark 6.2.1. If the complex (C*®,0) is not acyclic, we can still define a torsion
7(C*, ¢), which is this time an element of the determinant line det H*(9), cf. [BK07c,
§2.4].
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6.2.3 Torsion with respect to a chirality operator

We saw above that torsion depends on the choice of an element of the determinant
line. A way to fix the value of the torsion without choosing an explicit basis is to use
a chirality operator as in [BK07c|. Take n = 2r + 1 an odd integer and consider a
complex (C*, 9) of length n. We will call a chirality operator an operator I' : C* — C*
such that I'? = Id¢e, and

LeH =07, j=0,...,n.

I induces isomorphisms det(C?) — det(C™7) that we will still denote by I'. If £ € L
is a non zero element of a complex line, we will denote by ¢~! € L~! the unique
element such that £~(¢) = 1. Fix non zero elements ¢; € det(CY) for j € {0,...,7}
and define

r+1

o = (_1>m(c.)co 2 C1_1 R ® 65_1)r 2 (FCT)(_I) ® (Fcr_l)(—l)r R ® (FCO)_I,

where
w Ll o : oy
m(C®) = §;dlmcj (dim C7 + (—=1)").
Definition 6.2.2. The element cr is independent of the choices of ¢; for j € {0,...,r};
the refined torsion of (C*,0) with respect to I' is the element
7(C*,T) =7(C* cr).

We also have the following result which is [BK07¢, Lemma 4.7] in the acyclic case
about the multiplicativity of torsion.

Proposition 6.2.3. Let (C*,9) and (C*, d) “be two acyclic complexes of same length
endowed with two chirality operators I' and I'. Then

T(C*® C*, I o) =7(C*,T)r(C*,T).

6.2.4 Computation of the torsion with the contact signature
operator

Let
B=To+0oI':C*— C°.

B is called the signature operator. Let By = I'0 and B_ = 0I'. Denote
CL =Y Nker(Bg), j=0,...,n.

We have that By preserves C%. Note that B, (C%) C CY77' so that B, (C) @
CT77Y) € € @ C777 Note that if B is invertible on C*, By is invertible on C*.
If B is invertible, we can compute the refined torsion of (C*,0) using the following

Proposition 6.2.4. [BK(07c, Proposition 5.6/ Assume that B is invertible. Then
(C*,0) is acyclic so that det(H*(0)) is canonically isomorphic to C. Moreover,

o (—1)r "= (—1)7
T(O., F) — (_1>T~d1mC+ det <Fa|cjr> H det (F8|Ci@gi—j—l> .
j=0
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6.2.5 Super traces and determinants

Let V* = @?:o V7 is a graded finite dimensional vector space and A : V* — V* be
a degree preserving linear map. We define the super trace and the super determinant
of A by

p
trgye A = Z 1) trys A, detyyeA =[] (dety; A) V.

J=0

We also define the gmded trace and the graded determinant of A by

p
brgrye A = Z Yitrys A, detyyeA = [[(dety; )09,

J=0

6.2.6 Analytic families of differentials

The goal of the present subsection is to give a variation formula for the torsion of
a finite dimensional complex when we vary the differential. This formula plays a cru-
cial role in the variation formula of the dynamical torsion, when the representation
is perturbed. Indeed, we split the dynamical torsion as the product of the torsion
7 (C*(Y, p),['y) of some finite dimensional space of Ruelle resonant states and a re-
normalized value at s = 0 of the dynamical zeta function (x ,(s). Then the following
formula allows us to deal with the variation of 7 (C*(¥, p), I'y).

Let (C*,0) be an acyclic finite dimensional complex of finite odd length n. If
S : C* : C* is a linear operator, we will say that it is of degree s if S(C*) Cc C*+*
for any k. If S and T" are two operators on C* of degrees s et ¢ respectively then the
supercommutator of S and T by

S, T] = ST — (—1)*TS.

Cyclicity of the usual trace gives trgce[S,T] = 0 for any S, T.
Let U be a neighborhood of the origin in the complex plane and 0(z), z € U, be
a family of acyclic differentials on C'* which is complex differentiable at z = 0, that
is,
0(z) =0+ za+ o(z) (6.2.2)
for some operator a : C* — C* of degree 1. Note that d(z) o d(z) = 0 implies that

[0,a] = 0a + ad = 0. (6.2.3)

We will denote by C*(z) the complex (C*®,9(2)). Finally let k : C* — C* be a cochain
contraction, that is a linear map of degree 1 such that

Ok + k0 = Idce . (6.2.4)
The existence of such map is ensured by the acyclicity of (C*, ).

Lemma 6.2.5. In the above notations, for any chirality operator I' on C*, the map
2z 7(C*(2),T) is complex differentiable at z = 0 and

4 log 7(C*(2),I") = —trs e (ak).
dz z=0
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Note that this implies in particular that trs ce(ak) does not depend on the chosen
cochain contraction k. This is expected since if k£’ is another cochain contraction,
[0, akk'] = dakk' + akk'd = a(k — k')
by (6.2.3), and the supertrace of a supercommutator vanishes.

Proof. First note that for non zero elements ¢, ¢ € det C*, we have

7(C*(2),¢) = [c: ]-7(C*(2),c), (6.2.5)
where [c: (] € C satisfies ¢ = [c: ] - €.
For every j = 0,...,n, fix a decomposition
Cl =A@ B,
where Bj = ker0 N C7 and A7 is any complementary of B? in Y. Fix some basis
aj, .. a ' of A7; then Oaj ...,8a§j is a basis of B’™! by acyclicity of (C*®,d). Now
let

¢j :a]l-/\--~/\a§j/\8@}71/\-~/\8a§'7__11 € det ¢V,

and
c=c® () ®e® @ (c,) V" €detC”.

Now by definition of the refined torsion, we have for |z| small enough
— + [T det(4,()) """ (6.2.6)

where the sign =+ is independent of z and A;(z) is the matrix sending the basis

1 i1
Ajy .-y ,Gaj 1o 0a)
to the basis
1 £; 1 li—1
a,.-,a;,0(2)a;_y,...,0(z)a;]

(which is indeed a basis of C7 for |z| small enough). Let k : C* — C* of degree —1
defined by
koal = ai*, kaj =0,

j
for every j and m € {0,...,¢;}. Then k0 + 0k = Id¢e and

det A; (2) = detppi-10ps (8(z)k © Id).
6.2.6) imply the desired result, because 7(C*(2),T") = [er : ] -
2.5).

6.3 Geometrical and dynamical preliminaries

In this section, we introduce our geometrical and dynamical setting. We will adopt
the formalism of Harvey—Polking [HP79] about currents which will be convenient
to compute flat traces and relate the variation of the Ruelle zeta function with topo-
logical objects.
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6.3.1 Notations

Let M be an oriented closed connected manifold of odd dimension n = 2r + 1.
Let (E,V) — M be a flat vector bundle over M of rank d > 1. We will take the
notations of Appendix B; in particular we will denote by

QF(M,E) = C* (M, \*® E)

the space of E valued k-forms and by D'*( M, A*® E) the space of E-valued k-currents.
Here we denoted the bundle A¥T*M by A* for simplicity. The space of differential
forms is denoted by Q°*(M). We view the connection as a degree 1 operator (as an
operator of the graded vector space Q°(M, E))

VMM, E) = Q"N (M,E), k=0,...,n.

The flatness of the connection reads V? = 0 and thus we obtain a cochain complex
(Q‘(M , E), V). We will assume that the connection V is acyclic, that is, the complex
(Q’(M ,E),V) is acyclic, or equivalently, the cohomology groups

H*(M, V) = {ueﬁk(M,E) : Vu:()}

Vo @ ve QY M E) o
{ }, k=0 n

are trivial.

6.3.2 Anosov dynamics

Let X be a smooth vector field on M and denote by ¢ its flow. We will assume
that X generates an Anosov flow, that is, there exists a splitting of the tangent space
T,M at every x € M

T,M =RX(z) ® Es(x) ® Eu(x),

where E,(z), Es(z) are subspaces of T, M depending continuously on x and invariant

by the flot ', such that for some constants C, v > 0 and some smooth metric |- | on
T'M one has

(de")ovs| < Ce™fug], 20, v, € Ey(w),

|(d90t>wvu| < Ce_y|t‘|vu|a t<0, v, €E,(x).

We will use the dual decomposition T*M = Ej @ B, & £} where £, B, and E? are
defined by

ENE,®E,) =0, EE,®E,) =0 E(E®E,)=0. (6.3.1)

6.3.3 Pollicott-Ruelle resonances

Let tx denote the interior product with X and
LY =Vix +1xV:Q(M,E) — Q*(M, E)

be the Lie derivative along X acting on E-valued forms. Locally, the action of LY
is given by the following. Take U a domain of a chart and write V = d + A where
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A€ QY (M,End(E)). Take wy,...,w, (resp. e1,...,e4) some local basis of A* (resp.
E)on U. Then forany 1 <i</and 1 < j <d,

ﬁ)v( (fwl ® Ej) = (Xf)wl ® €; + f(L'XwZ) ® €; + fU)Z (9 A(X)e]-, f € COO(U),

where Lx is the standard Lie derivative acting on forms. In particular, LY is a
differential operator of order 1 acting on sections of the bundle A*T*M ® FE, whose
principal part is diagonal and given by X.

Denote by ®¢ the induced flow on the vector bundle A¥T*M @ E — M, that is,

PL(Bov) ="(d¢"), B P (z)v, zE€M, (B,v)€N(T;M)x E,, teR,

where PY (z) is the parallel transport induced by V along the curve {p*(z), s € [0,t]}.

This induces a map
X QN (M, E) — Q*(M, E).

For Re(s) big enough, the operator LY + s acting on Q*(M, E) is invertible with
inverse

(LY +s) = / e X et (6.3.2)
0

The results of [FS11]| generalize to the flat bundle case as in [DR19b, §3] and the
v -1 . .
resolvent (ﬁ ¥ + s) , viewed as a family of operators

Q*(M,E) — D*(M,E),

admits a meromorphic continuation to s € C with poles of finite rank; we will still
denote by (E; + s)fl this extension. Those poles are the Pollicott- Ruelle resonances
of LY, and the set of resonances by Res(LY).

6.3.4 Generalized resonant states

Let sp € Res(LY). By |[DZ16, Proposition 3.3] we have a Laurent expansion

J(s0) v J-1
-1 . LYy + So HS

(€749 = V(o) + 3o -1y o S)O)j : (6.3.3)

j=1
where Yy, (s) is holomorphic near s = sg, and
1 - /
0= (LY +5) " ds: Q(M, E) - D*(M, E) (6.3.4)
271 Ce(s0)

is an operator of finite rank. Here C.(so) = {|z — so| = €} with € > 0 small enough
is a small circle around sy such that Res(£Y) N {|z — so| < €} = {s0}. Moreover the
operators Y (s) and Il extend to continuous operators

Yy (s), Iy, : D (M, E) — D2 (M, E). (6.3.5)

The space
C*(s0) = ran(Il,,) C Dg. (M, E)

is called the space of generalized resonant states of LY associated to the resonance
S0-



148 CHAPITRE 6. TORSION DYNAMIQUE

6.3.5 The twisted Ruelle zeta function

Fix a base point z, € M and identify m (M) with 7 (M, z,). Let Per(X) be the
set of periodic orbits of X. For every v € Per(X) we fix some base point z., € Im(7)
and an arbitrary path c, joining . to x,. This path defines an isomorphism v, :
m(M,z,) = m(M) and we can thus define every v € Per(X)

pv(V]) = pv (4 1]).

The twisted Ruelle zeta function associated to the pair (X, V) is defined by

Cxwls) = [] det (1d—pw([7])e™ ), Re(s) > C, (6.3.6)

veGx

where Gy is the set of all primitive closed orbits of X (that is, the closed orbits that
generate their class in m(M)), 7() is the period of the orbit v and C' > 0 is some
big constant depending on p and X satisfying

lov (DI < exp(C7(v)), 7 € Gx, (6.3.7)

for some norm || - || on End(E,,).
For every closed orbit v, we have

[det(I — P,)] = (~1)%det(I — P,), (6.3.8)

for some ¢ € Z not depending on 7, where P, is the linearized Poincaré return map
of v, that is P, = dxgp_T(V)\Es(x)@Eu(x) for € Im(y) (if we choose another point in
Im(y), the map will be conjugated to the first one). This condition is always true
when ¢! is contact, in which case we have ¢ = dim E.

Giuletti-Pollicott-Liverani [GLP13] (see also the work of Dyatlov-Zworski [DZ16]
for a microlocal proof) showed that (x v has a meromorphic continuation to C whose
poles and zeros are contained in Res(LY); moreover, the order of (xy near a reso-
nance sy € Res(LY) is given by?

n

m(so) = (—1)* > " (=1)"kmy(s0), (6.3.9)

k=0

where my(so) is the rank of the spectral projector Il |or (s, k-

3. Actually, it follows from [DZ16] that m(sg) = (—1)q7§(—1)’“m2(50), where m(so) is the
dimension of I, (Qk(M , E) Nker Lx). We can however regga(m)t the arguments using the identity
det(Id —P,) = — i(—mk tr AFd,o~ ") instead of the identity det(Id —P,) = nf(—nk tr AFP,
(see [DZ16, §2.2])k,:zgnd study the action of LY on the bundles A*T*M @ E rathekr:f?han its action
on the bundles (A*T*M Nkertx) @ E, to obtain (6.3.9).
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6.3.6 Topology of resonant states

Since V commutes with £Y, it induces a differential on the complexes C*®(sg) for
any so € Res(LY). It is shown in [DR19b] that the complexes (C*(so), V) are acyclic
whenever sy # 0. Moreover, for sqg = 0, the map

I, _o : Q*(M, V) —s C*(so = 0)

is a quasi-isomorphism, that is, it induces isomorphisms at the level of cohomology
groups. As the connexion V is assumed to be acyclic, we obtain that the complex
(C*(so = 0), V) is also acyclic.

6.3.7 Perturbation of holonomy

Let 7 : [0,1] = M be a smooth curve and o € Q'(M,End(FE)). Let P, (resp. P,
be the parallel transport E. ) — E, ) of V (resp. V =V + «) along 7|j,4. Then

P, = Pexp (- /0 t P_Ta("y(T))PTdT) . (6.3.10)

The above formula will be useful in some occasion. For simplicity, we will denote for

any A € C*(M,End(F))
/ A= /0 P A(y(7))Prdr € End (B, ()

so that P, = Py exp (— fwa(X)).

Proof. For every vector field u along v we have

%(PtU(t)) = P V0ult).
Therefore d i i
g (P-P) = P-Vio B
= PV P — Poa(3(t) B
= (=Poali(®)P) (PP,
which concludes. O

6.4 The dynamical torsion of a contact Anosov flow

From now on, we will assume that the flow ¢’ is contact, that is, there exists a
smooth one form ¥ € Q' (M) such that 9 A (dd)" is a volume form on M, 1x9 = 1 and
txdy = 0. The purpose of this section is to define the dynamical torsion of the pair
(9, V). We first introduce a chirality operator I'y acting on 2°(M, E) which is defined
thanks to the contact structure. Then the dynamical torsion is a renormalized version
of the twisted Ruelle zeta function corrected by the torsion of the finite dimensional
space of the generalized resonant states for resonance sy = 0 computed with respect
to I'y. This construction was inspired by the work of Braverman-Kappeler on the
refined analytic torsion [BK0T7¢].
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6.4.1 The chirality operator associated to a contact structure

Let Vx — M denote the bundle 7*M Nkercx. Note that for k € {0,...,n}, we
have the decomposition

A T*M = ATV A9 @ ARV (6.4.1)
Indeed, if & € A¥T*M we may write
a=(—DYyand +a— (=) ixaAd.

-

GA’“DG/X/\& ENFVy
Let us introduce the Lefschetz map
Z /\.VX — /\.+2VX
u = uAdd.

Since dv is a symplectic form on Vy, the maps "% induce bundle isomorphisms
LNy S AR k=0, (6.4.2)

see for example [LM87, Theorem 16.3]. Using the above Lefschetz isomorphisms, we
are now ready to introduce our chirality operator.

Definition 6.4.1. The chirality operator associated to the contact form ¢ is the
operator T'y : A*T*M — A""*T*M defined by I'3 = 1 and

To(fAD+g) =L Fghnd+ 277 Fe AWy, genVx, kedo,...,r},
(6.4.3)
where we used the decomposition (6.4.1).

Note that in particular one has for k € {r +1,...,n},
-1 ey -1
Ly(fAD+g)= (L") ghI+ (L) f.

6.4.2 The refined torsion of a space of generalized eigenvectors

The operator I'y acts also on Q°(M, E) by acting trivially on E-coefficients. Since
Lx9¥ =0, Ty and LY commute so that 'y induces a chirality operator

[y : C*(sp) = C"*(s0)

for every so € Res(LY). Recall from §6.3.6 that the complexes (C*(so), V) are acyclic.
The following formula motivates the upcoming definition of the dynamical torsion.

Proposition 6.4.2. Let sy € Res(LY) \ {0,1}. We have
7(C*(50), T9) ™" = (=1)%0detyrco(s) £X

where
T

Qu = > _(=1)F(r+1— k) dim C*(s)

k=0
and 7(C*(s9),T'9) € C\ 0 is the refined torsion of the acyclic complex (C*(s),V)
with respect to the chirality I'y, cf Definition 6.2.2.

Let us first admit the above proposition ; the proof will be given in §§6.4.5,6.4.6.
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6.4.3 Spectral cuts

If Z C [0,1) is an interval, we set

Mr= Y T, Ci= @ Cso) and Qr= Y Qs (644
so€Res(LY) so€Res(LY) so€Res(LY)
|so|€Z |so|€Z |sol€Z

Note that LY + s acts on C*(sq) for every so € Res(LY) as —soId +J where J is
nilpotent. We thus have for s ¢ Res(LY)

—1)e+t1
detgres (LY +5) 7 = T (5 —so)™), (6.4.5)

so€Res(LY)
|So | €T

where det,, is the graded determinant, cf. §6.2.5.
Let A € [0,1) such that Res(£Y) N {s € C : |s| = A} = 0. Now define the

meromorphic function
00 —1)4
Cg?fv '(s) = CX,V(S)detgr,CFM (LY + 8)( " (6.4.6)

Then (6.3.9) and (6.4.5) show that ()(é@o) has no pole nor zero in {|s| < A}, so that
the number §§é§°)(0) is well defined.

6.4.4 Definition of the dynamical torsion
Let 0 < 1 < A < 1 such that for every sy € Res(LY), one has |so| # A, u. Using
Propositions 6.2.3 and 6.4.2 we obtain, with notations of §6.4.3,

-1
(o To) = (—1)7%0 (detgecn,  £Y)  7(Cho,iTa). (6.4.7)

(729

This allows us to give the following
Proposition-Definition 6.4.3 (Dynamical torsion). The number
75(V) = (—=1)2e¢ Qe (0)V" - 7(Cfy, Ty) € T\ 0 (6.4.8)

is independent of the spectral cut A € (0,1). We will call this number the dynamical
torsion of the pair (¢, V).

Proof. Let 0 < < X\ < 1 be such that |sg| # A, u for each sy € Res(LY). Denote by
79(V, A) the right-hand side of (6.4.8) and define 749(V, 1) identically. Then we have,
by (6.4.7),

T9(V,A) = (=1)20¢0 e (0) V" - 7(CF . T)
-1
A,00 —1)¢ — .
= (=) (0) V" (<1) 7% (detgon | £Y) 7(ChyoTo),
Now, we have Qo x) — Qu = Qo,y by (6.4.4) ; moreover
(X,20) () (—=1)4 v) ! (1,00) 1\ (—1)1
CX,V (0) <detgr7c(°w] £X> =60xv (0)

by (6.4.6). Thus 79(V, \) = 79(V, ), which concludes the proof. O
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Remark 6.4.4. If cx vs™© is the leading term of the Laurent expansion of (x v(s)
at s = 0, then taking A small enough actually shows that

(V) = ()@ ¢ - 7(C*,Ty). (6.4.9)
In particular, if 0 ¢ Res(LY),
79(V) = Cxw(0) V" (6.4.10)

Note that we could have taken (6.4.9) as a definition of the dynamical torsion; ho-
wever (6.4.8) is more convenient to study the regularity of the 7,(V) with respect to
¥ and V.

Remark 6.4.5. This definition actually makes sense even if V is not acyclic. Indeed,
in that case, formula (6.4.8) defines an element of the determinant line det H*® (C['Q /\}V) ,

cf. Remark 6.2.1. Under the identification H*(M,V) = H*® (C[’(M]V) given by the
quasi-isomorphism Iy : Q*(M, E) — Cp  (cf §6.3.6), we thus get an element of
det H*(M, V).

The rest of this section is devoted to the proof of Proposition 6.4.2, which com-
putes the value of the torsion 7(C*(sg),'y). The strategy goes at follows. First, we
introduce the signature operator By = ['yV + VI'y, and show that it is invertible on
C*(sp) for sg # 0,1 (Proposition 6.4.6). This property will allow us to use Proposition
6.2.4 in order to compute 7(C*(so),'y).

6.4.5 Invertibility of the contact signature operator

To prove Proposition 6.4.2 we shall use §6.2.4 and introduce the contact signature

operator
By =TyV +VIly:D*(M,E) — D"*(M,E),

where T'y acts trivially on F. We fix in what follows some sy € Res(£Y) \ {0,1} and
set CF(so) = C*(so) Nker(ex).

Proposition 6.4.6. The operator By is invertible C*(sq) — C*(s).

Note that, as V? = 0 and '} = Id, we have that By is invertible on C*(sp) if and
only if
ker(I'yV) Nker(VIy) = {0} (6.4.11)

on C*(sg). Indeed, assume that (6.4.11) holds and let 5 € ker By. Set p = T'yV§ =
—VTI'yp3; we have
DgVu =0= VF@,U,,

hence 1 = 0 by (6.4.11), and therefore 8 = 0, again by (6.4.11), yielding ker By = {0}.

In order to prove (6.4.11) (and thus Proposition 6.4.6) and Proposition 6.2.4, we
introduce several notations, that will help us understand the action of the operator
[y V restricted to ker(VIy). First, because V does not leave the decomposition (7.2.5)
stable, we need to introduce an operator W : Cg(sg) — C37'(s9) which mimics the
action of V. More precisely, we define

Up=Vu— (—DFLYung, pe Chsp). (6.4.12)
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Because Lxdv = 0, the map W satisfies the simple relation
U (pAdy) = (Tp)Add, peC(so), jeEN, (6.4.13)
that is, ¥ commutes with .. Also, observe that
U= —LYuAdd, peC(sp). (6.4.14)
Indeed, using the fact that £} and V commute,

U=V (Vp— (=1 LYpAd) = (1) (LY (Vi — (=) LY Ad)) AY
— V24 (DM (LS A D) + (—1)FLYVu AD — L u A A D
= (=) (=)L p A do.

For k € {0,...,r}, we also define the operator J; : C*(sg) — C*(s0) by the formula
JB=fAD— (=)0 f (6.4.15)
for any B = f AU+ g € C¥(sy) with f € CE'(sq). We finally set, as in §6.2.4,
C%(s0) = C*(so) Nker(VIy) and C°(sg) = C*(sp) Nker(I'yV).
Lemma 6.4.7. J; is a projector and is valued in C¥ (sy).
Proof. Indeed, we have for any f € C¥(sy) and g € CE(sp),

VIa(fAD+g) = v<g AP A+ fA dﬁf—’“l)

=Ug A" AD+ (—1)Fg A dymF
+ \I/f A d’l?r_k+1 + (_1)k+1£)v(f A dﬁr—k-i-l A 19’

which implies that 8 = f A ¥ + g lies in C¥(s¢) if and only if

(Wg+ (1LY AA) AdIF =0 and (W (<1)'g) Ad0TH <0,
(6.4.16)
But now note that if 8 = fAY+g = Jp3 = f'AY—(=1)kUf for some ' = f'AI+g'
then f = " and g = —(—1)*¥ f, and thus 3 satisfies the second part of (6.4.16). We
also obtain Wg = —(=1)*W2f = —(=1)*LY f A dY by (6.4.14), so the first part of
(6.4.16) is also satisfied. Therefore Jj, : C*(sy) — C’_’ﬁ(so); it is obvious that Jj is a
projector. O

We start by a lemma which tells us how (I'yV)? acts on C¥ (sy) with k < r.
Lemma 6.4.8. Take k € {0,--- ,r — 1}. Then for any B € C%(sy), one has

TyV)’B =LY (LY —1d) B — (LY —1d) JiB.
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Proof. Since k < r we can write, thanks to (6.4.20),
[yVB=VBAIAD ! 4 (—1)Fix VB A"
Therefore
VIyVE = —(—1)VEAdY ™" + (=1)*Vix VB A d"*
= (=" (LY —1d) VB A ™ *
- <LXvLXVﬂ — wa) AYA D
+(—1)F(LY - 1d) (w — (~1)Fix VB A 0) Ad9T,

where we used VixV3 = LYV and 1xVix V3 = LY1x V. Since 8 € C¥(sq) one
has with (6.4.20)

(Vﬁ — (=" x VB A 19) AdYF = (Lxg - LXVLXB) A g
This leads to
VIZVE = (LXVLXVB - LXw) AOA D
+ (=" (L% —1d) (Lxﬁ - LXVLXB) A dgrRHL

Since txVix V3 —1xV3 = (E)V( - Id) txVpBand 1xf8—1xVix = (Id —,C;)Lxﬁ, we
obtain

VIGWVE = (LY —1d) ix VBAI A F + (=1)* (LY —1d) (Id —LY) xS A dg™
and thus by definition of I'y

TyVTyVE = —(=1)*(1d —LY) xS A9+ (LY — 1d) tx V5. (6.4.17)
Now, writing 8 = f A ¥ + g where tx f =0 and txg = 0, we have

VB=VfAO—(=1)FfAdY+ Vg,
xVB=LYf A+ (=) Vf+ LYg, (6.4.18)
ixBAY=—(=1)*fAD.

Injecting those relations in (6.4.17) we get
yVIyVB =LY (LY —1d)(f AU+ g)
— (LY 1) (f A9 = (~D(Vf + (~D)LYS A0)),
which concludes in view of (6.4.12) and (6.4.15). O

We now deal with the case k = r.

Lemma 6.4.9. One has, for B € C'(sg),

TyVj = (—1)’“((£§ —1d)B + (1d —Jr)ﬁ).
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Proof. We have
[yVB=2"(VB—(-1)1xVBAY) + (—1)"tx V.

Since 8 € C7 (s9) we have with (6.4.20) that V3 —(=1)"txVEAY = (1xB—txVixB)A
dd. Therefore,
FﬂVﬁ = (Lxﬁ - Lvaxﬂ) A + (—1)TLXvﬁ.

We now conclude as in the previous lemma, using (6.4.18). O

Proof of Proposition 6.4.6. To prove that By is invertible on C*(sg), recall that it
suffices to show that (6.4.11) holds. Let 5 € C*®(s¢) lying in the left-hand side of

(6.4.11), and write
2r+1

B=Y" B
k=0
where 8, € C¥(sg). Then fj, € C¥(sp) N C*(sg) for each k. Therefore, Lemma 6.4.8
yields, for k < 7,
0= (TyV)?By = LY(LY — 1d)By — (LY — 1d) Jify,
that is (LY — Id) (ﬁ;ﬁk — Jkﬂk) = 0, which gives
LY Br = P

since LY — Id is invertible on C*(sq). However, writing 8, = fi_1 A9 + g with
fr—1, 91 € C3(s0), we have by (6.4.15)

[»)v(fkfl A + ,C)v(gk = fk,1 AU — (-1)16\1/‘]0]{,1

Therefore LY. fx_1 = fr_1 and LY. gr = —(—1)*¥ f,_; and fr_; = 0 by invertibility of
LY — Id. Hence g = 0 by invertibility of LY, and thus 8, = 0. For k = r, Lemma
6.4.9 yields

ﬁ;ﬁr = rﬂra
which gives, as above, 8, = 0. Applying the above arguments to 3 = I'y/3, which
lies in the intersection (6.4.11), yields f3,,_x = 0 for each k < r. Thus 5 = 0 and the
equality (6.4.11) is proven. This completes the proof. H

6.4.6 Proof of Proposition 6.4.2

We start from Proposition 6.2.4 which gives us, in view of Proposition 6.4.6, that
T(C*(s0),'y) is equal to

rdim C7, (s ) (—1)9
(_1> dim C% (s0) et (F§V|Ci(50)) Hdet (F79V|Ci(80)@017j71(80)) . (6.4.19)

We first note that for k € {0,...,r} and 8 € Q¥(M, E), one has
VI8 = gr—’f(w — (~1)FixVBAD + L (1xVix — Lxﬁ)) A
+(~1)E2 (B = Vi + (<1)ux (8= VexB) A D), (6.4.20)
[yVB =g ! (w — (=1)Fix VA A 19) A+ (—1)F 27k (1 V),
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where L9777 = (L7 |pivy ) for 0 < j < r. Indeed, using the decomposition (7.2.5),
Dof = (=) e A 0™ 4 (84 (1) exB A D) A DA

= (=D)L B AT L BAdYTTF AW,
which leads to
VD6 = (=1)F'Vix BAdYF T+ VBA QI  AY+ (—1) B AdYF

= ()M Tax B A Y A )
4 (—1)HL (vm (=R ix VxS A 19) A dgrh
+ (VB = (~1)"ex VB AY) Ad* A
4 (1) (ﬁ + (=1 A 19) A dgr—h
—ixBAdYTFE A,

which is exactly the first part of (6.4.20). The second part follows directly from the
decomposition (7.2.5). We will set, for 0 < k < n,

my, = dim C*(sp), ml = dim C¥(sg), mif = dim C% (sp).

First, take k € {0,--- ,r — 1}. Because By is invertible on C*(s¢), I'yV induces
an isomorphism C* (sg) — C""!(sp). Take any basis v of C*(sy). Then ['yV7 is a
basis of C}""* and the matrix of Fﬂv|c§( Yo O+ (50) in the basis v ® I'yV~ is

S0

(I?i [(F,90V)2]7> , (6.4.21)

where [(FﬁV)QL is the matrix of (FﬁV)2|C§r(SO) in the basis 7. Define
Jp = Id—Jy, : C¥ (s0) — C¥ ().

Then J,, is a projector (since J, is by Lemma 6.4.7) and J (and thus jk) commutes
with £Y (since ¥ commutes with LY.). Moreover one has

(CoV) s = (LY = 14)%, (TyV)? |y, = L3 (LY — 1d).

ranJy

As a consequence,
m—m9
det ((Fﬁv>2|Ci(So)) = [30(1_}_30)} k k—1(1+80)2m271 — Somz—m271(1+so)mk++m2717

because on C*(sp) (and in particular on C¥(sy)), one has LY = —s¢Id +v where v
is nilpotent, and one has dim ker J, = dimranJ, = mY_,. Indeed, by (6.4.15) we can
view Jj, as a map C§ ' (so) — C¥(sp), which is obviously injective. We finally obtain
with (6.4.21)

det (Fﬁvbﬂso)@dﬁikﬂ(%)) = (=1)™r 50" "1 (1 + 59) LUK (6.4.22)
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We now deal with the case k = r. Lemma 6.4.9 gives
LoVl s, = (1) (£X —=1d), TyVlanj = (-1)"LY.

As before, we obtain

+

rm m; . mf—m m
det (Fﬁv|6‘1(80)> = (—1) T (—]_) TSy " 2—1(1 + 80)

0
r—

3 (6.4.23)

Combining (6.4.19) with (6.4.22) and (6.4.23) we finally obtain
7(C*(50),T9) = (—1)7 50" (1 4 5)* (6.4.24)

where

J=) (U'mf, K=} (-1)mf—miy), L=} (1) mi —my).

=)
=)
£
Il
=)

Note that for 0 < k£ < r—1 one has by acyclicity and because I'y induces isomorphisms
C* (s9) = C™ ¥ (sq) (since By is invertible),

m; =m, _, = dimker (V|Cn7k( ) = dimran (V|cn-r-1(5))

s0)

_ - _ +
=Mp—k—1 — My = M1 — My yq-

Therefore
m; + m,jﬂ =M1, O0<k<r—1, (6.4.25)

: + + 0 0 : + — 0
which leads to m;. +m;,, = m; + my,,. As a consequence, since mg = mg = my,

we get

F—m)=—(mf, —m) )= = (=1)"(mf —mg) = 0.

This implies

, 0<Ek<r, (6.4.26)

which leads to L = 0. Moreover, since m{ =m$__,, we get

K=Y (=Dfm) —mi_) =) (=1)fm) == (=1 kmy, = (~1)m(so),

where we used (6.3.9) in the last equality. Finally, again because m? = m9 __,,

n

27 = (—=1)'ml + Y _(=1)fm{ = (=1)'m? = Y _(=1)*kmy,.

k=0

We have
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where the first equality comes from (6.4.25) and (6.4.26) and the second from the
fact that m; = m,_,. We thus obtained

J = Z(—l)k(r +1—Fk)my, = Qs,,
k=0

and finally by (6.4.24)

T(C.(SO), Fﬁ) = (—1)Q50 (_50)(*1)(17”(50)

V)(fl)q+1 = (—50)™0). This completes

But now recall from (6.4.5) that detg ce (LY
the proof.

6.5 Invariance of the dynamical torsion under small
perturbations of the contact form

In this section, we are interested in the behaviour of the dynamical torsion when
we deform the contact form. Namely, we prove here the

Theorem 6.5.1. Assume that (U;)ie(—sz) i a smooth family of contact forms such
that their Reeb vector fields X, generate a contact Anosov flow for each t. Let (E,V)
be an acyclic flat vector bundle. Then the map t — 1y,(V) is real differentiable and
we have

d
ETﬂt <V) = O

Remark 6.5.2. In view of Remark 6.4.5, if V is not assumed acyclic, then it is not
hard to see that the proof (given below) of Theorem 6.5.1 is still valid and we have
that 0;79,(V) =0 in det H*(M, V).

We will thus consider a family of contact forms and set ¥ = 9y and X = X,. We
also fix an acyclic flat vector bundle (E, V).

6.5.1 Anisotropic spaces for a family of vector fields

To study the dynamical torsion when the dynamics is perturbed, we construct
with the help of [Bon20| some anisotropic Sobolev spaces on which each X, has nice
spectral properties. We refer to Section §6.11 where we briefly recall the construction
of these spaces.

By §6.11.4, the set

{(t.5), s ¢ Res(LY,) }
is open in (—d,9) x C. Fix A € (0,1) such that

Res(£Y) N {|s| < \} € {0}. (6.5.1)

Then for ¢ close enough to 0, we have Res(LY,) N{[s| = A} = 0 so that the spectral

projectors

I, = L (LY, + ) 'ds : Q°(M,E) — D'*(M,E) (6.5.2)

um |s|=A
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are well defined. The next proposition is a brief summary of the results from §6.11.
We will denote for any C, p > 0,

Qc, p) = {Re(s) > c} U{|s|] < p} Cc C. (6.5.3)

Proposition 6.5.3. There is ¢, > 0 such that for any p > 0 there exists anisotropic
Sobolev spaces

Q' (M,E) CH} CH* C D*(M,E),
each inclusion being continuous with dense image, such that the following holds.

1. For each t € [—¢o, 0], the family s — LY, + s is a holomorphic family of
(unbounded) Fredholm operators H} — H} and H®* — H* of index 0 in the
region S(c, p). Moreover

Ly, e C1<[—50,50],£(H{,’H')>.

2. For every relatively compact open region Z C int Q(c, p) such that Res(LY) N
Z =, there exists tz > 0 such that

(Y, +5) e C0<[—tg,tg]t, Hol(Z., L‘(H{,’H‘))).

3. 11, € ¢ ([~ev, ol LOH* 1))

We will thus fix such Hilbert spaces for some p > c¢+1. We denote C} =ran II; C
He, II = 1I,—¢ and C'* = ran II.

6.5.2 Variation of the torsion part

Let 'y : C? — C}""° be the chirality operator associated to X;, c.f. §6.4.1. The
next lemma allows us to compute the variation of the finite dimensional torsion part
of the dynamical torsion.

Lemma 6.5.4. We have that t — 7(C?, 1) is real differentiable and

d
ET<C;, Ft) == _trS,Ct. (Htﬁtbxt)’r(c’;, Ft),

where Xt = %Xt.

Proof. By Proposition 6.5.3, the operator Il;|ce : C* — C} is invertible for ¢ close
enough to 0 and we will denote by @), its inverse. Then for ¢ close enough to 0, one
has

T(C?Ty) = 7(C°, f‘t),

where ft = Q' I1;|ce : C* — C* because V and II; commute and the image of a ft
invariant basis of C'* by the projector II, is a I'; invariant basis of C}.

Therefore [BK07¢, Proposition 4.9|

d 1 L.
ET(C;’ Ft) == 5‘01"570- (Ftrt)7'<ct., Ft),
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where I, = %f‘t : C* — C°. Since I'; and II; commute, and by the two first points

of Proposition 6.5.3, we can apply (6.10.2) to get

Ty = I, ce 4 tIILTL + 0ce e (t).

This leads to .
P = TPT e,

where we removed the subscripts t to signify that we take all the t-dependent objects
at t = 0. Therefore,

1 . 1 .
Sthce (rr) = Stroce (HFF),
Now notice that I'? = 1 implies I'T' 4 I'T' = 0. Therefore, for every k € {0,...,7},

tronr [T = trer ITTT = tree ['T = — tren IT

Therefore we only need to compute trqx <FF> for k € {0,...,7r} to get the full super

trace trg ce (FF) Since n is odd we have

e (1) = e (- 00F) = 3204 e ().
Let k € {0,...,r} and o € Q¥(M). Using the decomposition
a=(—1)""lix,a AN+ (a+ (1) fix,a A D),
we get by definition of I’
Do = (—1)"lux,a A (d0)" " + (o + (1) ix,a AY) A (d9) 5 A Y,

Therefore,

I = (1) eg,a A (ddy) M
+(r—k4+1D(=D Yy, a Add, A (d0,)"*
+(=1)* <¢Xta Ay + Lx,a A zét) A (d9y)" R A0,
+ (o (1Fuxa Av) A d0) A,
i

(r—k) (a + (=1)Fex,a A 19t> A ddy A (dO) 7R AW,
Now we use the decompositions

d?ét = —LXtdlét N 1915 + (d??t + LXtdﬁt VAN ’l9t)7
Oy = Do(X0)0 + (9 — Do(X,)0),

Ly, = (—1)kLXtLXta A V¢ + (LXtOé + (—1)k+1LXtLXtOé A ?9t)
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to get, again by definition,
ITa = (—1)"1 (txa+ (=D ixica A9) AY
(D) T () xega A (do) )
+(r—k+1) (g7 ((—1)k_1LXOé A (D + txdd AY) A (dﬁ)?“"“) AY
—(r—k+1) (-1 "xa) A Lxdd
+ (=DFixa A (9 = 9(X)9)
+ (gt ( (a+ (=1)fexa A D) A (dD) A (9 — qé(xw)) A
+ (a+ (-1)fixa A V) D(X)
(=) (277 (0 (1) exa n9) A (10 + cxdd A 9) A (d9) ),
(6.5.4)
where again we removed the subscripts ¢ to signify that we take everything at ¢t = 0.
Now let Ay, : C¥ — C¥ (note that here CF is C* Nker vy, cf §6.4.1, and not CF at
t = 0) defined by
Agu = (r — k) (f’"’k)fl (u A (A + txdd) A (dﬁ)’ﬂ’k”).
Note that the maps defined by the second, the fourth, the fifth and the sixth terms of
the right hand side of (6.5.4) are anti-diagonal, that is they have the form <3 g) in

the decomposition C* = C3~* A9 @ C3. Therefore, since A, = 0 (we also set A_; = 0),

i(—l)‘““ tron (nrf) - i(—mﬂ (trck Mg + treg Hﬁ(X))

k=0 k=0

+ 3 (g Ay + trgg T4 (6.5.5)
k=0

= S~k (trck oy + tre H??(X)).
k=0

But now note that if « = f AY +g € Cot A9 @ CF then
DNy =9(X)(fAD)+DAigg.
This shows that for every k € {0,...,n} one has
tror MYy = trc(l)c—l Hﬁ(X) (6.5.6)

Injecting this relation in (6.5.5) we obtain, with J(X) = —9(X) and the formula
DX g 27 = LX)l .

s T

S (1) b (Hrr> =3 (-1t (trcg_l (X) — trey rm(X))

k=0 k=0
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However by (6.5.6) we have

2r

3 (1) treg TI(X) = tres ((_1)N+1nmx),
k=0

which concludes the proof. O

6.5.3 Variation of the rest

Let us now interest ourselves in the variation of ¢ — ng\t”ovo)(O), cf. §6.4.3. For ¢

close enough to 0, let P, : TM — T'M be defined by

P kertd & RX — kerd & RX,,
v 4+ puX - v 4+ X

For simplicity, we will still denote A*(TP,) : A¥T*M — A*T*M by P;. Then formula
(5.4) of [DGRS18]| gives that for Re(s) big enough, ¢t — (x, v(s) is differentiable and
we have for every € > 0 small enough

d .
Gl TosCau(s) = (~1)7s 6 (PILT + 5) e ),
t=0

where P = %}t:o P;. One can show that for every k € {0,...,n} and B € AFT*M
one has

PB =19 A1y (6.5.7)

Therefore (we differentiated at ¢ = 0 but we can do the same for small ¢)

d - s
—log Cx,w(s) = (—1)s trZ(ﬂtLXt(E)V(t 4 g)le SR >). (6.5.8)

Now let us compute the variation of the [0, A] part of () (s).

Lemma 6.5.5. We have

d —1)et1
T log detg, cs (LY, + s)( DT (—=1)" tr oo <19tLXt£)VQ(£)VQ + 8)_1>.

Proof. We are in a position to apply Lemma 6.10.2 which gives

d _1\q+1
3 log detrcz (LY, +5) T = (1) g o <Ht£§t(£§t +s)*1).

Denote A; = Pt_lpt. Then one can verify that
tx, = P lux B,
which leads to

ﬁ;t = —VAux, + Vix, Ay — Aux,V + 1x, A/ V.
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Using
(=D)YNV = V(=D)"(N + 1),

(=) Nux, = ex, (=) H(N = 1),
and the cyclicity of the trace, we get since (LY, +s)~! commute with tx, and V,
tres <(—1)N+q+1NHt£§t(£§t + s)_1>
= (—1)" trc (HtAt<(—1)N(N +1)ex,V + (~1)VNViy,
—(=1)"Nux,V — (=DN(N — 1)VLXt> (LY, + s)_l)
= (=1 trep ((—1)VILALY, (LY, +5)7").

Therefore we conclude the proof by using (6.5.7) again because P—y = Id. O

6.5.4 Proof of Theorem 6.5.1

Combining this lemma and (6.5.8) we obtain that for Re(s) big enough and ¢
small enough

A,00
oS (s)

t
RO A (‘8 /0 trg (D75, (LY, + )l ) dr
X07V

(6.5.9)

t (71)(1‘0-1
— / trg e (HTﬁTLXTE)VG (,C)V(T + s)_l) dr
0
Note that for every s ¢ Res(LY,) we have
LS.(E5, + 57 =10 —s(£5, + )
so that
trspt- Ht/l?tLXt‘C;t (»C)V(t + S)_l = trs,(;t- Ht/l?tLXt — Strs7ct'Ht19tLXt (;C)V(t + S)_l. (6510)

We now fix sy € C with Re(sg) big enough so that (6.5.9) is valid and a smooth path
c:[0,1] — C with ¢(0) =0, ¢(1) = sp and

c(u) ¢ Res(LY), wu € (0,1].
Let 0,ty > 0 small enough so that
dist({ys| — AU (V5N {Js| = D), Resw;t)) > 26, |t < to, (6.5.11)
where Vj is the open d-neighborhood of Im ¢. We moreover ask that

(Res(LY,) N{|s| < A}) C {|s| <8} and (Vsn{|s| = A}) NRes(LY,) = 0.
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For t € [—to,to] and s ¢ Res(LY,) we define
Yi(s) = (LY, + )" (1d—TL,). (6.5.12)

Then by (8.2.10), we have that s — Y;(s) is holomorphic on a neighborhood of
{Is| < A} for each fixed ¢. This implies

$) =Y Yias", [s| <A |t] <to, (6.5.13)

with )
Yip = — Y,(s)s " ds. 6.5.14
t, 2 Jyyn i(s)s S ( )

Therefore, for every |t| < to one has ||V, |lxon < 20A™ ! by (6.5.11) and Proposi-
tion 6.5.3.
Let Q;(s) denote the Schwartz Kernel of the operator

Qi(s) = (E)v?t + 5)_1 o ()
Then [DGRS18, Proposition 6.3] gives that the map
[—to,to] X {|s| = A} 3 (t,8) — Qu(s) € DF(M x M,E" R F)

is bounded for some closed conic subset I' C T* (M x M) not intersecting the conor-
mal of the diagonal. Moreover by §6.11.7, we have that [—tg, to] 2 t +— II; is bounded

in D . (M x M, EYRE), and so is the map [—to, to] x {|s| = A} — (LY, + 8)71 I1,.
As a consequence (6.5.12), (6.5.13) and (6.5.14) imply that the map

[—to.to] % {|s| < 36/2} > (t,s) = Vi(s) € DI(M x M,EVR E),  (6.5.15)

is bounded, where Y;(s) is the Schwartz kernel of the operator Y;(s)e_s(c’vfﬁs). We
also know that this map is continuous when it is seen as a map valued in D" thanks
to the last point of Proposition 6.5.3; therefore this map is continuous when valued
in DP(M x M, EY X E, cf. [H6r90, §8.4]. Therefore we obtain with §B.3.1 that

A0 GCO([ to, to], Hol({]s] < 35/2})) (6.5.16)
But now apply [DGRS18, Theorem 4] to obtain that
012 Wi g, Qi) € cO([ to, to], Hol (Vs N {|s] = 55/4})) (6.5.17)

Since the flat trace coincides with the usual trace for operators of finite rank,

tr? Vst Qi(s) — trg oIl (LY, +5)7"
— 2 Dy, (LY, +5) " (Id—IT,)e "X+
+ trs’C'Ht'ﬁtht (EXt + 8)71 (e_a([’)v(t—"_s) — Id) .
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Then (6.5.16), (6.5.17) and (6.5.12) imply that the right hand side of the last equation
is continuous with respect to ¢ with values in holomorphic functions on (Vs N {|s| >

50/4}) U {|s| < 36/2} (indeed s — (LY, +s)* <e_5(£y<t+5) — Id> is holomorphic of
C?), and so is the left hand side. As a consequence, (6.5.10) shows that both members
of (6.5.9) are holomorphic on this region and

_1)q+1

t (
C%’}?(O) = cﬁ?o’j';)(o) exp (—/ tr&c;HTﬁLXTdT)
0

Comparing this with Lemma 6.5.4 we obtain Theorem 6.5.1 by definition of the
dynamical torsion, cf §6.4.4.

6.6 Variation of the connection

In this section we compute the variation of the dynamical torsion when the connec-
tion is perturbed. This formula will be crucial to compare the dynamical torsion and
Turaev’s refined combinatorial torsion.

6.6.1 Real-differentiable families of flat connections

Let U C C be some open set and consider V(z), z € U, a family of flat connections
on E. We will assume that the map z — V/(z) is C!, that is, there exists continuous
maps z — i, v, € Q'(M,End(E)) such that for any zq € U one has

V(z) = V(z0) + Re(z — 20) iz, + Im(z — 20)v,, + 0(2 — 20), (6.6.1)

where o(z — zg) is understood in the Fréchet topology of Q'(M,End(E)). We will
denote for any o € C

., (0) = Re(0) iz, + Im(o)v,, € Q' (M, End(E)). (6.6.2)
Note that since the connections V(z) are assumed to be flat, we have

V(z),a.(0)] = V(2)a,(0) + a,(0)V(z) = 0. (6.6.3)

6.6.2 A cochain contraction induced by the Anosov flow

For z € U let

7(0) (_E)V((z))jl o(2)

(€5 =Y

j=1

+Y(2)+ O(s) (6.6.4)

sJ

be the development (8.2.10) for the resonance sy = 0. Let C*(0;z) = ran Ily(z).
Recall from §6.3.6 that since V(z) is acyclic, the complex (C*(0; z), V(z)) is acyclic.
Therefore there exists a cochain contraction k(z) : C*(0; z) — C*(0; 2), i.e. a map of
degree —1 such that

V(2)k(z) + k(2)V(2) = Idce(o;2) - (6.6.5)
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We now define
K(2) = 1xY (2)(Id —=IIy(2)) + k(2)e(2) : Q*(M,E) — D*(M, E). (6.6.6)
A crucial property of the operator K is that it satisfies the chain homotopy equation
V(2)K(2) + K(2)V(2) = Idas(m,5), (6.6.7)

as follows from the development (6.6.4).

6.6.3 The variation formula

For simplicity, we will set for every z € U
7(2) = 1(V(2)).

The operators K (z) defined above are involved in the variation formula of the dyna-
mical torsion, as follows.

Proposition 6.6.1. The map z — 7(2) is real differentiable; we have for every
z€ U and € > 0 small enough

d(log7).0 = — tr? (az(U)K(z)e’Eﬁz(z)> , oeC. (6.6.8)

The proof of the previous proposition is similar of that of the last subsection,
i.e. we compute the variation of each part of the dynamical torsion. The rest of this
section is devoted to the proof of Proposition 6.6.1.

6.6.4 Anisotropic Sobolev spaces for a family of connections

Fix some 2y € U. Recall from §6.5.1 that we chose some anisotropic Sobolev
spaces H] C H®. Notice that

LY = Y™ + B(2)(X), (6.6.9)
where 3(z) € Q'(M,End(FE)) is defined by

V(z) = V(20) + B(2).
Therefore (6.6.1) implies that EZ(Z) — L’)V((ZO) is a C! family of pseudo-differential ope-
rators of order 0, and thus forms a C! family of bounded operators H* — H® and
‘HS — H} by construction of the anisotropic spaces and standard rules of pseudo-
differential calculus (see for example [FS11]|). As a consequence and thanks to Pro-
position 6.5.3, we are in position to apply [Kat76, Theorem 3.11]; thus if ¢ is small
enough we have that

R, = {(z, s)€C? |z — 2| <6, s€Qc,p), s¢ aH.(E)V((Z))} is open,  (6.6.10)
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where e (E)V((z)) denotes the resolvent set of E;(z) on H*, and Q(c, p) is defined in
(6.5.3). Moreover (6.6.1) and (6.6.9) imply that for any open set Z C Q(c, p) such

that Res (L)V((ZO)) N Z = (), there exists dz > 0 such that for any j € {0,1},
. -1
(X9 +s) et ({Iz - =l <3z}, Hol(Z,, £ (#3.73)) ). (6.6.11)

-1
For all z, the map s — (ﬁv(z) + 3) is meromorphic in the region (¢, p) with poles

(of finite multiplicity) which coincide with the resonances of £;(z) in this region.
Moreover, the arguments from the proof of [DZ16, Proposition 3.4| can be made

-1
uniformly for the family z — (/J)v((z) + s) to obtain that for some closed conic set

' C T* (M x M) not intersecting the conormal to the diagonal and any € > 0 small
enough, the map (s,z) — K(s, z) is bounded from Z x {|z — zy| < dz} with values
Di(M x M, mi EY @73 E), where K(s, z) is the Schwartz kernel of the shifted resolvent

1 z
(€39 4 5) " omeel

6.6.5 A family of spectral projectors
Fix A € (0,1) such that

{s€C, |s| < A}ﬂRes( ) c {o}. (6.6.12)
Thanks to (6.6.10), if z is close enough to z,
{seC, |s |—)\}ﬁRes( )_m, (6.6.13)

by compacity of the circle. For z € U we will denote by

1 v(2) -1
[(z) = 5— . (gx —|—s> ds (6.6.14)

the spectral projector of EZ(Z) on generalized eigenvectors for resonances in {s €
C, |s|] < A}, and C*(2) = ran II(2). It follows from (6.6.11), (6.6.13) and (6.6.14)
that the map

2 (2) € L(HS, H)

is C! for j = 0,1. We can therefore apply 6.10.3 to get, for § small enough,

T(2) € C! <{|z ~ 2| < 8Y., L(HY, H;)). (6.6.15)

6.6.6 Variation of the finite dimensional part

Because (C*(z0),V(20)) is acyclic, there exists a cochain contraction k(zp) :
C*(29) = C*(2), cf §6.2.6. The next lemma computes the variation of the finite
dimensional part of the dynamical torsion.
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Lemma 6.6.2. The map z — c(z) = 7(C*(2), 1) is real differentiable at z = zy and
d(logc),,0 = —trscel(20) s, (0)k(20), o € C.

Proof. By continuity of the family z — II(z), we have that II(2)|ce(.) @ C*(20) —
C*(z) is an isomorphism for |z — zg| small enough, of inverse denoted by Q(z). For
those z we denote by C*(z) the graded vector space C*(zy) endowed with the diffe-
rential

V(z) = Q(2)V(2)II(z) : C*(20) = C*(20).
Then because I' commutes with every II(z) one has
7(C*(2),T) = 7(C*(2),T) (6.6.16)

By (6.6.15) we can apply (6.10.2) in the proof of Lemma 6.10.2 which gives for any
h small enough

A~

V(20 + 0)I(20) = T1(20) V(20)I1(20) + I(20) v (0)11(20) + 0¢e (20) 2 (20)(7)-

Therefore the real differentiable version of Lemma 6.2.5 implies the desired result. [J

6.6.7 Variation of the zeta part

We give a first Proposition which computes the variation of the Ruelle zeta func-
tion in its convergence region.

Proposition 6.6.3 (Variation of the dynamical zeta function). For Re(s) big enough,
the map z — g5(2) = Cx,v(»)(s) is C' near z = zy and we have for every ¢ > 0 small
enough

Z -1 (20)
A(10g g,)-yr = (~1)7H e~ t (%(a)u (LX) +s) o™ ) |

Proof. Let ¢! denote the flow of X. For v € Gx, dp~"™|y will denote dp~"(") taken
at any point of the image of «y; this ambiguity will not stand long since another choice
of base point will lead to a conjugated linear map, and we aim to take traces. We
have the standard factorization, for Re(s) big enough and any z near z,

" #
0(z) =exp (-1t Y

veGx

) tr A (dp™ )],
det(I — P,)

tr py () (y)e s (6.6.17)

where P, = d¢~ is the linearized Poincaré map of v, and £#(v) is the

() }Eu@Es
primitive period of 7. Now (6.3.10) implies

tr PV (z0+0) (7) =tr pV(zo)(/y) —tr (pV(zo)(’Y) /azo (U) (X)> + O(J)T(/y)‘

As a consequence, the sum in (6.6.17) is C' near z = z for Re(s) big enough, and
d(log gs).,0 is equal to

- () iyt AR
_kz:;(_l)kk Z Wtr (PV(ZO)(V) /a20(0)<X)> e () det(I — P»y) .

veGx v
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Now a slight extension of Guillemin trace formula [Gui77| gives, in D'(Rx),

tr” o, (0) (X )e HEX

Qk(M,E)

# r AFdp—™)
-3 Dt (o) [ an@)X)) a0~ 0D

v

where § is the Dirac distribution. But now recall from §6.3.5 that |det(/ — P,)| =
(—1)9det(I — P,). Therefore, if € > 0 satisfies ¢ < 7(v) for all , arguing exactly as
in [DZ16, §4|, with (6.3.2) in mind,

_1 Z
o) = e (1148, ()00 (50 15) o)

. . b . b . .
Now it remains to turn the graded trace try, into a super trace tr; keeping in

mind the relation tr}, = tr} (N-) where N is the number operator, cf. §B.3.1. Note
that a,,(0)(X) = [, (0), tx] = @y (0) 0 tx + tx © ayy (o). We therefore have

Na,(0)(X) = Nl (9), x]
= Na,,(0)ix + tx(N — 1)a,,(0)
= Noa,(0)tx — (N — Dagex + [(N — 1)a, tx].

. . V(ZO) -1 _6£V(ZO) .
Since tx commutes with (E x o+ s) e “*x ~ one finally obtains

V(zg)

-1
Noy (0)(X) = azy (@)ex (LX) +5) e

-1 .
+ {(N ~ Da, (0) (c};‘zo) + s) emeLx LX] .

This concludes by cyclicity of the flat trace. O]

The following lemma is a direct consequence of Lemma 6.10.2 and the fact that

Lemma 6.6.4. For Re(s) big enough, the map

(~1yr

Z — hS(Z) = detgnco(z) <£)V((Z) + S)

is C! near z = 2y, and
-1
d(log hs) .0 = <_1)q+1tr570'(20) (HO(ZO)azo (0)ex (L)V((ZO) T 8) ) '

6.6.8 Proof of Proposition 6.6.1

Combining the two lemmas of the preceding subsection we obtain for Re(s) big

enough, the map z — Cﬁ()‘gél)(s) = gs(z)/hs(z) is real differentiable at z = z, (and
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therefore on U since we may vary zg). Moreover for every € > 0 small enough

—1 .
d (log %) o= (—1)7"" (e—es trz (o)L <£§(z) + s> o=t
o (6.6.18)

—1
— trg oo (o) Ho(2) a2 (0)ex (E)V((Z) + s) ) )

This gives the variation of (g?@c(’l)(s) for Re(s) big enough. To obtain the variation of

b(z) = C)(()‘gzl)(()), we can reproduce the arguments made in §6.5.4 to obtain

(—1)*"'d (logb), o = tr] (Oéz(U)LXY(z)(Id —Ho(z))e’d;(z))
oo (Ho(2)a(7)0x Q- (9)).

where

Q.e) =" (ze)" (LZ@)“ O (2) = C*(2).

n!

Recall that if ¢(z) = 7(C*(2),T') one has 7(z) = ¢(2)b(z)"Y. Therefore Lemma 6.6.2
gives, with what precedes,

d(log 7).0 = —tr” (az(a)K(z)e_Eﬁz(Z)>

~ oo (TMo(2)as (o) (k(2) (1= 57) 4 14Q.(9)) )
(6.6.19)
We have Id —e~*£X% = —E)V((Z)QZ(E), which leads to

1xQ:(g) + k(2) (Id —e‘fﬁz(z)> = <Lx - k(Z)E_)V((Z)>Qz(5).
But now since k(z) is a cochain contraction, we get
Lx — k(2) LYY = [V(2), k(2)x).

Because V(z) commutes with I1y(z) and [,)V((Z), we obtain with (6.6.3)

V(). ()= (0)k()0x Q=€) | = To(=)ar(1xQu(e) + k(=) (1d —e~57) ).

This concludes by (6.6.19) and the cyclicity of the trace.

6.7 Euler structures, Chern-Simons classes

The Turaev torsion is defined using Euler structures, introduced by Turaev [Tur90],
whose purpose is to fix sign ambiguities of combinatorial torsions. We shall use ho-
wever the representation in terms of vector fields used by Burghelea—Haller [BHOG].
The goal of the present section is to introduce these Euler structures, in view of the
definition of the Turaev torsion.
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6.7.1 The Chern-Simons class of a pair of vector fields

If X € C>®(M,TM) is a vector field with isolated non degenerate zeros, we define
the singular 0-chain

div(X)=— Y indy(z)[z] € Co(M,Z),

zeCrit(X)

where Crit(X) is the set of critical points of X and indy(x) denotes the Poincaré-
Hopf index of x as a critical point of X %. Note also that div (—X) = —div(X) since
M is odd dimensional.

Let X, X7 be two vector fields with isolated non degenerate zeros. Let p : M X
[0,1] — M be the projection over the first factor and choose a smooth section H of
the bundle p*T'M — M x [0, 1], transversal to the zero section, such that H restricts
to X; on {1} x M for i = 0, 1. Then the set H~'(0) C M x [0, 1] is an oriented smooth
submanifold of dimension 1 with boundary (it is oriented because M and [0, 1] are),
and we denote by [H~1(0)] its fundamental class.

Definition 6.7.1. The class
p[H(0)] € CL(M,Z)/0Cy(M,7Z),

where p, is the pushforward by p, does not depend on the choice of the homotopy
H relating Xy and X, cf. [BHOG, §2.2]. This is the Chern-Simons class of the pair
(X0, X1), denoted by cs(Xg, X7).

We have the fundamental formulae

aCS(XO,Xl) = le(X1> — diV(Xg),

6.7.1
CS(Xo,Xl) + CS(Xl,XQ) = CS(X(),XQ), ( )

for any other vector field with non degenerate zeros Xs. Notice also that if Xy and X,
are nonsingular vector fields, then cs(Xy, X;) defines a homology class in Hy (M, Z).

6.7.2 FEuler structures.

Let X be a smooth vector field on M with non degenerate zeros. An Fuler chain
for X is a singular one-chain e € C1(M,Z) such that de = div(X). Euler chains for
X always exist because M is odd-dimensional and thus x (M) = 0.

Two pairs (Xy, eg) and (X1, e1), with X; a vector field with non degenerate zeros
and e; an Euler chain for X;, i = 0,1, will be said to be equivalent if

€1 = eg + CS(X(), Xl) S Cl(M, C)/802<M, Z) (672)

Definition 6.7.2. An Fuler structure is an equivalence class [X, e] for the relation
(6.7.2). We will denote by Eul(M) the set of Euler structures.

There is a free and transitive action of Hy(M,Z) on Eul(M) given by

(X,e]+h=[X,e+h], heH(MZ).
4. indx (x) = (=1)3m P (@) if 2 is hyperbolic and E4(x) C T, M is the stable subspace of x.
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6.7.3 Homotopy formula relating flows

Let Xy, X7 be two vector fields with non degenerate zeros. Let H be a smooth
homotopy between X, and X; as in §6.7.1 and set X; = H(t,-) € C>(M,TM). For
e > 0 we define . : M x [0,1] = M x M x [0, 1] via

D (z,t) = (e (x),2,t), z€M, te[0,1].

Set also, with notations of §B.2, H, = Gr(®.) C M x M xR. Then H. is a submanifold
with boundary of M x M x R which is oriented (since M and R are). Define

[He] = (). ([M] % [[0,1]]) € D™(M x M x R)

to be the associated integration current, cf. §B.2. Let g be any metric on M and let
p > 0 be smaller than its injectivity radius. Then for any =,y € M with dist(z, y) < p,
we denote by P(z,y) € Hom(E,, E,) the parallel transport by V along the minimizing
geodesic joining = to y. Then P € C*(M x M,7{EY ® w5 E) and we can define

R.=-—m[H]®PeD" Y (Mx M,7miE' @ mE),

where 7 : M x M x R — M x M is the projection over the two first factors. Note
that R. is well defined if € is small enough so that

dist (z,e ¥ (z)) < p, s€0,e], te[0,1], z€ M, (6.7.3)
which implies supp m.[H.| C {(z,y), dist(z,y) < p}. Now, let
R.:Q*(M,E) — D*YM,E)
be the operator of degree —1 whose Schwartz kernel is ‘R..
Lemma 6.7.3. We have the following homotopy formula
[V,R.] = VR. + R.V = e %1 — ¢ X0, (6.7.4)

Proof. First note that because M is odd dimensional, the boundary (computed with
orientations) of the manifold H. is

OH. = Gr(e %) x {0} — Gr(e™=%1) x {1}.
Therefore we have, cf. (B.2.1),
(—1)a** M, [H.] = . [0H.] = [Gr(e **)] — [Gr(e )]

—EXZ')

where [Gr(e_exi)} denotes the integration current on the manifold Gr(e for

i =0, 1. Now note that we have by construction VZ "™ P = (. Therefore

VERER, — (—1)"<[Gr(e’5X1)] - [Gr(e’EXO)D ® P.

Note that by definition of e L (cf §6.3.3), the formula (6.7.3) and the flatness of V
imply that the Schwartz kernel of e i is [Gr(e=*¥1)] ® P. This concludes because
the Schwartz kernel of [V, R.] is (—1)"VEZ"®ER_, cf. [HLJ01, Lemma 2.2]. O
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The next formula follows from the definition of the flat trace and the Chern-
Simons classes. It will be crucial for the topological interpretation of the variation
formula obtained in §6.6.

Lemma 6.7.4. We have for any a € Q*(M,End(FE)) such that tra is closed and
e > 0 small enough

tr aR. = (tra, cs(Xo, X1)). (6.7.5)
Note that because H is transverse to the zero section, we have
WF(R.)NN*A =0, (6.7.6)

where N*A denotes the conormal to the diagonal A in M x M, so that the above
flat trace is well defined.

Proof. We denote by i : M — M x M the diagonal inclusion. Note that the Schwartz
kernel of aR. is (—1)"mja A R. = —msa A R. since n is odd. From the definition of
the super flat trace tr?, we find that

tr’ aR, = <tr i* (mya ANm[H ] ® P), 1>, (6.7.7)

where mo : M x M — M is the projection over the second factor. Of course we have
i*P =1dg € C*(M,End(F)). We therefore have

tri* (mya Am]H| ® P) =tra Ai*m H:| = tra A p.j*[H]

where j: M x [0,1] < M x M x [0,1], (x,t) — (x,x,t). This leads to
tr’ aR, = (traApj*[H.],1) = (p*tra, j*[H.]).

Now if € is small enough, we can see that j*[H.] = [H '(0)]. Therefore

tr aR. = (tra, p.[H'(0)]) = (tr o, es(Xo, X1)).

6.8 Morse theory and variation of Turaev torsion.

We introduce here the Turaev torsion which is defined in terms of CW decompo-
sitions. In the spirit of the seminal work of Bismut—Zhang [BZ92| based on geometric
constructions of Laudenbach [Lau92|, we use a CW decomposition which comes from
the unstable cells of a Morse-Smale gradient flow induced by a Morse function. This
allows us to interpret the variation of the Turaev torsion as a supertrace on the space
of generalized resonant states for the Morse-Smale flow. This interpretation will be
convenient for the comparison of the Turaev torsion with the dynamical torsion.
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6.8.1 Morse theory and CW-decompositions

Let f be a Morse function on M and X =- grad, [ be its associated gradient
vector field with respect to some Riemannian metric g (the tilde notation is used to
make the difference with the Anosov flows we studied until now). For any a € Crit(f),
we denote by

Wé(a) = {y € M, lim et;(y = a} ., W' a) = {y € M, lim e_t;(y = a} :
t—o0 t—00

the stable and unstable manifolds of a. Then it is well known that W?*(a) (resp.
W*(x)) is a smooth embedded open disk of dimension n — inds(a) (resp. inds(a)),
where indf(a) is the index of a as a critical point of f, that is, in a Morse chart
(z1,...,2,) near a,

f(zh e .,Zn) = f(a) - Z% - Z?ndf(a) + Zi2ndf(a)+1 +oet 2721

For simplicity, we will denote
la| = ind¢(a) = dim W*(a),

and we fix an orientation of every W*(a).

We assume that X satisfies the Morse-Smale condition, that is, for any a,b €
Crit(f), the manifolds W#*(a) and W*(b) are transverse. Also, we assume that for
every a € Crit(f), the metric g is flat near a. Let us summarize some results from
[Qin10, Theorems 3.2,3.8,3.9] ensured by the unstable manifolds of f. We would like
to mention that such results can be found in slightly different form in the work of
Laudenbach [Lau92| and are used in [BZ92]°.

First, W"(a) admits a compactification to a smooth |a|-dimensional manifold with
corner W' (a), endowed with a smooth map e, : W' (a) — M that extends the inclu-
sion W*(a) C M. Then the collection W = {Wu(a)}aecrit(f) and the applications e,
induce a CW-decomposition on M. Moreover, the boundary operator of the cellular
chain complex is given by

where L(a,b) is the moduli space of gradient lines joining a to b and #L(a,b) is
the sum of the orientations induced by the orientations of the unstable manifolds of
(a,b), see [Qinl0, Theorem 3.9|.

6.8.2 The Thom-Smale complex
We set Co(W, EY) = @;_, Cx(W, EY) where

CW,EV)= & E 0,...,n.
aGCrltf)

la|=

5. A difference is that Laudenbach only needs to compactify the unstable cells as C''~manifolds
with conical singularities whereas Qin proves smooth compactification as manifolds with corners.
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We endow the complex C,(W, EY) with the boundary operator V" defined by

V'u = Z Z e P (u), a€Crit(f), uw€E),

|bl=la|—1 v€L(a,b)

where for v € L(a,b), P, € End(EY, E}/) is the parallel transport of V" along the
curve v and €, = +£1 is the orientation number of v € L(a, b).

Then by [Lau92] (see also [DR19b] for a different approach), there is a canonical
isomorphism

H (M, V) ~ Hy (W, V"),

where H (M, V") is the singular homology of flat sections of (EY, VV) and H,(W, V")
denotes the homology of the complex Co(W, EV) endowed with the boundary map
9V, Therefore this complex is acyclic since V (and thus V") is.

6.8.3 The Turaev torsion

Fix some base point z, € M and for every a € Crit(f), let 7, be some path in M
joining x, to a. Define

e= Y (=D, e (M, Z). (6.8.1)
a€eCrit(f)

Note that the Poincaré-Hopf index of X near a € Crit(f) is —(—1)ll so that

de = div(X) (6.8.2)

because Zaecm(f)(—l)“l' = x(M) = 0 by the Poincaré-Hopf index theorem. There-

fore e is an Buler chain for X and
e =[X,e]

defines an Euler structure. Choose some basis u1, ..., uq of E . For each a € Crit(f),
we propagate this basis via the parallel transport of V along <, to obtain a basis
Ulg,--.,Uqq Of E,. We choose an ordering of the cells {Wu(a)}; this gives us a
cohomology orientation o (see [Tur90, §6.3]). Moreover this ordering and the chosen
basis of EY give us (using the wedge product) an element ¢, € det Cy(W, EY) for
each k, and thus an element ¢ € det Co (W, EV).

The Turaev torsion of V with respect to the choices ¢, o is then defined by [FT00,
§9.2 p. 218]

Te,o(v)_l = SDC.(W,VV)(C) eC \ 07

where ¢, wvvy is the homology version of the isomorphism (6.2.1). Note that vV
(and not V) is involved in the definition of 7. ,(V). Indeed, we use here the cohomo-

logical version of Turaev’s torsion, which is more convenient for our purposes, and
which is consistent with [BKO7b], [BKT08, p. 252].
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6.8.4 Resonant states of the Morse-Smale flow

In [DR19b], it has been shown that we can define Ruelle resonances for the Morse-
Smale gradient flow E)'% as described in §6.3 in the context of Anosov flows. More
precisely, we have that the resolvent

-1

(LY +5) : Q(M,E) - D*(M,E),

is well defined for Re(s) > 0, has a meromorphic continuation to all s € C. The
poles of this continuation are the Ruelle resonances of E)V? and the set of those will

be denoted by Res(ﬁv) In fact, the set Res(ﬁv) does not depend on the flat vector
bundle (E, V). Let A > 0 be such that Res(ﬁv) N{|s| <A} C {0} set
~ 1

M=— £y +s)7'd 6.8.3
27TZ Sl)\( X_'_S) 5 ( )

the spectral projector associated to the resonance 0, and denote by
C*=ran Il C D,'(M, E)

the associated space of generalized eigenvectors for ,C)Y(. Since V and E)V? commute,

V induces a differential on the complex Ce. Moreover, Il maps DIF‘(M , E) to itself
continuously where

r= |J NWe)cT M.
a€Crit(f)

6.8.5 A wvariation formula for the Turaev torsion

Assume that we are given a C* family of acyclic connections V(z) on FE as in §6.6.
We denote by II_(z) the spectral projector (6.8.3) associated to V(z) and —X, and
set C* (2) = ran I1_(z). By [DR19b] we have that all the complexes (C *(2),V(2)) are
1

acyclic and there exists cochain contractions k_(z) : C®(z) — C*!(z). As in §6.6.3
we have a variation formula for the Turaev torsion.

Proposition 6.8.1. The map z — 7(z) = T.,(V(2)) is real differentiable on U and
for any z € U

d(log 7).0 = —tr_ g, (H_(z)az(a)l;;_(z» — /etr a,(o), oceC

where o (o) is given by (6.6.2) and e is given by (6.8.1).
The rest of this section is devoted to the proof of Proposition 6.8.1. For conve-

nience, we will first study the variation of z — 7,,(V(2)").

6.8.6 A preferred basis

Let a € Crit(f) and k = |a|. We denote by [W*(a)] € D (M) the integration
current over the unstable manifold W*(a) of X, it is a well defined current far from
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OW*(a). We also pick a cut-off function x, € C**(M) valued in [0, 1] with x, = 1 near
a and X, is supported in a small neighborhood €, of a, with Q, NOW*(a) = (). Recall

from 6.8.3 that we have a basis w14, ..., %4, 0of E,. Using the parallel transport of
V, we obtain flat sections of E over W"(a) that we will still denote by w1 4, .. ., Ugq-
Define

fja = ﬁ(xa[W“(a)] ® u]> el j=1,...,d (6.8.4)

By [DR20c| we have that {ﬂj,a, a€Crit(f), 1<j< d} is a basis of C*. Adapting the
proof of [DR17, Theorem 2.6] to the bundle case, we obtain the following proposition
which will allow us to compute the Turaev torsion with the help of the complex C*.

Proposition 6.8.2. The map ® : Co(W,V) — cn—e defined by
D (ujq) = Ujq, a€Crit(f), j=1,...,d,
is an isomorphism and satisfies®
dodV =(-1)*Vod.
An immediate corollary is that (using the notation of §6.2.2)
Teo(VY) = pcuarw (w) ™! = 7(C*, ), (6.8.5)
where u € det Cy(W, V) (resp. @ € det C*®) is the element given by the basis {ujao}

(resp. {@;,}) and the ordering of the cells W"(a).

6.8.7 Proof of Proposition 6.8.1

For any a € Crit(f) we denote by P, (2) € Hom(E,,, E,) the parallel transport
of V(z) along ~,. We set

ujo(2) = P, (Z)Pva(zi))_luj,a

and

f0(2) = 1(2) (XaW(0)] © (=)

where again we consider u;,(z) as a V(z)-flat section of £ over W"(a) using the
parallel transport of V(z). The construction of Ruelle resonances for Morse-Smale
gradient flow follows from the construction of anisotropic Sobolev spaces

O (M, E) Cc H} C H* c D*(M, E),

see [DR19al, on which E)Y( + s is a holomorphic family of Fredholm operators of index
0 in the region {Re(s) > —2}, and such that V(z) is bounded H? — H°. Every

argument made in §6.6.4 also stand here and z — TI(z) is a C! family of bounded
operators H® — H1.

6. (—1)* comes from 9 = (—1)4°+1d comparing the boundary d and De Rham differential d
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Note that by continuity, I1(z) induces an isomorphism C*(zy) — C*(z) for z close
enough to zero. Let @(z) € det C'*(2) be the element given by the basis {u;,(2)} and
the ordering of the cells W*(a). Then by (6.8.5) and (6.2.5) we have

mal(V(2)) =7 (C*(2),0(2)) = [a(2) : TL(=)z0)] 7 (C*(2), TM(2)ia(z0)) . (6:8.6)
where II(2)@i(zy) € det C*(z) is the image of @ by the isomorphism det C*(zy) —

det C*(z) induced by II(2), and a(z) = [a(z) - H(z)u(zo)]l_[(z) (z0). Doing exactly
as in §6.6.6, we obtain that z — 7(z) =7 <5'(z), ﬁ(z)ﬂ) is C! and

d(log 7).,0 = —tr, C.H(zo)ozZO(a)l;:(zo). (6.8.7)

Therefore it remains to compute the variation of [a(z) : ﬁ(z)ﬂ(zo)}. This is the
purpose of the next formula.

Lemma 6.8.3. We have

i) @it = T ae(pu@ra) ™

a€Crit(f

Proof. By definition of the basis {u, ;} in §6.8.3 it suffices to show that for z small
enough

d
[(2)lla; = Y AD(2)ila (2), a€Crit(f), 1<i,j<d, (6.8.8)

where the coefficients Ai (z) are defined by ug;(z0)( Z A 2)Uq j(2)(a).

Consider the dual operator EY;)V : Q*(M,EY) — Q‘(M, EV). The above construc-
tions, starting from a dual basis s1,...,54 € E) of uy, ..., uq, give a basis {s4,(2)} of
each T'(W#(a), V(2)") (the space of flat section of V(z)¥ over W*(a)), since the uns-
table manifolds of —X are the stable ones of X . Let 5’\'/(2) be the range of the spectral
projector I1Y(z) from (6.8.3) associated to the vector field —X and the connection
V(z)Y. We have a basis {5,,(z)} of C2(z) given by

aa(2) = IY(2) (a7 (@) @ 504(2) ).

We will prove that for any a,b € Crit(f) with same Morse index we have for any
1<e,j<d,

<§a7j(2)7 uaz(ZO)> {<3a] )(a),uag(zo)(a»E%Ea iiff(;;l;; ‘ (6.8.9)

First assume that a # b. Then W*(a)NW*#(b) = () by the transversality condition,
since a and b have same Morse index. Therefore for any ¢1,t5 > 0, we have

<et LV(Z)V (Xb[WS(b)] “ Sb,j(z)>7 e—t%;(zo) (Xa[Wu<a>] ® Ua,i(2)>> =0, (6.8.10)
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since the currents in the pairing have disjoint support because they are respectively
contained in W#(b) and W*(a). Now notice that for Re(s) big enough, one has

Vv -1 o0 _ v(z)V B 1 0o 0
<£Y§) —|—5) —/ o 2 o 54t and (E)Y(( 0) +S> _/ o 0 .
0 0

Therefore the representation (6.8.3) of the spectral projectors and the analytic conti-
nuation of the above resolvents imply with (6.8.10) that (8,;(2), @) = 0.

Next assume that a = b. Then W"(a) NW?#(a) = {a}. Since the support of 5, ,(z)
(resp. @q4(20)) is contained in the closure of W#(a) (resp. W*(a)), we can compute

<ﬁV<z> (el (@] © 50(2)), T (W (0)] @ s (20)) >
_ <XQ[WS(@)] ® $4.(2), Xa[W"(a)] @ Ua,i(20)>
= <[a], (sa7j(z),ua,i(20)>EV,E>’

where the first equality stands because 5,(2) = [W?(a)] ® s,,(2) near a by [DR20c,
Proposition 7.1]. This gives (6.8.9).

This identity immediately yields (6.8.8) with Aﬁ”(z) = (54,j(2)(a), ua;(20)(a))
since we have

I(z) = Z<§a,j(z), Vg ;(2) (6.8.11)

]

a€Crit(f)

where A, (2, 0) = d(P,,), o.Since nis odd, we obtain by definition of e and (6.3.10)

dlogr = 3 (-1 [ tray(o) = [taz (o)

a€eCrit(f) Ta e

This equation combined with (6.8.6) and (6.8.7) yields, if 7V(z) = 7.,(V(2)")

A(108 ")y = —tr, gl (20) 1y (0)(20) + / fra (o).

The proof is almost finished. But since we need to formulate our results in terms of
the cohomological torsion, we still have to make some tedious formal manipulations
to pass to the cohomological formalism. The first step is to replace V by the dual
connection V" in the above formula. We also introduce some notation. The operator
IT was the spectral projector on the kernel of L)Y(. Now we need to work with the

spectral projector on ker (E)Y((ZO)V) (resp. EY;O)), which we denote by ﬁi(zo) (resp
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I1_(z)) where the + (resp —) sign emphasizes the fact that we deal with +X (resp
—X). Now note that

V(2)" = V(20)" = " (az (2 — 20)) + o(z — ).

Therefore, applying what precedes to 7(z) we get

Aog Py = ~t1, gy (T (0) (") () + [0 (T (@), (6812

[

where ﬁi(zo) is the spectral projector (6.8.3) associated to V(z)¥ and +X, 5§7+ =

ran ﬁi(zo), and %X(zo) is any cochain contraction on the complex (5\'/ 4+ V(20)Y).
Now, we have the identification

(6\lj+) ’ = 5ﬁik>

where C* is the range of II_(z), the spectral projector (6.8.3) associated to V(z)
and —X. It is easy to show that under this identification, one has

<ﬁi ("o, (U))/;?(ZO)>V _ ﬁ_(zo)ozz() (0)k_(20) + [1’:[_(,7;())0%()(0)7 k_(z0)]
where for any j € {0,...,n}, we set
ko (z0)lgns = (=171 (kY (z0) | gyin) " - O — C 971

Then k_(z) is a cochain contraction on the complex (C*, V(z)). As a consequence,
since n is odd,

troce . (ﬁi(zo)(_TO‘Zo(U))’%X(ZO)) = tr, ge I (20) vz, (0) k- (20).

This concludes by (6.8.12) since tr(—73) = —tr 8 for any 8 € Q'(M, End(FE)).

6.9 Comparison of the dynamical torsion with the
Turaev torsion

In this section we see the dynamical torsion and the Turaev torsion as functions
on the space of acyclic representations. This is an open subset of a complex affine al-
gebraic variety. Therefore we can compute the derivative of 7y /7., along holomorphic
curves, using the variation formulae obtained in §§6.6,6.8. From this computation we
will deduce Theorem 6.1.3.

6.9.1 The algebraic structure of the representation variety

We describe here the analytic structure of the space

Rep(M, d) = Hom(m, (M), GL(C%))
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of complex representations of degree d of the fundamental group. Since M is com-
pact, m (M) is generated by a finite number of elements ¢, ..., ¢y € m (M) which
satisfy finitely many relations. A representation p € Rep(M,d) is thus given by 2L
invertible d x d matrices p(c;), ..., pler), p(cit), ... p(c.') with complex coefficients
satisfying finitely many polynomial equations. Therefore the set Rep(M, d) has a na-
tural structure of a complex affine algebraic set. We will denote the set of its singular
points by X(M,d). In what follows, we will only consider the classical topology of
Rep(M, d).

We will say that a representation p € Rep(M,d) is acyclic if V, is acyclic. We
denote by Rep,.(M,d) C Rep(M,d) the space of acyclic representations. This is an
open set (in the Zariski topology, thus in the classical one) in Rep(M, d), see [BHOG,
§4.1]. For any p € Rep,.(M,d) we set

T9(p) = Tﬂ(vp)a Te,o(P) = Te,0<vp>>

for any Euler structure ¢ and any cohomological orientation o.

6.9.2 Holomorphic families of acyclic representations

Let po € Rep,.(M,d) \ £(M,d) be a regular point. Take 6 > 0 and p(z), |z| <9,
a holomorphic curve in Rep,.(M,d) \ X(M,d) such that p(0) = po. Theorems 6.1.3
and 6.1.4 will be a consequence of the following

Proposition 6.9.1. Let X be a contact Anosov vector field on M. Let ¢ = [X,¢]
be the Euler structure defined in §6.8.5. Note that —cs(—)z,X) + e is a cycle and
defines a homology class h € H{(M,Z). Then z — T9(p(2))/Teo(p(2)) is complex
differentiable and

d (Tﬁ(p(z)>

dz \Teo(p(2))

for any cohomological orientation o.

(det p(z), h>) =0

Proposition 6.9.1 relies on the variation formulae given by Propositions 6.6.1 and
6.8.1, and Lemma 6.7.4 which gives a topological interpretation of those.

6.9.3 An adapted family of connections

Following [BV17, §4.1], there exists a flat vector bundle F over M and a C* family
of connections V(z), |z| < 4, in the sense of §6.6.1, such that

Pv(z) = p(2) (6.9.1)

for every z; we can moreover ask the family V(z) to be complex differentiable at
z =0, that is,
V(z) =V + za +o(2), (6.9.2)

where V = V(0) and a € Q'(M,End(F)). Note that flatness of V(z) implies

V,a] =Va+aV =0.

7. It is actually stated in [BV17, §4.1] that one can find a C! family of connections satisfying
(6.9.1) ; however looking carefully at the proofs one can choose the family V(z) to be C! in z.
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6.9.4 A cochain contraction induced by the Morse-Smale gra-

dient flow
Let _

(.CY)pLs)_l = % +Y +0(s)

-1
be the Laurent expansion of (ﬁY)? + s) near s = (0. The fact that s = 0 is a simple

pole comes from [DR19a]. As in 6.6.2, we consider the operator

K= ¢Y(Id-TI)+k T : Q*(M,E) - D*(M,E),

where k_ is any cochain contraction on C* = ran II_. Note that we have the identity
V,K]=VK+KV=1d. (6.9.3)

The next proposition will allow us to interpret the term tr, é.ﬁ_(z)az(a)/%_(z) ap-
pearing in Proposition 6.8.1 as a flat trace similar to the one appearing in Proposition
6.6.1. This will be crucial for the comparison between 7y and 7, ,.

Proposition 6.9.2. Fore > 0 small enough, the wavefront set of the Schwartz kernel

of the operator Li)}?(Id —ﬁ_)e_EEYf does not meet the conormal to the diagonal in
M x M and we have for any o € QY (M,End(E))

tr? ozL_)?}N/(Id —II_)e "% =0.
We refer to Section §6.12 for the proof. An immediate corollary is the formula

o 7 b 7> —eLV .
tr,ge ll_ak_ = triaKe -, (6.9.4)

=~ =~ - v»« =~ . .
Indeed, since LY;{H, =0, we haveIl_e Clx =1L, Moreover, since the trace of finite

~ o~ ~  ~ .V
rank operators coincides with the flat trace, we have tr_ zo Il_ak_ = tr_ z. [I_ak_e Lk =

- ~  __pv
trl ak_Il_e “£°% . Therefore we obtain with Proposition 6.9.2

tr. = J1_ak_ = trz owf)ﬂN/(Id —ﬁ_)e_‘ELY}? + trz ojg_ﬁ_e_gﬁy;?,

S,é.

which gives (6.9.4).

6.9.5 Proof of Proposition 6.9.1
Note that we have by (6.9.1)
T9(p(2)) = 79(V(2)), Teo(p(2)) = Te0(V(2)).

We will set f(z) = 19(V(2))/7e0(V(z)) for simplicity. Now we apply Proposition
6.6.1, Proposition 6.8.1 to obtain that z — f(2) is real differentiable (since z — V(z)
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is) ; moreover it is complex differentiable at z = 0 by (6.9.2) and for ¢ > 0 small
enough we have

d = —€ ~
e log f(2) = — tr’ aKe 5% + tr) aKe gt (tra,e), (6.9.5)
z z2=0

where we used (6.9.4). Let
A=VV*"+V*V : Q*(M,E) = Q*(M,E)

be the Hodge-Laplace operator induced by any metric on M and any Hermitian
product on E. Because V is acyclic, A is invertible and Hodge theory gives that its
inverse A~! is a pseudo-differential operator of order —2. Define

J=V*A"' . D*(M,E) - D*}(M,E).

We have of course

Let R. be the interpolator at time e defined in §6.7.3 for the pair of vector fields
(—X, X). This implies with (6.7.4)

[V,R.] = e =¥ — ¢~ %, (6.9.7)
Now define
G.=J <Ke’€£§ ~Ke RE) L Q*(M, E) — D*2(M, E).
Let us compute, having (6.9.6) in mind,
V,G.] =VJ (Ke*db‘? _Re s R€> —J (Ke*d:; _Re s - R€> v
= (Id—JV) (Ke—€‘¥ ~ Ke s - RE)

V,v

—J (Kve 5 — Kve ™™x — R.V)
— Ke 9% — I}e%q}? — R,

—J (IV. K]e % — [V, K]e ™5 = [V, R]),
where we used that e=*¥ and e ““~% commute with V. Now note that (6.6.7), (6.7.4)
and (6.9.3) imply

[V, K]e %% — [V,[?]e_aﬁff —[V,R.] = e 5% — R <e_6£?v< - e_ELY)?> = 0.
Therefore we obtained
V,G.] = Ke=£Y — Kot

Because [V, o] = 0 we have

V,aG] = —« (Ke’d:?vf ~Ke s - RE) :
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Using the notations of §B.3.1, we have that WF(J), WF(«) and WF(V) are contained
in the conormal bundle of the diagonal N*A since J,«,V are pseudodifferential
operators ; moreover, equation (6.7.6) shows that

WF (Ke—aﬁ?? _ Ke Tk _ R£> AN*A = 0.

It follows from wave front composition [Hor90, Theorem 8.2.14] that WF(aG.) N
N*A = (). The operators V, oG, satisfy the assumptions of Proposition B.3.1 which
gives tr) [V,aG.] = 0 and therefore (6.9.5) reads

p log f(2) = —trl aR. + (tra,e). (6.9.8)

2=0

The identity [V, a] = 0 also implies that dtra = tr VF®¥ ' a = tr[V,a] = 0. As a
consequence we can apply (6.7.5) to obtain

trl aR. = (tra, cs(—)?,X)>.
Now note that a(—CS(—jZ, X)+e) =—(div(X) — div(—)?)) +div(X) =0 by (6.7.1)
and (6.8.2) since X is non singular. Therefore we obtain

d

P log f(2) = <tr a,h>

2=0

where h = [—cs(—X, X) + ¢] € H,(M,Z). Finally, let us note that by (6.3.10),

P log<det p(z),h> = —<tr a,h>,

z=0

since p(z) = py(z). Therefore the proposition is proved for z = 0. However the same
argument holds for every z close enough to 0, which concludes.

6.9.6 Proof of Theorems 6.1.3 and 6.1.4
By Hartog’s theorem and Proposition 6.9.1, we have that the map

79(p)
p— () (det p, h) (6.9.9)

is locally constant on Rep,.(M,d) \ (M, d).

Moreover, we can reproduce all the arguments we made in the continuous category
to obtain that p — 7y9(p)/Teo(p) is actually continuous on Rep,.(M,d). Because
Rep,.(M,d) \ (M, d) is open and dense in Rep, (M, d), we get that the map 6.9.9
is locally constant on Rep,.(M, d).

By [FT00, p. 211] we have, if ¢’ is another Euler structure, 7. ,(p) = (det p, ¢’ —
¢)Teo(p). As a consequence, if we set ey = [—X,0] which defines an Euler structure
since X is nonsingular (see §6.7.2), we have ¢ — ¢y = h and we obtain that p —
T9(p)/Tey.0(p) is locally constant on Rep,.(M,d).
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Now let 1 be another contact form inducing an Anosov Reeb flow and denote by
X, its Reeb flow. Then if ¢, = [-X,, 0], we have

e, — ey = cs(X, X))
by definition. Therefore

Tegro(P) = Te,0(p)(det p, ey — ¢) = 7o, o(p){(det p, cs( X, X))

and we obtain that
Tﬂ(ﬂ)
7n(p)

is locally constant on Rep,.(M,d). By Theorem 6.5.1 we thus obtain Theorem 6.1.4.

Finally assume that dim M = 3 and b;(M) # 0. Take R a connected component
of Rep,.(M,d) and assume that it contains an acyclic and unitary representation py.
We invoke [DGRS18, Theorem 1] and the Cheeger-Miiller theorem [Che79, Miil78§|

to obtain that 0 ¢ Res(ﬁ)v(po) and

(det p, cs(X, X))

|79(p0)| = 1Cx.9,, (0)] " = Trs(po),

where the first equality comes from (6.4.10) (we have ¢ = 1 since dim M = 3) and
Trs(po) is the Ray-Singer torsion of (M, py), cf. [RS71]. On the other hand, we have
by |FT00, Theorem 10.2| that 7rs(po) = |Te.o(po)| since po is unitary. Therefore the
map p — Ty(p)/Te,.0(p) is of modulus one on R. This concludes the proof of Theorem
6.1.3.

6.10 Projectors of finite rank

6.10.1 Traces on variable finite dimensional spaces

In what follows, we consider two Hilbert spaces G C H, the inclusion being dense
and continuous. We will denote by L£(H,G) the space of bounded linear operators
H — G endowed with the operator norm. Let 6 > 0 and II, |[t| < §, be a family of
finite rank projectors on H such that ran Il; C G. Assume that t — 11, is differentiable
at t = 0 as a family of bounded operators H — G, that is,

I, =+ tP + oyg(t) (6.10.1)

for some P € L(H,G), where II = II;. Denote C; = ran II; and C' = ran II. Note
that by continuity, Il;|c : C' — C; is invertible for |t| small enough; we denote by
Q; : Cy — (' its inverse.
Lemma 6.10.1. We have

(i) P=TIP + PII,
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Proof. Using (6.10.3) and IT? = II; we obtain (7). This implies
M, 0Tl o I, — (H Pt o(t))H<H P+ o(t))

- H+t<PH+HP) +o(t)
=TI+ tP + o(t)
= Ht + 0<t>,

where all the o(t) are taken in £(H,G). Therefore Q; o Il; o Il o II; = Q.I1; + o(?).
Since Q; o II; o IT = II by definition, one obtains

which proves the first part of the Lemma. The second part is very similar. O

Lemma 6.10.2. Let Ay, |t| <6, be a C' family of bounded operators G — H such
that Ay commutes with 11, for every t. Denote A = Ay. Then t — tre,(Ay) is real
differentiable at t = 0 and

tI'Ct (At> = tI‘C (HA),

t=0

where Ay = %At. If moreover A is invertible on C, we have

dt

log dete, (A,) = tre (HA(A\C)’l) .

t=0
Proof. We start from
trct (At> = trc(QtAth).

Now since A; commutes with II; we have by the second part Lemma 6.10.1
QAJLIL = LA + oo (t)
= TIAII + ¢II <A + PAII + HAP) I + occ(t).

But now the first part of Lemma 6.10.1 gives IIPII = 0. We therefore obtain, because
A and II commute,

QAT = AT + tTTATT + o¢ ¢ (1), (6.10.2)

which concludes. O

6.10.2 Gain of regularity

Assume that we are given four Hilbert spaces &€ C F C G C H with continuous
and dense inclusions. Let I1;, |¢| < ¢ be a family of finite rank projectors on H which
is differentiable at ¢t = 0 as family of bounded operators G — H (note that this differs
from the last subsection where we had H — G instead), that is

II; =1+ tP + og_x(t) (6.10.3)
for some P € L£(G,H). We will denote C; = ran(Il;) C H and C' = ran(II).
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Lemma 6.10.3. Under the above assumptions, assume that 11; is bounded & — F
and that 11, is differentiable att = 0 as a family of L(E,F). Assume also that rank II;
does not depend on t. Then P is actually bounded G — F and

I, = T+ P + g 5(1).

Proof. Because & is dense in H we know that C' C F. There exists 4g01, et el
such that ¢y, ..., ¢}" is a basis of C; for ¢ small enough where we set ¢] = IL;(¢?) € F.
Denote ¢ = I(y]) € C. This family ¢t — @] € C is differentiable at t = 0. Let
vt,...,v™ € C* be the dual basis of ¢}, ...,¢". Because C is finite dimensional, IT
is actually bounded H — F. As a consequence the map

t— 0t =vlolloll, e g
is differentiable at ¢ = 0. Noting that

m=> ¢lot:G—F,
=1
we finally obtain that ¢t — II; € £(G, F) is differentiable at ¢t = 0. O

6.11 Continuity of the Pollicott-Ruelle spectrum

We describe here the spaces used in §§6.5,6.6. In what follows, M is a compact
manifold, (E, V) a flat vector bundle on M and Xj is a vector field on M generating
an Anosov flow, cf. §7.2.3. We denote by T"M = E;, ® E;, ® Ej, its Anosov
decomposition of T* M.

6.11.1 Bonthonneau’s uniform weight function

We state here a lemma from Bonthonneau which is [Bon20, Lemma 3]. This gives
us an escape function having uniform good properties for a family of vector fields.
A consequence is that one can define some uniform anisotropic Sobolev spaces on
which each vector field of the family has good spectral properties. In what follows,
| - | is a smooth norm on T*M.

Lemma 6.11.1. There exists conical neighborhoods N, and Ny of Ey, and EY,
some constants C, 3, T,n > 0, and a weight function m € C®(T*M,[0,1]) such that
the following holds. Let X be any vector field satisfying || X — Xollcr < n, and denote
by @ its induced flow on T*M and by E¥ and E¥ its (dual) unstable and stable
bundles. Then

1. E; C N,, for e =s,u and for anyt >0, &, € E and & € EY one has

(6] > eled 1976 > Sl
2. For everyt =T it holds
o' (CN,NnX) C N,, @' (CN,NnXT) CN,,
where X+ ={£ € T*M, £ X =0}.
3. If X is the Lie derivative induced by ®t, then

m=1 near Ny, m=—1 near N,, X.m = 0.
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6.11.2 Anisotropic Sobolev spaces

Take the weight function m of Lemma 6.11.1. Define the escape function g by

9(x, &) = m(x, &) log(1 +[¢]),  (x,§) € T"M.

We set G = Op(g) € ¥ (M) for any quantization procedure Op. Then by [Zwo12,
§§88.3,9.3,14.2] we have exp(+uG) € WA (M) for any g > 0. For any > 0 and j € Z
we define the spaces

e, = exp(—pG)HI (M, A* ® E) € D'*(M, E),

where H/(M,\* ® E) is the usual Sobolev space of order j on M with values in the
bundle A* ® E. Note that any pseudo-differential operator of order m is bounded

nei — Hugj—m for any p,m,j.

6.11.3 Uniform parametrices

Let us consider a smooth family of vector fields Xy, |t| < e, perturbing X. For
any ¢, p > 0 we will denote

Q(e, p) = {Re(s) > ¢} U{Js| < p} C C.

The spaces defined in the last subsection yields an uniform version of [DZ16, Propo-
sition 3.4], as follows.

Proposition 6.11.2. [Bon20, Lemma 9] Let QQ be a pseudo-differential operator
micro-locally supported near the zero section in T*M and elliptic there. There exists
¢, €0 > 0 such that for any p > 0 and J € N, there is g, hg > 0 such that the following
holds. For each p > pg, 0 < h < hg, j € Z such that |j| < J and s € Q(c,p) the

operator
v —1 . ° .

is invertible for |t| < eg and the inverse is bounded H? . — M} ; independently of

KG,j J
t.

6.11.4 Continuity of the Pollicott-Ruelle spectrum
We fix p, J > 4 and puq, i, ho, h, j as in Proposition 6.11.2. We first observe that

(LY, +5) (£Y, —h7'Q+s)  =1d+h'Q (LY, —h'Q+s) . (6.1L1)

Since () is supported near 0 in 7", it is smoothing and thus trace class on any H? ;.
By analytic Fredholm theory, the family s — K(t,s) = h'Q (LY, —h'Q + 3)71 is
a holomorphic family of trace class operators on H; ; in the region Q(e, p). We can
therefore consider the Fredholm determinant

D(t, s) = detys,, (Id+K(t,s)).

J
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It follows from [Sim05, Corollary 2.5] that for each ¢, s — D(t, s) is holomorphic on
Q(c, p). Moreover (6.11.1) shows that its zeros coincide, on Q(c, p), with the Pollicott-
Ruelle resonances of E;ﬁ. In addition, we have for any s € Q(c, p),

<£§t —hQ + s) o (c};t, —hQ + s) -

. (6.11.2)
— (LY, —h'Q+s) (E)VQ . L)V(t/) (g}v@ 0 S)
We have vy
Xt - Xt’ . ° N
ot — :,J EYQ n ‘C(HMG‘,J’H? uG,j)' (6.11.3)

- d
where X, = EXt and L(H%c .1, Hpg,) is the space of bounded linear operators
Mg i1 — M, endowed with the operator norm. We therefore obtain by Proposi-
tion 6.11.2 and because () is smoothing (and thus trace class Hp ; — H; g for any
w3, 4') that K(t',s) — K(t,s) as t' — t in L'(H3 ) locally uniformly in s, where
L' (H? o) is the space of trace class operators on 1y, , endowed with its usual norm.
As a consequence, we obtain with [Sim05, Corollary 2.5]

D(t, s) € C°([—¢o, 0)s, HOL((c, p)s))- (6.11.4)

6.11.5 Regularity of the resolvent

Let Z be an open set of C whose closure is contained in the interior of Q(c, p). We
assume that ZNRes(LY,) = 0. Up to taking g, smaller, Rouché’s theorem and (6.11.4)
imply that there exists 6 > 0 such that dist (Z, Res(LY,)) > ¢ for any || < 0. As a

consequence, we obtain that for every |j| < J, the map (E)V(t + s)_l CHue; = My
is bounded independently of (¢,s) € [—£¢, 0] X Z. Noting that

(E)V( " 8> B (ﬁ)v( i S) B 1LY, — LY ~1
t t—t - - _<£)v€t T 5> % <£Vt, + 8) , (6.11.5)

—1
we obtain by (6.11.3) that ¢ — (E;t, + S) is continuous in L(Hpg iy1, Hig )
Therefore, applying (6.11.5) again, we get that

-1 ) [
(LY, + ) €C' ([0, 0l HOl(Z,, L(H e i1, Hici—a))- (6.11.6)

Note that here we need [j — 2|, [j + 1| < J.

6.11.6 Regularity of the spectral projectors

Let 0 < A < 1 such that {|s| = A} NRes(LY,) = 0. Applying the last subsection
with Z = {|s| = A}, we get {|s| = A} NRes(LY,) = 0 for any |t| < g9. We can
therefore define for those ¢

1

\Y% -1 . ° .
Ht = _27]'2 (EXt + S) ds : uG.j — HH«G,]"
[s|=A
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Then (6.11.6) gives that IT; € C'([—eo, €0)t, Zs, L(H0g 41, Hie o) This is true for
j =3 and j = —1 because J > 4. Moreover by Rouché’s theorem, the number m of
zeros of s +— D(t,s) does not depend on ¢. Noting that

1

OsK(t,s)(1+K(t,s) ' =—K(t,s) (LY, —h'Q+s) "1+ K(ts))

we obtain by [DZ19, Theorem C.11] and the cyclicity of the trace that m is equal to

1
— K 1+ K -1
57 tr /S—A OsK(t,s) (14 K(t,s)) ds

- —L_ tr/ (£Y, —h'Q+ 3)71 (1+ K(t,s)) 'K (t,s)ds
211 |s|=A £

— L v _ —1 -1 -1

Sp tr/s_A (LS, —hQ+ ) (14 K(ts) ™,

where we used that s — (LY, —h7'Q+ 3)_1 is holomorphic on {|s| < A}. The
last integral is equal to trII; = rankII; by (6.11.1). As a consequence we can apply
Lemma 6.10.3 to obtain that

11, € C'([—c0, colt: LMy 0, Higr) - (6.11.7)

6.11.7 Wavefront set of the spectral projectors

Let (E, VY) be the dual bundle of (£, V). Then (6.3.2) implies, for any Re(s) > 0,
u e Q¥(M,E) and v € Q" F(M, EY),

((e49) wo) = (u (€5 +5) o), (6.118)

where (-,-) is the pairing from §B.1. This shows that Res(LYy,) = Res(LY,). The-
refore we can apply the preceding construction with the escape function g replaced
by —g (the unstable bundle of —X is the stable one of X; and reciprocally) and we
obtain that

1 v -1
11y (ﬁYXt+s> ds € Cl([—éo,ﬁo]taﬁ(H:“G,m :uG,l))'

N ﬁ [s|=A
Note that (6.11.8) implies
TLu,v) = (u, Iv), we QM E), veQ" " ME). (6.11.9)

We denote Cf = ran II;, C}* = ran I} and m = rank II; = rank II). Take @', ... ©™
and ¢!, ... ¢™ some elements of Q*(M, E) such that IT(¢?), ... (™) is a basis of
Cs and (o', ¥7) = 0 if i # j and (Ilpp’, ¢;) = 1 otherwise. For ¢ small enough we
set

pr=ILe', oy =Ty
Like in the proof of Lemma 6.10.3, (6.11.9) implies that

=Y my (il ), (6.11.10)
=1
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where t — m;;(t) is continuous near ¢t = 0 and m;;(0) = ¢;;.
Next we show that there exists open conic neighborhoods of NV, and Ny such that,
uniformly in t € [—¢o, 9],

WF(p!) C Wy, WFE@) CcW,, W,NW,=0, i=1,...,m. (6.11.11)

This means that the map [—eg,g0] 3 t — ¢} (resp. %) is bounded in Djj. (M, E)
(resp. Dy (M, EV)). To proceed, we note that we can construct two weight functions
muy, M satisfying the properties of Lemma 6.11.1 such that {m, < 0}N{ms >0} =0
(for example by choosing well the y from [Bon20, p. 6]). Let G, Gy € ¥ (M) be
the associated operators from §6.11.2. Up to choosing £y smaller, we obtain with
(6.11.7) that the map t +— ¢} is bounded in H?  for 4 > 0 big enough. For any
X € C>®(T*M,[0,1]) such that suppy C {m, > 0} for some 6 > 0, we have by
classical rules of pseudo-differential calculus

| Op(x )SOtHHJH(MA'QaE) Culletlle 8 G0 OZ[,? t € [—eo, 0],

for some constants C),, C’L independent of ¢. As a consequence, we obtain (for example
using [DR17, Lemma 7.4]) that [—o, 0] 3 t + ¢} is bounded in D}, (M, E) where
W, = {m, < 0}. Doing exactly the same with —m, and —X,; we obtain that
[— 60,60] > t + 1 is bounded in Dy} (M, EY) with W, = {—m, > 0}. This shows
(6.11.11).

6.12 The wave front set of the Morse-Smale resolvent

The purpose of this section is to prove Proposition 6.9.2. For simplicity we prove it
for X instead of —X. We will denote by II the spectral projector (6.8.3) for the trivial
bundle (C,d). Recall that Dj(M x M) denotes distributions whose wave front set is
contained in the closed conic set I' C T*(M x M). A family (f;)>o of distributions
will be Op (1) if it is bounded in Dy in the sense of [Danl3, p. 31]. We will need the
following

Lemma 6.12.1. Let € > 0 and a € Crit(f). There exists ¢ > 0, a closed conic set
I' C T*(M x M) with T N N*A(T*M) = 0 and x € C*(M,[0,1]) such that x =1
near a such that

’CX,t+€ = OD{-:”(MXM) (e_tc),

where fort >0, K, is the Schwartz kernel of the operator ye £z (Id —ﬁ) X

Proof. Because X is C*°-linearizable, we can take U C R" to be a coordinate patch
centered in a so that, in those coordinates, e *X(z) = e7*4(z) where A is a matrix
whose eigenvalues have nonvanishing real parts. Denoting (z', ..., 2") the coordinates

of the patch, X reads

1<i,j<n

We have a decomposition R” = W" @ WW* stable by A such that Ay« (resp. Alws)
have eigenvalues with positive (resp. negative) real parts, d,/; = dim Wu/s this
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induces a decomposition of the coordinates = = (xg,z,). We will denote by A, =
AlW“ D 0W37 As = OW“ (&) A|Ws and ¢ > 0 such that

c< inf |Re()N)|
A€sp(A)

where sp(A) is the spectrum of A.

Let x1,x2 € Q°(M) such that suppy; C supp x for i = 1,2. For simplicity, we
identify e~*4 and its action on differential forms and currents given by the pull-
back, d¢(z) denotes the Dirac § distribution at 0 € RY, 7,7 are the projections
M x M +— M on the first and second factor respectively.

(K Tix1 A Txa) = (X2, €A (Id —TD)x1)

= <X2; e 4 <X1 - 5du(xu)d$u/ 7T;k,0X1>>
WS
= <etASX2, e_tA“X1> - (/ 7TZ,OX2) (/ 7T:,0X1>
Wu we
1
N / / 0 (e"omy x2 N el xa) dr,
o Ju

where 7, ,, s, : U — U are defined by my - (Ty, xs) = (2, 7xs) and ms (g, x5) =
(T2, z5). Now write xo = 37, Brdzl A dzfr. We have

aTW:,TXQ(xuv .175) = 87' Z Tlls‘ﬂl(xu, T-fl?s)d.iﬂiu A dxgs
1
= > LI By (2, ) dale A dals
I

+ Z (9 (02.81) (20 7) (zg)dxl A dz’s.

Therefore

e xa =) <V[ [ By (e, T ) + 70,81 (4 1) (etAsfﬂs)) e“eda’.
I

Because |esx,| = O(e*) and e'sdz! = O(e~:), I = (I,,1,) is a multi-index
and repeating the same argument for 8Te_tA“7r§7TX1, we obtain the bound :

Oy (e X2 Aer tA“W:’TXI) = Oy, . (€7). (6.12.1)
Replacing 1 and ys by x1€/¢7 and y.e""") with £, n € R™, one gets
<ICx,t7 7T1 (Xle < >) A 7T2 (XQe <777 >>>

N / / By (e emt xa A tum yy) @l @z gile™ e (rauaa). ) g
U

1
+/ / etASWZ,TXQ A e_tA“W:,TXlar (ei<etAS(”""’ms)’”>ei(e7mu(m"’%)’@) dr.
o Ju
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e—tAu(

Denoting (7, T, z,) = eie" @urzs).m oif T2u2s)8) we have

87'9(7-7 Ty, xs) =1 (<etAs$s: 775> + <e7tAu$u> €u>) 9(7-7 Ly, xs) = OC“’(M) (eitc)a

because |e!x|, |e" vz, | = O(e7¢). Repeating the process that led to (6.12.1) but
for derivatives of x1, x2 as test forms with successive integration by parts, we therefore
obtain for any N € N :

‘<’CX¢7 7'('1< (Xlei@l’.)) A 7T§ <X2ei<§27.>>>‘

< ON7X17X2e_tC (1 + |etAS775| + |e_tAu§u|)
_N

1
X / (1 + |retten, + & 4+ [re e, + TM) dr,
0
where & = (&, &) and 1 = (ny,ns). Now assume (£, 7) is close to N*A(T*M), say
i

<vandl-—-rv< >=<1+4+v

£
‘W | 7]

7

for some v > 0. Then we have for any 7 € [0,1] :
[re'm + &l + fre M | 2 (1= e (14 w) (18] + nl)-

As a consequence, if v > 0 is small enough so that (1+v)e~(+9)¢ < 1, for every t > 0,
we obtain

[(Rtsert (0 €) A (a6 ) )] < Clpgy a1+ ]+ )™
which concludes. [

Proof of Proposition 6.9.2. Fix € > 0. For a € Crit(f), take ¢4, [y, xo as in Lemma
6.12.1. The proof of Lemma 6.12.1 actually shows that for Re(s) > —¢,, the integral

GXa,a,S:/ e_“xae_(t“))}(ld —ﬁ)xadt
0

converges as an operator Q*(M) — D'*(M). Moreover, its Schwartz kernel G, .
is locally bounded in D (M x M) in the region {Re(s) > —c,}. We will need the
following lemma.

Lemma 6.12.2. For any p > 0, there is v > 0 with the following property. For every
x € M such that dist(x, Crit(f)) > p, it holds
dist (z, e~ (tHoX (:E)) >v, t>=0.

Proof. We proceed by contradiction. Suppose that there is ¢ > 0 and sequences z,, €
M and t,, > € such that dist (:vm, e’tmi(xm)> — 0asm — oo and dist(z,,, Crit(f)) >
u. Extracting a subsequence we may assume that z,, — =z, t,, — oo (indeed if
tm — te < 00 then x is a periodic point for X , which does not exist) and for any m,

e_t)}(:vm) — a and et)?(xm) —bast— oo,
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for some a, b € Crit(f). Since the space of broken curves £(a, b) is compact (see [AD]),

we may assume that the sequence of curves ~,, = {eti (Tm), t € ]R} converges to a

broken curve ¢ = ((1,... (%) € L(a,b) with ¢/ € L(c;_y,c;) for some cg,...,c, €
Crit(f) with ¢o = a and ¢, = b. Because z,,, — z, the proof of [AD, Theorem 3.2.2]
tX

implies z € ¢ for some j so that ez — ¢;_; as t — oo. Therefore replacing =

by etX (x) for t big enough, we may assume that x is contained in a Morse chart

Q(cj—1) near ¢j_1. Then ¢;_1 # a. Indeed if it was not the case then we would have

e Xy, — a as m — oo (since x,, would be contained in Q(a) N W4(a) for big

enough m and t,, — 00), which is not the case since dist(x, Crit(f)) > p = z #a

—tm)?(

and dist (:Um, e xm)) — 0 as m — 0o. Therefore the flow line of z,, exits Q(c;_1)

in the past. We therefore obtain, since e tmX Tm — T, that there is © < 7 — 1 so that
¢; = ¢j—1. This is absurd since the sequence (ind f(ci))i: . is strictly decreasing. [

By (6.8.11) we have supp Kq N A = Crit(f), where ICg is the Schwartz kernel of

II and A is the diagonal in M x M : the same holds for e~ **9XII = II (see [DR17]).
Moreover, Lemma 6.12.2 implies that if x € C>(M, [0, 1]) satisfies x = 1 near A and
has support close enough to A, we have

Xef(t+€)XX _ Z Xaef(tJrE)XXa‘
Let ¢ = mingecriy() ca- For Re(s) > —c,

GX,E,S:/ et ye(HeX (Id H)th
0

defines an operator Q°*(M) — D'*(M), whose Schwartz kernel G, .  is locally bounded
in D*(M x M) in the region {Re(s) > —c}, where I' = Usecuis) Lo

Now for Re(s) > 0, we have as a consequence of the Hille— Yosnda Theorem applied
to L5 acting on suitable anisotropic spaces [DR17, 3.2.3] :

(Lz+ 8)71 = / e e Xt ; Q*(M) — D"*(M).

0

Therefore for Re(s) > 0, it holds
Gyes =X (L5 + s) (Id —I)e —=Xy
Since both members are holomorphic in the region {Re(s) > —c} and coincide for
Re(s) > 0, they coincide in the region Re(s) > —c. Let 8 € Q'(M). We can compute
for Re(s) > 0, since tII = 0 by [DR17],
tr! Bz (Ly —I—s) (Id —I)e % =t BrsGyes
—/ et tr? Bbge’(t“)i(ld —I0)
0

o ~

—ts b —(t+e)X

:/ e StrsﬁL;(e( X
0
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where we could interchange the integral and the flat trace thanks to the bound
obtained in Lemma 6.12.1. Now the Atiyah-Bott trace formula [AB67] gives

tr? Buze TN =0

since X vanishes at its critical points. By holomorphy this holds true for any s such
that Re(s) > —c. In particular if A > 0 is small enough

-1
~ ~ 5 1 Ly+s ~
tr) Bz Y (Id —I)e =X = P /| B tr? BL;((X%(M —Il)e *%ds = 0,

PN

where (L5 + s) R R O(s). Therefore Proposition 6.9.2 is proved in the case
s

where (E, V) is the trivial bundle. The general case is handled similarly. O
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Chapitre 7

Prescription des rebonds

Dans ce chapitre, nous étendons un résultat de comptage sous contrainte obtenu
au chapitre 4 au cadre des flots de billard associés a une famille d’obstacles convexes
du plan euclidien. Ce chapitre contient 'article Closed billiard trajectories with pres-
cribed bounces [Chaal.
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7.1 Introduction

Consider Dy, Dy,...,D, C R? (r > 3) some compact and strictly convex open
sets, with smooth boundaries 9Dy, ..., dD,. We assume that D; N D; = () whenever
i # j. We moreover assume that the billiard B’ = {Dy, Dy, ..., D,} satisfies the
non-eclipse condition, that is,

conv(D; UD;) N Dy, =0, k#i,j,

where conv(A) denotes the convex hull of a set A. We will denote D = (J; D;. A
billiard trajectory is a piecewise Euclidian trajectory! v : I — R?\ D° (here [ C R
is an interval) which rebounds on each 0D, according to Fresnel Descartes’ law (see
Figure 7.1). A trajectory v : [0, 7] — R?\ D° will be said to be closed if y(0) = v(7)

FIGURE 7.1 — A billiard trajectory

and 7/(0) = 7/(7); a closed trajectory will be said to be primitive if v is not
closed for every 7' < 7. We will identify two closed trajectories v, : R/7;Z — R?\ D°
(j = 1,2) whenever 71 = 75 and 71(:) = 72(- + 7) for some 7 € R. Denote by Pg the
set of primitive closed trajectories of the billiard table B’. Then a result of Morita
[Mor91] states that there is hiy > 0 such that

ehB/t

#H{y € Pe : T(v)ét}Nh o
B/

t — oo, (7.1.1)

where 7(y) denotes the period of a periodic trajectory ~.

The purpose of the present paper is to give the asymptotic growth of the number
of primitive closed trajectories of B’ when we additionnaly prescribe their number
of rebounds on D,. More precisely, for v € Pg/ we denote by r(7y) the number of
rebounds of v on Dy ; we have the following result.

Theorem 7.1.1. There are c¢,hg > 0 such that for every n > 1, it holds

(ct)™ ehBt
n! hBt ’

t{yePr : 7(y) <t, r(7) =n}~ t — oo. (7.1.2)

1. By "Euclidian" we mean trajectories going in a straight line with constant speed 1.
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Moreover hg depends only on the billiard table B = {Ds, ..., D,}.

As we will see in §7.5, by using the symbolic representation of the billiard flow
and (7.1.1), one can prove that for some constants a,b > 0 we have

at" texp(hpt) <#{y € Pr : 7(7) <t, () = n} < bt" ' exp(hgt)

provided t is large enough ; yet this method do not a priori provide the more precise
asymptotics (7.1.2).

Our approach for proving (7.1.2) is reminiscent of that of Chapter 4 about the
asymptotic growth of the number of closed geodesics on negatively curved surfaces
for which certain intersection numbers are prescribed. In particular we make use
of the work of Dyatlov—Guillarmou [DG16] about the existence of Pollicott—Ruelle
resonances for open hyperbolic systems (the recent work of Kiister—Schiitte-Weich
[KSW21] details how a hyperbolic billiard flow can be described by the framework
of [DG16]). This allows to obtain a microlocal description of the transfer operator
T (s) associated to the first return map (of the billiard flow) to 7= '(0Dy) (here
7 : SR? — R? is the natural projection), weighted by exp(—sto()) where to(-) is
the first return time to 7=1(9Dy) (see §7.3), and to apply a Tauberian theorem of
Delange to the (transversal) trace of the composition? 7 (s)" (which is linked to some
dynamical zeta function involving the periodic orbits rebounding n times on 9Dj).

Similar asymptotics for open dispersive billiards in R? (d > 3) could also be
obtained with our methods; however here we restrict ourselves to the case d = 2 for
the sake of simplicity.

7.1.1 Related works

In [Mor91] Morita proves the asymptotics (7.1.1) by constructing a symbolic co-
ding of the billiard flow and by using the work of Parry-Pollicott [PP83|. Later,
Stoyanov [Sto12] proved the more precise asymptotics

du
log u

exp(hpt)
ﬂ{"}/ € Pm T(’}/) < t} = / + O(GCt), t — 400,
2
for some ¢ € |0,hg[, by proving some non-integrability condition over the non-
wandering set and by using Dolgopyat-type estimates (see also [PS12] for an asympto-
tics of the number of primitive closed trajectories with periods lying in exponentially
shrinking intervals.

7.1.2 Organization of the chapter

This chapter is organized as follows. In §7.2 we present some geometrical and
dynamical tools. In §7.3 we introduce the weighted transfer operator associated to
the first return map to 0Dy and we compute its Attiyah-Bott transversal trace. In
§7.4 we make use of a Tauberian argument. In §7.5 we prove some a priori estimates
on f{y € Pg : 7(y) < t, r(y) = n}. Finally in §7.6 we combine the results of
§87.4,7.5 to prove Theorem 7.1.1.

2. Actually, we compute the trace of (97 (s))™ for some cutoff function o € C*°(7~1(8Dy), [0, 1]).
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7.2 Preliminaries

In this section we introduce the billiard flow associated to convex obstacles in
the Euclidian space R%, and we recall the construction of a smooth model given by
[KSW21].

7.2.1 The billiard flow

Let D1,..., D, C R% be pairwise disjoint compact convex obstacles, satisfying the
condition (8.1.1), where r € N>3. In the following we will assume that we have the
non-eclipse condition

conv(D; UD;)N Dy =0, k+#i,j, (7.2.1)

where conv(A) is the convex hull of a set A. We denote by SR? the unit tangent
bundle of R? and by 7 : SR? — R? the natural projection. For x € dD;, we denote
by n;(z) the outward unit normal vector to D; at the point = pointing into R?\ D;.
Set D = J; D; and

D = {(z,v) € SR : v € 9D}.

We will say that (z,v) € Typ,R? is incoming (resp. outgoing) if (v, n;(x)) > 0 (resp.
(v,nj(x)) < 0), and introduce

Din = {(z,v) € D : (z,v) is incoming},
Dout = {(z,v) € D : (x,v) is outgoing}.

We define the grazing set D, = T'(0D) N D. We have
D = D, U Dy U Doy

The billiard flow (¢;).cr is the complete flow acting on SR\ 7~ 1(D) which is defined
as follows. For (z,v) € SR?\ 771(D) we set

To(x,v) =xinf{t >0: 2z +tv € D}

and for (z,v) € Diyjout/g We denote by v' € Doyt /in/e the image of v by the reflexion
with respect to T, 0D at x € D, that is

v =v—2(v,ni(z))ni(z), veS,RY xe€dD;.
Then for (z,v) € (SR?\ 77!(D)) U D, we define
Gu(e0) = (a4 to0), 1€ [r(2.0), 74 (2.0)]

while for (z,v) € Dinjous, We set

(x,v) € Din, t € [0, 7 (z,v)],

ou(w,v) = (v +tv,0) if {Or (x,v) € Dous, t € [T—(z,v),0],
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and
2,0) € Dou, t € 10,7 (x,v
Pe(x,v) = (x+ ' o) if (=,v) ' 10,7 (. )]
or (x,v) € Dy, t € [T_(x,v),0[.
Next we extend (¢;) to a complete flow (which we still denote by (¢;)) satisfying the
property

bros(z,0) = (¢ 0 ) (x,v), t,sER, (z,v)€c SR\ 7 1(D).

Strictly speaking, (¢;) is not a flow, since the above flow property does not hold in
full generality for (x,v) € Din/out. However we arrange it considering an appropriate
quotient space (see §7.2.2 below).

7.2.2 A smooth model for the non-grazing billiard flow

In this paragraph, we briefly recall the construction of [KSW21] which allows to
obtain a smooth model for the non-grazing billiard flow. We first define the (non-
grazing) billiard table M as

M =B/~, B=SR"\ (w—l(b) UDg) :

where (z,v) ~ (y,w) if and only if (z,v) = (y,w) or

/

r=y€odD and w=1"

The set M is endowed with the quotient topology. We will change the notation
and pass from ¢; to the non-grazing flow ¢;, which is defined on M as follows. For

(z,v) € (SRY\ 771(D)) U Dy, we define

pi([(z,0)]) = [de(w,0)], T €]rE(z,v), 5 (2, 0)[,
where [z] denotes the equivalence class of the vector z € B for the relation ~, and
78 (z,v) = £sup{t > 0: ¢1(z,v) € Dy}.

Note that this formula indeed defines a flow on M since each (x,v) € B has a unique
representative in (SR?\ 771(D)) U Dy,. The flow ¢; is continuous but not complete
and for times t ¢ |78 (z,v), 7% (z,v)[, the flow is not defined.

Following [KSW21], we define smooth charts on M = B/ ~ as follows. Introduce
the surjection map my : B — M by my(x,v) = [(x,v)] and note that by the definition
of ¢; one has

P10 TN = Tas © Pt (7.2.2)

We set B = SR\ 771(D). Then 7y : B — M is a homeomorphism onto its image
O. Let G = my(Diy) be the gluing region. We consider the map 7, : O — Basa
chart. Next we wish to define charts in an open neighborhood of G. For every point
2y = (x4, 0,) € Dy, let

F, U, xU, — Dy
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be a local smooth parameterization of Dy,, where U, is an open small neighborhood of
0 in R4, For small ., > 0, we may define the map 1., : |—¢.,, ., [xU,, xU,, - M
by

W, (t,y,w) = (my 0 pp o F,)(y, w). (7.2.3)

Shrinking U,, and taking €., smaller, v, is a homeomorphism onto its image O,, C
M, (see Corollary 4.3 in [KSW21]). It is easy to prove this. To see that 1., is in-
jective, let F, (yr,wy) = (g, vx) € D, k = 1,2, and assume that 7y, (x1,v1) =
Tarde, (T2, v2). Since vectors in Dy, are transversal to D, we see that for each z € O, ,
there is a unique t € |—¢,,, e, [ such that ¢;(z) € G. In particular, we have t; = 0
if and only if ¢ = 0. If that is the case, then (zq,v1) = (x2,v9) since my : Dy, — G
is injective. If t; # 0,15 # 0, then t; and t5 have the same sign and by infectivity of
7a : B — M and the definition of ¢¢, we have

(1 + tivg,v1) = (22 + tovg,v2) i ty,t2 >0,
(l’l + tﬂ)i, U&) = (.1'2 + tQUé, Ué) if tl, ty < O,

where v}, is the reflexion of vy, with respect to 1, 0D for k = 1,2. Thus one concludes
that (¢1,z1,v1) = (t2, 2, v2). As mentioned above, the directions in D;, are transversal
to the boundary dD. This implies that the maps 1., are open ones. In particular,
1, realizes a homeomorphism onto its image and we declare the map wz_*l -0, —
|—e..,e..[ X U,, x U,, as a chart. Hence we obtain an open covering

GC U 0,..

Zx EDin

Note that O N O,, # () for any z,, and clearly the map

(t,:v,v) = (ﬂ—]T/[1 OQ/JZ*)(t,QZ,U) = (¢t o FZ*)($aU)

is smooth on ;' (ONO,,). On the other hand, assume that O, N O,, # ( for some
2o, 24 € Din.  mpr (4 (F, (2,0))) = mar(os(F (y, w))) € O,, NO,, then as above this
yields t = s, F., (z,v) = F. (y,w) and we conclude that

om0 oFL) ((F; 0 in)(y,w)) (7.2.4)

(W2 ov™,))(ty,w (wlowMo@oF)(y,w)
= (v=
( z OFZ* ))

This shows that the change of coordinates Loyt , 1s smooth on the set YA (OZ* N
O..), and these charts endow M with a smooth structure. Now it is easy to see that
the non-complete flow (¢;) is smooth on M. Indeed, this is obvious far from the
gluing region G. Now let z € G and z, € D;, be such that 7y (2,) = 2. Then for
s,t € R, with [t| + |s| small, and (y,w) € U,, x U,,, we have

( Z_*logpsoq/)z*) (t,y,w)Z( z_*lOSOsOWMOCthFz*) (y, w)
- (¢;1 OT(-MOQSIH‘SOFZ*) (yaw)
=(s+t,y,w).
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Consequently, the flow (¢;) is also smooth near G and we obtain a smooth non-
complete flow on M. We will denote by X € C*°(M,TM) the generator of this flow.

We conclude this paragraph by noting that the flow (p;) is actually a contact
flow. Indeed, let a € Q'(SRY) be defined by

(a(x,v),W) = (v,dr ()W), (x,v) € SRY, W € T}, ,)SR%.

Then it is not hard to see that the form « induces a one-form on M (still denoted
by a) which satisfies that a A (da )41 is volume form and

txa=1, 1xda =0,

where 1x denotes the interior product.

7.2.3 Uniform hyperbolicity of the flow (¢;)

From now on, we will work exclusively with the flow (¢;) defined on the smooth
model described in §7.2.2. The trapped set K of (¢;) is defined as the set of points
z € M which satisfy —7%(z) = 7% (z) = 400 and

sup A(z) = —inf A(z) = 400, where A(z) ={t €R : w(pi(2)) € ID}.

By definition, ¢;(2) is defined for all ¢ € R whenever z € K. The flow (¢;) is called
uniformly hyperbolic on K, if for each z € K there exists a decomposition

T.M =RX(2) @ E,(2) ® Es(2), (7.2.5)

which is dgs-invariant (in the sense that dpy(FEe(2)) = Ee(¢i(2)) for @ = u, s), with
dim F,(z) = dim E,(z) = d — 1. The spaces E,(z) and E,(z) depend continuously
on z and for some constants C, v > 0 independent of z € K, and some smooth norm
| - || on T'M, we have

Ce"|lv], v e Ey(2),

(7.2.6)
Ce™t|v|l, v e E,(2),

[depe(2) - o] < {

We may define the trapped set K, for the flow (¢;). Then K = m);(K.). The uniform
hyperbolicity on K, of the flow (¢;) in the Euclidean metric can be defined by the
splitting of the tangent space T.(R?) for z € BN K, (see Definition 2.10 in [KSW21]
and Appendix). Following this definition, one avoids the points (x,v) € K, N Dy,.
The uniform hyperbolicity of (¢;) in the Euclidean metric implies the uniform hyper-
bolicity of (¢;) in the smooth model (see [KSW21, Proposition 3.8]). Thus, to obtain
(7.2.5) and (7.2.6), we may apply the uniform hyperbolcity of (¢;) in the Euclidean
metric on B N K, established for d = 2 in [Mor91] and [CM06, §4.4]. For d > 2,
the same could be obtained by applying the results in [BCST03, §4|. For the sake of
completeness, we present in §8.6 a proof of the uniform hyperbolicity of (¢;) in the
Euclidean metric as well as a construction of E,(z) and E,(z) for z € BN K.,.
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7.2.4 Symbolic coding
We define the first (future and the past) return times to 9D by

to(z) =inf{t >0 : 7w(py(z)) € 0D}, z€ M.
Set A =71(0D) N K, and define

Bi(’z) = gpﬂ:ti(z)<z>, z € A.

By the non-eclipse condition (7.2.1) and [Mor91], the billiard map By : K — K is
Holder conjugated to a subshift of finite type. More precisely, let A = {1,...,r} and

Ya={(u,) € A% : up # upi1, n €L}

Let oL : X4 — X4 be the map (u,) — (u,+1). We endow ¥4 with the topology
coming from the distance

dy, (u,v) = ZQ""HUH — Up|-

neL

Then there is a homeomorphism ¥* : A — ¥ 4, which is Hélder continuous, such that
oy oy =" o By.
In fact, ¥ is simply given by
VM2), =34, B'(2)€0D;, z€N neZ

Of course the billiard flow (¢;) is conjugated to the suspension of oy associated to
the time return map ¢4 o @DA_l. This means that we have a Holder homeomorphism

A K = (AXRL)/ ~

where (z,t,(2)) ~ (By(2),0) for z € A. In the coordinates (z,t), X is simply repre-
sented by ;. In what follows, we will denote by 12 (z) the n-th component of the
sequence (). An immediate consequence of the existence of a conjugacy ¥* as
above is the following

Lemma 7.2.1. There is C > 0 and B > 1 such that the following holds. Assume
that z, 2" € A satisfy

U (z) = ¥n(Z),  Inl < N.
Then d(z,2') < CB~N.

7.2.5 Isolating blocks

In this subsection we show that we can work with the framework of [DG16] (see
also [KSW21, §5] for a more detailed exposition). We have

A={(Yeu(V\TD)

teR
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where V={ze€ M : T (2)# 0 and T (z) # 0} C M. Here we set
Ty(z)={teT(z) : £t>0}.

By [CET71, Theorem 1.5, A is the maximal invariant set in some isolating block. More
precisely, there exists a relatively compact neighborhood U C M of A such that 0U
is smooth and

U ={(x,v) € 0U : veT,0U}

is a smooth submanifold of QU of codimension 1, and with the property that for some
€ > 0 one has
z€ U = V|t|€]0,e], p(z) ¢ U.

By proceeding as in [GMT17, Lemma 2.3], we may find a vector field Y on M \ TD
such that X — Y is supported in an arbitrary small neighborhood of dyU, which
is arbitrarily small in the C*° topology and such that for any boundary defining
function p : U — Ry of QU 3, we have, for any z € 0U,

Yp(z) =0 = Y?p(z) <0.
Moreover, it holds 'Y (U) = I'Y (U) where we set

TEU)={2€U : p(2) €U, Ft

TYU)={z€U : d(z) €U, Ft
Here (¢;) denotes the non-complete flow generated by Y. Note also that it holds
dist(T'} (U), 9oU) > 0. For simplicity, we will denote I'y = I'¥(U).

By [DG16, Lemma 2.10], there are two vector subbundles Fy C Tp, U with the
following properties :

1. Ey|pn = Ey, E_|pn = Es and E.(z) depends continuously on z € I'y ;

2. For some constants C’, ' > 0 we have
|dvs(2)v]| < Ce™lv|, ve Ei(z), z€Tly, t>0;

3. If z€T'y and v € T,U satisty (a(z),v) =0 and v ¢ E,(z), then as t — Foo

dipy(2)v

Ay (2)v]] = 00, ———— — Ex|a.

g (z)v]]

7.2.6 The resolvent of the billiard flow

For Re(s) > 1, we define the (future and past) resolvents R (s) : Q2(U) — D'*(U)
by

tx,u(2)
Ri(s)w(z) = j:/ Prw(z)e dt, weQU), zel,
0

where we set

ti,U(z) = 1nf{t >0 : wit<z> € 8U}, zeU.

3. This means that p >0 on U, p =0 on OU and dp # 0 on OU.
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Here Q2(U) denotes the space of smooth differential forms which are compactly sup-
ported in U while D’*(U) denotes the space of currents in U (that is D'*(U) is the
dual space of Q27%(U) for k =0,...,3). Note that

(ﬁy + 8) Ri(s) = Ri(s) (ﬁy + S) = Ing(U)

Then by [DG16], the family s — R (s) extends to a family of operators meromorphic
in the parameter s € C, whose poles have residues of finite rank. Denote by Res(Y")
the set of those poles. Near any sy € Res(Y') we have for some finite rank projector
H:I:(SO> Q=D

J(s0)

X:i: 7 I
R (s) +Z ) i(SO)

S—SO

7j=1

where s — H(s) is holomorphic near so. Moreover we have supp(Ily(sg)) C 'y x 'z
and

WEF' (Hx(s)) CAT*U)U YL U(EL x EZ), WF'(Il(so)) C EL x B2, (7.2.7)
where A(T*U) = {(,,€), £ € T*U} C T*(U x U) and
T ={(P:(2,6), (2,6)), £t >0, ({, X(2)) =0, z € U th(2) € U}.
Here ®; denotes the symplectic lift of ¢; on T*U, that is
Oy(2,€) = (pul2), (depr) 7€), (2,€) €TV, @u(2) €U,
and the subbundles EX C 7§, U are defined by EL(RX(2) © E+) = 0. Here we set
WF'(Ry(s)) = {(2,¢,2,§) e T"(U x U), (2,¢,2', =€) € WF(R+(s))},

where WF (R4 (
kernel of) Ry(s

s)) C T*(U x U) is the Hérmander wavefront set of (the Schwartz
), see [Hor90, §8|.

7.2.7 The scattering operator
We define

0r ={2€0U : FYp(z) >0} and 0y = {2 € OU : Yp(z) =0}.
The scattering map Sy : 0 \ 'y — 04 \ I'x is defined by

S:(2) =iy y(2)(2), 2€0:\T%

(see Figure 7.2). The Scattering operator Sy (s) : Q8(0% \I's) — Q2(0+ \ I'1) is then
defined by

Si(s)w = (Siw) et 0w e Q8 (0:\T).
Note that for Re(s) > 1, Sy (s) extends as an operator C.(0¢, A*T*0%) — C.(0x, N*T*04),
where C,(0x, A*T*0) is the space of compactly supported continuous forms on 0.,
since for any w € Q°(U) and ¢t € R we have

lofwlloe < Ce“Mjwllo



7.3. ADDING AN OBSTACLE 209

In what follows we let ¢4 : 9+ — U be the inclusion and (¢4 ), : Q2(d1) — D'*TH(U)
be the pushforward operator, which is defined by

/(Li)*u/\v:/ uNio, ueQ(dy), veQU).
U O+

Proposition 7.2.2. We have
WF(R.(s)) N N* (01 x 0) = 0. (7.2.8)

In particular by [Hor90, Theorem 8.2.4], the operator (t)*txRi(s)(tx)s is well de-
fined. Moreover, for Re(s) > 1 large enough, we have

Si(s) = (=)™ (se) oy Ra(5) (15) - Q2(05) — D" (0a), (7.2.9)
where N : D'* — D' is the number operator™.

Proof. By definition Y (z) is transverse to 7,04 for z € 0. In particular, if (z,) €
T*04 satisfies (€,Y(z)) = 0 and (§,7,0+) = 0 then £ = 0. As 9, NI_ = () we obtain
(7.2.8) by (7.2.7).

Now let W, C 01 be open sets such that W, C 0.. As W, N, = 0, there is
€ > 0 such that ¢4 (z) > ¢ for every z € W,. In particular, the proof of Lemma 4.3.4
applies and leads to the fact that (7.2.9) holds when S.(s) is seen as an operator
Q20+ \T'5) = D*(0+ \T'y). By [BR75, Theorem 5.6], as A is not an attractor, we
have p(I'+) = 0 where p is the measure |a Ada|. Take UL C 0+ a small neighborhood
of I'y in 04 and 0 > 0 small enough. Since I': NJy = (), we may assume that the map

Ur x[0,0) = U, (y,t) = oz:(y)

realizes a smooth diffeomorphism onto its image. In particular, because ¢4, (I'y) C 'y
for t > 0, we have pp, (I't N 0x) = 0 where py, corresponds to the measure |0} da|.
Thus we may proceed by similar arguments given in the proof of Proposition 7.2.2 to
obtain that (7.2.9) holds when Sy (s) is seen as an operator 22(0+) — D'*(01). O

7.3 Adding an obstacle

In this section we add an other obstacle Dy and we will consider some weighted
transfer operator associated to the first return map to 7=1(0Dy); we will use the
description of its microlocal structure to define and compute its flat trace.

7.3.1 Notations

We add another convex obstacle Dy, and we will assume that the billiard table
(Do, D1, ..., D,) satisfies the non-eclipse condition. We define

M NN (), T B, BY

4. That is, N(w) = kw for w € QF(dL).
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in the same way we defined M, A, A, (¢;), T, t+, By (see §7.2) by replacing the billiard
table B = {Dy,..., D,} by the billiard table B’ = {Dq, D1, ..., D,}. Let

P : NED = 1oD"), zws Qoit’i(z)(z)v
where
NEY =Ly e M 2 t(2) < 0o}

Let Vo C 7 1(0Dy) be a relatively compact neighborhood of A’N7~1(0Dy) such that
VoNTODy = 0, and set

Vi={2z€dUnNN®EY . Pl(z) eV}

Note that U is a subset of M. However we may see U as a subset of M’ since U does
not intersect 7~(Dy). We also let W4 be a neighborhood of Ay N AU in OU such
that W Nsupp(Y — X) = ) and we set Yo = Wi NVi. We take ¢ € C°(Vy, [0,1])
(resp. ¥, € C*(W.), [0,1]) such that ¢+ = 1 near (B’.)"}(A’) (resp. ¥, =1 near
A+); we define

X+ = o™y € CF(Ya).

Note that P/ realizes a diffeomorphism Vi — PL(Vy) C 71 (0Dy) which we denote
by Q:I:‘ We define Qi(S) : Dé‘(y:t) — D:;(Zi), where 4y = Q:E(Y:t)7 by

Q. (s)w = e 5t () (Q;l)* w, we QN (Yy)

(see Figure 7.2). We finally set, with Z. = Q1 (Yy) C 7 1(dDy),

FIGURE 7.2 — The maps Q+ and Sy

Ti(s) = Qu(s)xxSx(s)x5Qx(5)"  Q2(Z5) — D"*(Zy). (7.3.1)

The operator 71(s) is the transfer operator associated to the first return map to
77 1(0Dy) weigthed by e*0+() where to.(z) = inf{t > 0 : 7(¢,(2)) € 0Dy} are
the first (future are past) return times to Dy of a point z € 71 (9Dy).
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7.3.2 Composing the scattering maps
Let Z=7,NZ_ and

0=(x+°Q7")(x- 0 Q") € C=(2).

We have the following result.

Proposition 7.3.1. For any n > 2, the composition (07+(s))" : Qo(Z) — D'*(Z) is
well defined.

Proof. By [Hor90, Theorem 8.2.4] and Proposition 7.2.2 we have
WEF'(S1(s)) C {d (e x t5) (2,2")" - (£,€) : (2,2,£,¢) € WF (Ri(s))}, (7.3.2)

where 1y X 1 : 4 x 0+ — U x U is the inclusion. To prove that (97%(s))? is well
defined, it suffices to show by [Hor90, Theorem 8.2.14] that A N By = () where

A={(z€) €T°Z : 3 € Z,(,0,2,€) € WF' (oTa(s))}

and

B ={(2,8)eTZ : 32 € Z (2,£7,0) € WF (oT(s))}.

Note that (dbi<2)—r) ker x(2) : ker X(z) — T704 is injective for any z € 04, since
X(z) is transverse to T,0+. Moreover Q1 : Y3 — Z. is a diffeomorphism and thus
dQi'(2)" : Tr 0+ — Trm1(0Dy) is injective for any z € Yi. Now by (7.3.1) we have

WEF'(0T2(s)) C d(Q= x Q=)' (WF'(S+(s)) Nsupp(x+ X x=))
Moreover by (7.2.8) and (7.3.2) we have
WEF'(8+(s)) C d(ee x 1) " (T2 U(EL x EL)),

since A(T*U) N7~ (0 x 02) = 0. By injectivity of dQ3'(2)" : 170+ — Tr7*(0Dy)
we obtain

AcCd(Q")'d(y)"E: and By Cd(Q:')'d(wy)  EL.

We claim that this implies A N B; = (. Indeed, let (2,§) € T*Z. which lies in
(d(Q;l)Td(LJF)TEi) N(d(Qz")"d(¢s)"EY) . Thus 2 lies in A" and there exists (24, &4 )
in E such that

(2,6) = d(Qz") "d(ex) " (2, 1),
There are neighborhoods Uy of zi in M’ and smooth functions sy : Urx — R such
that Q+(2}) = a2y (24) for 2, € Uy and ¢, (o, )(2L) € Z for 2}, € U.. Because
&4 € ker X (z1) we see that

QN Td(w) (2, 1) = A Tds (9ayon)) | Ex

where ¢ : Z < M’ is the inclusion. Because d¢" : ker X — T*Z is injective, we obtain

- =djur ¢s7<z7>—s+<z+>(u)} (2-) &4
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Now we have z. € A’ and since &4 € Ef we obtain £, € El¥(z;) and - € E¥(2_).
Thus € € E(z) N E¥(2) = {0}. Here we denoted by

T.M'=RE.(Z)®RE,(Z)®RX(), 2 €N,

the hyperbolic decomposition of T'M’ over A’. We conclude that A N B; = (), which
concludes the case n = 2.
By [H6r90, Theorem 8.2.14] we also have the bound

WF((07x(5))*) € (WF'(0Tx(s)) o WF'(07(s))) U (B1 x 0) U (0 x A),
where 0 C T* M’ denotes the zero section. Therefore, the set By, which is defined by
By = {(2,5) eT*Z : 3 e€Z (27,00 WF ((,97;(5)2))},

can be written

{(z,{) eT*Z : 3" eZ IneTiZ (2,7 —n) € WF(oTx(s))
and (2',n,2",0) € WF(oT+(s))} U By.

As d(Q7")Td(ty) TEL NA(QZ) Td(:-)TE* = 0 (as shown above), we obtain

By C{(2,6) (567 m) € d(Q5" x Q) Td(a x 1) T
for some 7 € d(Q") () (B} }.
This leads to
By < {a(Q) (1) @i(2,0) ¢ (2.0) € TV, (X(2),0) =0,

d(1+)"(2,¢) € A(Qr 0 QXN Td(1e) TEY, @u(2) €0.U, t > o}.

As before, this set cannot intersect d(Q;Fl)TEj*F since otherwise we would have 2" € A’
and ¢ € TXM' contracted in the past and in the future by dy,". Thus BoNA =0
and we obtain that (7= (s))? is well defined. By iterating this process we obtain that
(0T=(s))™ is well defined for every n > 2, which concludes the proof. O

7.3.3 The flat trace of 7. (s)

Let A : Q2(9) — D'*(Z) be an operator such that WF'(A) N A = @, where A is
the diagonal in 7*(Z x Z). Then the flat trace of A is defined as

tr? A = (1K, 1),

where ta 1 2 — (2, 2) is the diagonal inclusion and A € D" (Z x Z) is the Schwartz
kernel of A, i.e.

/A(u)/\vz KiANmiuAmyv, u,v € Q(Z),
zZ ZxZ
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where 7; : Z x Z — Z is the projection on the j-th factor (j = 1,2). In fact we have

i (7.3.3)

k=0

where t1’ is the transversal trace of Attiyah-Bott [AB67] and where we denoted by A
the operator C2° (Z, /\kT*Z) — D'(Z, /\kT*Z) induced by A on the space of k-forms
(see §B.3.1 for more details). The purpose of this subsection is to prove the following
result.

Proposition 7.3.2. For n > 1, the flat trace of (oT+(s))" is well defined and we
have

(/)

2 ((oTe(s)) =n Y (-1 V) srtr I <« (7.3.4)

r(y)=n <7) zER(%)

whenever Re(s) > 1, where the sum runs over all periodic trajectories vy rebounding
n times on 0Dy and m(y) is the total number of bounds of v on 0Dy, ...,0D,. Here
74(v) is the primitive length of v and

R(y) ={(v(7),%(7)) : 7€ R} N7~ (9Dy)
is the set of incidence vectors of v along Dy.

Corollary 7.3.3. As s — (07+(s))" extends meromorphically to the whole complex
plane, so does the right hand side of (7.3.4).

Proof. For z € Z we define the first (future and past) return times to 7=1(0D,) by

tyo(2) =inf{t >0 : ¢, (2) € 7 1(0Dy)}.

We set Ayog={z€ Z : t1(2) < oo}, and we define by By : Z — 7 1(0Dy) the
first (future and past) return maps to 71 (9Dy) by

B:bo(Z) = SO;,:E’O(Z)7 KAS A:I:,O-

For n > 1 we define the sets Ain 2) C Z by induction as follows. We set A o =ANsp
and

ALY = {z €Aig : Big(z) e Aﬁ)}, n>1.

In particular (By o)"(z) is well defined for z € A o- We finally set
b(2) = teo (Beo)'(2)), =€ ALy,

and tinz)(z) = 400 for z € Z '\ Ag%. We now fix n > 1. Let ¢ € C*(R, [0, 1]) such
that g=1on | — 00, 1] and ¢ = 0 on [2, +oo[. For L > 0 we define

gu(2) =g (3 - L), zez
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Then by definition of 7. (s), the operator gr, (07+(s))" : Q(Z) — D'*(Z) coincides
with the operator

_st™ (. n\*
w — gr(- (HQ : )e 00 ((Bxo)™) w.

It now follows from the Atiyah-Bott trace formula [AB67, Corollary 5.4] that®

(aK,a(s)gr) = > sgndet(l — d(Byo)(2))e “og;(2) (ﬂ 0’ (B§<z>>> '
Bq:ZOG(ZZ) z h=0

(7.3.5)
Now it is not hard to see that

1, if  m(y) is odd,

sgndet(l — d(Bxp)"(2)) =sgndet(l — P,) = { “1if m(4) is even

where « is the closed orbit generated by z. This yields sgndet(l — d(Bx)"(2)) =
(—1)™™, Next, it is a classical fact that for every k,n > 1, there is Cj > 0 such
that

ld* ((Bao)") ()] < Crexp (Cuth(=)) = € Al

Thus we may proceed exactly as in the proof of Proposition 4.3.8 to take the limit
n (7.3.5) when L — +o0 to obtain (7.3.4). O

7.4 A Tauberian argument

In this section we use a Tauberian theorem of Delange [Del54| to derive an asymp-
totic growth of a weighted sum of periodic trajectories rebounding a fixed number of
times on 0Dy.To that aim we wish to work with series having positive coefficients, and
we first explain how Proposition 7.3.2 can be adapted to remove the sign (—1)1+m("’).

7.4.1 Doubling manifold

Let us consider the space
M = (N'x {~1,1})/ ~, N =SR*\ (=" {(D°)ud’),

where G' = TOD' and D' = ngo D;, and where (z,v,a) ~ (y,w,b) if and only if,
for some j € {0,...,r}, it holds
r=ye€dD;, w=v-—2v,n;(x))n;(z) and a=—b.

Let m: M M — M’ be the natural projection, which is a 2-fold covering, and denote by
J : M’ — M’ the involution induced by (z,v,a) — (z,v,—a). Then there is a unique

continuous flow (©}) acting on M M’ such that # o o, = ¢, om. Clearly, the flow (&}) is

5. See the proof of [Chab, Proposition 3.6] for more details.
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hyperbolic on A/ = 7~ 1(A’). Moreover, each periodic orbit 7 : [0,7(y)] — A’ of the
flow (¢}) with an even number of bounds on 0D’ gives rise to two periodic orbits of
(,) which are generated by the two points lying in #7!(v(0)); every periodic orbit
of ($}) is obtained in this way.

Next, we define Ry (s),S.(s), Qus(s), i, T=(s) and  in the same way we defined
Ri(s),S:(s), Qi(s), x, To(s) and o, by using the flow (3}) instead of (¢}). Clearly,
Propositions 7.2.2 and 7.3.1 extend for those operators, if we replace Z by 7 = 7 1(2)

and 0. by 7#~1(0.). Moreover, thanks to the description of the periodic orbits of (3})
given above, we may redo the proof of Proposition 7.3.2 to obtain the formula

(/)

o~ Tﬁ
S (0= Tes)) = —n 30 T [T o (741)

oz T CR(y)

which is valid for Re(s) > 1, as it follows from the fact that there is a 2 : 1 corres-
pondance between fixed points of J o ¢, and fixed points of ¢} with an odd number
of bounds on 9D'.

7.4.2 Zeta functions

Let Pg be the set of primitive periodic orbits of (¢;), for the billiard table B. We
define the Ruelle zeta function (g associated to the billiard flow B by

(B(s) = H (1- e’ST(”*))_1 , seC,

Y€PB

where the product converges whenever Re(s) is large enough. By [Mor07, Theorem
1.3|, there is hg > 0 and cg > 0 such that (g admits a meromorphic extension to
the half plane {Re(s) > —cg}; moreover, (g is analytic and nonvanishing on the line
{Re(s) = hg} except for a simple pole at s = hg (as it follows from [Mor91, Remark
3.1] and [PP83, Proposition 9]); hence (i /(g is analytic on {Re(s) = hg}, except
for a simple pole with re:31due —1 at s = hg.

In what follows, we set U = #~1(U)

QF = {w e QX)) - tgw = 0},
where X is the gencrator of ($,) on U. Then it follows from the results of [DG16]

(see also [BSW21, §4]) that we may write, for Re(s) large enough, any ¢ > 0 small
and y € C>(U, [0, 1]) satisfying x =1 on AS,

2 =
Go(o)/6a(5) = 5 S0t (- S SE R ) (142

=0

6. Again, we use that the periodic orbits of (#}) in A = 7~ !(A) are in 2 : 1 correspondance with
the periodic orbits of (p;) bouncing an even number of times on 9D, while the fixed points of J@;
are in 2 : 1 correspondance with fixed points of ¢; bouncing an odd number of times on 0D.
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moreover, the residue of (5(s)/(s(s) at s = s is given by

- %Z(—l)ktrb ((1 —JY) xﬁi(thQg) : (7.4.3)

k=0

where 14 (so) is the residue of Ri(s) at s = sy (see §7.2.6). Next, we know that

s — ﬁi(s)bg is holomorphic on {Re(s) > 0}, simply because the integral defining

Ei(s)| o converges absolutely in this region. This implies that
M. (s)loz =0, Re(s) > 0,

since the map u + u A da realizes an isomorphism ran 4 (so)|og — ran i (so)|oz,
where we set & = 7" a.
Finally, let

n(s) = Y THe) = (p(s)/Cals),

’7673B

where Pg is the set of periodic trajectories of (¢;). Also, let Neyen(s) (resp. Moaa(s))
be the series defined similarly by summing over periodic 4’s with an even (resp. odd)
number of bounces m(7). Let Pg°" (resp. Pgld) be the set of primitive v € Pg such
that m(7) is even (resp. odd). Using the symbolic coding and similar arguments to
the ones used in the proof of Lemma 7.5.1 below, it is not hard to construct injective

maps F : ngen/ odd P%dd/ " such that for some C' > 0 it holds

even/odd
(7) = C < 7(Fa(y)) S T(1) +C, 7€ PR/
These estimates imply that both 7jeven(s) and 7,qq(s) have a simple pole at s = hg

since 7(s) does and 7(S) = Neven(S) + Noaa(s). Moreover, the residues of 7eyen(s) and
Noad($) at s = hp are given respectively by

1 = . 1 PN .
§trb(xl_[i(h]3)x) and  — §trb(XJ [ (hg)X)- (7.4.4)

The first one coincides with 3 rank I, (hg) (see for example [DG16, §4]). Moreover,
SINCe TNoven(S) < 1(s), this number is equal to 1/2 or 1; however it cannot be equal
to 1, because otherwise 7,44($) would not have a pole at s = hg, since the residue of
n(s) at s = hg is equal to 1. Therefore
rank I, (hg) = 1, (7.4.5)
and hence both residues in (7.4.4) are equal to 1/2. Thus it follows that
J 1Ly (hg) = —IL.(hp), (7.4.6)

since J* preserves ran ﬁi(hB) and J? =1d.
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Remark 7.4.1. By a classical Tauberian argument (similar to the one we will present
below) we may deduce from the values of the residues in (7.4.4) that

leMBT

even/odd | <TV~ =
jj{fy € 7DB . 7—(’}/) ~ } 2 hBT’

T — o0.

More generally, let ¢ € N-;. Then if we replace the space M’ defined in §7.4.1 by
M) = (N"XZ/qZ)] ~ where (x,v,a) ~ (y,w,b) if and only if, for some j € {0,...,r},
it holds
r=y€dD;, w=v—-2v,nix)n;(x) and a=>b+1 mod g,
we may adapt the arguments above to get
LeMBT
tH{vePs : 7() ST, m(y) =k modg}~-—rp, T o0,
q hgT

for each £ =0,...,q — 1. This is the content of [Giol0, Theorem 2|.

7.4.3 A Tauberian argument

Taking the notations of §7.4.1, we set
As = Qu(hp)XailegTle(hp) (i), X+ Qs (hn)

~

where iy : 9y = #71(0;) < U is the inclusion. Then we have, as operators Q(Z) —

A

D“(Z),

1—J =~ o (1= J)(A)"
2 (Q i(s)) - 2(5 o hB)n
Now note that

1 - J* N 1 o PN £\ TF N N ~ T ~

5 A:t = égi(hB)XiLibX(l —J )H:t(hB)<L:|3>*X:|3Q:|3(hB> = Ai

where we used (7.4.6). As A, is of rank one by (7.4.5), we have
trb ((Ai)nk)é) = trb(Ai’Q(l))n

Thus, letting ¢y = t1” (Ai|9(1)), we have

+ O((S — hB)inJrl), s — hp.

1 b *\ [ AT ny __ (Ci)n —n+1
S0 (1= (0T (9)") = G HOUs = he) T, s ke, (T4)
Now we define
Ny(t,n) = Z L(v), t=0,
yeP
r(y)=n
T(y)<t

where we set, for a closed trajectory v : [0, 7(y)] — M’,

L(v)= [[ /(v where R(y)=n"(Do) n{(v(r),%(r)) : 7€ [0,7(7)]}
)

zER(y

Note that if 7(v) = n one has #R(y) = n7(y)/7*(7).
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Proposition 7.4.2. Assume that c.. > 0. Then

(Cit)n hpt

Ng(ta n) n| hBt

t — 400.

Proof. Here we follow the argument of §4.5.1. Define

Got) = Y T() D LM t=0.

yEP k>1
r()=n  kr(y)<t

For Re(s) large enough we set G, ,(s) = / Gn.o(t)e”**dt. Then a simple computation
0
starting from (7.4.1) shows that

O, tr (((1 - J*)@ﬁ(s))”)

2ns

1 T Tt —ST
Gro(s) = = Z ()1, (7) N/T M) g=s7(7) —

r(n)=n

Y

where the sum runs over all periodic orbits (not necessarily primitive) v such that
r(v) = n. By (7.4.7) we have

(cx)”
Rt (s — 1)+t

Gho(hps) = +0((s—1)™"), s—1.

Then applying a Tauberian theorem from Delange [Del54, Théoréme III] we obtain

1 (Ci) n
Egmg(t/hB) h”+2 —t t — +o0,

(cst)"
n'hB

which reads g, (t) ~ exp (hgt) as t — +o00. Now note that

no(t) < D T/ T() [ Lo(7) < EN, (1)

yEP
r(y)=n
T(y)<t

N,y(t
which gives lim inf o)
t=+00 g o(t) /1

Cnols) = H (1- 19(7)6757(7))71, Re(s) > 1.

> 1. On the other hand, let

yEP
r(y)=n
Then we have
ang(s) > H (1 47 ( ST ’Y) > H —st) > e_StNg(t).
YEP YEP (748)
r(y)=n r(y)=n

T(7)<t

As 05108 (. o(8) = —5Gn,(s), it follows that ¢, , extends holomorphically on {Re(s) >
he} (as Gy, does). Let o > 1, and € > 0 such that (hg +¢)/0 < hg. Then by (7.4.8
applied with s = hg + ¢ we have
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Ny(t/0) < Cuplhin + ) exp (

This implies that Ny(t/o)/N,(t) — 0 as t = +o00. Now we write

U -2

o

t t
Go® > 3 TN Z Y L) = = () — Ny(t/a).
yEP YEP
r(v)=n r(y)=n
(7)<t t/o<r(y)<t

This leads to

N,(t N,(t/o)\ "
limsupg—() < olimsup (1 A /0)> =
t—+o00 gn,g(t)/t t—+o0 Ng(t)

As o > 1 is arbitrary, the proof of the lemma is complete, since we have

(Cit)n ehBt
no(t) )t ~
g 79( )/ n' hBt

as t goes to infinity. m

7.5 A priori bounds

In this section we derive some a priori bounds on N(n,t) (the number of primitive
periodic orbits bouncing n times on 9Dy and of length not greater than ¢) by using
the fact that the billiard flow is conjugated to a subshift of finite type. This will allow
us to convert the asymptotics obtained in §7.4 into an asymptotics on N (n,t).

7.5.1 Coding

Let X'y be the set of finite sequences u = wy ---uy with u; € {0,1,...,7} and
uj # w41 (with j € Z/NZ), and such that u is distinct from its cyclic permutations.
We also define ¥y as above by replacing {0,1,...,7} by {1,...,r}. By §7.2.3 we
have a one-to-one correspondance

P (G E’N) / ~ (7.5.1)

where u ~ v if and only if u is a cyclic permutation of v. For any v € Pg/ we will
denote by wl(7y) its word length, that is, the length of (any) word which is associated
to v via the above correspondance.

For any sequence u € X', we will denote by 7, : R — A’ the closed billiard
trajectory (parameterized by arc length) starting from the point z, € A’ which is
associated to the sequence

cuuw - €Y.

Its period is then defined by

(V) = i tl. (B/k(zu))a

where t, is defined in §7.2.3. We have the following result.
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Lemma 7.5.1. There is C' > 0 such that the following holds. Let v : [0,T] — A’ be
a billiard trajectory (parameterized by arc length) such that v(0),v(T) € 7= *(0Dy)
and denote by 0 =ty < --- <ty =T the times for which v hits 0D and assume that
N >2 Letu=uy- -uy_y € {0,...,r}V=1 be the finite sequence such that it holds
w(y(ty)) € OD,, for k=1,...,N — 1, and assume that u; # uy_y so that , is well
defined. Then

(V) —C <T < 7(y) +C.

Proof. By Lemma 7.2.1, it holds, for some C' > 0 and § > 1 which are independent

of v,
dist(B™(z,), v(tp)) < CR~ NN =1 N —1.

Now note that . : {z € 771(dD) : ¢ (z) < 400} — Ry is locally Lipschitz
continuous. As A’ is compact, it follows that for some C’ > 0 we have

|t (B"(2)) =t ((tx))] < €'~ N/2+lk=N/2

and thus

N-1

C/
7(W) = T| < 2L + C" Y BNPHNRL Lo, T
k=1

where L,, = sup{dist(z;,z;) : x; € D;, x; € D;, i # j}. This concludes the
proof. O

7.5.2 The bounds

Let Pg be the set of oriented primitive periodic orbits of the flow associated to
the billiard B, and set Pg(t) = {y € Ps : 7(y) < t}. Then by [Mor91] we have

hgt

HyePg : (7)<t} NZ o, L oo (7.5.2)
B

In what follows, we will denote by Pg/(n,t) the set of primitive periodic trajectories

of the billiard B’ of period less than ¢ which make exactly n rebounds on 9Dy, and

N(n,t) = tPp/(n,t). Finally we denote by Pg(t) (resp. Pp/(n,t)) the set of (not

necessarily primitive) periodic orbits for the billiard B (resp. for the billiard B’)

of perlod less or equal than ¢ (resp and making n rebounds on 0Dy); we denote
N(t) = #Pg(t) and N(n,t) = #Pg/(n,t). It is a classical fact that we have

N(t) ~ N(t), t— +oo, (7.5.3)

as it can be seen from the equalities

=D 1= > 1= > 1+ > lt/r(9)]

T(y)<t YEP kr(y)<t yeP yEP
t/2<T(vy)<t T(v)<t/2

and the fact that > ,ep [t/7(7)] < N(t) as t — 400 by (7.5.2).
T(7)<t/2



7.5. A PRIORI BOUNDS 221

Proposition 7.5.2. For each n > 1, there is C,, > 0 such that if t is large enough
we have

C " Lexp(hpt) < N(n,t) < Cp,t" ' exp(hgt). (7.5.4)

Proof. We start with the case n = 1. Consider the map F': Xy — Xy, defined by
F(uy---uy) = Ouy - -uyn (note that for any word u € Xy, F(u) is still a primitive
word as it contains exactly one zero in its letters). By Lemma 7.5.1, we have

(V) —C < 7(Vrw)) < 7(w) +C, ueXy.

The map F' is obviously injective. Recalling the correspondance (7.5.1) (for both
billiards B and B’), we thus have

Z > ! > W),

= o ue)iztv o ~EPB(t—C)
T(Vu

where the last equality comes from the fact that each v € Pg corresponds to exactly
wl(7) words in ¥ 4. Note that for some C' > 0 it holds

C7'r(7) <wl(y) < C7(7), 7€ Pe. (7.5.5)

In particular we obtain

N(1L1) > 5t (Pa(t)\ Po(t/2).

By (7.5.2), we obtain that the first inequality of (7 5.4) holds for n = 1. For the second
one, consider the set ¥y of finite words u; ---ux with u; 7§ u;+ for j € Z/NZ

(note that Xy C 5 N is the set of primitive words within ZN) Consider the map
G: Sy — ¥y defined by

G(uy - -uy) = 0uy -+ - unug, u1~--uN€§]N.

Every primitive periodic orbit bouncing exactly one time on 0D, can be encoded by
a finite word of the form F(u) or G(u) for some u € ¥y where N > 2 (note that F'
extends to a map F': ¥y — X/y,). In particular, by Lemma 7.5.1, we have for some

>0
P(1,1) C U{F <{u €SN () <t+ c})

06 (fuesy Tm)@w})}.

With (7.5.5) in mind, this leads to

22 Z <2 Z wl(v) < 2(t + C)N(t + C) < C exp(hgt),

- uGZN ’YE'PB
T("yu)<t+c 7(v)<t+C
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where the last inequality holds for ¢ large enough and comes from (7.5.3). The case
n = 1 is proven.

We now proceed by induction and assume that (7.5.4) holds for every n =
1,...,m, for some m > 1. Similarly to (7.5.3), the estimate (7.5.4) also holds if we
replace N(n,t) by N(n,t). Every element of Pg/(m + 1,) can be represented by the
concatenation of a word (starting from 0) representing an clement of Pg/(m, t;) and
a word (starting from 0) representing an element of 7513/(1, ts), where t; +to < t+2C
(for some constant C'). More precisely, for N,k > 1, set

A(k;):{u1~~uNE§§\, : N2>22, up =0, uy #0, jj{j:uj:()}:k}.

Then every element 7 of Pg:/(m+ 1,t) can be represented by a word uv (i.e. v = Yyuy)
where u € A(m) and v € A(1). Moreover, by Lemma 7.5.1, we must have

7(y) = 2C < 7(y) + 7(7) < 7(7) +2C (7.5.6)

for some C' which does not depend of . Note also that for each periodic trajectory
making k rebounds on 0D, there are at most k words in A(k) representing it (since
the words have to start by the letter 0). Summarizing the above facts, we have for ¢
large enough (in what follows C' is a constant depending only on m that may change
at each line)

Nm+1t)< > oo

u€A(m) vEA(L)
T(Yu) St+HC 7(70) <=7 (7u)+C

< Y Fut-rtw+0)
u€A(m)
T(Yu)<t+C

< ). Cexplhp(t—7(w) +C))
u€A(m)
7(Yu)<t+C

t+C
<Y mN(m, k)C exp(hg(t — k + C))
k=1
t+C
<O k" 'exp(hpk)exp(hp(t — k + C))
k=1
< Ct™ exp(hgt),

where we used N(m,t) < Ct™ L exp(hg) as it follows from the induction hypothesis.
For the lower bound, we proceed as follows. The map A(m)x A(1) — A(m+1) defined

by (u,v) — ww is injective ; moreover, every element of Pg/(m + 1,t) is represented
by exactly m + 1 elements of A(m + 1). By (7.5.6), we have

- 1
Nm+1,1) > —— > > oo

u€A(m) veA(1)
T(Yu) $t—=C T(70)<t—7(7u)—C
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Let T > 0 large enough (it will be chosen later). By similar computations as above,
we have

(t—C)/T

Nim+1,t) > C Z ( 1)T)—N(m,kT))

x exp(hg(t— (k+1)T - C)).

(7.5.7)

If k is large enough, we have by the induction hypothesis

N(m, (k+1)T)—=N(m, kT)
> Cr_nl[(k + 1)T]m—1ehB(k+1)T i Cm[kT]m_lethT

m—1
sy (1 2) )

If T is large enough the last term of the above equation is bounded from below by
C(kT)m1ehekT for some C' > 0 independent of k. Injecting this in (7.5.7), we obtain
(t-C)/T
Nm+1,t)>C Z (kT)™ ' exp(hgkT) exp(hg(t — (k + 1)T — C))

> Ct" exp(hBt).

Thus we proved that (7.5.4) holds for N(m 4 1,t). We now show that this also holds

for N(m+1,1t), as follows. Because of Lemma 7.5.1 and the fact that any nonprimitive

word in A(m + 1) can be written as the concatenation of (m + 1)/d identical words

(where d < m + 1 is a divisor of m + 1) we have, for ¢ large enough,
Nm+1,t)=Nm+1,6)< > N(

2 M)
o () (o)

where the sums run over the divisors of m + 1 which are stricty less than m + 1. In
particular, we have N(m + 1,t) — N(m + 1,t) < t(*D/2exp(hgt/2) for ¢ large, and
thus N(m + 1,t) also satisfies (7.5.4). This concludes the proof. O

7.6 Proof of the main result

In this section we prove the estimate annouced in the introduction. In fact, we
will prove that N,(n,t) ~ N(n,t) as t — +oo, which will imply the sought result.

7.6.1 First considerations

If v:R/7(y)Z — A’ is a periodic orbit rebounding exactly n times on 0D,
we denote I;(7y),...,I,(y) C R/7(y)Z the cyclically ordered sequence of intervals
satisfying v(I5) ¢ 0Dy for each j, where I3 denotes the interior of I; (this sequence
is unique modulo cyclic permutations). We start by the following easy result.
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Lemma 7.6.1. There isty > 0 such that the following holds. For every v € Py such
that

we have I,(y) = 1.

Proof. Let v as above (for some large to > 0 which will be chosen later) and z € R(7)
(see §B.3.1). Let 24 = B/ (z). Then zy4 € AT where m = m(ty) — +oo as tg — +0c.
Here we set

A ={zeM : #T.(2) = m}.

In particular, by the proof of Lemma 7.5.1 we have dist(z4,'y) < CB~™. Thus if
to > 0 is big enough, we have yi(zx) = 1 since y+ = 1 on I'1. As a consequence
0(z) = 1, also by definition of p. Thus, we get

= I ez

2€R(7)
which concludes the proof. O
For any tg > 0 we will denote N(n, to, t) = ¢ Py, (n,to,t) where
Pri(n,to, 1) = {y € Pe: : r(7) = n, {(I;(7)) < to for some 1 < j < n}.

Lemma 7.6.2. Let ty > 0 and n > 2. Then for some C > 0 we have for t large
enough

N(n,t,t) < Ct" % exp(hgt).

Proof. By Lemma 7.5.1, there is C' > 0 such that the following holds. Every trajectory
v € Pg:(n,to,t) can be represented by a word in E’ obtained by the concatenation
of two words u € A(n — 1) and v € A(1) satisfying

T(v) <t +C, 7(7) <to+C.
Now for ¢ large enough one has
Hu€ A(n—1) © 7(3) <t+C} < (n— 1)t + )2 explhnt)
by Proposition 7.5.2. As {v € A(1) : 7(y) < to + C} is finite, the lemma is

proven. ]

7.6.2 Proof of Theorem 7.1.1

First, we note that the constants ci given in §7.4.3 is positive. Indeed, if we
assume that ci = 0, then s — 1 t12 ((1 - J*)@ﬁ(s)) would be regular at s = hg by
the proof of Proposition 7.4.2. In particular, we would have

N,(1,t) < exp(hgt), t— 0.

However, by Lemma 7.6.1, we have [,(y) = 1 whenever 7() is large enough and
r(y) = 1, which gives N,(1,t) ~ N(1,t) as t = oco. Now N(1,t) > Cexp(hgt) for
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large t by Proposition 7.5.2, which contradicts the fact that N,(1,t) < exp(hgt).
Thus ¢y > 0. By Lemmas 7.6.1 and 7.6.2 we have

N(?’L, t) - NQ(na t) < N(nv t? tO) < Ctn_z eXp(hBt)'

Thus, by Propositions 7.4.2 and 7.5.2, we obtain N,(n,t) ~ N(n,t) as t — oo, which

reads
(cat)™ el

n! hBt’

This concludes the proof of Theorem 7.1.1.

N(n,t) ~ t — oo.






Chapitre 8

Obstacles et séries dynamiques

Comme le précédent, ce chapitre concerne un systéme de billard constitué d’obs-
tacles convexes dans ’espace euclidien. Nous obtenons un prolongement méromorphe
pour certaines séries dynamiques liées aux résonances quantiques associées au pro-
bleme de Dirichlet. En utilisant des résultats d’Ikawa et de Fried, nous montrons en
outre qu’il y a une bande avec une infinité de ces résonances. Ce chapitre contient
Varticle Dynamical zeta functions for billiards |CP22| écrit en collaboration avec
Vesselin Petkov.
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Let Dy,...,D, C R% d > 2, be compact strictly convex disjoint obstacles with
smooth boundary and let D = U;:1 D;. Throughout this chapter we will assume, as
in the preceding one, the following non-eclipse condition

Dy, N convex hull (D; U D;) = 0, (8.1.1)
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for any 1 < 4,7,k < r such that i # k and j # k. Under this condition all period
rays for the billiard flow in R\ D° are ordinary reflecting ones without tangent
segments to the boundary of D. Notice that if (8.1.1) is not satisfied, for generic
perturbations of D all periodic reflecting rays in RY\ D have no segments tangent
to 0D (see Theorem 6.3.1 in [PS17]). We consider the (non grazing) billiard flow
(pe)ter (see §7.2.1 for a precise definition). For any periodic v, denote by P, its
associated linearized Poincaré map and by 7(7) its period. Let P be the set of all
periodic rays. The counting function of the lengths of periodic rays satisfies the bound

HyeP:1(y) <7} <e”, 7>0,

for some a > 0. Moreover, for some constants C, by, by > 0 we have (see for instance
[Pet99])
O™ L det(I — P)| < ™0 4 e P.

By using these estimates, for Re(s) > 1 we define two Dirichlet series
ST('Y) Tﬁ (r}/)e_ST(V)

- —_1\m()
Z|det ey )= 0

YEP

where for any periodic «y, we denoted by 7#() its primitive period, and by m(v) the
number of reflexions of v on the obstacles.

The series nx(s), np(s) are related to the resonances of the self-adjoint operators
—Ap,b=N,D,onH = L*(R%\ D), with Neumann and Dirichlet boundary conditions
on 0D, respectively, and domains Dy, C H. To explain this relation, consider the
resolvents

Ro(p) = (A — %),
which are analytic in {g € C : Impu < 0}. Then Ry(1) : Heomp — Do has a
meromorphic continuation to p € C if d is odd, and in the logarithmic covering of
C\{0} if d is even (see [LP89] for d odd and [DZ19] for d > 2). The poles u;, Im p; > 0,
of these continuations are called resonances. Introduce the distribution v € D'(R)
given by the trace

u(t) = 2trp2 (g (Cos(t —Ay) @0 — cos(t —A0)>,

where A is the free Laplacian in R? and cos(tv/—Ay) & 0 acts as 0 on L*(D). Then
for d odd, [Mel82] (see also [BGR&2| for a slightly weaker result) proved that in

D'(R\ {0}) we have |
B Z m(pg)e’h,

where m(y;) is the multiplicity of y;. Here in the notations we omitted the dependence
on the boundary conditions. The series above converge in the sense of distributions
since we have the bound #{u; : |u;] < r} < Cr? for all r > 0 (see [DZ19]). The
reader may see also |[Zwo97| and [DZ19] for a proof treating the singularity of u(t) at
t = 0. For d even, the situation is more complicated since the resonances are defined
in a logarithmic covering of C \ {0}. Let A = C\ ¢’2%" and for p > 0 let

Ap={peA: [Impy| < p|Repl}
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be a conic neighborhood of R. Choose a function ¢ in C°(R; 0, 1]) equal to 1 in
a neighborhood of 0 and denote by o,(\) the scattering phase related to —A,, (see
[Zwo98] for the notation). Following the work of Zworski [Zwo98|, there exists a
function v, € C°(R\ {0}) such that in the sense of distributions D'(R\ {0}) one

has
ult) = 3= mlp)e™ I+ m(0)

mi€0p
o do
2 A)—(\ A)dA
#2 [ OGO s + 1),

where m(0) is a constant. The reader may consult [Sj697] for a local trace formula
involving the resonances. Concerning the singularities of the distribution w, it follows
from [BGR82| that we have

(8.1.2)

sing suppu C {7(7) € R : v € P}.

Under the condition (8.1.1), every periodic trajectory 7 is an ordinary reflecting ray
and the leading singularity of u(t) related to t = 7() was described by Guillemin
and Melrose [GMT79]. More precisely, the singularity related to v has the form

(=)™ 78 (y)| det(I — P,)[7V28(t — 7(7)) + Lige(R)

(see for instance, Corollary 4.3.4 in [PS17]), where for the Neumann problem the
factor (—1)™") must be omitted. Taking the sum of the Laplace transforms of the
leading singularities of all v € P, we obtain the dynamical zeta functions nx(s), 7p(s).

The analytic singularities of nx(s) and np(s) are important for the analysis of the
distribution of the resonances (see [[ka88b, Tka90a, Tka90b, Tka92, Sto09, Pet08] and
the papers cited there). By using the Ruelle transfer operator and symbolic dynamics
(see [Ika90a, Pet99, Sto09, Mor9l]), a meromorphic continuation of nx(s), np(s) has
been proved in a domain s)—«a < Re s with a suitable a > 0, where s is the abscissa
of absolute convergence of the Dirichlet series 7x(s), 7p(s). Recently, a meromorphic
continuation on C of the series

Z |det 1 — Re(s) > 1, (8.1.3)

has been proved by Kiister—Schiitte-Weich [KSW21] (see also [BSW21] for results
concerning weighted zeta functions). On the other hand, a meromorphic continuation
in the whole complex plan of the semi-classical zeta function for contact Anosov flows
was established by Faure-Tsujii [F'T'17]. Their zeta function is similar to the function
(x defined in (8.1.4) below. The meromorphic continuation of the Ruelle zeta function
for general Anosov flows was established by Giulietti-Liverani—Pollicott [GLP13] (see
also the work of Dyatlov—Zworski [DZ16| for another microlocal proof). In this paper
the series nn(s), np(s) are simply called dynamical zeta functions following previous
works [Pet99, Pet08] and we refer to the book of Baladi [Ball8| for more references
concerning zeta functions for hyperbolic dynamical systems.

One of the main results of this chapter is the following
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Theorem 8.1.1. The functions nn and np admit a meromorphic continuation to the
whole complex plane with simple poles and integer residues.

One may consider also the zeta functions (,(s) associated to the boundary condi-
tions b = D, N, defined for Re s large enough by

e—sT(V)
Co(s) = exp (_ Z(_l)m(v)s(b)u(w| dot(1 P’y)|1/2> , (8.1.4)

yEP

where £(D) =1, e(N) = 0 and 7() = u(y)7*(7). Notice that we have

g{ogig =m(s), b=D,N, Res> 1. (8.1.5)
b

In particular, since by the above theorem 7 (s) has simple poles with integer residues,
it follows by a classical argument of complex analysis that we have the following

Corollary 8.1.2. For b = D, N, the function s — (,(s) extends meromorphically to
the whole complex plane.

In fact, we will prove a slightly more general result. For ¢ € N.,, consider the
Dirichlet series ) )
THy)e T
m(s)= T—pe Re(s) > 1,
m(y)€qN 7
where the sum runs over all periodic rays v with m(vy) € ¢gN. We will show that 7,
admits a meromorphic continuation to the whole complex plane, with simple poles
and residues valued in Z/q (see Theorem 8.4.1). In particular, considering the function
¢,(s) defined by

e=57(7)
G mew\ = D G- )

vEP, m(v)€qN

Res > 1,

one gets q(;/C, = qng- Thus the function s — (,(s)? extends meromorphically to
the whole complex plane since its logarithmic derivative is ¢, and by Theorem 4
the function ¢n, has simple poles with integer residues. One reason for which it is
interesting to study those functions is the relation

(s) = =4 log A = 2m(s) = ), (5.16)

which allows to express np(s) for Res > 1 as the difference of two Dirichlet series
with positive coefficients. In particular, to show that np(s) has a meromorphic exten-
sion to C, it is sufficient to prove that both series nn(s) and 21,(s) have this property.

The distribution of the resonances p; depends on the geometry of the obstacles
and for trapping obstacles and d odd it was conjectured that there exists § > 0 such
that

Nos=8{p; €C : 0<Impy; <6} =oc. (8.1.7)



8.1. INTRODUCTION 231

For d even we must count
Nos=8{p; €C : 0<Imp; <6, 0<argz <} (8.1.8)

since a meromorphic extension of Rp(u) is possible on the Riemann logarithmic
surface A = {—o00 < arg z < +oo}. This conjecture for d odd was introduced by
Ikawa [Ika90a] and it is known as the modified Lax-Phillips conjecture (MLPC). In
this direction, for d odd, Tkawa [[ka88b, Tka90a| proved that for strictly convex disjoint
obstacles satisfying (8.1.1) the existence of at least one singularity of nx(s) or np(s)
implies the existence of § > 0 for which (8.1.7) holds for the Neumann or Dirichlet
boundary problem. The proof in [[ka90a| can be modified to cover also the case d
even, applying the trace formula of Zworski (8.1.2). The existence of a singularity of
the dynamical zeta function trivially holds for the Neumann problem since nx(s) is
a Dirichlet series with positive coefficients, and by a classical result, nx(s) must have
a singularity at sy € R, where Re s = s is the line of absolute convergence of nx(s).
Moreover, for d odd (see [Pet02]) there are constants cg, g9 > 0 such that for every
0 < e < gg it holds

c
ﬁ{uj eC: 0<Imy; < EO’ il < r} > Cor'e,

The situation for the Dirichlet problem is more complicated since np(s) is analytic
for Res > sg, sg being the abscissa of absolute convergence [Pet99]. Moreover, for
d = 2 [Sto01] and for d > 3 under some conditions [Stol2] Stoyanov proved that
there exists € > 0 such that np(s) is analytic for Res > sy — . The reason of this
cancellation of singularities is related to the change of signs in the Dirichlet series
defining 7p(s), as it is emphasized by the relation (8.1.6). Despite many works in the
physical literature concerning the n-disk problem (see for example [CVW97, Wir99,
LZ02, PWB*12, BWP"13] and the references cited there), a rigorous proof of the
(MLPC) was established only for sufficiently small balls [Ika90b] and for obstacles
with sufficiently small diameters [Sto09]. In this direction we prove the following

Theorem 8.1.3. Assume that the boundary 0D is real analytic. Then the function
np(s) has at least one pole and the (MLPC) holds.

We briefly the ideas of the proofs of Theorems 8.1.1 and 8.1.3. First, in §8.2 we
make some geometric preparations. The non-grazing billiard flow ¢, is defined in
M = B/ ~, where

B = SR'\ (v (D) UD,).

7 : SR?Y — R? is the natural projection, D, is the grazing part (see §7.2.1) and
(x,v) ~ (y,w) if and only if (z,v) = (y,w) or x = y € ID and w is equal to the
reflected direction of v at x € D (see §7.2.1). By using this factorization, the flow ¢,
becomes continuous in M. However, to apply the Dyatlov—Guillarmou theory [DG16]
in order to study the spectral properties of ¢, — which are intimately related to the
dynamical zeta functions — we need to work with a smooth flow. For this reason we
use a special smooth structure near the set 0D with smooth charts introduced in the
recent work of Kiister—Schiitte-Weich [KSW21]. In this smooth model one obtains
a smooth flow ¢, which is uniformly hyperbolic when restricted to the trapped set
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K of ¢4, which is compact. The periodic points are dense in K and for any z € K
the tangent space T, M has the decomposition T,M = RX (z) & E,(z) & Es(z) with
unstable and stable spaces E,(z), Fs(z), where X is the generator of ¢;. A mero-
morphic continuation of the resolvent (X + s)~! has been established in [DG16] in a
general setting, and as in [DZ16] and [DG16], estimates on the wavefront set of the
resolvent (X + s)~! allow to define its flat trace which is linked to the series (8.1.3).
This implies a meromorphic continuation of this series in C (see [KSW21]).

To prove a meromorphic continuation of the zeta function ny(s) which is defi-
ned with factors |det(l — P,)|7/2 instead of |det(1 — P,)|~!, a natural approach
would consist in studying the Lie derivative Lx acting on sections of the unstable
bundle E,(z) (see for example [F'T17, pp. 6-8|). However, E,(z) in general is not
smooth with respect to z, but only Hélder continuous. Thus we are led to change
the geometrical setting as in the work of Faure—Tsujii [F'T17| (notice that the Grass-
mann bundle introduced below also appears in [BR75| and [GL08|). One introduces
the Grasmannian bundle 7 : G — V over a neighborhood V' of K'; for every
z € V the fiber 7' () is formed by all (d — 1)-dimensional planes of T, N. We define
K, ={E.(2): z € K} C G and we introduce the natural lifted smooth flow @, on G.
Then by |[BR75, Lemma A.3|, the set K, is hyperbolic for the flow 3;. We introduce
the tautological bundle £ — G by setting

£ ={(w,v) enL(TV) : vew]}

where [w] denotes the subspace of T, )V that w € G represents, and 75 (T'V) is the
pull-back of the tangent bundle TV — V by mng. Next, we define the vector bundle
F — G by

F={(w,W) eTG : dng(w) - W =0}

which is a subbundle of the bundle T'G' — G. Finally, we set
Ei=NERNF, 0<k<d-1, 0<(<d®>—d,
and define a suitable flow @f £ Eky — Ery as well as a transfer operator (see §8.2)
SR (@, Epy) — C=(G, Exy).

For a periodic orbit v of ¢, this geometrical setting allows to express the term
|det(I — P,)|7/% as a finite sum involving the traces of @ﬁ’é) along the periodic
orbit 7 = {(y(t), Eu(y(t)) : t € [0,7(y)]} of the flow (&) (see Lemma 8.3.1). In
this context we may apply the Dyatlov—Guillarmou theory for the generators of the
transfer operators ®”* and by using the Guillemin flat trace formula [Gui77| (see
also [DZ16, Appendix B] or [BSW21]), we obtain the meromorphic continuation of
nn(s). Finally, the meromorphic continuation of 7,(s) is obtained in a similar way,

by considering in addition a certain g-reflezion bundle R, — G on which the flow ¢,
can be lifted (see §8.4.1).

The strategy to prove Theorem 8.1.3 goes as follows. First, the representation
(8.1.6) tells us that, if p(s) can be extended to an entire function, then the function
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(2(5)?/¢x(s) has neither zeros nor poles on the whole complex plane. For obstacles
with real analytic boundary we may use real analytic charts near 0D to define a real
analytic structure on M which makes ¢, a real analytic flow. In this context we may
apply a result of Fried [Fri95] to the billiard flow lifted to the Grassmannian bundle,
and we show that the meromorphic functions {, and (y have finite order. This crucial
point implies that (»(s)?/{x(s) has also finite order. Finally, by using Hadamard’s
factorisation theorem, one concludes that we may write (5(s)?/(n(s) = €29 for
some polynomial Q(s). This leads to np(s) = —Q’(s) and we obtain a contradiction.
Notice that this argument works if the functions (3(s) and (x(s) have finite order.
The recent work of Bonthonneau—Jézéquel [BJ20| about Anosov flows suggests that
this should be satisfied for obstacles with Gevrey regular boundary 0D. In particular,
the (MLPC) should be true for such obstacles. However in this paper we are not going
to study this generalization.

This chapter is organized as follows. In §2 one introduces the geometric setting
of the billiard flow ¢; and its smooth model. We define the Grasmannian exten-
sion G and the bundles &£, F, &, = A*é* @ A'F over G. Next, we discuss the
setting, where we apply the Dyatlov-Guillarmou theory [DG16] for the first order
operator Qs = Vy + Ay, leading to a meromorphic continuation of the cut-off
resolvent Ry o(s) = X(Qre + s)7'x. In §3 we treat the flat trace of the resolvent
RF(s) = e75(Quet9IR, 4(s), € > 0 and we obtain a meromoprhic continuation of
nn(s). In §4 we study the dynamical zeta functions n,(s) for particular rays v having
number of reflections m(v) € gN, g > 2. Applying the result for 75(s), we deduce the
meromorphic continuation of 7p(s). Finally, in §5 we treat the modified Lax-Philips
conjecture for obstacles with real analytic boundary. In Appendix we present a proof
for d > 2 of the uniform hyperbolicity of the flow ¢, in the Euclidean metric in R?.

8.2 Geometrical setting

In this section, we consider Dy,..., D, C R? some pairwise disjoint, smooth,
strictly convex obstacles, satisfying the Tkawa non-eclipse condition (8.1.1). In parti-
cular we are in the same setting as that of the beginning of Chapter 7 and we will
take the notations of §§7.2.1, 7.2.2 and 7.2.3.

8.2.1 The Grassmann extension

We consider a neighborhood V' of K in M, with smooth boundary. We embed V'
into a compact manifold without boundary N (for example by taking the doubling
manifold of the closure of V'), and we arbitrarily extend X to obtain a smooth vector
field on N, which we still denote by X. The associated flow is still denoted by (¢;)
(note however that this new flow () is now complete).

We consider the (d — 1)-Grassmann bundle

mq:G— N

over N, that is, for every z € N, the set m;'(2) consists of all (d — 1)-dimensional
planes of T, N. Moreover, ;' (2) can be identified with the Grasmannian Gy_; (R?¢~1)
which is isomorphic to O(2d — 1)/(O(d — 1) x O(d)), O(k) being the space of k x k
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orthogonal matrices with elements in R. The dimension of O(k) is k(k —1)/2, hence
the dimension of 7;'(2) is d(d — 1). Note that G is a smooth compact manifold. We
may lift the flow ¢, to a flow ¢; : G — G which is simply defined by

Zi(E) = dgi(2)(E) C TpyyN, z€ N, ECT.N, teR. (8.2.1)

Introduce the set B
K, ={(z,E.(2)) : z€ K} CG.

Clearly, K, is invariant under the action of &, since dgy(2)(Eu(2)) = Eu(pi(2)). As
K is a hyperbolic set, it follows from [BR75, Lemma A.3| that the set K, is hyperbolic
for ¢; and we have a decomposition

T,G = RX(w) @ E,(w) & Ey(w), w € K,.

Here X is the generator of the flow (&) and the spaces E,(w) and E,(w) are defined
as follows. For small € > 0, let

Wi(z,e) = {2 € M : dist (py(2), pi(2")) < e for every t > 0}

and
Wu(z,e) = {2 € M : dist (p_(2), p_4(z")) < e for every t > 0}

be the local stable and unstable manifolds at z, where dist is any smooth distance
on M. For b = s, u, we define

Wy(z) = TWy(z,e) = {(, Eo(2)) : 2 € Wy(z,e)} CG.

We finally set, for w = (z, E,(2)) € Ky,
Bu(w) = To(Wu(2)),
and also we define E, (w) as the tangent space at w of the manifold
Witor(2) = {E € ng (Wi(z,¢)) : dist(E,(2), E) < e},
where dist is any smooth distance on T'N.

Lemma 8.2.1. For any w = (z, E) € G we have natural isomorphisms
By (w) ~ By(2), FEs(w)~ Ey(z) ® ker drg(w).

Under these identifications, we have

d‘;’b/t Ey(w) = d90t|Eu(z)7 d@t|Eg(w) = d@t Es(z) D d@tlker drg(w)-

Proof. Note that if w = (2, F) € G, by (8.2.1) one has
drg(w) o dgy(w) = d(mg 0 @) (w) = d(py 0 ) (w) = dpy(2) o drg(w). (8.2.2)

This equality shows that dg; preserves ker dmg. Looking at the definitions of Wu(z)
and W,(z,¢), we see that

dme(w)|5, . ¢ Bu(z) = Eu(2)
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realizes an isomorphism. Then by (8.2.2), it is clear that dme(w)|y, i, () realizes a
conjugation between dg;(w)|g, () and dgi(2)|s, (). Similarly, dme|y, i, (., realizes an

isomorphism TMWS(w) ~ E,(z), which conjugates d¢|g, () and de|p, (). Thus the
lemma will be proven if we show that we have the direct sum

Ey(2) = TuW, o0 (2) = TuW,(2) @ ker dmg (w).

To see this, take a local trivialization W&wt(z) — Wy(z,e) x Gg_1(R?**71) sending w

on (z, Ey) for some Ey € Gy_1(R?*¥71) and such that W,(2) is sent to W(z, ) x {Ep}.
In these coordinates one has the identifications

T Wi(z) ~ Ey(z) ® {0} and kerdmg(w) ~ {0} @ Tr,Gq_1 (RZ1).
As Twws,mt(z) is identified with E(z) ® Tg,Gq_1(R?*?1), the proof is complete. [
We conclude this paragraph by noting that for any w = (z, E) € I?u we have

dim E, (w) + dim E,(w) = dim E,(z) + dim E,(z) 4 dim ker drg(w)
=dim M — 1 + dim 7' ()
=dimG — 1,

since dim G = dim M + dim 7' (2).

8.2.2 Vector bundles
We define the tautological vector bundle & — G by

E={(w,u) e (TN) : weG, ue wl},

where [w] = E denotes the (d — 1) dimensional subspace of T}, .)/V represented by
w = (2, F) and 7}5(TN) is the pullback bundle of T'N. Also, we define the vector
bundle F — G by

F={(w,W)eTG : drglw) W =0}.

It is a subbundle of the bundle TG — G. The dimensions of the fibres &, and F,, of
& and F over w are given by

dimé, =d—1, dimF, = dimkerdrg(w) =dimn;'(2) =d* —d
for any w € G with mg(w) = 2. Finally, we set
Eo=NEQNF, 0<k<d-1, 0<(<d*—d,

where £* is the dual bundle of £, that is, we repalce the fibre &, by its dual space &,.
We consider £* and not & since the map dyy(7¢(2)) : & — E5,(w) is expanding for
w € K, and t — +o0o, whereas dy;(rg(w))™" : £ — &%, () 18 contracting. Indeed, for
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w = (2,B,(2)) € K, and u € E,(2)* (here E,(2)* is the dual vector space of E,(z)
and it does not coincide with E(z)) one has

(dee(2)™ " u,v) = (u, dp_e(@r(2))v), v € dpe(2) Bu(2) = Eulipr(2))-

)
Consequently, dgy(mq(w))™ T is contracting on £ when w € K, since de_y(¢y(2)) is
contracting on E,(p;(2)). This fact will be convenient later for the proof of Lemma
8.3.1 below.

In what follows we use the notation w = (z,7) € G and u ® v € E;¢l,. By using
the flow ¢;, we introduce a flow @f’e : Ere — Exy by setting

- _T\ Ak -
O (w,uv) = (Fiw), blw)- | ([@delra@) )™ @) @ da@)M©)]), (623)
where ~T denotes the inverse transpose and

be(w) = | det dgy (w6 (w)) ]| - | det (AG (@) kerang) |7

Here the determinants are taken with respect to any choice of smooth metrics gy
and g on N and G, as follows. If w = (2, E) € G and t € R, then the number
| det dyy(2) || is defined as the absolute value of the ratio

(de(2)|e)™" - o

HGe(w)
where g, = €10 A+ r Aego1w € AW (resp. pg,w)) € ATTH@i(w)]) is a volume
element given by any basis €1, ..., €4-1, of [w] (resp. [¢:(w)]) which is orthonormal

with respect to the scalar product induced by gyl (resp. gnliz,(w))- The number
| det (d@y(w) |kerdre ) | is defined similarly. Taking local trivializations of £* and F, we
see that the action of @f’g is smooth. Thus we have a diagram

I,
Eve —— Eku

L
G 2 G
lm lm
N 25 N
Now we consider the transfer operator
P O, Ey) — CF(G, Exy)

defined by
PP u(w) = P [u(@(w))], ue C®(G, &) (8.2.4)
Let Pyy: C®(G, Ee) = C°(G, E ) be the generator of q)’i’f’*, that is,

d
Pk’gu = E

<<I>]i’f’*u>, u e C%(G, &)
t=0
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Then we have the equality
Pio(fu) = (Xflu+ f(Preu), f€C®G), uecC®G,Ey). (8.2.5)

Next, we want to study the spectral properties of the operator Py, applying the
work of Dyatlov—Guillarmou [DG16]. For this purpose, one needs to find a neighbo-
rhood of I?u which has convexity properties with respect to X. However, it is not
clear that a such neighborhood exists, and one needs to modify slightly X outside a
neighborhood of K, to obtain the desired properties. This is down in §8.2.3 below.

8.2.3 Isolating blocks

By [CET71, Theorem 1.5, there exists an arbitrarily small neighborhood \N/u of lN(u
in G such that the following holds.

(i) The boundary dV,, of V,, is smooth ;
(ii) The set 9V, ={z € OV, : X(z) € T,0V,} is a smooth submanifold of codi-
mension 1 of 9V, ;

(iii) There is ¢ > 0 such that for any z € 9V, one has
X(2) €T.0V, = Gi(z)¢closV,, [t|e€]oe],

where clos A denotes the closure of a set A.

In what follows we denote
Io(X)={zeV,:3(2) €V, Ft>0}

A function p € C“(g}os Vu, R-q) will b~e called a boundary defining ftlnction for 17u
if we have {z € clos V, : p(z) = 0} = 9V, and dp(z) # 0 for any z € JV,,.

By [GMT21, Lemma 2.3] (see also [KSW21, Lemma 5.2]), we have the following
result.

Lemma 8.2.2. For any small neighborhood WO of 52()\7“ in clos ‘7”, we may find a
vector field Y on clos V,, which is arbitrarily close to X in the C*-topology, such that
the following holds.
(1) supp(Y — X) C Wo ;
(2) To(X) = DL (Y) where F}(?) is defined as T+ (X) by replacing the flow (&)
by the flow generated by Y .

(3) For any defining function p of V, and any w € V., we have
Yiw)=0 = Y?j(w)<0. (8.2.6)

From now on, we will fix V, W, and Y as above. By [DG16, Lemma 2.1] we may
find a smooth extension of ¥ on G (still denoted by Y') so that for every w € G and
t > 0, we have

w,p(w) eclosV, = & (w) e closV, for every 7 € [0, 1]. (8.2.7)
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Let (¢4)icr be the flow generated by Y and set I'y = I'.(Y) for simplicity. The
extended unstable/stable bundles £ C T*V,, over I'y are defined by

Ef(w)={Qe TV, : Uy(Q) =10 0},
where W, is the symplectic lift of @Zt, that is
T,(Q) = (d@t(wyT : Q) . (@) TG, teR,

where ~ denotes the inverse transpose. Then by [DG16, Lemma 2.10], the bundles
E%(w) depend continuously on w € I'y, and for any smooth norm |- | on 7*G, and
moreover for some constants C, 8 > 0 we have

W (Q) < Ce ™9, t20, Q€ EL(w).

8.2.4 Dyatlov—Guillarmou theory

Let V#* be any smooth connexion on &4 Then by (8.2.5) we have
ey
for some Ay, € C*(G, End(&r)). We define a new operator Qy ¢ by setting

Qie = VE + Apy : CF(G, Erp) = C(G, Exy).

Note that Qj ¢ coincides with Py, , near I?u since Y coincides with X near I?u Clearly,
we have

Que(fu) = (Y)u+ f(Quen), f€C®G), ue %G, Ey). (8.2.8)

Consider the transfer operator e #Qut : (G, &) — C*(G, Exy), which is charac-
terized by

ate—tQk,zu — —Qk7ge_tQk’zll, uc COO(G,(S‘]@g), t € R.

Fix any norm on &y ; this fixes a scalar product on L*(G, & ¢). Then for some C' > 0
we have
17" Q00| Loy ) r2(Grers) < CeTll tER.

For Re(s) > 1, the resolvent (Qy, + s)~! on L*(G, Exy) is given by
(Qre+s) ' = / e MRt At . [2(G, Ey) = LG, Er). (8.2.9)
0

Let ¥ € C=(V,) be such that Y = 1 on K,,. Define the operator
Rye(s) = X(Que +35)7'X,  Re(s) > 1,

from CSO(XN/U, Eru) to D/(‘N/u, Ekr), where D’(XN/U, Erv) denotes the space of distributions
valued in & ,. Thanks to (8.2.6), (8.2.7) and (8.2.8), we are in position to apply
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[DG16, Theorem 1| in order to obtain a meromorphic extension of Ry ,(s) to the
whole plane C. Moreover, according to [DG16, Theorem 2|, for every so € C in a
small neighborhood of sy one has the representation

J(s0) i—1 i—177k,L
— 1) Qup + s0)? TR
Ri(s) = Rupe(s) + D =Y <(8'“f 30)10) . (8.2.10)
j=1

where Ry o(s) : OgO(?u,gkyg) — D’(XN/U,Sk,g) is a holomorphic family of operators
near s = sg. Let us denote by Kgr,,, ,s) and Kre the Schwartz kernels of the opera-
k. 5

tors Ry pe(s) and II5¢, respectively. By [DG16, Lemma 4.5, we have

WF'(Kgry,,,(5) C A(T*V,)UT, U(EL x B). (8.2.11)

Here A(T*V,) is the diagonal in T%(V,, x V,,),

To = (W, 9).0.0) ¢ (0.9) € TV 120, (V(w),0) =0},
while the bundles E‘l and U, are defined in §8.2.3. Finally, we have

supp(Kyee) C T x T and  WF/(Kppre(s)) € B x E*. (8.2.12)
50 50

8.3 The dynamical zeta function for the Neumann
problem

In this section we prove that the function 7y admits a meromorphic continuation
to the whole complex plane, by relating nx(s) to the flat trace of the cut-off resolvent

RW(S).

8.3.1 The flat trace

First, we recall the definition of the flat trace for operators acting on vector
bundles. Consider a manifold V', a vector bundle £ over V and a continuous operator
T:CX(V,E) — D(V,€). Fix a smooth density p on V'; this defines a pairing (-, -)
on CX(V,€) x C2(V,E*). Let

KreD(VxV,EREY
be the Schwartz kernel of T with respect to this pairing, which is defined by
(Kp,mju®@mv) = (Tu,v), ueC*(V,E), velCVE,

where the pairing on D'(V x V,EKE*) x C°(V x V,EXE*) is taken with respect to
< w. Here, the bundle E X E* = 77 @ m5E* — V is given by the tensor product of
the pullbacks 7{€&, and 73&*, where m,m : V' x V' — V denote the projections over
the first and the second factor, respectively.
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Denote by A = {(z,z) : z € V} CV xV the diagonal in V' x V and consider
the inclusion map ta : V xV =V x V| (z,2) — (x,z). Assume that

W/ (Kr) N ATV \ {0}) = 0, (8.3.1)

where A(T*V \ {0}) is the diagonal in (7%(V') \ {0})?. Then by [H6r90, Theorem
8.2.4], the pull-back

iAKt € D'(V, End(£))
is well defined, where we used the identification ¢} (€ X E*) ~ € ® £ ~ End(&). If
Kt is compactly supported we define the flat trace of T by

tr’ T = <trEnd(5)(L*AKT>7 1),

where again the pairing is taken with respect to u. It is not hard to see that the flat
trace does not depend on the choice of the density pu.

8.3.2 The flat trace of cut-off resolvent

We introduce a cut-off function ¥ € C*°(V,) such that Y = 1 on K,,. For o €
C(R*\ {0}) define

T’;’Ku = (/ Q(t)i(e_tQWu))N(dt) ., ue C™(G, Ey),
0

We may apply the Guillemin trace formula [Gui77, §2 of Lecture 2| (we refer to

[BSW21, Lemma 3.1| for a detailed presentation based on the argument of [DZ16,
Appendix B|), which implies that the flat trace of T’;’Z is well defined, and

7)7H(7) tr(al’

trb(Tk’Z) _ Z o(7,) 7 () tr( 5 )

7’ (8.3.2)
= |det(Id—P,)|

where the sum runs over all periodic orbits 4 of (¢;). Here,

By = 481y (@9) B, ()0 B o)
is the linearized Poincaré map of the closed orbit

t= () = (v(1), Eu(7(1)))

of the flow (¢;) and w5 € Im(7%) is any reference point taken in the image of 4. Note
that if we take another point wi € Im(%), then the map dp_,(,)(w%) is conjugated
to dp_-(,)(wy) by d@y, (wy), where t; € R is chosen so that @y, (w%) = wy. Hence
the determinant det(Id —P,) does not depend on the reference point ws and is well
defined. The number tr(ag’z) is the trace of the linear map

Ozk’e ) : 8k,£‘w@ — Sk’g‘wﬁ,

w;,’r
where for ¢ € R and w € GG, we denote by

ke
Aot Erelo = Erelziw)



8.3. ZETA FUNCTION FOR THE NEUMANN PROBLEM 241

the restriction of the map <I> : Epe — Epy to the fiber & 4|, ; again, if we take
another reference point w~ the map « ,E () is conjugated to af}’fT(v), hence the trace
Zl

only depends on 7, and this justifies the notation tr(ag’f).

Next, we follow the strategy of [BSW21, §4.1] which is based on that used in
[DZ16, §4] for Anosov flows on closed manifolds to compute the flat trace of the (shif-
ted) resolvent. We may apply formula (8.3.2) with the functions o, r(t) = e o7 (t),
where gor € C°(R™") satisfies supp o7 C [¢/2,T + 1] for 0 < € < dy = min,ep 7(7)
small and o7 =1 on [, T]. Then taking the limit 7" — oo, we obtain, with (8.2.9) in
mind, e

—s7(7) 4
R (s) = S ()IO5) R > 1. (8.3.3)
| det(Id —P,)|

where for Re(s) large enough and € > 0 small, we set

R’;:f(s) - Sze*E(SJFQk,Z)(Qk’e + 3)7155,

where ¢ is chosen so that e Q¢ supp(Y) C Vi, so that R¥(s) is well defined. The
equality (8.3.3) is exactly Equation (4.21) in [BSW21], and we refer to the aforecited
work for a detailed proof of this identity. Note that the flat trace tr” R¥(s) is well
defined thanks to the information of the wavefront set WF'( K R () given in (8.2.11),
together with the multiplication properties satisfied by wavefront sets, see [Hor90,
Theorem 8.2.14].

Next, one states the following result, similar to that in [FT17, Section 2|. This
crucial lemma explains the reason to introduce the bundles &;,. For the sake of
completeness, we present a detailed proof.

Lemma 8.3.1. For any periodic orbit 7 related to a periodic orbit v, we have
d—1 d2— d

—1)* e @ (ws) = | det(1 — P72,

M

|det] Pv|k:0£0

Proof. Let (t) be a periodic orbit and let 4(t) = (y(t), Eu(7(t)), ws € 7. Set
Pyu=dp_r)(2)Euz:  Prs = dp—r()(2)]E.()s
PW,J_ - d&—r(ﬂ/) (w’y)|kerd7rc(w)7 P;i ng () (W'y>7 |kerd7rg( )

The linearized Poincaré map ﬁw of the closed orbit 7 satisfies

det(I — P,) = det (I - d@%h)‘i(w)@&(@)
=det (I — Py)det (I — P, )

(8.3.4)

since E,(w) ~ E,(z) @ ker drg(w) and E,(w) ~ E,(z) by Lemma 8.2.1. Recall the
well known formula

k
det(I — A) Z 1)7 tr A7 A

Jj=0
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which is valid for any endomorphism A of a k-dimensional vector space. By (8.2.3),
we get

SO-1F r abE (ws)

= br( (@) (Z(—l)ktr A’“Pw> (Z(—l)ftr Aépﬁ) (8.3.5)

k=0 =0

= [ det(Py)| "2 det(Py 1 )| det(] — Py,) det(I — Py 1).
Here we have used the equality
br(oy (w5) = | det dpry) (16 (w5)) s |72 - | det (ABr () (5) erare ) |~
= | det(P%u)l_l/2| det(Py, 1)

because P, ,, and P, | are defined with dy_; and dg_,, respectively. Therefore (8.3.4)
yields

tr@’”( 5) det(I — Pyy)det(I — Py 1) det(Py,)| /2

7(7)
) (- —
et = By~ Tdet(T = Py)[det(T = Py ) ety ]

(8.3.6)

Since P, is a linear symplectic map, we have
det(I — P, }) = det(I — P,,), det(P,) = det(P,)),
and one deduces
|det(I — P,)| = |det(I — P,,)|| det(I — P, ;)|
= | det(Pys)||det(I — Py,)|[det(l — Py )]
— [ det(P, )| | det(I — P,.,)?

For ¢t > 0 the map d@, = (d@_,)~! is contracting on ker drg C E,(ws) (resp. dp_; is
contracting on E,(z)) and these contractions yield det(I — P 1) > 0 (resp. det(I —
P, ) > 0). Thus the terms involving P, | in (8.3.6) cancel and since

|det(I — P,)|7Y/? = | det(P,.)|"* det(I — P,,)~*
the right hand side of (8.3.6) is equal to | det(I — P,)|~%/2. O

8.3.3 Meromorphic continuation of 7y

From Lemma 8.3.1 and (8.3.3), we deduce that for Re(s) > 1, we have

i (s) = (=1 0 RE(s),
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Since for every k, ¢ the family s — R5*(s) extends to a meromorphic family on the
whole complex plane, so does s — nn(s). Indeed, it follows from the proof of [DG16,
Lemma 4.2] that s — KRE,Z(S) is continuous as a map

C\ Res(REY) = DL(G x G, &y R EL,).

Here Kgu.e(, is the Schwartz kernel of RM(s) and

(s

'=AUT, UL} x E*,
where A; = {(¥.(2),9Q) : (2,02) € A} and
Toe={(0:(Q), Q) : 1 >e, (X) =0}

while Dr(G x G, &, K E; ) is the space of distributions valued in &, X &, whose
wavefront set is contained in I'. This space is endowed with its usual topology (see
[H6190, §8.2]). In particular, s + tr” R¥4(s) is continuous on C\ Res(R*¢) by [Hor90),
Theorem 8.2.4]. Finally, Cauchy’s formula implies that this map is meromorphic
on C and this completes the proof that the Dirichlet series s — nx(s) admits a
meromorphic continuation in C. Finally, by proceeding exactly as in [DG16, §5], one
is able to show that ny has integer residues.

8.4 The dynamical zeta function for particular rays

In this section we adapt the above construction to prove the following result.

Theorem 8.4.1. Let g € Noy. The function n,(s) defined by

Tﬂ(ry)e_ST(’Y)
1g(s) = Z =B Re(s) > 1,

m(y)€qN

where the sum runs over all periodic rays vy with m(vy) € ¢N, admits a meromorphic
continuation to the whole complex plane with simple poles and residues valued in Z/q.

Note that for large Re(s) we have the formula

o (s) = 2n2(s) — n(s). (8.4.1)

In particular, Theorem 8.4.1 implies that np(s) also extends meromorphically to the
whole complex plane, since ny(s) does by the preceding section. In particular, we
obtain Theorem 8.1.1 since 275(s) has simple poles with residues in Z.

1. This follows from the fact that the estimates on the wavefront set of R¥¢(s) given in [DG16]
are locally uniform with respect to s € C.
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8.4.1 The ¢-reflection bundle
For ¢ > 2 we define the g-reflection bundle R, — M by

Ry = ([SR?\ (r7(D°)UD,)] x RY)/ =, (8.4.2)

where the equivalence classes of the relation &~ are defined as follows. For (x,v) €
SR\ (771(D°) UDy) and € € R, we set [(z,v,&)] = {(x,v,€)} if 2 € R\ D and

[(2,0,8)] = {(z,v,8), (z,v", Alq) - )}  if (z,v) € Din, (2,0") € Dout,
where A(q) is the ¢ X ¢ matrix with entries in {0, 1} given by
0 1

1 0
This indeed defines an equivalence relation since (x,v’) € Dqyy whenever (z,v) € Dy,.

Note that .
Alg)?=1d, trA(g) =0, j=1,....¢q—1 (8.4.3)

Let us describe the smooth structure of R,, using the charts of M and the notations
of §7.2.2. For z, € Dj,, we denote by U, the image of ¢,,. Then the bundle R, — M
can be defined by defining its transition maps, as follows. Let U = (B \ 7~ }(9D))
be the chart domain of ¢. In the coordinates (7.2.3), we have U,, NU = U, U U_
where

Uy =10,¢[ x B*7%(0,6) and U_ =]—¢,0[ x B*7%(0,9).

Then we define the transition map a,, : U,, N U — GL(R?) of the bundle R, with
respect to the pair of charts (¢,,,1) to be the locally constant map defined by

) Id ifzeU_,
a,, (2) =

For z,,z, € Di,, the transition map of R, for the pair of charts (.,,1.,) is declared
to be constant and equal to Id on U,, NU.;. In this way we obtain a smooth bundle
R, over M, which is clearly homeomorphic to the quotient space (8.4.2). Since the
transition maps of R, are locally constant, there is a natural flat connexion d? on R,
which is given in the charts by the trivial connexion on RY.

Consider a small smooth neighborhood V' of K. As in §7.2.3, we embed V into a
smooth compact manifold without boundary /N, and we fix an extension of R, to N
(this is always possible if we choose N to be the doubling manifold of V). Consider
any connexion V¢ on the extension of R, which coincides with d? near K, and denote
by

Pui(2) 1 Re(2) = Rylpi(2))

)
the parallel transport of V¢ along the curve {¢,(z) : 0 <7 < t}. We have a smooth
action of ¢; on R, which is given by

903(2,5) = (Qot(z)v Pq,t<z) ’ 5)’ (275) S RQ‘
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From (8.4.3), and the fact that V7 coincides with d? near K, we easily deduce that
for any periodic orbit v = (¢-(2))refo,7(+), We have

g if m(y)=0 mod g,

" ¢Z(7)(z) N {0 if m(y)#0 mod gq. (8.44)

8.4.2 Transfer operators acting on ¢
Now consider the bundle
E;CJ’Z = 8]@@ & WERq,

where 77, R, is the pullback of R, by mg and & ¢ is defined in §8.2.2, so that 75 R, —
G is a vector bundle over G. We may lift the flow ¢? to a flow ®F“¢ on &L, which is

defined locally near K, by
O (w,u ® v @ E)
= (Fw), biw) - [([@alre@) )™ () @ (@) (@) © Prulz) -€])
for any w = (2, ) € G, u®v®§ € & (w) and t € R. Here b;(w) is defined in 8.2.2.

As in §8.2.4, we consider a smooth connexion V¥4 = V&¢ @ 7£V? on £} ,. Define
the transfer operator

hPIT L (G, EL) — C (G EL)

by
PP u(w) = oM u(@y(w)], u € C=(G, &)

Then the operator
k,l,q*
(257),
t=0

which is defined near IN(U, can be written locally as V%’Z’q + Ay for some Ay, €
C*(U,, End 5,3!) which is defined in some small neighborhood U, of K,. Next, we
choose some By ¢, € C*(G, End & ;) which coincides Ay ¢, near K,. We consider V,
and Y as in §8.2.3, and set

Qhry = v‘;“ + By 1 CF(G,EL,) — C=(G,EL).

d
Pk:,ﬁ,q = &

8.4.3 Meromorphic continuation of 7,(s)
For Y € C*(V,) such that ¥ = 1 near K,, we define
REO(s) = R Qe Qury + )%

and by the argument of the preceding section one obtains a meromorphic continuation
of RF%4(s). Now notice that, with the notations of §8.3.2, for any periodic orbit v of
(1) we have

ket .
tr @7 (ws) = tr (CIDT(W) (w5)> tr (QDZ(«,)(ZV)) ,
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where z, is any point of 7. However, by (8.4.4) one gets tr ¢l ) (z,) = Lan(m(7)).
In particular, proceeding exactly as in the the preceding section, we obtain that for
Re(s) large enough,

SRR () =g Y 549

_ 172"
kot m(v)eqN | det(1 — P,

Thus, repeating the argument of §8.3, we establish a meromorphic continuation of
the function s — 7,(s). Finally, by using (8.4.5), we may proceed exactly as in §8.3.3
to show that ¢n, has integer residues. This completes the proof of Theorem 8.4.1.

8.5 The modified Lax—Phillips conjecture for real
analytic obstacles

In this section, we assume that each one of the obstacles Dy, ..., D, have a real
analytic boundary. Then the smooth structure on M defined in §7.2.2 induces an ana-
lytic structure on M. Indeed, with the notations of §7.2.2, the local parameterizations
F., of Dy, can be chosen to be real analytic, as D;, is a real analytic submanifold of
SR?. This makes the transition maps (7.2.4) real analytic, and thus we obtain a real
analytic structure on M. In the charts 1., and 1, the billiard flow is a translation
and it defines a real analytic flow. Of course, the Grassmannian bundle G — M also
becomes real analytic. Consequently, the lifted flow ¢; on G, which is defined by
(8.2.1), is real analytic as well.

Consider the bundles 5,‘& — G defined in §8.4.2 for ¢ € Ny, 1 < k < d—1 and
1 <0< d*—d. If g =1 the bundles 5,175 — G are isomorphic to & ¢, & being the

bundles defined in §8.3. As before we naturally extend the flow ¢; to a flow @f b4
(which is non complete) on &/ ,. We set

&= P &, ad £ =P &,

k+¢ even k+¢ odd

Define the flows CIDZ , and @, . acting respectively on the bundles S; and &, by

t,q>
of, = @ o and o= o
k+{ even k+¢ odd
Then @fq is a virtual lift of ¢; to the virtual bundles E;t, in the sense of [Fri95, p.

176]. Also, following [Fri95, p. 176], given a periodic ray -, one defines XV(E;E) =
X~+(EF) — x4(&;). More precisely, given a point w = (2, E) € G, z € 7, and a bundle
§ — G over G, one considers the transformation ®,,y : & — &, where &, is the
fibre over w and ®, is the lift of the flow @; to £&. Then we set x,(§) = tr ®,(,). For a
period ray v related to a primitive periodic ray 7% one defines u(y) € N determined

by the equality 7(v) = u(y)7(7%).
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After this preparation one introduces the zeta function

— 1 X+ (&5) —sr(v)
Cq(S)_exp<_QE,u(’y)‘det(1—ﬁ7)|e ) Re(s) > 1.

This function corresponds exactly to the flat-trace function T°(s) introduced by Fried
[Fri95, p. 177]. On the other hand, one has

7£7
W (E5) = S (—1) i 0 wy).
k0

According to the analysis of §8.3 for the function (x(s), one deduces that

d T(Pyﬁ)e_ST(ﬁf)
—1 = g = 1.
ds og Cl (S> - | det(] _ P'y)|1/2 nN(S)a Res >

Similarly, the argument of §8.4 implies

(ﬁ)/ﬁ)e_ST(’Y)

d T
—1 2=29 E =2 R L.
ds 08 C2() — [ det(I — P12 m2(s), ¢s >

m(y)e2N

Consequently, the representation (8.4.1) yields

d C2(8)2

m(s) = - 1og< a0 ) Res > 1. (8.5.1)
For obstacles with real analytic boundary the flow ¢, is real analytic and the bundles
6';[ are real analytic, too. Thus we are in position to apply the principal result of
Fried [Fri95, Theorem p. 180] (see also pp. 177-178) saying that the zeta functions
s+ (x(s), kK = 1,2, are meromorphic in C with finite order p((x). Thus (3/(; is a
meromorphic function with order max{p(¢y), p(¢3)}.

Proof of Theorem 8.1.3. Denote by {u;} C C the set of resonances for the wave
equation in the domain R¢\ D, with Dirichlet boundary conditions. Our purpose is
to to prove that there is 6 > 0 such that

Bl o [Impy] < 6} = oo

By the work of Tkawa [[ka88b, Tka90a| and a slight modification of its proof to co-
ver the case d even?, it is sufficient to show that the Dirichlet series np(s) cannot
be continued as an entire function on C, that is, np(s) has at least one pole. We
proceed by contradiction and assume that 7p(s) is an entire function. Applying the
representation (8.5.1), this means that (»(s)?/(i(s) has neither poles nor zeros. As
we have mentioned above, this function has finite order, so by the Hadamard factori-
sation theorem we deduce that (5(s)%/(i(s) = exp(Q(s)) for some polynomial Q(s).
This implies that np(s) = —Q'(s) is a polynomial, which is impossible. Indeed, since
np(s) — 0 as Re(s) — +oo, this implies that Q'(s) must be the zero polynomial.
By uniqueness of the development of an absolutely convergent Dirichlet series of the
form > an,e~** [Per08], this leads to a contradiction. O

2. for d even one applies the trace formula provided by Zworski [Zwo98] and one repeats the
argument of [[ka90a].
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8.6 Hyperbolicity of the billiard flow

In this section we show that the non-grazing flow (¢;) defined in §7.2.1 is uniformly
hyperbolic on the trapped set K.. As it was mentioned in §7.2.3, we can obtain the
uniform hyperbolicity of the flow (¢;) on K in the smooth model from that for (¢;)
on K.. The flow (¢;) is hyperbolic on K, if for every z = (z,v) € BN K, we have a
splitting

T.R* = RX(2) ® E,(2) ® Eu(2),

where X (2) = v and Es(z)/E,(z) are stable/unstable spaces such that d¢;(z) maps
E () onto Eg ), (¢(2)) whenever ¢,(z) € BN K., and if for some constants C, v > 0
independent of z € K., we have

1dex(2) - vl < (8.6.1)

Ce ™" ||vl|, wve€ Eyz), t=0,
<0

CeMv||, ve By (2), t

First, we consider the case of periodic points. Our purpose is to define the unstable
and stable manifolds F,(z) and E(z) at a periodic point z, and to estimate the
norm of d¢y(2)|g,(») for b = u, s. Consider a periodic ray v with reflection points z; =
(qi,wi), ¢; € OD, w; € S L i =0,...,m(y) = m. We will apply the representation
of the Poincaré map established in Theorem 2.3.1 and Proposition 2.3.2 in [PS17].
To do this, we recall some notations given in Section 2 of [PS17]. Let IT; C R? be
the plane passing thought ¢; and orthogonal to the line ¢;¢;11 and let IT; be the plan
passing thought ¢; and orthogonal to w;_;. For j = i (modm) we set II; = II;, ¢; = g;.
Set \; = [|¢i-1 — ¢;|| and let o; be the symmetry with respect to the tangent plane
a; = T,,0D. Clearly,

Uz‘(wi) = Wi+t1, Ui(H;) =1II;, Ilp = 1L,.

We identify the plans II;_; and II} by using a translation along the line determined
by the segment [g;—1, ¢;] and we will write o;(I1;_) = II;.

We may identify II; xII; with 3., = T.,,(TR?)/ E.,, where E., is the two-dimensional
space spanned by w; and the cone axis at z;. We will denote Dy, = {(x,v) : x €
oD, |v| = 1,{v,n(x)) > 0}. Then define the billiard ball map

B: Dy, 3 (z,v) — (y, Ryw) € Dy,
where R, : S,R? — S,R? is the reflexion with respect to 7,,0D and

(y7 w) - ¢T+(CC7’U) ([L‘, U)

where

T (xz,v) =inf{t >0 : w(ps(x,v)) € OD}.

This map is well defined near K, N D;,. Given (u,v) € II;_; x II;,_; sufficiently close
to (0,0), consider the line ¢(u,v) passing through u and having direction w; 1 + v
(the point v is identified with the vector v). Then ¢(u,v) intersects D at a point
p = p(u,v) close to ¢;. Let ¢'(u,v) be the line symmetric to £(u,v) with respect to
the tangent plane to 9D at p and let v’ € II; be the intersection point of ¢'(u, v) with
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FIGURE 8.1 — The map ¥, : (u,v) — (v, )

IT;. There exists a unique v’ € II; for which w; + v’ has the direction of ¢'(u,v). Thus
we get a map
\Iji : Hi,1 X Hifl =) (U, ’U) — ('LL/,U/) S Hl X Hz

defined for (u,v) in a small neighborhood of (0,0) (see Figure 8.6). The smoothness
of the billiard ball map implies the smoothness of ¥;. Next consider the second
fundamental form S(&,n) = (Gi(§),n) for D at g;, where

Gi = dnj(ql) oy —

is the Gauss map. Introduce a symmetric linear map é on II; defined by for &, n € I1;
by
(§i0i(€), 03(n)) = —2(wi-1,1;(0:))(Gi(mi(£)), mi(n)),

where (.,.) denotes the scalar product in R? and ; : I, — «; be the projection on
(073 along Rwi_l.

Notice that the non-eclipse condition (8.1.1) implies that there exists 5y € |0, 7/2]
depending only of D such that for all incoming directions w;_; and all reflexion points
¢i € 0Dy, it holds

—(wi—1,n5(@:)) = (Wi, n5(q:)) = cos By > 0.

Consequently, the symmetric map EZ has spectrum included in [p, o] with 0 < py <
1o depending only of kK = cos By and the sectional curvatures of dD. Finally, define
the symmetric map

&= si_lgis,» - I, — 11,

with s; = 0, 00,10+ 007. By Theorem 2.3.1 in [PS17], the map d¥;(0,0) has the

form
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and the linearized Poincaré map P, related to v is given by

Pvzd(\lfmo~~o\111)(0,0):HOXH0—>H0XH0,

p o [5m 0 1 Amd (1 ATl
T 0 Sm fm I + )\mfm 51 I + )‘1’51 ‘
Next, we repeat without changes the argument of Proposition 2.3.2 in [PS17]. For
k=0,1,...,m, consider the space S; of linear symmetric non-negative definite maps

M : T —> ;. Next, let S; () C S{ be the space of maps such that M > eI with
e > 0. To study the spectrum of P,, consider the subspace

which reads

Lo = {(u, Mou) : u € Iy}, M, €S,

which is Lagrangian with respect to the natural symplectic structure on Il x I1y. By
the action of the map dW;(0,0), the space Lg is transformed into

Ly = {(‘71([+>‘1M0>U> o1 ((I + &) Mo +§1)u) Cu € Ho} c Iy x I1;.

Introduce the operator

defined by 5
Ai(M) = o M(T 4+ \M) ot + &

Therefore we may write Ly = {(u, Myu) : u € II;} with M; = A;(M,). By recurrence,
one defines

L= {(u, Myu) : welly}, My=A(M1), k=1,2,...,m.
The maps Ay are contractions from S} () to S (¢), and hence
A — Am O+ 0 Al

is also a contraction from S (¢) to S§(g). We choose My € S{(g) as a fixed point
of A and notice that € > 0 can be chosen uniformly for all periodic rays. Thus we

deduce
P U -~ Su
K Mou - M()SU

with a map S : IIy — Il having the form
S == O'm(I + )‘mA:n—l(MO)) @) O'm_l(I + )‘m—lA/m,_2<M0)) OoO---0 0'1(_[ + )\IM()),
where Aj = Ay o Aj_10---0A;. Setting

dy = rr;éln dist (D;, D;) >0, dy = m?;axdist (D;, Dy),
1%£] 17]

and 5 = log(1 + edy), one obtains

1Sull = (1 + doe)™[Jull = ¢ [|ull.
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Obviously, the eigenvalues of S are eigenvalues of P, and we conclude that P, has
(d — 1) eigenvalues vy, ..., vy 1 satisfying

| =™ j=1,...,d—1

For 0 < 7 < Ay, consider a point p = ¢,(2) € BN+, where z = (z,v) € Diy. The
map ¢, : D;, — B is smooth near z and moreover d¢.(z) : X, — Y4, (). We identify
Iy x Iy with X, and ¥4 () with the image

Ao, (2)%, = (é T]I ) (Ty x TIo)

Next we define the unstable subspace of X, _.) as

Bu(o(2) = 4o, )k = (5 77 ) (2

Let 0 <7 <A,0<0 <My andp>1,andset t = -7+ >0 | \j+ 0. Then ¢ is
smooth near p, and we have

der(p)ls, = dés(B"(2)) 0 dBP(2) 0 der(2) " 1 5, = Tgyp)-

Thus we have the diagram

dot(p)
Eu(p) =5 Eu(¢(p))
ld¢,T(p) Td%(Bp(Z))

daBp (Z) L Xp H

HO L} LO P

D>

where xo : IIp 2 u — (u, Moyu) € Ly C Ily x Iy and x, : I, 2 u — (u, Myu) €
L, C II, x II,. Tt is easy to obtain an estimate of the action of d¢(p)|g,(,) for
p= ¢T(z)> V= d¢T(Z)<u> MOU) € Eu(p) Clearly,

dei(p) - v = (d¢e(BP(2)) 0 dB?(2))(u, Mou).

By the above argument we deduce

dBP(z)(u, Myu) = (Spu, M,S,u) € L,
with

Sp = 0p(I + XA, [ (My)) 0 0p s (I + X1 A} (M) 0 - 0 oy (I 4+ A Mp).
Setting Sy = f/d; and w = (u, Myu) = d¢_,(p) - v, we have
[dBP (=) - wll = [[(Spu, MySya)| = [ISypull > i fluf] > e jul

and hence we get

14B?(2) - wll < Coe™ e e = Coe P ™| dg_ (p)o]. (8.6.2)
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Here we used the estimate
2 2\ /2 2\1/2
ol = (Jhl® + 1 Moul) ™ < (1+ B2l

with || Mo ||, —n, < Bo and we set Cy = (1+ B2)~Y/2. The constant By can be chosen
uniformly for all M} and all periodic points since for every non-negative symmetric

map M one has

1 1
M+ MM < — < —,
M+ MM < - < o

and the norms ||&; || are uniformly bounded by a constant depending on the sectional
curvatures and x > 0. Hence
[AR(M)]] < Bo (8.6.3)

and the same is true for the fixed point My = A,,(M,,_1). Consequently, the es-
timate (8.6.3) is uniform for all periodic points. Finally, estimating the norm of

d6_o(B()) = (é ‘;’I), we obtain |[dé,(B”(2))C]| > (1 +d)7|¢]| and

(1+di) ' Coe™ M| dp— (p)o]

[doe(p)v]| =
> (1+ dl)_200€_60d1660t||1)||.

To determine the stable space Eq(z) at z, we will study the flow ¢, for ¢ < 0
and repeat the above argument leading to a fixed point. The linear map P, ! for a
periodic ray v with m reflexions has the representation

Pyt = (dW) " oo (dWy) " : Tl x Ty — Ty x T,

—1
-1 __ O'k 0 I + )\kgk —)\kI
(@)™ = ( 0 a;1> ( & 1)
Recall that IIy = II,,. Consider a Lagrangian Qo = Q. = {(u,—Nyu) : u € Iy}
with a symmetric non-negative definite map N,, € S{. Then

where

(W) " Q= { (0, (T + A (€ + Non) ), =07, (€ + Nin)u) = u € To )
={(u, —Ny_1u) : u € I, 1},

where

Nyt = 0= (Em + No) (1 A (Em - Nm)>lam My — I,
By induction, introduce the Lagrangian spaces

Qr = {(u, —Nyu) : w € I}, Np =Bp(Nky1), k=0,...,m—1,
where

1
Bie(M) = 07}y (&1 + M) (I A A1 (g + M)) Oy o — 1.
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It is easy to see that By are contractions from S}, (¢) to S} (e) since

Ok+1 (Bk(Ml) - Bk(M2>)O—k_-i1
= (I + Mesr (pn + M) "H(My — M) (T + Ny (G + Ma)) ™

Therefore, B = By o -+ 0 B,,_; will be contraction from S§(¢) to S§(¢) and there
exists a fixed point N,, € S (g) of B. Moreover,

-1 u . §U
F (—Nmu> - (-Nm§u> » uell,
where

S =07 (I + M(& + By(Nin))) 0 03 (I + Xa(& + BY(N,n)))
o000, (I 4+ An(&m+ Np))

and By =Byo---0B,,_1, k=1,...,m — 1. Clearly,
I1Sul| = (1 + dog)™||u], u € T,

where £ > 0 depends of the sectional curvatures of D. Thus the stable manifold at
¢o(2), —Am_1 < 0 < 0 can be defined as F(¢,(2)) = dd,(2)(Qn) and we may repeat
the above argument for the estimate of d¢;(¢,(z)) acting on Es(¢,(z)) for t < 0.

The intersection of the unstable and stable manifolds at y = ¢4(z), 0 <t < A, is
(0,0). Indeed, we have

Eu(y) = deu(2)(Lp-1),  Euy) = doin, (0,(2))(Cp),

where
Ly v ={(u,Mp_qu): vell,_y xII,_1} and @, = {(—u,—Nyu): uell, xII,}.

We proceed by contradiction, and assume that E,(y) N Es(y) # (0,0). Then there
exists 0 # v € L,y Ndg_y,(dr,(2))(@Qp). By the above argument,

Ao, (02, (2))(@p) = {(u, =Np—1u) : w € Il x Iy }.

This implies the existence of u # 0 for which (M,_; + N,_;)u = 0 which is impossible
since M, 1 + N,_; is a definite positive map. Consequently, E,(y) and E,(y) are
transversal subspaces of dimension d — 1 of ¥, and we have a direct sum ¥, =
Ey(y) & Es(y). .

Now we pass to the estimates of d¢;(2)|g,(»), where z € BN K, is not a periodic
point. Since z € K., the trajectory v = {¢:(2) : t € R} has infinite number successive
reflection points g, € 0D;,, k € Z, with an infinite sequence

Jo = (ij)jez, ij # tj41-
For every p > py > 1 define the configuration

_{ (AP A if i, #£1i_,,
ap = .

(Tpy ey B0y e yipr) iy =iy,
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Repeating o, infinite times, one obtains an infinite configuration and following the
arguments of the proof of Proposition 10.3.2 in [PS17], there exists a periodic ray ~,
following this configuration. Thus we obtain a sequence of periodic rays (7,,+%)k>0-
Let {g,x € OD;, } be the reflexion points of v,. For the periodic ray ~, passing through
¢po € OD;, consider the linear space

Lyo = {(u, Mypou) : uw € o} CIlpo x I

Our purpose is to show that the symmetric linear maps M, € S;, o(€) composed by

some unitary maps converge as p — 0o to a symmetric linear map My € S{ (¢) on Il,.
This composition is necessary since the maps M, o, p = po, are defined on different
spaces. To do this, we will use Lemmas 10.2.1, 10.4.1 and 10.4.2 in [PS17]. Consider
the rays vp,+4, ¢ = 1, and . These rays have reflection points passing successively
through the obstacles

Di, wDi,\ooiiDigs.. Dy D .

According to Lemma 10.2.1 in [PS17], there exist uniform constants C' > 0 and
d € (0,1) such that for any |k| < pp and j =1,...,q, one has

19p0+1. = Gporsiell < COFF +077%) and [lgpsj — el < C(07FF +077").

We need to introduce some notations from Section 10.4 in [PS17]. Let z € 0D;
and y € 0D; with ¢ # j, and assume that the segment [z,y] is transversal to both
0D; and 0D;. Let II be the plane orthogonal to [x,y|, passing through z. Let e =
(x —y)/||x — y||, and introduce the projection 7 : I — T, (0D) along the vector e.

As above, we define the symmetric linear map ¢ : II — II by

(V(w),u) = 2(e,n(2))(Go(m(w), 7(u), weTl,
and notice that _
spec ) C [ur, po], 0 < p1 < puo.
Setting Dy = 2C, we have the estimates
Gporjk — arll < Dod”t*, k=—-py+1,...,0, j=1,....q
Fix 1 < j < ¢ and introduce the vectors

__Qe+1 — Gk o — Apo+j.k+1 — po+i.k
||Qk+1 —QkH’ "

€L

N ||qp0+j7k+1 — Qpo+j.k '

Consider the maps Ek . I, — 11, and JJJ; : I, — 11}, related to the segments
[@—1, @] and [@po+jk—1,dpo+j k], respectively. Let M_, 1 : 11, 41 — II_, 41 and
M, I, o — T2, be symmetric non-negative definite linear operators. By
induction, define

Mk = UkMk—l([ + )\kMk_l)_lak + gf, k = —Po + 2, P ,O,

where Ay = ||qx—1 — qx|| and oy, is the symmetry with respect to T, 0D. Similarly, we
define M}, k= —po+2,...,0, by replacing &, o and A\ by &, o}, and

Apotik = 1 Gpotik—1 = Qporik
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respectively. Next, introduce the constants
b= (1+2umkdy) " <1, a =max{sb} <1,

where dy > 0 and x > 0 were defined above. If we choose M_, 1 such that
|M_p,+1]] < By, then by induction, one deduces ||My| < By. Here By > 0 is the
constant in (8.6.3). We have uniform estimates

|My|| < Bo, ||M]|| < By, k=-po+1,...,0. (8.6.4)

Applying Lemma 10.4.1 in [PS17], there exists a linear isometry Hj : R? — R? such
that Hy(II}) = I, and Hy satisfies the estimates

|Hi — I|| < C1Do(1 +0)0%, |6 — Hu&lHy M| < CoDo(1 + 0)4", (8.6.5)

for any k = —po+ 1,...,0. Now we are in position to apply Lemma 10.4.2 in [PS17]
saying that with some constant £ > 0, depending only on D, k, ¢ and b, it holds, for
k:—po—f—l,...,O,

| My — HMHY|| < DoEa2 " + p2*+ro=Yp oy — H o M H™:

—po+1 H
(8.6.6)
The norm of the second term on the right hand side is bounded by 2B,b***P0~1 and

for £ = 0 one gets

po+1

1My — HoMyHy | < DoEa}® + 2Bob* ™.

Applying the above estimate for the rays +,,4,, the maps M|, Hy will depend on
the ray 7,44 and for this reason we denote them by M, ,, H,o. Now we use these
estimates for the maps M, ,, M, , related to the rays v, and Ypo+q and by the

triangle inequality one deduces

rorr—1 / 1
HH‘LOMq,OHq,O - Hq”OMq’,OHq’,O

| < 2DgEd}® + ABob*PY), (8.6.7)

Here Hyo(Il; ) = Il and Hyo(IT, ;) = Il are some isometries satisfying the
estimates (8.6.5). Clearly, one obtain a Cauchy sequence (HyoM} oH g )g>1 which

converges to a symmetric non-negative linear map My in Ily. Moreover, if for every
g we have M(;O > el, then My > el.

After this preparation we define the unstable manifold at ¢;(2g) for some 0 < 7 <
lg1 — qo| as the subspace

Eu(6:(2)) = do, (2){(u, Mou) € Ty x Ty = u € Tp} C Sy (2.

It is important to note that the procedure leading to the estimate (8.6.6) can be
repeated starting with M, instead of M_, ;. Then if M) are the maps obtained
from M, after successive reflexions, we obtain an estimate

My, — Ho MLH || < DoEa ™ + p>*+20=1|| My — Ho M, HV|
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for k=1,...,p0/2.

We can repeat the above argument for p = ¢.(2), v € E,(p), and

p
t=—-7+) A+o,
j=1

where 0 < 7 < A\ and 0 < 0 < \p4q, to estimate ||d¢y(p)-v||. We apply (8.6) with the

expansion map §p defined as the composition of the maps (I+A;A}_;(My)) and we get
(8.6.4). Finally, the construction of the stable space Es(¢,(2)), —|/¢-1 — qo]| <o <0
can be obtained by a similar argument and we omit the details.



Annexe A

Un théoréme taubérien

A.1 A basic result

We present a first basic result which will be useful to obtain a weak version
of Delange’s theorem. A simple proof of this result based on Newman’s approach
[New80] for proving the prime number theorem can be found in [Vat15].

Theorem A.1.1. Let g : [0,00] — R be a bounded and measurable function. For
Re(s) > 0 we set

G(s) = /000 g(t)e *'dt.

Assume that G extends to a continuous fonction on {s € C : Re(s) > 0}, which we
still denote by G. Then

lim [ g(t)dt = G(0).

T—o00 0

A.2 A weak version of a theorem by Delange

In this section we state a Tauberian theorem which is a weak version of a theorem
of Delange [Del54, Théoréme I1I|. The latter theorem is itself a generalization of the
classical Tkehara’s theorem |[Ike31] to the case where the singularity of the Laplace
transform of the studied function is not necessarily a simple pole. The result goes as
follows.

Theorem A.2.1. Let g : [0,00[ — Rxo be a nondecreasing function such that for
some C >0 and n =1 it holds

lg(t)] < C(1+ )" exp(t), t=0. (A.2.1)

Assume that there are aq,...,a, € R with a, > 0 such that the function G defined
by

n

G(s) = /0 " g(tetdt — D (0‘—Jl)j Re(s) > 1,

S —
=1

extends to a continuous function on {Re(s) = 1}. Then it holds

ntn—l
a ‘ exp(t), t— oo. (A.2.2)

(n—1)!
257
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For convenience of the reader, we provide a short proof based on Theorem A.1.1,
adapting the strategy of [Vat15] (the latter work only deals with simple poles).

Proof. We consider the function

t>0, (A.2.3)

and
H(s) = / h(t)e~"'dt, Re(s) > 0.

Then using the identity [[°#'e™*dt = ['(j)s™ = (j — 1)!s™ we get

n

H(s) = / g(t)e= Tt — Z % / e sl dt = G(s + 1),
0 0

= U=

and thus H extends to a continuous function on {Re(s) = 0}. Of course the same
holds for the function s — F(s fo e tdt, where y is a smooth function
R->¢ — [0, 1] chosen so that x = O on [O 1] and X = 1 on [2,00[. Next, define

A(s) = /000 x®)h()t= Ve stdt,  Re(s) > 0.

Then it holds .
d\"
(&) A6 =0,

and in particular the function A also extends to a continuous function on the half
plane {Re(s) > 0}. By (A.2.1), the function ¢ +— x(t)h(t)t~™=Y is bounded and we
may apply Theorem A.1.1 to obtain that the integral

/ N X))t~ Dat (A.2.4)

converges. Next we proceed by contradiction and we assume that (A.2.2) does not
hold. Then we have

—{)let —{)let
u<1 or limsupg(t)<n Jle

ap o tn—1 > 1
n t n

lirntinf g(t)

Y

say limsup, g(t)(n — 1)le"*a; 1t7"*1 > 1 (the other case is treated similarly). This
means that there is A > 1 and infinitely many ¢’s for which

tn_l

(n—1)!

Let § > 0. Since g is nondecreasing, (A.2.3) implies that for any large ¢ as above,

t+6 ) g t N
/t x(uw)h(u)u du}/t CR] e (E) —1|du

n—1

_Z/ ujln du.

]_

g(t) = A exp(t).
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Note that every term in the above sum goes to zero when ¢ goes to oco. Moreover it

holds

t+46 . ¢ n—1 5 " n—1
ot - S st B N 1)
/t Ae <u) 1]du>=01 e <t n 5) 1 50 0(A—1)

In particular if 6 > 0 is chosen small enough we have, for any large ¢ as above,

a0(A—1)

[ v > GRS,

which contradicts the fact that the integral (A.2.4) converges. O






Annexe B

Noyaux de Schwartz, courants et
trace bémol

In this appendix, we review the conventions we will use about currents, Schwartz
kernel, and traces. Throughout this chapter, we will consider a smooth oriented ma-
nifold M of dimension n and a smooth vector bundle £ — M of dimension d.

B.1 Schwartz kernels as currents

For k = 0,...,n, we denote by Q¥(M, E) (resp. Q%(M, E)) the space of differential
k-forms (resp. compactly supported differential k-forms) valued in F, that is, the
space of smooth section of the bundle A*T*M ® E, and we set

Q° (M, E) = @M, E).
We let D'*(M, E) denote the space of E-valued k-currents, that is, the dual space of
Qn=k(M, EY), and
D*(M,E) = D*(M E).
k=0

Note that we have a natural inclusion QF(M, E) — D'*(M, E) via the non degenerate
bilinear pairing

(a,8) = / aAB, ac€QYM,E), BeQr*ME).
M
Here, A denotes usual wedge product Q*(M, E) x Q" *(M, EV) — Q*(M).

A continuous linear operator G : Q*(M, E) — D'*(M, E) is called homogeneous
if for some p € Z, we have G(Qk(M, E)) C D*P(M,E) for every k = 0,...,n;
the number p is called the degree of G and is denoted by deg G. In that case, the
Schwartz kernel theorem gives us a twisted current G € D" P(M x M, 7t EY ®@ n3E)
satisfying

(Gu,v)pr = (G, MU A T30 arenr, uw € QF(M,E), veQ*P(M EY),

where m; and my are the projections of M x M onto its first and second factors
respectively.

261
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B.2 Integration currents

Let N be an oriented submanifold of M of dimension d, possibly with boundary.
The associated integration current [N] € D™~¢(M) is given by

(W) = [ i, e i)
N
where 7y : N — M is the inclusion. Then Stokes theorem yields
d[N] = (=1)"“*aN]. (B.2.1)

For f € Diff (M), we will set Gr(f) = {(f(x),x), © € M} the graph of f. Note that
Gr(f) is a n-dimensional submanifold of M x M which is canonically oriented since
M is. Therefore, we can consider the integration current over Gr(f). By definition,
we have for any «, 5 € Q*(M)

((Gr(f)), wa A mB) = /M Flang.

In particular, [Gr(f)] is the Schwartz kernel of f*: Q*(M) — Q®*(M).

B.3 Flat traces

B.3.1 Super flat trace

Let G : Q*(M, E) — D'*(M, E) be an operator of degree 0. We denote its Schwartz
kernel by G and we define

WEF'(G) = {(z,y,&,n), (,y,&,—n) € WF(G)} C T*(M x M),

where WF' denotes the classical Hormander wavefront set, cf [Hor90, §8]. We will also

use the notation WF(G) = WF(G) and WF'(G) = WF'(G). Assume that
WF(G) N AT M) =0, ATM) = {(5,,6,6), (1.6) €M}, (B31)

Let v : M — M x M, x — (z,x) be the diagonal inclusion. Then by [H6r90, Theorem
8.2.4] the pull back :*G € D™(M,EV ® E) is well defined and we define the super
flat trace of G by

tr’ G = (tri*G, 1),

where tr denotes the trace on Y ® E. We will also use the notation
b b
tr, G = try NG,

where N : Q*(M, E) — Q°*(M, E) is the number operator, that is, Nw = kw for every
w e (M, E).

If I' C T*M is a closed conical subset, we let

D (M, E) = {u e D'*(M, E), WF(u) C P} (B.3.2)
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be the space of E-valued current whose wavefront set is contained in I', endowed with
its usual topology, cf. [Hor90, §8]. If I' is a closed conical subset of T*(M x M) not
intersecting the conormal to the diagonal

N*A(T*M) = {(‘Taxaga _5)7 (l‘,g) S T*M}a

then the flat trace is continuous as a map D (M x M, miEY @ n5E) — C.

B.3.2 Analytic flat trace

If A:C®(M,F)— D' (M, F) be an operator acting on sections of a vector bundle
F. If A satisfies (B.3.1), we can also define a flat trace tr” A as in [DZ16, §2.4]. More
precisely, let B : C*°(M) — D'(M) be a continuous operator satisfying (B.3.1). Let
w be a smooth volume form on M, and let Kp,, € D'(M x M) be the Schwartz kernel
of B with respect to w, which is defined by

(Kpw, ™ (uw) Ay (vw)) = (Bu,vw), u,v € C*(M).
Then we define the flat trace of B by
tr’(B) = (1" K., w)

provided that it is well defined. One easily checks that this definition does not depend
on the choice of w.

Next, assume that the kernel K, of A : C®°(M,F) — D' (M, F) is compactly
supported in U x U, where U C M is a chart domain. Take a local basis (f;) of F';
then we have

Aluf;) = ZAij<u)fjv ue CrU),
J
where A;; are operators C°(U) — D.(U). Then we define

tI'b A= Z trb Azz

To handle the general case, let (U,), be an open cover of M with chart domains,
and consider a partition of unity (y.)a subordinate to (U, ). For any a we consider
Xa € CX(U,) such that Y, = 1 on supp x,. Then we have

A= XoAxa+ A
where supp K 4- does not intersect the diagonal, and we define

tr’ A = Z t1” XaAXa

provided that supp K4 is compact. Again, one easily sees that this definition does
not depend on the choice of the partition of unity nor on the choice of the x,’s.
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B.3.3 Comparison of the traces

Let G : Q*(M,E) — D'*(M,E) be an operator of degree 0. It gives rise to
an operator Gy, : C®(M, F,) — D' (M, F}) for each k = 0,...,n, where we set
F, = AFT*M ® E. Then the link between the two notions of flat trace we saw above
is given by

)G = (=1)"tr’ Gy (B.3.3)
k=0

Indeed, to prove (B.3.3), it suffices to consider the case where the kernel K is smooth
and supported in U x U for some open chart domain U. For simplicity, we assume
that E is the trivial bundle C, the general case being handled similarly. Take local
coordinates (z%) and (y/) on U x U. If I = (iy,...,14;) with 7y < -+ < i we write
dz! = dz® A ---da'. Then we have

K¢ = Zgu(ﬂ% y)da’ A dy’

1,J

for some smooth functions g;; € C°(U x U), where the sum runs over all multi-
indexes I, J. In particular it holds

tr’ G = Z/ grer(z, x)da’ A dz®,
I U

where CI is the unique multi-index (jy, ... j,_x) With j; < --- < j,_i and such that
{i1,. ik J1s - - Jnk} = {1, ..., n}. On the other hand, we have by definition of K,
for any (I, J) with |I| =n —k, J = |k|, and u;,v; € C*(U),

/UG(quyJ) A vr(x)dz’

= K A ug(y)dy” Avp(z)da!
UxU

— Z/ grr(z, y)da:K A dyL A uJ(y)dyJ A vl(x)dm]
K,L UxU

~ v [ ( / gcf,w<x,y>uj<y>dy) 4% A vy (x)da,

with dy = dy' A --- A dy™. In particular, we obtain that G(u;dy”)(x) coincides with
(=DF>; (fy geres (@, y)us(y)dy) dz%. Thus with the definition of §B.3.2 we get

tr’ Gy = (—1)* Z / 9J,EJ<5U795)d=75J A dﬂfﬂj,
|7|=k U

which concludes the proof.

B.3.4 Cyclicity of the flat trace

Let G, H : Q*(M, E) — D'*(M, E) be two homogeneous operators. We denote by
G, H their respective kernels. If I' C T*(M x M) is a conical subset, we define

I ={(y,n) : 3x € M, (z,y,0,n) €T},
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and
I'® = {(y,n) : 3z € M,(x,y,—n,0) € T'}.

Then under the assumption
WF(G)® N WF(H)Y =0,

the operator F' = G o H is well defined by [H6r90, Theorem 8.2.14| and its Schwartz
kernel F satisfies the wave front set estimate

WE (F) € {(z,9,&m) :3(2,0), (2,2,€¢) € WF' ()
and (z,y,(,n) € WF (%)}

If both compositions G o H and H o GG are defined, we will denote by
[G,H]=GoH — (—1)%sCdetgoq
the graded commutator of G and H. We have the following

Proposition B.3.1. Let G, H be two homogeneous operators with deg G+deg H = 0
and such that both compositions G o H and H o G are defined and satisfy the bound
(B.3.1). Then we have

tr’ [G, H] = 0.

The above result follows from the cyclicity of the L2-trace, the approximation
result [DZ16, Lemma 2.8|, the relation

tr) (G, H] =t’ [(-1)VF,G],

where N is the number operator and tr” is the flat trace with the convention from
[DZ16], see §B.3.1, and the fact that the map (G, H) — G o H is continuous

D (M x M,m{EY ® myE) x D2(M x M,7}E¥ @ m3E)
— DM x M, 7 EY @ miE)

for any closed conical subsets I', I' € T*(M x M) such that @ NT® = (), and where
T is a closed conical subset given in [Hor90, 8.2.14].
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