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ABSTRACT

Understanding the fundamental structures at play in quantum computation is a
key issue in the development of quantum technologies. Such an understanding
provides tools for reasoning about the potential and limits of quantum computers.
It is also critical when reasoning about computational architectures for physical
implementations, and in minimising the different resources required.

Measurement-based quantum computation (MBQC) is an alternative model for
quantum computation, which makes careful use of the properties of the measurement
of entangled quantum systems to perform transformations on an input. It differs
fundamentally from the standard quantum circuit model in that measurement-
based computations are naturally irreversible. This is an unavoidable consequence
of the quantum description of measurements, but begets an obvious question:
when does an MBQC implement an effectively reversible computation? The
measurement calculus is a formal framework for reasoning about MBQC which
encodes a computation as a sequence of logical commands and with the remarkable
feature that every computation can be related in a canonical way to a graph. This
allows one to use graph-theoretical tools to reason about MBQC problems, such as
the reversibility question, and the resulting study of MBQC has had a large range
of applications.

However, the vast majority of the work on MBQC has focused on architectures
using the simplest possible quantum system: the qubit. It remains an open question
how much of this work can be lifted to other quantum systems. In this thesis,
we begin to tackle this question, by introducing analogues of the measurement
calculus for higher- and infinite-dimensional quantum systems. More specifically,
we consider the case of qudits when the local dimension is an odd prime, and of
continuous-variable systems familiar from the quantum physics of free particles.
In each case, a calculus is introduced and given a suitable interpretation in terms
of Hilbert space operations. We then relate the resulting models to the standard
circuit models, using graph-theoretical tools called “flow” conditions. In the finite-
dimensional case, this amounts to the study of outcome determinism—deciding
when it is possible to eliminate the probabilistic nature of the measurements by
using outcome-dependant corrections on the resulting state. In CV, we must
treat the subtler question of convergence, since there MBQCs are only ever an
approximation to the desired operation, and it is necessary to ensure one recovers
the desired computation in some ideal limit.
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INTRODUCTION

The advent of quantum mechanics at the start of the last century marked a turning
point in our understanding of the behaviour of matter. The old physical theories
[Max61; Boh13] were either swept aside or needed to be considered anew within
the models [Sch26; Hei25; DF26] being developed to fit previously unexplained
experimental phenomena [Pla01; Ein05; DG28]. The subsequent developments have
led to a much deeper understanding of many domains, from chemistry, through
nuclear physics, to electronics and many others. Such was its impact that it has
been retroactively called “the quantum revolution” [Pea08]. It is also not unfair
to say that whole areas of mathematical research, such as the theories of Hilbert
spaces [von30] and operator algebras [MN36], would not exist, or certainly not in
their modern form, were it not for their connection with the burgeoning quantum
theory.

The realisation that the properties of quantum systems could be used to encode
and manipulate information as one would with a computer, and that it might
actually be possible to extract some kind of advantage from such a procedure, came
later. It is often tracked back to an early 1970s manuscript of Stephen Wiesner,
“Conjugate Coding”, or more prosaically to Richard Feynman’s famous 1981 lecture
at MIT. He suggested that simulation of quantum systems would require building
simulators of a quantum nature, and the field was set for the “second quantum
revolution”, of quantum information and quantum technology.

Early on, Benioff [Ben80; Ben&2], followed by Deutsch [Deu&5], realised that
the computing machines of Turing [Tur36] could be given a grounding in the
systems described by classical physics. Turing machines are an abstract model for
a computer which forms the foundation of much of classical computability and
complexity theory. By reinterpreting what it means for a system to compute a
function, Deutsch introduced quantum Turing machines (QTM) which were the first
formal model for quantum computation. In formulating such a machine, he used
a quantum generalisation of the bits familiar from classical computation theory,
later dubbed the “qubit”; or quantum bit [Sch95]. Soon enough followed the first
quantum algorithms which demonstrated an advantage over any known classical
alternative [DJ92; Sho94; Gro96; Sho97], as well as the first theoretical results



INTRODUCTION

separating classes of computational problems solvable using classical computers
from those involving quantum computers [BB94; BV93].

The year 1993 saw two seemingly unrelated results which are of particular
importance to this thesis. Building off of the work of Deutsch, Bernstein and
Vazirani, Chi-Chih Yao [Chi93] introduced a circuit model for quantum computers,
analogous to the Boolean circuit model for classical computation, and showed that
(under some natural assumptions) it was equivalent to the QTM model. This
model has stood the test of time, and today the majority of results in quantum
computation are formulated in terms of quantum circuits.

The same year, Bennett et al. [Ben+93] published the quantum state teleporta-
tion protocol, which makes use of a key property of quantum systems, entanglement.
It is well-established that measuring a quantum system in some sense destroys
it. They showed that, using an entangled pair of quantum systems a and b at
respective physical locations A and B, the state of a could, after being destroyed
through measurement, be recovered at the system b, without the state being know
either at A or B, nor being transported along any physical path from A to B. This
protocol was realised experimentally in 1997 by Bouwmeester et al. [Bou-+97].

Variations on this idea, such as the quantum gate teleportation protocol [Z1.C0O0],
allow one to teleport a quantum state while also applying a programmable trans-
formation on that state [GC99]. This of course makes it possible to consider
architectures where computations are carried out using destructive measurements
to implement such programmable operations on an input state. These measurement-
based models of computation stand in contrast to the QTM and quantum circuits in
one major way. Where any computation in those models is reversible, in that running
the computation backwards recuperates the initial input state, measurement-based
models are irreversible, since measurements remove systems from the computation.

Such models are placed under the umbrella term measurement-based quantum
computation (MBQC), and further can mostly be placed into two (non-exclusive)
categories: MBQC by consumption of entanglement [RB01; RBB02; RB02; RBBO3;
Nie06; Bri+09; BB16]; and MBQC by projective measurements [Nie(O3; Leu02;
Leu04; Per05]. These models are essentially equivalent in terms of the computations
that they can implement [AL04; JP05], although they have different operational
interpretations. In MBQC by consumption of entanglement, one typically operates
by constructing a highly entangled state involving multiple quantum systems (a
reversible process), before performing a series of subsequent measurements to enact
the desired computation. On the other hand, in MBQC by measurements only,
one uses entangling measurements, and it is therefore not necessary in principle to
have access to any reversible entangling operations.

MBQC offers a distinct set of advantages and disadvantages in terms of im-
plementation difficulties when compared to reversible models. For example, in
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quantum computation, it is necessary to be able to perform entangling operations
to obtain any kind of quantum advantage over classical computers, and they are one
of the harder types of operations to implement. MBQC permits one to generate all
necessary entanglement at the start of the computation, rather than needing access
to entangling operations throughout a computation. On the other hand, this makes
it important to maintain that entanglement, with at most minor losses, until the
computation completes. MBQC is also a promising architecture for fault-tolerant
quantum computation [RHGO6; Menl4]. Beyond offering an alternative computa-
tional model for implementations of quantum computers, the ideas behind MBQC
have been applied to a surprising variety of problems. For example, they have
been used in quantum foundations, as a discrete toy model for general-relativistic
space-time [Rau+11], to study the fundamental quantum behaviors which give rise
to computational advantages [Raul3; LDRI15; Ber+17; FRB18], and related to
closed time-like curves in quantum computation [dGIK11].

The measurement calculus [DIKPO7] is a formal model for reasoning about
MBQC and whose primitives closely relate to those of MBQC by consumption of
entanglement. It encodes a computation as an abstract sequence of commands,
called a measurement pattern, which is interpreted in terms of manipulations (in-
cluding measurements) carried out on a register of qubits. The overall computation
carried out by the MBQC, called its semantics, is in general not reversible, and this
leads to the questions: when does a measurement pattern implement a reversible
computation, and how does the measurement calculus relate to the other reversible
models? The problem is essentially that measurements in quantum mechanics are
probabilistic, and in general the semantics of the pattern is reversible only if this
randomness can be eliminated. One remarkable feature is that every measurement
pattern can be related in a canonical way to a graph, and this allows one to
use graph-theoretic techniques to reason about MBQC. Causal flow [DIK06] and
g-flow [Bro+07] are graph-theoretical conditions introduced to treat the problem
of reversibility. The problem can be re-framed in terms of outcome determinism,
which eliminates this measurement randomness. They introduced a strong form
of determinism, robust determinism, and it has been shown that a measurement
pattern is robustly deterministic if and only if the underlying graph has g-flow
[PSM]. These results have been extended to show how to obtain a quantum circuit
equivalent to any robustly deterministic measurement pattern [BIK09; MHMI5;
Dun+20; Bac+21; Sim21].

Flow conditions were essential in formulating blind quantum computation
protocols [dGK11; Man-+17], as well as estimating the depth advantages of MBQC
over quantum circuits [BIK09; BKP09; MHM15] and have also been used to study
the classical simulatability of quantum computations [MI{14]. More recently, there
has been an interest in using flow conditions in the context of the ZX-calculus. The

10
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ZX-calculus is a diagrammatic language for reasoning about quantum operations
[CD11; CK17; van20]. It differentiates itself from quantum circuits by having a
particularly nice set of identities (or rewrite rules) which can be used to prove
any equality of quantum operations in the qubit setting [Bacl4; JPV17; NWIT;
Vil19]. However, this comes at a major cost: in general a ZX-diagram cannot be
straightforwardly related to computation in the QTM or circuit models. It turns
that they can be related to MBQCs, and then flow conditions can sometimes be
used to extract a quantum circuit from a ZX-diagram [Dun+20; Bac+21].

The literature on MBQC has therefore been quite extensive, but falls short in
one way: it has been restricted mostly to the case of qubits, where quantum theory
allows for many other types of systems. As its title suggests, this thesis is concerned
with extending the previous work on the measurement calculus beyond the setting
of qubits. We will consider the case of qudits, which are a quantum version of the
dit or d-state bit, and of continuous variables, which means tackling some of the
problems of infinite-dimensional quantum theory. We show that in either case,
a slightly modified measurement calculus can be given a suitable semantics, and
introduce flow conditions for each case. We then use these flow conditions to show
that the corresponding MBQC is equivalent to a quantum circuit, and construct
an explicit quantum circuit extraction algorithm for each case.

Qudit quantum computation

Qudit quantum computation, of course, is quantum computation where the qubits
are replaced with qudits. Since qubits are modelled as two-dimensional vector
spaces, and qudits correspond to d-dimensional vector spaces for an integer d,
studying qudit quantum computation involves some subtler mathematics. When d
is a prime number, these mathematics exhibit many similarities to the qubit case
[Got99; de 12], and this is the case on which we shall concentrate.

In principle, many physical systems are qudits, and so it makes little sense to
discard them outright because of their relative complexity. In fact, in some physical
implementations, qubits are encoded into naturally d-level systems by ignoring all
but the first two levels [Fri+18; Kli+03]. Some proof-of-concept experiments have
begun to explore the various qudit systems available [BW08; Nee+09; Erh-+18;
Gao+19], opening the way for the construction of qudit-based quantum computers.

From a complexity-theoretic perspective, little work has been done on qudits.
This can be mostly attributed to the fact that we cannot expect to obtain a super-
polynomial speed-up over the qubit case. That said, recent work suggests that it is
possible to reduce the depth of quantum circuits asymptotically compared to the
qubit case by using qutrits (for which d = 3) [Gok-+19]. This of course beats the
constant improvement owed to the binary-to-ternary compression, and suggests
there is more to be discovered in yet higher dimensions, as seen in [[Xik+20]. Results

11
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have also been obtained for improved noise tolerance in quantum key distribution
with qudits [CGL99], as well as for the size of optimal quantum error correcting
codes [BT00; Cer+02; SS10]. Furthermore, if one wants to work with registers of n
qubits as fundamental data structure, rather than acting directly on the qubits
themselves, then such a register can be represented as a qudit of dimension d = 2",
and results obtained for qudits naturally cover this case.

Qudit MBQC has seen even less work. A recent review paper [Wan-+20)]
states “measurement-based qudit quantum computing is unexplored to date.” It is
straightforward to see that quantum teleportation can be adapted for qudits, and
preliminary work has been done on generalising graph states to the qudit setting
[Zho+03; BBO7a]. These qudit graph state have been realised experimentally
[Rei+19]. To my knowledge, our papers on the subject [Boo+21; BP21] are the
first formal study of qudit MBQC.

Continuous variable quantum computation

Continuous-variable (CV) quantum computation' can broadly be defined as quan-
tum computation where information is encoded in the state of a collection of
quantum particles in free space [[.B99; BP03; Bv05]. Such a quantum system is
typically modelled as a specific type of infinite-dimensional vector space known
as a Hilbert space [Hall3]. It is necessary to introduce such infinities in order
to obtain a description which allows for unbounded positions and momenta as
observable quantities. This comes at a cost: the theory of Hilbert spaces is much
more mathematical in order to tame these infinities.

Nevertheless, CV quantum computation has been an active area of research in
the last twenty years. The CV equivalent of the qubit is often called a qumode,
because the mathematics of a free quantum particle are identical to those of a
quantization mode of the electromagnetic field [F'T20], and there is an entirely
analogous CV quantum circuit description for computations. It was established
early on that an intelligent encoding of qubits into qumodes yields a performant
quantum error correction code by taking advantage of the inherent redundancy in
such an encoding [GKPO1]. This has lead to one of the main classes of quantum
error correcting codes [Mic+16; Alb+18], and aroused interest in CV architectures
which take advantage of them [Menl4; SCC19; FAF20].

IThere is an unfortunate overloading of the term “continuous variables” in the literature. We
mean the model of quantum computation introduced by Lloyd and Braunstein [LB99] and which
encodes information in the position and momentum oberservables of particles in free space. This
is not to be confused with the more generic term referring to computation where the observable
quantities correspond to real numbers rather than integers. The model of Lloyd and Braunstein
is one such model but there are in theory many others.

12
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CV computation also has implementational advantages over the discrete variable
case. As far as I know, the largest entangled states observed experimentally to
date (in terms of number of involved systems) remain those obtained in CV
optical experiments using time-multiplexing, beating their discrete counterparts by
many orders of magnitude [Yok+13; Yos+16]. That said, there of course remain
challenges to a CV quantum computer. Firstly, while it is relatively easier to
generate entanglement in CV, there are other operations necessary for quantum
speed-up, dubbed non-Gaussian operations. They are much more difficult to
obtain since they correspond to interactions typically observed only at very high
energies or in very specific states of matter, although some progress has been made
on this aspect [Miy+16; Kon+21a; Kon+21b]. Secondly, genuinely CV quantum
error correction codes have proved elusive. This is partially because it has been
shown that no satisfactory CV code is possible without non-Gaussian operations
[ESP02; NFC09; Vui+19], but even when assuming access to such operations,
results tackling natural classes of errors have only recently been obtained [NG.J20;
Hao+21].

CV MBQC fares somewhat better than the qudit case. There are once again
analogous protocols for teleporting CV quantum states [BK98] while enacting
corresponding programmable transformations, and these can be used to define CV
MBQC in an approach close to MBQC by consumption of entanglement. This has
been used to define CV graph states [ZB06; MFEv11], and describe a CV one-way
quantum computer [Men+06; Gu-+09]. One of the main issues in CV MBQC is
that the gate teleportation, and by extension more general measurement-based
computations, can only be obtained physically as an approximation to the desired,
ideal protocol. This complication can be treated in different ways [SWB18], but
we treat it as a problem of mathematical convergence of the physical protocol to
the ideal one [Will8; PLIB18; SHO8]. This means more generality in the types of
computations which can be considered, but we must settle for somewhat weaker
conclusions and more technical proofs.

Summary of results

After a preliminary chapter 1, chapters 2 to 5 generalise the qubit theory to qudit
MBQC for odd prime dimensions. Chapter 6 is concerned with continuous variable
MBQC. The dependencies between chapters is mostly linear, although chapter 6
repeats multiple results from chapter 4, albeit in a somewhat altered setting. We
detail the contents of each chapter in what follows.

Chapter 1 A preliminary chapter, which details the results we need from the
mathematical theory of Hilbert spaces. All of these statements can be found in

13



INTRODUCTION

Chapter 1

Mathematical preliminaries

Models of computation

Chapter 2
with qudits

Robust determinism

Chapter 3
in MBQC with qudits

Circuit extraction
for extended Z,-flows

Circuit extraction
for simple Z;-flows

Chapter 4 +

Chapter 5

h

Chapter 6

Convergence in CV MBQC

Figure 0.2: Breakdown of chapter interdependencies. Chapter 5 does not depend
on any of the results of chapter 4, but there many similar techniques are applied in
a much simpler setting. Chapter 6 could in principle be read immediately after
chapter 1, but the chapters leading up to it build up ideas and intuition without
which the chapter would lack a lot of motivation.
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standard textbooks on the matter, but I found it convenient to collect them in a
single place to reference from other chapters. We also detail the axioms of quantum
mechanics for both pure and mixed states.

Chapter 2. This chapter introduces the measurement calculus for qudits. It
is first necessary to introduce measurement spaces, labelled collections of mea-
surements which are each associated to a predetermined “correction” operator.
These spaces are thoroughly characterised, then used to define qudit measurement
patterns (the terms of the measurement calculus), and their Hilbert space semantics.
We then discuss determinism, relate measurement patterns to edge-weighted graphs,
and define qudit graph states.

Chapter 3. After introducing our novel qudit flow condition, Z;-flow, we show
that it recovers g-flow in the case d = 2. We then prove that a qudit measurement
pattern is robustly deterministic if and only if the underlying open graph has
Zg-flow. Finally, we present a polynomial-time algorithm that finds a Z;-flow for an
open graph whenever it has one, and show that the resulting MBQC has optimal
computational depth.

Chapter 4. The first chapter on the circuit extraction problem. We produce a
circuit extraction procedure for measurement patterns with simple Zg4-flow. To do
so, we first show how to use star pattern transformation to extract a circuit from
a causal flow, then relate any simple Zg4-flow to a sequence of causal flows. The
chapter also introduces circuit-graph hybrid diagrams, which are used to represent
partially extracted patterns, and shows how to sequentially compose two patterns.

Chapter 5. This chapter presents a quantum circuit extraction algorithm for
any Zg-flow. First, we need to consider the action of local-Clifford operations on
measurement patterns with Z;-flows and their semantics, which we decompose as
local scalings and local complementations. This action is then used in formulating
the extraction algorithm, along with some ides from chapter 4. We conclude with
some more worked out examples and a discussion of possible improvements.

Chapter 6. Continuous variable MBQC presents some different problems than
the qudit case. We first prove the convergence of the CV quantum gate teleportation
protocol, then show how to give a semantics and squeezing-dependant semantics for
CV-MBQC. Then, we introduce R-flow, and adapt the circuit extraction algorithm
of chapter 4 to show that every CV measurement pattern with R-flow converges to
a unitary in the infinite-squeezing limit.

15



CHAPTER 0. INTRODUCTION

Publications

This thesis is based on the results contained in the following papers:

« Robert I. Booth and Damian Markham. “Flow Conditions for Continuous
Variable Measurement-Based Quantum Computing”. Submitted to Quantum,
Apr. 2021. arXiv: 2104.00572

« Robert I. Booth et al. “Outcome Determinism in Measurement-Based Quan-
tum Computation with Qudits”. Submitted to Quantum, Sept. 2021. arXiv:
2109.13810

o Robert I. Booth and Simon Perdrix. “Extracting Reversible Circuits from
Measurement-Based Quantum Computations with Higher-Dimensional Sys-
tems”. In preparation, 2021
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CHAPTER

MATHEMATICAL PRELIMINARIES

We begin, as all theses in quantum information must, with a discussion of the axioms
of quantum mechanics. This will serve in part as a refresher for our kind readers,
but mostly to introduce notations and conventions used throughout the remaining
chapters. Our presentation follows the so-called mathematical formulation of
quantum mechanics, started by John von Neumann in the late 1920s.

He found that the nascent theory of Hilbert spaces and their linear operators
provided a natural mathematical framework for unifying the different attempts
at explaining the observations of quantum physics which had been made in the
previous years [von27; von30]. These ideas were neatly summarised in his book
[von32; vonlg], and we present them here. The books of Brian C. Hall [Hall3] and
of Valter Moretti [Morl7] were also extensively consulted throughout the writing
of this thesis. The material on mixed state quantum theory is harder to find in
one place. Amongst the best sources are the textbooks of Karl Kraus [[Kra83],
Alexander Holevo [[ol01] and Masahito Hayashi [[Hay17]. All results in this chapter
are stated without proof, since they can found in many textbooks, including those
cited.

1.1 Hilbert spaces

Hilbert spaces generalise the Euclidian spaces familiar from classical geometry, and
conserve many of their properties. They also provide a good model for the states
of a quantum system.
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Definition 1.1. A Hilbert space is a C-linear space ¢, along with an inner
product (—,—) ,, : H x H — C such that for any x,y,z € € and X € C,

« (z,y) = (y,2);
o {7,y +A2) = (r,y) + Mz, 2);
e (x,x) =0 if and only if x = 0;

and furthermore € is complete with respect to the norm ||z, = \/(z, x).

We make the somewhat unconventional choice of taking the inner product to
be right-linear (and thus, left-antilinear), which matches the “bra-ket” notation
common in the quantum information and quantum physics literature. When the
Hilbert space is clear, we will drop the indices and simply write (z,y) and ||x|| for
the inner product and norm.

Example 1.2. A first example of Hilbert space is given by C¢ for any d € N, with
its usual complex inner product: (z,y) = 2%_, Ty,. Later, we shall call a system
modelled by such a Hilbert space a qudit.

Example 1.3. Extending this construction, consider the space ¢*(N) of infinite
sequences (T, )nen such that
Z ‘xn‘z < o0, (1.1)

neN

with element-wise operations and inner product

(r,y) =D Tuln. (1.2)

neN
(*(N) is a Hilbert space called the space of square-summable sequences.

Example 1.4. Let (X, 1) be a measure space, and write £2(X, ) the space of
functions f : X — C such that

J 1@ du(a) < o0 (1.3)

with point-wise operations and with an inner product given by

(£.9) = [ F@g@) du(a) (14)
Define an equivalence relation

f~g if (f—g.f—9) =0, (1.5)
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then the quotient space £2(X, u) = L3(X, )/ ~ is a Hilbert space called the
space of square-integrable functions on (X, x) where the inner product is given by
calculating (1.4) on representatives.

If G is a Haussdorf locally compact abelian group, then there is a unique
translation invariant measure on G, the Haar measure ug, and we will write
L2(G) = L*(G, pe). Of particular interest in the final chapter of this thesis is
Z?(R), which will model the state space of a single particle with one degree of
freedom. Borrowing from quantum optics, we shall call such a quantum system a
qumode.

There is one subtlety here: we will frequently make arguments viewing elements
of £?(R) as actual functions R — C, but it must be understood that these
implicitly correspond to representatives of the ~-equivalence classes and that one
must be careful that the arguments lift to the quotient.

It was a key result of the early work of von Neumann that despite quite different
constructions, many of these Hilbert spaces coincide.

Definition 1.5. An isomorphism of Hilbert spaces is a bijective linear map 7€ —
which furthermore preserves the norm. In this case, we say that 7€ and & are
isomorphic and we write 7 = 7.

It turns out that all of the examples of Hilbert spaces introduced above have
an important property: they contain countable dense subsets (w.r.t. the topology
generated by the norm). Leveraging this property, called separability, von Neumann
showed that:

Proposition 1.6. A separable Hilbert space has an orthonormal basis of at most
countable cardinality.

This in turn implies the following isomorphisms, by identifying basis elements:
L*Zq) =2 CT and Z*(R) = 2(N). (1.6)

All the Hilbert spaces we will encounter from chapter 2 onwards will take one of
these two forms. In the case of finite-dimensional Hilbert spaces, we use the Dirac
notation for representing elements of the Hilbert space: a state ¢ € £%(Zy) is
written [¢). (1] represents the map £?(Zy) — C: ¢ — (1, ¢), and in particular,
(Y|¢) = (¥, ¢). We avoid using this notation for infinite-dimensional Hilbert spaces
as it is not as practical. We will often need to consider a representative function
for a state, and the Dirac notation is unwieldy for that purpose: we either use
é(x) = (x|¢), which is implies that |z) € £*(X), but there is (in general) no such
vector, or ¢(z) = |¢) (x) which is notationally confusing. We chose to use neither
and skip the Dirac notation altogether in Hilbert spaces of functions.
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1.1.1 Operators on Hilbert spaces

An operator, or linear operator, is a linear map ¢ — .# between Hilbert spaces.
While Hilbert spaces are fairly “nice” objects (in that they preserve most of the
properties of finite-dimensional vector spaces), this is not the case for their linear
operators. As we shall see towards the end of this thesis, many of the operators
which come up naturally in quantum physics exhibit some of these complications.

It is then useful to consider operators which are not defined on the whole of
€, but only on a (dense) subspace. In that case, we shall write D(T") C S the
domain of the operator T : 5 — .#. As is standard, we typically write application
of an operator on x € # as Tx = T(x), and the composition of two operators
such that T'(D(T")) € D(S) as ST = S oT. Finally, I, denotes the identity map
on S (and we often drop the subscript when it is obvious).

We define the operator norm of T : 7 — 7 as

17N = sup{[|Tz]| , | # € A and ||, = 1}, (1.7)
and say that T is bounded if || T|| < co. Then,

Proposition 1.7. Let T : 7 — & be a bounded linear operator between Hilbert
spaces. Then there is a unique bounded linear operator T* : & — & such that for
anyx € A andy € I, (y,Tx)y = (T*y,x) 0. T* is called the adjoint of T.

We write B () the set of bounded operators on a Hilbert space J#," and it is
straightforwardly characterised as follows:

Proposition 1.8. Let T : 5 — .# be a linear operator, then T is continuous if
and only if it is bounded.

This is a problem, since many important quantities—see example 1.9—correspond
to unbounded linear operators, which therefore cannot be continuously defined on
the whole Hilbert space.

2

Example 1.9. Let P C Z?(R) be the space of functions of the form p(z)e™*
where p is a polynomial, and consider the following operators on P:

df
Qf(z) =xf(x) and Pf(z):= z@(a:) (1.8)
Then P is a dense subset of Z?(R), and Q and P are unbounded linear operators
on P which correspond the position and momentum of a free particle in state f
(at least in a first approach). As a consequence of the previous discussion, they
cannot be continuously extended to .Z%(R).

IThe set of bounded operators on a Hilbert space is the canonical example of von Neumann
algebra, although we omit such a construction since we have no need for it.
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This brings us to another important consideration: unlike for bounded operators
defined on the whole of 7, the domain of unbounded operators is actually a matter
of some importance. First of all, there are states f € Z?(R) on which the action
of neither ) nor P is well-defined. Worse, () can be extended to act on some
functions f € £%(R) which are not differentiable, so that Pf is not defined. This
is a bit of a problem if we want to model the state space for a physical particle,
and therefore we would like to find a common dense domain for both ) and P.

The issue of finding “nice” domains also comes up when we try to find adjoints
for unbounded operators. In general, the adjoint 7™ of an unbounded operator T'
will itself be unbounded, and therefore we need to specify a dense domain for 7.
Typically, this domain differs from D(T).

Definition 1.10. Let A be an unbounded operator on F€, then the adjoint A* of
A is defined by:

e the domain of A* is the subset D(A*) of A consisting in vectors 1 such that
the linear map S — C : ¢ — (Y, Ap) is bounded;
e for iy € D(A¥), A* is defined to be the unique vector ¢ € FH such that

(¢,€) = (¥, Ag) for all & € D(A).

Unicity of A*y is assured by the Riesz representation theorem.

1.1.2 Some important classes of operators

Isometries and unitaries A bounded operator T : 77 — .Z is an isometry if
for any ¢ € 2, | TY|| , = ||¥] ,,- This is equivalent to requiring that T7™ = .
T is a unitary if it is an isometry and furthermore, T#T = [ .

Positive operators We say that an operator T on 7 is positive if (1), T¢) > 0
for all ¢ € J2.

Self-adjoint operators An unbounded operator A on ¢ is symmetric if for any
v, ¢ € D(A), (v, Ap) = (A), ¢). Tt is self-adjoint it D(A*) = D(A) and A* = Ay
for all v € D(A).

In other words, A is self-adjoint if A* and A are the same operator with
identical domains. All self-adjoint operators are of course symmetric, but not all
symmetric operators are self-adjoint. The following standard example demonstrates
the difference.

Example 1.11. Let D(A) C .Z?([0,1]) be the subspace of continuously differen-
tiable functions v such that ¢(0) = (1) = 0, and put Ay == i%. Then a simple
calculation using integration by parts shows that A is symmetric. However, for
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any continuously differentiable ¢ (without boundary condition), ¢ € D(A*) so the
domain of A* is strictly bigger than the domain of A.

While the definition of self-adjointness is more complicated, it turns out the be
the right one to make. For example, the all-important spectral theorem applies to
self-adjoint operators but not to all symmetric operators.

Normal operators An operator T : 7 — ¢ is normal if T*T = TT*. The
importance to us of this definition is that both self-adjoint and unitary operators
H — F are clearly normal, which allows us to state some results about both
types of operators in one go (see for example theorem 1.16).

Projections A bounded operator P on ¢ is a projection if PP = P. The set of
all projections on 7 is denoted P (7).

If ¢ € A there is an associated projection Py given by Py¢ = (¢, )1 for any
¢ e .

Definition 1.12. Let (X, Q) be a measurable space. Then a map P : Q — P ()
is a projection-valued measure or PVM if

e P(@)=0and P(X)=1;
e for any sequence (E,)nen € Q of pairwise disjoint subsets of X,

P(UE) =Y P(E,). (19)

neN neN

where the series converges in the strong operator norm;

e forall A,B €Q, P(ANB) = P(A)P(B).

In particular, if P is such a PVM, then for any ¢ € #, the map {2 — R :
E — /(1p, P(E)Y) defines a measure, which furthermore is a probability measure

if [ly]) = 1.

1.1.3 The spectral theorem and functional calculi

If P is a PVM defined on some measurable space (X, 2) and acting in ¢, then
for each v € 77, we define a probability measure by

py i Q@ — RF

B (, P(E)). (1.10)
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Theorem 1.13 (Functional calculus). Let P be a PVM on a measurable space
(X,Q), and f : X — C a measurable function. Define a subspace of 7 by

DU ={0 | [ 11@)P duy < o0} (11)

Then D(f) is dense in F, and there exists a unique unbounded operator [y fdP
with domain D(f) such that

<w,/deP¢> =/Xf(a:)du¢,, (1.12)
for any ¥ € D(f).

Suppose T is an operator on ., then the resolvent set of 1" is the set of all
A € C for which there exists some bounded operator B such that for all ¢ € 7,
By € D(T) and (T — A\I)Bv = 1. The complement of the resolvent set of 7" in C

is called the spectrum and denoted sp(T).
Proposition 1.14. If A is a self-adjoint operator, then sp(A) C R.
Proposition 1.15. If U is a unitary operator, then sp(U) C T.

Theorem 1.16 (Spectral theorem). Let T be a normal operator on €. Then
there is a unique PVM Pr on sp(T), called the spectral measure of T', such that

T:/ iddPyp . (1.13)
sp(T)

We are only going to be interested in the two following cases:

1. T is self-adjoint, in which case sp(7") C R; in this case we typically extend
(1.13) to R as g Xsp(r) AP
2. T is unitary, in which case sp(7') C T, the unit circle.

If P, is the spectral measure of some normal operator A, and f : sp(A) — C is
a measurable function, then we write

F(A) = /SP(A) FdPy. (1.14)

1.1.4 Tensor products

Tensor products are a particularly important way of constructing, from two Hilbert
spaces, a third Hilbert space. They will be used to model the joint state space of
two quantum systems.

23



CHAPTER 1. MATHEMATICAL PRELIMINARIES

If 77 and .# are two Hilbert spaces, we can construct an inner product space
H'R.9 as follows. Elements of ##®.# are expressions of the form YU ® ¢
where ¢; € 7, ¢; € # and n € N. The expression ¢ ® ¢ is assumed to be linear
with respect to both arguments, so that

(Y ®¢) = () ® ¢ =1 & (co), (1.15)
(1 + ) @O =1 @b+ 12 ® ¢, (1.16)
V(914 ¢2) =1 @ b1+ Y ® da. (1.17)
The inner product on J#®.# is defined by linearity from
(1 ® d1, 02 @ o) = (b1, ¥2) (¢1, ¢2) - (1.18)

There is only one problem: the linear space S ®.# is not complete with respect
to the norm induced by this inner product. The solution is simple: we take the
tensor product . ® .# to be the completion of 7 ®.# with respect to that norm.
It should be clear that the tensor product of Hilbert spaces is associative up to
isomorphism of Hilbert spaces, so the construct generalises to any finite number of
factors. If (J7);es is a finite collection of Hilbert spaces, we write ;¢ ;7] their
tensor product, and

A = QA HE = R A, (1.19)

jedJ je{1,2,...,n}

for brevity, where n € N.
Then, we have the following useful isomorphisms: whenever J is a finite set of
cardinality n € N,

LG = R LUG), AP = A and A C A (1.20)
jeJ

Finally, if A and B are bounded operators on .77 and .# respectively, there is a
unique bounded operator A ® B on ¢ ® .# such that

(A® B)(¥ ® ¢) = (A¢) @ (B9). (1.21)

for all ¢ € 5 and ¢ € 7.

Similarly, if A and B are (not necessarily bounded) self-adjoint operators on
¢ and # respectively, there is a unique self-adjoint operator A ® B on 7 ® ¥
such that

(A® B)(Y @ ¢) = (Ay) @ (Bg). (1.22)
for all ¢ € D(A) and ¢ € D(B).
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When considering operators on %", and if T  is an operator on 7, then we
will often write
T,=101I®---® T Q-1 . (1.23)
~~

j-th position

n times

T; is an operator on " which we say “acts on the j-th subsystem”. This
construction generalises via the isomorphism in equation 1.20 to the case of the
operator T; acting on J#®/ where j € J.

1.2 Pure state quantum mechanics

We are now ready to state the axioms of quantum theory in terms of Hilbert spaces.
As described informally, the state of a quantum system is a vector in a Hilbert
space, and the Hilbert space of a composite system is described by a tensor product.
Formally, we have:

Axiom P.1 (Pure states). A state of a quantum system with Hilbert space S is a
vector ¢ € F such that ||¢|| = 1.

Axiom P.2 (Composite systems). A state of a composite of two quantum systems
with respective Hilbert spaces 7, and 76 is a state in J4 Q 3.

Axiom P.3 (Expectation values). The expectation value of an operator A € B ()
for a given state ¢ € F is given by (A) = (¢, A).

In practice, the only values of the quantum system which are accessible are
those which can be measured:

Axiom P.4 (Measurements). An observable on a Hilbert space F€ is a projection-
valued measure P : Q — P () on some measurable space §.

If E € Q and the system is the state 1 € J the probability of obtaining outcome
x € E from the measurement is j1,(E). The state of the system immediately after
the measurement is then

pp o PEY _ PE)
PEPEW] T m(E)

Given the spectral theorem, any self-adjoint operator is associated to a canonical
PVM and therefore to a measurement. Thus, physicist often call self-adjoint
operators observables since they correspond to the observable properties of the
system.

An immediate implication of these axioms is that transformations of a quantum
system must preserve “statefulness”, in other words they must map unit-norm

(1.24)
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vectors to unit norm vectors. We further impose that these transformations must
be linear, which results in the following description of transformations:

Axiom P.5 (Transformations). A transformation of a quantum system with Hilbert
space F€ is described by an isometry € — . for some Hilbert space 7.

This axiom includes the possibility of embedding a quantum system into a
larger one. If we exclude this, then transformations on a quantum system are given
by unitaries ¢ — 7.

1.3 Mixed state quantum mechanics

Now, we want to describe quantum states that are probabilistic mixtures of pure
quantum states. Think of the state obtained by flipping a coin and outputting the
state ¢ if heads and ¢ if tails. This is a key concern given that if we perform a
measurement and discard the outcome, then the result in general is precisely such
a mixture of states each of which takes the form of equation (1.24). To do so, we
need to model states as a specific kind of operator on .7 rather than simply as
elements of .77.

If A is a bounded, self-adjoint and positive operator on 7, then we define the

trace of A to be
tI‘[A] = Z<€j7 A€j>7 (125)
jeJ
for an arbitrarily chosen” basis (e;);cs of . If tr[A] < +oo, we say that A is
trace-class. A (not necessarily self-adjoint) bounded operator 7" is trace-class if the

self-adjoint operator vT*T (defined using the functional calculus, theorem 1.13) is
trace-class. We write T(5) the set of trace-class operators on JZ.

Definition 1.17. A density operator on a Hilbert space F€ is a trace-class, self-
adjoint and positive operator p on J such that tr[p] = 1. We denote D(.) the
set of density operators on .

Example 1.18. In the Hilbert space C, it is straightforward to see that 1 is the
unique density operator.

Firstly, we can recover the set of pure states .7 as density operators:

Proposition 1.19. If ¢ € J is a pure state, then Py, € ©(), where as before
Py, is the projector along the normalised state 1.

2Importantly, the value of tr(A) is independent of the choice of basis.
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So, all pure states embed into this formulation by the map J — ©(5¢) : ¢ —
P,. This axiom and the name “mixed state” is made clear by the following result:

Proposition 1.20. Let p € ©(J#) be a density operator, then there is a (non-
unique) sequence of positive real numbers (¢;)jes € [0,1] and a sequence of states
(V))jes € K such that p =3 ;c;c;Py, and 3jc; ¢ = 1.

We can interpret this sum as a classical probabilistic mix of the pure states 1);,
which is for example the output of a process that produces state 1; with probability
c;. It follows that density operators provide a good representation for a quantum
system in a mixed state:

Axiom M.1 (Mixed states). A (mized) state on a quantum system with Hilbert
space F is described by a density operator p € D ().

Like for pure states, a state of a composite quantum system is given by a state
on the tensor product of Hilbert spaces:

Axiom M.2 (Composite systems). A state on a composite of two quantum systems
with respective Hilbert spaces 7€ and % is a state on € Q@ &, i.e. an operator in
DA T,

In fact, the trace can be used to define a metric on D (), called the trace
distance and given by d(A, B) = tr[A — B]. Although we will not need it for a long
time (in fact, until chapter 6) we state the following important property:

Proposition 1.21. ©(57) is a complete separable metric space with the metric
defined by the trace distance.

The corresponding norm is called the trace norm, and it more or less corresponds
to the Hilbert space norm for density operators:

Proposition 1.22. If ¢ € S, then tr[Py] = ||¢|

Proposition 1.23. () is an ideal in B(H): whenever T € T(H) and
AeB(H), AT € I(H) and TA € ().

Proposition 1.24. The trace is cyclical: if A; € T(H) for each j € J with J
finite, and o is a cyclic permutation of J, then

tr =tr : (1.26)

I14

jed

I A0

jed

Given these two properties, it is clear that the generalisation of axiom P.3 to
mixed states should be given by:
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Axiom M.3 (Expectation values). If A € B(I), the expectation value of A for a
state p is given by (A) = tr[Ap] = tr[pA].

Measurement are described once again by PV Ms:

Axiom M.4. An observable on a Hilbert space F€ is a projection-valued measure
P:Q — P(IH) on some measurable space (X, ).

If the system is in the state p € D () outcome probabilites are described by
the probability measure on (X, ),

Wl (E) = tx(P(E)p). (1.27)

If a measurement is made with outcome E € €1, the state of the system immediately
after the measurement is
P(E)oP(E)
pp = —————=. (1.28)
tr(P(E)p)

1.3.1 Quantum channels

We say a linear map ¢ : T() — T(F) is positive if whenever A € B(IH) is
positive, ®[A] is also positive.

Definition 1.25. A quantum channel between Hilbert spaces 7€ and & is a linear
map © : T(H) — T(SF) that furthermore is:

e trace-preserving: for any A € T(I€), tr[P[A]] = tr[A]; and,
e completely positive: for every n € N, the linear map ® @ I, : T(H @ C") —
T(I @ C") is positive.

The set of all quantum channels T(H) — T(F) will be written E(,.F), and the

application of a quantum channel ® on a state p as ®[p].
Then, quantum channels model transformations on mixed quantum states:

Axiom M.5. A transformation from a quantum system with Hilbert space 7 to one
with Hilbert space & is described by a quantum channel map ® : T(H) — T(F).

For any unitary U € U(J¢), there is an associated quantum channel given by
conjugation: I'y(T") := UTU*. If Py is the projection along ¢ € J#, it is clear that
I'y(Py) = Pyy, and once again the pure theory is recovered via the projections.

The conditions in definition 1.25 can be straightforwardly motivated. The first
is clearly necessary for a quantum channel to map density operators to density
operators, i.e. for the quantum channel to preserve statefulness. The second is
also about preserving statefulness, but in a more subtle way. It is necessary to
guarantee positivity of the channel obtained by performing ® on part of a larger
system and ignoring the rest.
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Example 1.26. We have already seen an example of a very simple quantum
channel: the trace on J# is the unique quantum channel 5 — C. This justifies
the square-bracket notation we have used thus far for the trace.

A particularly important quantum channel is obtained by tracing out a single
subsystem in a tensor product:

Theorem 1.27. Suppose that p € D (4 @ H3). Then there is a unique density
operator tro|p] € D (FA) with the property that for any A € B(H),

trftra[p] A] = tr]p(A @ I)]. (1.29)

We call tra[p] the partial trace of p with respect to 75, and the function D (74 ®
H5) — D(HA) : p— tra[p| is a quantum channel.

This extends straightforwardly to density operators in a finite tensor product
of Hilbert spaces ®,c, 7, and we obtain for each k£ € J, a quantum channel

try @(®e%’}) — D ® 7)), (1.30)

jeJ jeJ\{k}

called the partial trace over 7.
The following description of quantum channels, due to Karl Kraus, is particularly
useful, especially (but not only) in finite-dimensions:

Theorem 1.28 (Kraus decompositions). ¢ : T() — T(F) is a quantum channel
if and only if there is an at most countable index set J and a collection of linear
operators (K; : A — F);ey such that for any p € T(IH),

Dlp] => KjpK; and Y K;K;=1I,. (1.31)

jeJ JjeJ

This allows us to describe a typical way in which quantum channels arise in
the finite-dimensional case. A measurement process, described by a PVM P, in
which the information on the actual outcome of the measurement is not conserved
is a quantum channel described by a collection of Kraus operators (K,,). Each
operator K, is the map obtained applying the projection P({m}) corresponding
to the outcome m. Intuitively, this corresponds to the classical probabilistic mix of
the pure states that one would have obtained from axiom P.4 given outcome m.

The Kraus formulation of quantum channels has a couple of drawbacks. Firstly,
the collection of operators (A; : & — _#);c; is non-unique. Secondly, in the
infinite-dimensional case we often want to consider measurements with uncountable
outcome sets (such as the real numbers). Then, these measurement can be associated
to quantum channels, and they have Kraus decompositions by theorem 1.28, but
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no Kraus decomposition where the operators correspond to measurement outcomes
as above. The theorem can be reformulated in the following essentially equivalent
way, due to William Stinespring [Sti55], which will also prove very useful:

Theorem 1.29 (Strinespring dilation). ® : () — T(I) is a quantum channel
if and only if there is a Hilbert space ¢ and an isometry T : € — ¥ & _# such
that for any p € ()

lp] = tr 4 [TpT™]. (1.32)
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CHAPTER

FORMAL MODELS OF QUANTUM
COMPUTATION WITH QUDITS

This is an introductory chapter for the computational models that we will reason
about in the following few chapters. It introduces two models for qudit quantum
computation:

e quantum circuits, which are used to represent reversible quantum computa-
tions;

o the measurement calculus, which makes explicit use of quantum measure-
ments to transform an input state while consuming subsystems of the total,
composite quantum system. It is therefore deemed an “irreversible” model.

In section 2.1 we will first define some unitary operations that are omnipresent
when talking about qudit MBQC, before moving on to quantum circuits. We also
introduce a circuit notation for measurements which extends the quantum circuit
model and allows one to (somewhat clumsily) represent measurement calculus
computations in terms of quantum circuits. Then section 2.2 will introduce the
measurement calculus, a formal model for reasoning about measurement-based
quantum computation. It is one of the main objects of study in this thesis, and
defining it for qudits requires a careful consideration of the types of measurement
which should be allowed. The correct formulation of measurements will be captured
in the notion of measurement spaces, which are studied in subsection 2.2.1.

Some of the results in this chapter, in particular in sections 2.2 and 2.3 are based on our
article, [Boo+21].
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It is worthwhile to take a second at this point to discuss the interplay between
these two models, since a major part of this thesis will be dedicated to translating
from one to the other. It is easy, using the circuit notation for measurements, to
map any computation described in the measurement calculus into the quantum
circuit picture. However, this comes at a major cost: the resulting circuit is not
unitary and corresponds (in general) to a CPTP map as described in chapter 1.
We would much rather have a method for obtaining a reversible quantum circuit
(without measurements). This is not always possible, but chapters 4 and 5 provide
complete algorithms for doing so whenever it is possible.

2.1 The quantum circuit model

Throughout this thesis, d denotes an odd prime number, and Z; = Z/dZ the ring
of integers with arithmetic modulo d. We also put w = ei%ﬂ, and let Z} be the
group of units of Zy. Since d is prime, Z,4 is a field and Z} = Zy \ {0} as a set.
Many of our results apply with small modifications for the case d = 2, but since
this case has been extensively studied already, we omit it for the sake of simplicity.

The Hilbert space of a single qudit [Got99; Wan-+20] is J# = £*(Z,), and we
write U () the group of unitary operators acting on . Throughout the qudit
part of this thesis, we shall use the Dirac notation. A state ¢ € 7 will be written
|1y and decomposed along a fixed choice of basis: |¢) = ﬁ Sonez, ¥(n) n).

Given such a choice of basis, we have the following standard operators on .7,
also known as the clock and shift operators:

Z|m) =w™|m) and X|m):=|m+1) forany m € Z,. (2.1)

In particular, note that ZX = wXZ. Any operator of the form w*X*Z% for
k,a,b € Zg is called a Pauli operator, although we will often drop the phase w*
as it is of little importance in most cases. We say a Pauli operator is trivial if
it is proportional to the identity. The Paulis are further related by the Fourier
operator,

1
N > w™|n) st. FXF*=Z and FZF*=X, (2.2)
nElyg

and the phase operator,

Flm) =

k(k+1)

Plky=w 2 |k} st. PXP*=XZ and PZP*=Z. (2.3)

Equations (2.1)—(2.3) imply that both X and Z, and in fact every Pauli has
spectrum {w”* | k € Z,}, and in turn a simple counting argument shows that each

32



CHAPTER 2. MODELS OF QUANTUM COMPUTATION WITH QUDITS

eigenvalue has multiplicity 1. We label the eigenvectors of a Pauli @) by their
(unique) eigenvalues: for any k € Zg, |k : Q) is the eigenvector of () associated with
eigenvalue w”.

Together, the Fourier and phase operators generate a subgroup of U () called
the Clifford group [Got99; Cla06]. An element of this subgroup which is of particular
interest to us is the multiplier: for any k € Z},

M(k)|n) == |kn) st. ME)XME) =X* and M(k)ZM(k)* = 2"
(2.4)
Finally, we will also use the Z-rotation operator, Rz(«a) |z) := e’ |x) for a € T4
All of the operators presented so far act on a single qudit. To make multiple
qudits interact, we use the controlled-Z operator (also, controlled phase), which
acts on € ® I,
E|m)|n) = w™" |m) |n) . (2.5)

It is important to emphasise a key difference between the qudit and the qubit
case: when d # 2, none of these operators are self-inverse. In fact, if ) is a Pauli
and I the identity operator on .77, we have:

Q=1 E'=1I®I and F'=1. (2.6)

As a result, they are not self-adjoint either, something which needs to be taken
into account when describing measurements.

2.1.1 Reversible quantum circuits

Quantum circuits are a simple graphical representation for unitary operations
acting on a fixed number of quantum systems, and built from a set of elementary
unitary operations called quantum gates. In our case, we consider a register V' of
qudits corresponding to the Hilbert space 2" . The set of quantum gates will
then be

{Uj, B} |U € UA), N€ Ly, jk eV}, (2.7)

where the indices indicate on which qudit the gates act, as described in sec-
tion (1.1.4). This gate set is universal in the usual sense [NC10; SK17a; SK17b]:
the group it generates is equal to U(H#®Y).

A quantum circuit is comprised of a set of n wires, each of which is identified
with a quantum system with Hilbert space .7 undergoing some unitary evolution,
and which together represent a unitary %" — #®". The simplest quantum
circuit consists in only the wires, and represents the identity I®". For n = 4 this
gives:
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Operations from the gate set acting on the subsystems are represented as boxes
superimposed on the corresponding wires:

Axez’f AR} HF-.

For the two-qubit operation E, we use a special notation:

el = T

which we in turn use to define the controlled-X or C X gate:

% = k .
-

A generic quantum circuit is read from left to right and evaluated by successively
applying the quantum gates on the qudits corresponding to the wires in the circuit.
Left-to-right juxtaposition of gates in the same quantum circuit corresponds to
composition as functions. Here is another simple example of a quantum circuit
when n = 4:

J— RZ(OK) N

e e

and this circuit is interpreted as the unitary
(] ® CX2,3 ®I) o) (] X Rz(a) ® X & ]) o) (ELQ &® E374), (28)

where the indices indicate on which subsystem each gate acts.

Any quantum circuit which is built in this way is reversible, since by reversing
the order of all the gates and taking their adjoints, we obtain the adjoint of the
whole circuit. This is the inverse of the unitary represented by the original quantum
circuit. In particular, every quantum circuit built in this way represents a unitary
operation on F .
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2.1.2 State preparation and measurements

The quantum circuit representation can be extended to include either state prepa-
ration or measurements of quantum systems. State preparations are easy once we
introduce some notation for labelling input and output states to a quantum circuit:

[ [¥) -

|¢) represents an input state to the circuit, and [¢) is the output obtained by
applying the unitary corresponding to the circuit on |¢). In this case, the circuit
describes an equation |¢)) = X |¢). State preparation is simply represented as a
fixed input state. For example, the quantum circuit that entangles an input with

the state |0) is
o

No gates are allowed to act on a wire before the state label, and the interpretation
of state preparation is then just the map:

A s
) — ) @ |¢)

As a result, a quantum circuit built from the unitary fragment plus state prepa-
rations represents an isometry ™ — A" with m < n and n — m being the
number of prepared states.

Measurements are a little bit more subtle. Recall from chapter 1 that a
measurement is given by a PVM P : Q) — R. In the case of qudits, the o-algebra
() is finite, and we interpret the outcome k£ € 2 as classical data output by the
measurement. A measurement can then be represented by a box that has a quantum
input and a classical output, which we draw as a doubled wire:

For example, the famous gate teleportation protocol is represented as

(2.9)

M —

| :
0:Q) —

where we have further used the outcome m of the measurement to control the
unitary gate X™ (which of course must appear after the measurement has taken
place). Any qudit which is both initialised and measured within a quantum circuit
is called an auziliary qudit.
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Now, following the discussion in chapter 1, the operation represented by a
measurement is no longer unitary. If the outcomes of measurements are always
discarded by the end of the computation, a quantum circuit where ¢ systems
are inputs, m are prepared and n are measured corresponds to a CPTP map
D (AP — D(2FmN)),

If one wishes to keep track of the exact outcomes of measurements throughout
the computation, it becomes necessary in principle to extend the axioms of sec-
tion 1.3. One needs access to a “classical” register which records the outcomes of
measurements,and which can be modelled as an extra interacting quantum system,
or as an external structure. However, in this thesis we do not need this structure:
we will always assume that measurement outcomes are discarded by the end of the
computation.

2.2 The measurement calculus

The measurement calculus was first introduced in [DKP07] as a rigorous mathe-
matical model for studying measurement-based quantum computation with qubits,
and various extensions to the measurement calculus have been studied [Dan-+09;
Per06]. In this section we explicit another extension where the quantum systems
under consideration are taken to be qudits.

Inherent in the measurement calculus is the idea of outcome determinism. Put
informally, when is it possible to use measurement-outcome dependant operations
to eliminate the probabilistic nature of quantum measurements in order to obtain
a computation that does not depend on the result of any given measurement? In
order to be able to attack this question at all, we need to impose restrictions on
the kinds of measurements which we allow in the model. This leads naturally to
our introduction of measurement spaces, which can be thought of as collections of
“correctable” measurements labelled by the kind of correction which needs to be
made.

2.2.1 Measurement spaces

For MBQC with qubits, it is well-established that by using a Pauli X, Y or Z as
an acausal correction operator, it is possible to perform deterministic MBQCs on
graph states where the measurements are taken from the plane on the Bloch sphere
orthogonal to the chosen Pauli correction [Bro-+07]. Since there are three Pauli
operators for qubits, this yields three allowable measurement “planes” for MBQC.

This interpretation is not as clear in the qudit case, partly because Pauli
operators are self-adjoint only in the case d = 2, but mostly because the geometry

of the Bloch “space” is not as intuitive in the general case. Instead, we describe
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a qudit-measurement by a unitary matrix M: given its spectral decomposition
M =3, \; P;, the measurement of M is the measurement given by the PVM {P;}. In
the context of MBQC, we would like to have a distinguished measurement outcome,
the one that does not need corrections, so we assume that all measurements have a
fixpoint.

Definition 2.1. M is a fixpoint unitary if M*M = MM* = I and there is a non-
zero |¢) € A s.t. M |p) = |¢). Given (a,b) € Z2\ {(0,0)}, the measurement space
M(a,b) is defined as M(a,b) := {fizpoint unitaries M s.t. X*Z°M = wM X*Z}.

It should be pointed out that the commutation relation used to define the
measurement space M (a, b) is somewhat arbitrary. We could have chosen instead
to use the relation

X°Z°M = wPMX*Z" for some p € 7} (2.10)

However, nothing is lost by considering only p = 1, since if M satisfies equation
(2.10), then

1 1

XPagr N = P PMXPT ez = g M XY e ze Y (2.11)

(where this calculation is formally carried out using p~? which implies that

M e M(p~ta,p7'b).

In fact, this construction is very analogous to one used in qudit quantum error
correction where the M are called detectable errors [Got99]. The main point of
this definition is that the Pauli X°Z% can be used to translate the eigenvectors of
any measurement in the corresponding measurement space:

— d+l
_p)

Proposition 2.2. If M € M(a,b) for some non-zero (a,b) € Z2, then the spectrum
of M is {w™ | m € Zy}, each eigenvalue has multiplicity 1, and M is special
unitary. Denoting |0 : M) the fizpoint of M, then |m : M) == (X*Z®)=™|0 : M) is
an eigenvector of M associated with eigenvalue w™.

Proof. By assumption, if M € M(a,b) then M has a fixpoint M |0: M) =
0: M). Letting Q = X2Z° it follows from the commutation relation that

MQ0: M) =w'QM|0: M) =w'Q0: M), (2.12)

so Q|0 : M) is an eigenvector of M associated with eigenvalue w™!. Repeating this
procedure, we find that |k : M) = Q%|0: M) is an eigenvector of M associated
with eigenvalue w*, and a counting argument shows that each of these eigenvalues
must have multiplicity 1. Now, we have that det(M) = [[ez, w" = 1. O
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This means that the Pauli X¢Z° can be used as correction for any measurement
in the corresponding measurement space, and we will use this extensively in
chapter 3. Although there is not as nice a geometric picture for the collection of
all measurements as the Bloch sphere, qudit measurement spaces do retain some of
the structure of qubit measurement planes.

Proposition 2.3. w*X?7* € M(a,b) if and only if bx —az = 1.
Proof. w* X ZbX* 7% = whybe X otz zb+z = ybr—azyk Xz 7z Xa 7b, O

Proposition 2.4. For any two non-commuting Pauli operators P, Q), there exists
a unique (a,b) € Z2% s.t. P,Q € M(a,b).

Proof. Given P and @) we can solve a linear system to find (a,b) s.t. P,Q €
M(a,b). This linear system has a unique solution. ]

Notice that when d > 2, two distinct pairs of non commuting Pauli operators can
lead to the same measurement space, e.g. the pairs (X, X2Z9°!) and (7, X37472)
both belong to the same measurement space. For this reason, it is more convenient
to identify a measurement space by the corresponding pair (a,b) € Z3, i.e. a choice
of Pauli corrector.

As in the qubit case, pairs of measurements within the same measurement space
M(a,b) are still related to each other by rotations around the “correction” axis
Xeazb:

Proposition 2.5. Let X°Z° be a non-trivial Pauli operator and N € M(a,b).
Then M € M(a,b) if and only if there is a special unitary U € SU(d) such that
M =UNU* and [U,Q] = 0.

Proof. (=) If M € M(a,b) then sp(M) = sp(N) = {w* | k € Z;} and each
eigenvalue has multiplicity one. It follows that M and N are similar so that there
is a unitary U such that M = UNU*.

Furthermore, by proposition 2.2 and writing Q = X®Z°, the eigenvector
|k : M) of M can be obtained as Q~%|0: M), from which it also follows that
k+1:M)=Q|k:M). But, wealsohave MU |k +1: N) =UNU*U |k +1: N)
WU |k + 1 : N) from which it follows that

QUIk:N)=Qlk:M)=|k+1:M)=Ulk+1:N)=UQI|k:N). (2.13)

This is true for any k € Z4, and since NN is unitary its eigenvectors form a basis
for 7. We deduce that QU = UQ).

Finally, it is clear we can choose U to be special unitary, since for any unit
norm A € C, (A\U)N(\U)* = \)\]2UNU* =UNU".
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(<) Let M = UNU* such that [U, Q] = 0, then we have
MQ =UNU"Q =UNQU" =wUQNU" = wQUNU"* = w@QM. (2.14)

Furthermore, M and N have the same spectrum, and in particular M has a
fixpoint since N does. Then, M € M(a,b). ]

In turn, this allows us to recover a parametrisation of measurement spaces
much closer to the qubit case, where a measurement is given by angles relative to
a reference Pauli axis of the Bloch sphere.

Corollary 2.6 (Measurement angles). For any non-zero (a,b) € Z2, a measurement
M € M(a,b) is characterised by d — 1 angles 6 = (01,...,04_1) € [0,2m)47 L, up to
a choice of reference axis P € M(a,b).

Proof. Fix some P € M(a,b), then by the proposition, every M € M(a,b) is
such that M = UPU*, and in particular [U, X*Z’| = 0. This implies that in the
eigenbasis of X?Z° U takes the form of a diagonal matrix diag(e® | k € Zg)
with 6 € [0,27). Since det(U) = 1, we have that Y¢-! 6, = 0 and one of these
phases is redundant. Then, U and by extension, M, is uniquely determined by
the d — 1 phases {0;}¢{=} (and the arbitrary choice of P). O

2.2.2 Measurement patterns

Given that we are interested in procedures with an emphasis on measurements and
corrections conditioned on the outcomes of measurements, the quantum circuit
description of computations is not very practical for our needs. Instead, we describe
an MBQC by a sequence of commands, called a measurement pattern. Here, we
formally describe the syntax of measurement patterns, assuming that a choice of
reference axis has been made for each measurement space.

Definition 2.7 ([DKP07]). A Zjmeasurement term on a register V. of qudits
consists in a finite ordered sequence of V-indexed commands chosen from:

e N, : initialisation of a qudit u in the state |0 : X) = F'|0);

. Eft"v : application of E* on qudits w and v for some \ € Zg, with u # v;

. Mgb(é) : measurement of qudit u in the measurement space M(a,b) with
angles 5,

e X" and Z" : Pauli corrections acting on qudit u and depending on the
outcome m, of the measurement of qudit v.

A measurement term is runnable if no commands act on a qudit v € V' before
it is initialised (except initialisations) or after it is measured; and no commands
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depend on the outcome of a measurement before it is made. A runnable measurement
term is called a Z4-measurement pattern.

We often drop explicit mentions of the field Z; when it is obvious.

The outcome m,, of a given measurement can be described as a signal which
communicates its value across a control structure for the MBQC. The syntax for
corrections then binds that signal to a given correction.

Following Sanselme and Perdrix [SP17], measurement patterns can be equiva-
lently represented as labelled graphs. Then, following [Zho+03], these measurement
patterns are universal for all qudit quantum circuits.

Notation. A Zg-graph G is a loop-free undirected Z4-edge-weighted graph on a
set V of vertices. We will identify the graph G with its symmetric adjacency matrix
G € ZY*V (for some arbitrary ordering of the rows and columns). If A, B CV,
we will also denote G[A, B] the submatrix of G obtained by keeping only the rows
corresponding to elements of A and the columns corresponding to elements of B.
If A CV, then we denote 14 € ZZ{ the column vector whose u-th element is 1
if u € A, 0 otherwise. Similarly we consider Z ;multisets of vertices where each
vertex occurs with a multiplicity in Z; and we will identify the Z; ;multiset with
column vectors in ZY. The size of a multiset is defined by |A| = ¥ ,cy A(u) € Zq.
2" is the transpose of z. Given a single qudit Pauli operator P and a multiset A,
let Py i= @uey PA®.

The commands of a measurement pattern satisfy the following identities, for
every u,v € V such that v # v and a,b € Zy:

Xqu = ZvXU7 XuZu ~ ZuXu, ZaZb Za+b (215)
Xqu = MvXua Zqu = MvZua XaXb = Xaer (216)
Eu,vXu = XquEu,va Eu,vZu = ZuEu,va Eu,v - Ey,u (217)

where we use the notation A ~ B to mean that there is a phase e’ such that
A = ¢B. Tt was shown by Danos, Kashefi, and Panangaden [DIKXP07] that any
runnable measurement pattern can be rewritten using these commutation relations
to the standard form':

(H X Zoe Mt (0, ) ( 11 Ef;‘) (H N,,), (2.18)
veO* (u,0)eG velc

where I, O are subsets of V, x,z are functions O° — ZY, < describes an order on
O°¢ for measurement (equivalently, the order of the product), m, is the outcome

IThey worked in the qubit setting but their proof is purely symbolic. Rewriting U* = H2=o U
where U is any unitary from equations (2.15)-(2.17), and applying their standardisation procedure
results in a pattern of the form (2.18).
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of the measurement M,, GG is the matrix of a Zs-graph on the vertex set V', and
(u,v) € G identifies an edge in the graph G. The functions x, z implicitly describe
a weaker measurement order: the transitive closure of the relation {(u,v) | x(v), #
0 or z(v), # 0} gives a strict partial order <5, on O°. The measurement order <
must agree with <y ,, and in fact any measurement order that agrees with <y,
gives a valid standard form.

This motivates the following definition [DK06; Bro+07; Bac+21]:

Definition 2.8. An open Zg4-graph is a triple (G,1,0) where G is a Zq-graph
over V., and I,0 CV are distinguished sets of vertices which identify inputs and
outputs in an MBQC.

A labelled open Zg-graph is a tuple (G,1,0,\) where (G,1,0) is an open
Zq-graph and X : O — Z2\ {(0,0)} assigns a measurement space to each measured
vertex.

If (G,1,0, M) is a labelled open Z4-graph, we let
M) ={M:0°“=U)| (YveO): M) € M(A(v))}, (2.19)

which is the set of choices of measurements across the whole open graph that
agree with the labelling. Then the form (2.18) describes a 1-to-1 correspondence
between measurement patterns and tuples (G, I,0,\,x,z, M), where (G, 1,0, \)
is a labelled open Zg-graph, x,z are functions O¢ — ZY, and M € M()\). M
gives the measurement to be made at each non-output vertex, and x, z describe
corresponding outcome-dependant corrections. We shall call such a tuple a Z,-
MBQC:. The labelling A is technically required since the syntax of measurements in
equation (2.18) depends on the labelling, but as we shall see in the next section,
once the choice of M is made, A has no effect on the actual computation carried
out by the Z;-MBQC (the semantics of the measurement pattern).

When we represent open graphs in figures, we represent input vertices as squares
vertices, and outputs as white vertices. The edge weights are represented as usual
for colored graphs. For labelled open graphs, labelling of each non-output vertex
is written next to the corresponding vertex. Unlabelled vertices correspond to
the label (0,1), and unweighted edges are assumed to have weight 1. Here is an
example:
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2.2.3 Semantics and determinism

A Z4MBQC (G, 1,0, A\, x,z,M) describes an inherently probabilistic computation
with d x |O¢| possible branches (one for each set of measurement outcomes). For
an input state |¢) € %1 and set of outcomes 1 € Z3°, the corresponding branch
in a Kraus decomposition (theorem 1.28) is given by:

AM(16)) = (HO X 7 <mv:M<v>|v)( I EG) (r¢>®|o:x>),
veO* (u,0)eG uelc

(2.20)
which clearly depends on the choice of measurements M. We call the tuple
(G,I,0,\,x,z) a programmable Z;-MBQC, and encode this dependence in the
following definition:

Definition 2.9. Let (G,I,0,\,x,z) be a programmable Z,-MBQC, then its se-
mantics for a choice of measurements M € M(N) are given by a map defined
as:
[G,1,0,\ %, 2]y = D(HC) — D(H#°)
p—> Z A%pA%I* ) (2‘21)

meEL]”
and which takes values in the set of CPTP maps % — 7499,

An MBQC is said to be deterministic if the output state never depends on
the outcomes of the measurements. This is equivalent to saying that all branches
(2.20) are proportional, in which case the pattern is described by the single Kraus
operator Kj, corresponding to obtaining outcome 0 for all measurements. This is
by construction a correction-less branch since we have then obtained the “preferred”
outcome of each measurement. However, a problem comes up if K5 = 0, in which
case two deterministic Z;-MBQCs can have the same open Z4-graph but implement
different maps. See [DIK06; Bro+07; SP17] for examples.

To exclude these pathological cases, a stronger determinism condition was
introduced by Danos and Kashefi [DIK06]: a measurement pattern is strongly
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deterministic if all branch maps are equal up to a global phase. In particular,
strongly deterministic measurement patterns implement isometries.

Now, the original purpose of flow was to obtain sufficient and necessary condi-
tions for deciding when such an MBQC is deterministic. However, a characterisation
of strong determinism is still an open question, even in the case of qubits. Instead,
we restrict our attention to a yet stronger form of determinism, which is both more
tractable and arguably more practical [SP17]:

Definition 2.10 (Robust determinism). A programmable Z4-MBQC (G, 1,0, )\, X, z)
is robustly deterministic if for any <xz-lowerset’ S C O° and any M € M(\|s),
the MBQC (G, 1,0 U S, \|s,x|s,2|s, M) is strongly deterministic.

In other words, the MBQC is robustly deterministic if any partial computation
is strongly deterministic. Robust determinism is equivalent to the uniformly and
stepwise strong determinism of Browne et al. [Bro+07] in the qubit case.

Since the computation implemented by a robustly deterministic MBQC does
not depend on the corrections chosen, but only the open graph and the choice of
measurements, we simplify the semantics notation in that case to:

[G, 1,0, = \/d x |O| AF". (2.22)

The scalar factor accounts for the fact that the branch maps are not normalised
(in fact, the norm of the branch || Az |¢)] encodes the probability of obtaining
that branch for a given input [DKP07], a trivial piece of information for a robustly
deterministic MBQC in which all branches have equal probability of occurring).

2.2.4 Causal flow

All of the preceding discussion begets an obvious question: when is a given mea-
surement pattern robustly deterministic? Causal flow was introduced in [DK06] as
a graph-theoretical tool for finding robustly deterministic MBQCs. It was the first
step in the framework we present in this thesis, and allows only the simplest kinds
of corrections. Writing N (u) the neighbourhood of u in a given graph, causal flow
is defined as follows:

Definition 2.11 ([DK06]). An open Zg-graph (G, 1,0) has a causal flow (f, <) if
f is a map O° — I¢ and < a partial order on V' such that for any i € O,

1.0 < f(i);
2. Giay) #0;

2Tf < is a partial order on V, then a <-lowerset is a subset S C V such that if © < v for some
v €S, thenu € S.
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3. for every j € N(f(i)) \ {i}, 1 < j.

The name reflects the fact that a causal flow can always be viewed as a sequence
of single gate teleportations with intermediate controlled-Z operations. When we
perform measurements in the corresponding pattern, each input is teleported onto
a subsequent vertex in the graph, and thus can be seen to “flow” across the graph
state’.

The partial order < gives an order for measurement, and the function f identifies,
for each measurement i € O°, a single vertex f(i) which is used for corrections.
Condition (1) encodes the fact that this vertex f(i) must not have been measured
when we try to perform the correction for i. Condition (2) implies that f(i) is a
neighbour of ¢ in the graph G: this is necessary for the kind of corrections which
we consider: performing an X ! gate at f(i) has the equivalent effect of applying
a Z gate at every neighbour of f(i) (see proposition 2.12). Then, condition (3) is
needed to make sure that no previously measured vertex, other that ¢, is affected
by this correction. The remaining Z gates acting in N(f(z)) \ {i} can be corrected
for by applying Z~ .

When only measurements in M (0, 1) are allowed, causal flow was shown to give
rise to a robustly deterministic Z,-MBQC (G, I, O, xy,z¢) given by:

xp(u) = =Gy liay  and  zp(u) = =Gy i) Gln ) up (2.23)

which is well-defined by condition 2 of definition 2.11.

In [DKO06], this result is stated only in the case of qubits, but it can be easily
adapted for qudits. They rely on the relations (2.15)-(2.17), with only two additions,
which relate specific preparations and measurements to corrections: for any u € O°€,
v € I and m € Zso,

(0: X|Rz(a) = My()Z™  and  X,'N, = N,. (2.24)

These relations hold identically over .£?(Z,) if one takes instead m € Z4. As a result,
the causal flow condition also applies for qudits, and the resulting measurement
pattern (G, I,0,xy,zy) is robustly deterministic.

3This intuition will later be formalised in terms of path covers of the open graph [de 08], but
we will not encounter them until chapter 4. Each input corresponds to the starting point of a
path that traverses the graph from the inputs to the outputs, identifying the vertices of (G, I,0O)
that will be “traversed” by each input through subsequent teleportations.
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2.3 Graph states

For an open graph (G, I,0) and an arbitrary input state |¢) € %! we write

G(¢)) = ( 11 Eff) (ch) 034 \0:X>u>, (2.25)

(u,v)EG uelc

which we call an open graph state, and put Eg = [I(4.)ecc Eﬁg*”. Open graph states
are resource states for the MBQCs which we describe in this chapter. In the case
I = @, we recover the well-known qudit graph states [Zho+03; MMP13]. The
stabilisers of an open graph state are given by:

Proposition 2.12 (Open graph stabilisers). Let (G,I,0) be an open Zq-graph,
and assume Q is a product of Paulis. Then, Q|G(¢)) = |G(¢)) for all |¢p) € %!
if and only if there is a multiset A € ZY such that A, =0 for allv € I and

Alga

sz 2 XAZGA' (226)

Proof. The stabilisers of |G(¢)) are simply the stabilisers of |¢) ®,czc |0 : X)
conjugated by Eg. It is clear that the stabiliser group of |0 : X) is generated by
X™ for all m € Zy. Since no Pauli stabilises every [¢) € 7, it follows that the
stabiliser group of |¢) ®,eze [0 : X) is of the form X4 for some A € Z) such that
A, =01if v € I. Now, we have

BeXi B = [ EZyXi* 1 Bl =X I 204 = Xa, Zaa,, (2.27)

(u,0)eG u,v<€V veV
so that
EeXAEL = Eq [[ XM EL = X[ [ 284 (2.28)
keV veV
ATG A
= kg/ XAkZGAk - kaEV k ZkEV kXZkeVAkZZkeV GAy, (229)
= CUATGAXAZGA, (230)
as claimed. N
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CHAPTER

ROBUST DETERMINISM IN
MEASUREMENT-BASED QUANTUM
COMPUTATION WITH QUDITS

We are now ready to begin our study of MBQC proper. This chapter is primarily
concerned with finding a characterisation of robust determinism in measurement
patterns over a finite cyclic field Z,. This characterisation will take the form of
a linear algebraic condition which relates to the connectivity of the open graph
(G, I,0) via its adjacency matrix G. It generalises the two previous flow conditions
that were introduced to characterise robust determinism in MBQC with qubits
only: causal flow and g-flow.

Causal flow was introduced by Danos and Kashefi [DK06], and was described
in section 2.2.4. However, it turned out to be too restrictive a condition. While
it is sufficient for robust determinism, only the simplest kinds of corrections were
allowed and there are many open graphs corresponding to robustly deterministic
patterns that do not have causal flow. This lead to the formulation of generalised
flow or g-flow [Bro+07] which was subsequently proven to be a necessary and
sufficient condition for a qubit measurement pattern to be robustly deterministic
[PSM]. Generalised flow is briefly described in section 3.1.1 of this chapter.

The g-flow condition was originally stated in terms of parity conditions on

The results in this chapter are based on our article, [Boo+21], and the work was presented at
the 19th International Conference on Quantum Physics and Logic as well as the Sixth International
Conference for Young Quantum Information Scientists.
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the neighbourhoods of measured vertices in the labelled open graph (G, 1,0, \).
These conditions can straightforwardly be interpreted as equations in a linear space
over the finite field Zy (see proposition 3.5). Generalising this construction to the
case of any prime d, we get our novel flow condition, Z,-flow, which is presented
in section 3.1. Then, we show that Zgs-flow is both sufficient and, in section 3.2,
necessary for a Zs-measurement pattern to be robustly deterministic. Finally, in
section 3.3 we present a polynomial-time algorithm which finds a Z4-flow for an
input open graph whenever one exists.

This chapter builds on the constructions introduced in chapter 2. Beyond the
definitions of measurement patterns and robust determinism which are of course
ubiquitous, we make frequent use of the following:

o Zg-flow is closely linked to the existence of Pauli stabilisers of open graph
states, proposition 2.12; they are essential in the proofs that Zg-flow is both
necessary and sufficient for robust determinism;

o the proof that Z;-flow is necessary for robust determinism relies extensively
on the characterisation of measurement spaces from section 2.2.1.

3.1 Zjs-flow is sufficient for robust determinism

This leads us to the statement of our novel flow condition. It is a strict generalisation
of gflow to qudits, which must take into account the additional freedom in open
graphs described in section 2.2. Recall that, if A, B C V, G[A, B] is the submatrix
of G obtained by keeping only the rows corresponding to elements of A and the
columns corresponding to elements of B.

Definition 3.1. A labelled open Zg-graph (G,I1,0,)) has a Zg-flow (C,A) if
C € ZY*V and A is a totally ordered partition of V. such that
1. Yu € O°, AMu) = (Cuu, (GC)r);
2. C[I,V] =0 and C[V,0] = 0;
3. for any M, N € A,
e C[M,M] and (GC)[M, M] are diagonal;
e whenever M < N, C[M,N] = (GC)[M,N] = 0.
If Mu) = (0,1) for all u € O°, we say that (C, A) is a simple Zg-flow, otherwise it
is extended. We call A a layer decomposition of (G, I,0, ) for C and the elements
of A are layers.

If (G, 1,0, ) is a labelled open graph with Zs-flow (C,A), then we obtain a
runnable MBQC (G, 1,0, A\, x¢,z¢) by imposing

Xc(v) = (Coy — Av)11(y) and  z¢(v) = ((GC)ey — A(v)21(}), (3.1)

47



CHAPTER 3. ROBUST DETERMINISM IN MBQC WITH QUDITS

(0,1) 00a0,/0 000 1 000
a0 006bec|ll0o 100] [ba? 000
/ a b 00|lat000[ "0 bo0oO
c—0

wd 0 c00/\0 000 0 ¢ 00

G C

Figure 3.1: An example of a labelled open graph (left) with corresponding Zg-flow
(right). The inputs of the open graph are square vertices, and the outputs are
white. The labelling is written in parentheses next to the unmeasured vertices.
The edge weights can take any values in Z; with the only constraint being that a
must be invertible. We measure the input vertex before the auxiliary non-output,
which gives the corresponding layer decomposition.

where M,, is the v-th column of a matrix M.

The layer decomposition A describes a (partial) measurement order for the
non-output qudits: the qudits can be measured in any totalisation of the order
induced on O€ by the order of A, and qudits within the same layer can be measured
simultaneously. This order is a (not necessarily strict) extension of the order
induced by x¢, z¢ as described in section 2.2.2.

The u-th columns (minus the u-th element) of C' and GC then respectively
describe where to apply X and Z corrections for the measurement of vertex u € O°.
If u belongs to layer L € A, the elements in C,, and (GC),, corresponding to
vertices in layers L < K then express the back-action of these corrections on qudits
that have already been measured. These matrix elements must consequently be
zero for there to be no unwanted back-action. The elements in C,, and (GC),,
that corresponds to vertices in the same layer as v must also be 0, since those
vertices can be measured before u. These considerations impose condition 3.

Condition 2 follows from the fact that the outputs are not measured and thus
no correction is needed. Furthermore, we cannot apply X corrections at an input
vertex, since our proof of robust determinism relies on the fact that X, N, = N,,.'
Finally, the u-th element of C,, and (GC),, describes the effective correction
applied at vertex u, X¢ Z(@u when we follow this procedure. This effective
correction must match the measurement space assigned to u so that we can use
the back-action to perform the correction, which implies condition 1.

Then this MBQC is deterministic and implements an isometry:

Theorem 3.2. Suppose the labelled open graph (G, 1,0, ) has Zq-flow (C, A), then
the programmable MBQC (G, 1,0, \, X¢, z¢) is runnable and robustly deterministic.

'Equivalently, by proposition 2.12, the open graph stabiliser have X components only on
non-input vertices of the graph.
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Furthermore, for a given choice of measurements M, it realises the isometry

[G,1,0]y = HE' — HZO 1\ /d x |0 Queo- (0 : M(u)| EgNre.

Proof. Assume (G, I,0, \) has a Zg-flow (C, A). We perform the measurements
in the order given by any totalisation of the order induced by A on V. We measure
qudit v with a M-measurement, and we obtain a classical outcome s, € Z,. Let
Qy = XCuu Z(GCuu then by lemma 2.5, the action of any measurement in M (\(u))
correspond to the application on qudit u of the projector (m : M| = (0 : M| Q%».
Thus a correction must consist in simulating the application of Q~** on u. The
definition of Z4-flow implies that C' and GC must be lower triangular, so that
X\ [} Z(Gofup)\{u} acts only on unmeasured qudits, where A\ {u} removes
all the occurrences of u in A:

0 if u=w

3.2
A(v) otherwise (32)

A\{u} =v+— {
Then by proposition 2.12 we have that:

Xt ZGcmmin |G = X mZcmmnm @@ 1G) - (33)
= X 2o @™ 1G) = Q™ |G) . (3.4)

As a consequence, the correction X (Sg () {u}ng;c (u)\{u} 18 runnable and makes
the computation uniformly deterministic.

Since all the branch maps are equal, the computation is strongly deterministic,
and since we have considered only a single measurement and the associated
corrections, it is stepwise deterministic.

In [DKO6] it was shown that if a measurement pattern is strongly deterministic
then it implements an isometry. Since we correct each measurement to the
outcome m = 0, it is clear after renormalising that the final isometry is given by

HET — HZO :\/d X |O%| TTueoe (0 : My| EgNpe as claimed. O

3.1.1 Recovering gflow

Generalised flow was originally formulated in terms of a partial order on the vertices
to be measured. If A C V', we write Odd(A) the subset Uyc4 N (a) of vertices that
are neighbours of an odd number of elements of A. Then:

Definition 3.3 ([Bro+07]). A labelled open Zo-graph (G,1,0,\) has g-flow if
there exists a map g : O° — 2I° and a partial order < on V' such that for all i € OF,

e ifj€g(i) andi# j theni < j;

49



CHAPTER 3. ROBUST DETERMINISM IN MBQC WITH QUDITS

e if j i andi # j then j ¢ Odd(g(7));

e if AN(1) =(0,1) theni ¢ g(i) and i € Odd(g(7));
e ifN(i)=(1,1) then i € g(i) and i € Odd(g(7));
e if Ni) = (1,0) then i € g(i) and i ¢ Odd(g(7)).

These parity conditions of the connectivity of the open graph can be reinterpreted
as linear equations over Z,, as we see here.

In the case of Z4-flow, it is straightforward to see that the order of the layer
decomposition A induces a (non-unique) partial order on the vertices V. Given
a partial order < on the vertices V', then there is of course a (also non-unique)
ordered partition of V' that agrees with <. Since either of these orders are only
used to describe the measurement order for the vertices of the graph, we can write
the Zy-flow condition in terms which are closer to [Bro+07]:

Lemma 3.4 (Partial order Zg-flow). (G, 1,0, \) has a Zg-flow if and only if there
exists C € ZY*V and a partial order < on'V such that

1. Yu € O° AMu) = (Cuu, (GC) )5

2. Cuo = 0 whenever u € I orv e O;

3. when the columns and rows of G and C' are ordered according to any totalisa-
tion of <, C'" and GC' are lower triangular.

It is straightforward from this formulation to recover the gflow condition, using
the intuition that the parity conditions in the original formulation correspond to
linear equations over Z,: we interpret g(i) € 2°° as an element of Z4" which is
embedded into ZY by padding it with zeros. This then corresponds to the column
C.i, and the g-flow conditions are then equivalent to those of Zy-flow:

Proposition 3.5. A labelled open Zy-graph (G, 1,0, ) has a gflow if and only if
it has a Zo-flow.

We omit the formal proofs of these statements, which involve technical calcula-
tions of matrix elements and therefore are not particularly informative.

3.2 ZsfHow is necessary for robust determinism

It has been shown in the qubit case that any measurement pattern that is robustly
deterministic is such that the underlying open graph has a gflow [Bro-+07; PSM].?
We generalise this result to the case of qudits:

ZNote that the claimed proof in [Bro+07] is mistaken. The mistake is corrected by the original
authors in the upcoming article [PSM]. The work in this section also corrects the original mistake
(in particular the proof of lemma 3.7), but I do not claim the first correct proof.
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Theorem 3.6. If (G,1,0, )\, x,2z) is a robustly deterministic Z,-MBQC, then the
underlying labelled open Zq-graph (G, 1,0, \) has a Zg-flow (C, A) such that x = x¢
and z = z¢.

3.2.1 A technical lemma

Our proof of theorem 3.6 relies crucially on the following technical lemma, which
we prove in this section. The idea is that we need to identify the open graph state
of an arbitrary robustly deterministic measurement pattern with the open graph
state of an open graph® with Zg-flow. However, we in principle only have access to
the projected states after measurements have been made. Therefore, it is necessary
to show that the set of measurements M(\) is rich enough to allow us to identify
two states which have identical projections on all measurements. Put formally,

Lemma 3.7. Let (G,1,0,\) be a labelled open Zy-graph, |@) ,|¢') € (#°V), and
RC V. For any M € M(X\g) and m € ZE, put |m - M) = ®,cr |m, : M(r)). If,
for every such m and M, we have

(7 MIg) = (i M) and [ - MIg)| = —~— = |l : MIgH, (35

Vi

then there is a subset L C R, %, 7 € Z% and ) € %V \L such that

|9) = [¥) ® [Zn 0 Qn)  and |¢,> ~ |¢) ® [Yn + Qn) - (3.6)

neL neL

We build up to the proof of lemma 3.7 itself in a sequence of smaller results.
Firstly:

Lemma 3.8. Let |¢) be a state of a register V of qudits, Q = X°Z® a Pauli
operator and fix some v € V. If for every measurement M € M(a,b) of the qudit
v and every m € F, we have

lm = M | )] = ;;l (3.7)

then |¢) has a Schmidt decomposition of the form
[0) =3 ol Q) @ hs), (3.8)

T€Lq

where |z : Q) is an eigenvector of Q) associated with eigenvalue w”, and we take the
coefficients ¢, to be real and non-negative.

30pen graph states were defined in section 2.3.
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Proof. Pick some M € M(a,b), we can write

0) = D |m:M)|¢n) where |¢n) = (m:M|¢) (3.9)

MmEZLy

and [[(m : M|¢)|| = 7.
Letting {|1.,)} be the collection of vectors obtained by orthonormalising

{|¢m)}, we can expand |¢) in this basis:

1
‘¢> - ﬁ Z \Dmn ‘m : M> ‘wn> ) and fOI‘ any m S Zd7 H\IJW“HQ =1 (310)

m,nELq

where W is therefore a d x p matrix such that p is the dimension of the subspace
of #®V generated by the |¢,,) and we denote ¥,,, the m'™ line vector of .

We know that, for every rotation U in SU(d) preserving () and every M in
M(a,b), UMUT is also in M(a,b). The group of all such rotations acts on ¥
from the left via the Hilbert space representation, and this action is generated by
the rotations of the form Vy,' Ry, (¢)Vys, where V) is the d-dimensional discrete
Fourier transform matrix in the eigenbasis of M, and Ry ;(£) is the diagonal
matrix given by k € Z4, | € Z}; and £ € R, by

e” if m=k
Rig(&)mm = €® if m=Fk+1; (3.11)

1 otherwise.

Explicitly, Vi is given by (m : M|Vys|n : M) = w™". According to equation (3.7),
applying a rotation preserving () to v preserves the outcomes’ probabilities. As
such, we deduce that the action of rotations Vj\glRM(f)VM on matrix ¥ will
preserve the norm of its line vectors. Namely, for every k € Zg4, | € Z}; and £ € R,

19,00l = |(Drre ), |

where Dk;,l,§ = VJ\TIIRkJ(f)VM (312)

Below, we explicit the right side of this equality to find which ¥ satisfy equa-
tion (3.12). First, we compute the row vectors of the transformed matrix:

1 m—o —1 m—o %,
(Dk,l,g‘y)mo = \Ilmo + g gz: \Ijao (wk( )(6 $— 1) + w(k+l)( )(6 S — 1))
a€Lq

=V,..+ Pffgl’l sin & + Pﬁ’l’z(cosﬁ - 1) (3.14)
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where
l
Pk: I,1 Z \I’ (k+ (m—a) Sin<ﬂ-(m — Q)) and (315)
aEZd d
l
P/;:L,l 2 . Z q]a.w k‘+ )(m ) COS(W (m — a)) . (316)
d a€Zlg d

We rewrite equation (3.12) as,

Wl * = |[(Dr1£ D),

H‘I’m + PEUUsin € 4 PR (cos € — H (3.18)
= ||¥,nell* + A+ Bsin€ + Ccos€ + D cos 26 + E'sin 2€, (3.19)

from which we deduce:
A+ Bsin€ + Ccosé + Dcos 28 + Esin2¢ = 0. (3.20)

We specify these five alphabetic constants while emphasising that only the ex-
pression of D will be used thereafter:

A= 2P~ 2Re (WP ) 4 o P60

, (3.
B = 9Re (\I/m.P,IZ’l’l*) — 9Re (P:I,l,lpylz,z,z*) ’ (

)
)
C = 2Re (V0 PE) — 2| P52, (3.21c)
D= (S e (3.21d)
E :=2Re (P PE), (3.21¢)

where P%* denotes the complex conjugate of PFbi.

We know that {cos(m¢), sin(né) }mnen forms an orthogonal set in the space
of periodic functions of period 2w with respect to the Hermitian form (f, g) :=
ST f5(t)g(t)dt, and as such, the five alphabetic constants of the left side of
equation (3.20) must be zero.
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We develop the two terms of the constant D, Vm, k € Zy, | € Z}; , and obtain:

HPfl’l’lHZ D DN 298 Al (kt3)(@=0) cog <7;l(m - a)) cos (Zl(m — a’)) ,
a,a €Lg
(3.22a)
HPff{l’2H2 s > LY, ewFHa)E=a) gin (Zl (m — a)) sin (Zl(m - o/)) .
a,a/ €24
(3.22b)

Using the addition formulas of trigonometry, we deduce,

/ l
= > v )=o) oog (Z(Qm —a— o/)) =0. (3.23)

aaGZd

We introduce the following change of variables 25 := o + o/ and 25" = a — o/,
such that we obtain,

, 2wl
Vk,n € Zq and | € Z, Z w2(k+3)8 U e Wp_pre COS (Z;

BB €Ly

<m—5>)=o

(3.24)
Now, for any [ € Z}, the square matrix given by 2, g 1= w2*+5)8" ig invertible. As
a consequence, we deduce from the previous equation that Vm € Z; and VI € Z},

. 2ml
> U 5 Vs g COS( g (m — B)) (3.25)
BEZq

Developing the cosine, we obtain

2mlm 2nlp
cos< g ) Z \I/5+5,,\I/5 B/,cos< 7 )

BEZq

[ 2wlm 27l
+SlIl< d >Z‘II,B+,BI \1/6 B'e Sln( d )—07

BEZq

(3.26)

from which we deduce, using again the argument used in equation (3.20), that
Vi e 7},

2ml
Z \IJB+BI \IIIB IB/ COS( 7;/6> — 07 (327&)

BEZLq
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2l
S Vg g sm< 7;5> — 0. (3.27b)

BEZq

These equations force the following conclusion: for all § € Z,, the Hermitian
product of Vs, 5,4 and Ws_z, depends only of ', namely:

\1124_5/.\1/5_5/. == 7“5/. (328)
At this point, we define a “Fourier transform” of our line vectors ¥,,, as
. = Z U, ew™ (3.29)
\/_ meZLq

This tranformation is invertible as:

Ve = f > wl (3.30)

YEZq

so that going back to |¢),

; ZZ (Z v, )|m> ) 3.3
1 > v ¥ O [4,) (3.33)
\fgzjdm Q) [l (3.34)

where ‘¢F> =Yz, V5, |thn). Making good use of equation (3.28), we find that
for v1,72 € Za

(Wl |eh) = 32 Wil (Galihw) (3.35)
nELq
= 0T, (3.36)
nEZLq
_ Z Z \I/mln\I/mQRW*ml’leer’m
nEZd m1,ma€Lq
(3.37)
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= l Z (Z P ) ) —mi1y1+may2
min T)’L n
d7ﬂ1ﬂn2€Zd NEZLqy
(3.38)
1
according to equation (3.28), = p > Pmpmyw M2 (3.39)
m1,mo€ZLq 2
1
_ = Z TQZw*(a1+a2)’yl+(a1*Oﬂ2)’yz (340)
a1,02€7q
summing over ay, = Y. Taw 2R (3.41)
ag€Zg

The family {‘1/15 >}7€Z , forms an orthogonal family. Note that, depending on

the value of the r,, some ‘@/Jf > can be of norm 0. Nevertheless, whenever the
condition of equation (3.7) is met, we have a valid Schmidt decomposition of |¢)
of the form

f > =v:Q) ). (3.42)

YEZq

O

Lemma 3.9. Let |¢), |¢') be two states of a register V of qudits, Q = X*Z® a non-
trivial Pauli operator and fix some v € V. If for every measurement M € M(a,b)
of the qudit v and every m € Zg4, we have

(m:M|¢)=(m:M]|¢) and [{m:M]|)|l=—==I(m:M]|¢|,
(3.43)

N

then at least one of the following holds:

L. |¢) = |¢);
2. |¢) and |¢') are separable and there are x,y € Zq and |[¢p) € A2V} such
that

0) =1z:Q),®¢) and |¢) ~|y:Q),®[¢), (3.44)

where |z : Q) is an eigenvector of Q associated with eigenvalue w®.

Proof. Assume that both |¢) , |¢’) have Schmidt rank 1. According to the previous
lemma, we can write both states as

9) =lz: Q) @) and [¢) =|y:Q)®

), (3.45)
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using equation (3.43),

|1/):c> = \/E<0 : M|gz5> = em\/g«) . M|¢/> _ eicx

V), (3.46)

and we are clearly in subcase (2) of the main lemma.
Now, assuming the Schmidt rank along the partition {v; V' \ {v}} of both |¢)
and |¢') is greater than or equal to 2. According to the previous lemma,

0) =D clr: Q@) and |¢)= ) cle:@Q) @),  (347)

TE€ELqg TE€ZLq
Then, for any m, k,l € Z4, and any & € T?, we have

(m: Mg) = e (m : M|§), (3.48)
(m : M|Dyelg) = 4™ (m: M|Dyyeld) (3.49)
where Dy, ¢ is defined as in equation (3.12) and S is a function of the different

parameters which define the rotation. Developing the right-hand side of the
previous equation we find

(m: M|Dyael¢) = > (m: M|Dygela : Q) [¥)) (3.50)
_ Z [wmx + ;li anm (wk(m—n) (6—1'5 . 1) + w(k—l—l)(m—n) <€i§ _ 1))‘| C/m |¢:/r> )
' ' (3.51)

Likewise, for the left-hand side, we have for any m, k,! € Z4, and any & € T¢,
(m : M| Dy¢9) (3.52)

=(m: M|o) + cll Z (uﬂ'(m_")(e_i£ — 1)w(j+k)(m_”)(ei£ — 1)) (n: M|o) (3.53)

=cm (m : M|¢') + cli > (uﬂ'(m_”)(e_ig — 1)UtRm=n) it _ 1)>6m" (n: M|¢')
! (3.54)

:Z leiamwmx + ; Zeianwmv (wk(m—n)(e—if _ 1)w(k+l)(m—n)(ei§ _ 1))1 c; W@ ,
! (3.55)

where we have used equation (3.48) between the first two lines. By identifying
components along the orthonormal basis elements {|¢/})} and removing terms
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where ¢, = 0, we can write equation (3.49) as

GiBGkEm) <w anw km=n) (g€ _ 1) 1 1 Zwmw(w)(m—n) (e 1) >

=w™mTelom 4 cll 3 elomnehtm=mn) (e*ig ) + = Zew‘” na k) (m=n) (ei5 — 1) :

(3.56)

Since |¢’) has Schmidt rank of at least 2, we can find y,z € Z, such that

y # z, ¢, # 0 and ¢ # 0. For the next part, let k =y and [ = z — y such that
the phase of Dy, ;¢ is applied on the two non-zero components.

From now on, we note 3(§,m) = 5(y,z — y,&, m). Taking the coefficients

along

¢;>, we rewrite the previous equation, for any £ € T and m € Z,4, as
iB(Em) my i

= welom (11 Z et ™ ¥ (m=n) (e‘ig — 1) + cll Z el ™y m=mn) (e’f — 1) ,

(3.57)
taking the coefficients along |1))) we extract a different equation,

(BEm) mz i€
= WMelm 4 cli Zn: i "z Y (m=n) (e_i5 ) + = Z eln 2 yFm=n) (6i€ — 1) .

(3.58)
Finally, for any £ € T and m € Zy,

iBEm) __ i€ _iam - iy g - tam, (z2—y)(m—n) 26 i€
e =e'te —|—d§ne (1 e)+d§ne wY (62 e)(3.59)

and

IBEm) _ i€ iam Cliz efongy==)(m=) (g=i% _ i€ | ;Z g (1— ¢,
n n

(3.60)
So, the right sides of both equations are equal. However, we can use again the
argument below equation (3.21), {€™¢},,en is an orthogonal set in the space of
periodic functions. As such, taking the terms in e* and ef,

3 etemEwtm=n) — (3.61a)

1 A .
eiom _ 8 Zeuxn _ Zemnw(«’«’—y)(m_") = 0. (361b)
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Instantly, we get, for all m,

. 1 - i )
glom — d > e and in particular e’ = ', (3.62)

n

We note this common phase «, and this implies by direct calculation that

Ca [1ha) = ¢, |4y, (3.63)

Based on this result, we can conlude that we are in subcase (1) of the lemma:

|6) = ZE:C@« |z Q) ® [tha) (3.64)
= ZT: |22 Q) ® (e [¢a)), (3.65)
= Z |22 Q) ® ("¢, [¥))), (3.66)
=Y e Q)@ ), (3.67)
= |;’> : (3.68)

as desired.

We have shown that any choice of |¢),[¢)') which verify the conditions of
equation (3.43) must fall into either subcase (1) or (2) of the lemma, and we are
done. 0

Finally, we are ready to prove the main lemma:
Proof of lemma 3.7. The proof proceeds by induction on the size of R. The
case |R| = 0 is trivial, and the case |R| =1 is lemma 3.9. Assume the statement

is true for some non-empty R, if R =V we are done since the induction cannot
continue. If this is not the case, pick u € V' \ R. If

({m: M(u)| @ (i : Mlp) [¢) ~ ({(m : M(u)| @ (11i : M) [¢)

and | VdFI((m : M(u)|, ® (7 : M) )] = \}E (3.69)

hold for all m € F, then by lemma 3.9 we have one of the following cases:
1. (m: M|¢) =~ (m : M|¢') and ||(m : M|¢)|| = -~ for any m € Z% so that

NZIE
by the induction hypothesis we are done.
2. For each m € Z[F, there are z,y € Zy and |[Yma) € 222V such that

(M M|¢) ~ |2 : Qu), @ [Ymm) and (M : M|¢') ~ |y : Qu), @ [¥mm).
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In the latter case, make some arbitrary choice of measurements M : R —
U(#), and expand |¢) in their common eigenbases:

0) =D > c(n@)|n:Qu), ®|d: M), ®[d(a)). (3.70)

n€lq el
Then in particular, we have that for any choice 7 € Z¥,

(i MIg) = 3 en, i) In: Qu), ©[6(n, ) = |2 : Qu), ® ), (3.71)

nelq

which implies that ¢(n, ) = 0 whenever n # z, and we have |¢) = |z : Q) ® |[1).),
where

o) = D clw i) |m: M) @ [p(x, 1)) . (3.72)

meLl
Similarly (m : M|¢') ~ |y : Qu) ® w;> It follows that for any 1m € Z%, we must
have (7 : Mvs) ~ [thmar) and (17 : M|t} ~ [thzm), so that (i : Myh,) ~
<7ﬁ M ¢;> Then, by the induction hypothesis, there is L C R and Z, ¥ € ZCLlU{"}

such that [¢) = |¥) Queruquy [Tu : Qu) and |¢') = [¢) @ueriquy [Yu : Qu), and we
are done. n

3.2.2 Proof of the converse theorem

Proof of theorem 3.6. Let < be the order on O¢, and consider the last measure-
ment made according to some totalisation of <. Suppose it is made at vertex w.
Let M : O — U(J) be such that M(v) € M(\(v)) for all v € O°. Performing
the measurement with outcome m, there is a corresponding correction X, Z¢, )
that acts only on outputs, and which induces the branch map:

G (9)) — Xl Zaty ((mrM(U)\ 03¢ <01M(v)l) G (9)) (3.73)

ve0R\{u}
= X3 i (@ (0 MO)) Q2 6(0). 3.7)
- (® 0 M) X 2502 I (.75
- ® (0: MG (376)

By the uniformity condition, this equation is true for any choice of measure-
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ments in [[,coc M(A(v)). In particular, for any M € M(\), by proposition 2.5
we have Q,"M(v)Qr € M(\(v)), and

(0: Q" M(v)Q;

=(0:M(v)| Q) = (m : M(v)|. (3.77)
It follows that for any choice of measurements M and any m € Z3",
(m - M| X0, Z,0,) Q' |G(9)) = (m - M|G(6)) (3.78)

so by lemma 3.7, there is a subset L C OF€, vectors Z,y € Z'f' and a state
) € #2V\L such that

) Zay @ 1G(9)) = [¥) @ |2n : Q) and |G (9)) = [¥) @) |yn : Qn) -

neL ner
(3.79)
Then,
Xm (u) z(u Qm 1) ® [T+ Qn) =~ Xm (u) z(u Qm |G(¢)) (3.80)
neL
= ~ [1)) ® [Yn + Qn) - (3.81)

nerL

If u ¢ L, then since the corrections only act on outputs this implies that

nel nelL

so we must have x,, =y, for alln € L.

Ifuel,
(Xt Zoy @it 1)) g |0t Qn) (3.83)
~ (X Zaw 1¥) ® Q1 [T+ Qu) ng?{u} |0 2 Qn),  (3.84)
~ (X Zaw 1¥) @ 0™ |2y : Qu) ne(LE?{U} | 0 Qn), (3.85)
~ )@y Qu) Q) |yn: Qn), (3.86)

neLl\{u}

which which also implies that x,, =y, for all n € L. Then,

Xtw Zaluy Qu' 1G(0)) ~ |G (), (3.87)
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and Xy(y) Zzu)Qu stabilises the graph state for any m € Zg, up to a phase el
By proposition 2.12 there is some multiset C,, € ZY such that

€ Xe(u) Za)Qu = WO X, Zge,, and  (Con)y =0 if vel. (3.89)

The corrections act only on outputs, so that the factor of X¢,,Zge,, act-
ing on v must be @,.S This implies that XCWZ(_G}C)W ~ Qy, so that A(u) =
((Cew)us (GCay)u, and furthermore, that (Cey)y = (GCey), = 0 if v ¢ O U {u}
since X;’Eu) Z;Zu) acts only on outputs. Furthermore, tensor products of Paulis
form a basis of the space of linear operators, so that we must have

X(v) = (Cop = A(v)11yyy) and z(v) = ((GC)ey — A(V)2114). (3.89)

Now, consider the open graph (G, I, OU{u}). Since (G, I, O, A, x, z) is robustly
deterministic, we can repeat the same procedure on the new open graph

(G, I1,0U {u}, )\‘(Ou{u})c, Xl(OU{u})C; Z‘(Ou{u})c), (390)

obtaining C,, for the last measured vertex v in O°\ {u}. This procedure eventually
terminates, and we end up with a column vector C,, for each w € O¢°. Let
C e ngv be the matrix whose u-th column is Cl,, or 0 if © € O. Then from
the equations in lemma 3.15 we see that the pair (C, <) gives an Zg-flow for
(G,I1,0,)) by lemma 3.4. Furthermore, it is also clear from equations (6.56) and
(3.89) that x = x¢ and z = z¢. O

3.3 A polynomial-time algorithm for Z;-flow

In this section we formulate an algorithm for finding Z4-flow for a given labelled
open graph. It is constructed in such a way that it always finds a Zg-flow (C, A)
with optimal depth, in that the cardinality of A is minimal over all possible Z -flows.
This algorithm is strongly inspired by the analogous algorithm for finding gflows
for open Zo-graphs [MP0g], and its generalisations to multiple measurement planes
[Bac+21] and to finding R-flows [BM21] in continuous-variable quantum computing.

input: A labelled open Z4-graph (G, 1,0, \)
output: A Zs-flow (C,A) or fail

1: procedure Z-FLOW(G, 1,0, \)

2: find L={ueV|MeV): G, =0} > Isolated vertices
3: layer(0) = OU L

4: C = O|V|><|V\
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5: return Z-FLow-AUX(G,I,0 U L, A

oz, O, layer, 1)

6: procedure Z-FLOW-AUX(G, I,0,\, C, layer, k)

7: L=o > Vertices which we are correcting in this layer
8: for all v € O° do

9: (a,b) = A(v)

10: solve in Zq: G[O, 0\ I|¢ = b,y — aG[O°, {v}]

11: if there is a solution ¢ then

12: L:=LU{v} > Assign v to the current layer
13: ClO\ I, {v}] =¢ > The corrections for vertex v
14: CHv},{v}] =a

15: if L = & then > If we cannot correct for additional vertices, either:
16: if O =V then

17: return (C, layer) > we have found a Zg-flow; or,
18: else

19: fail > there is no Z4-flow.
20: else

21: layer(k) = L

22: return Z-FLOW-AUX(G, 1,0 U L, Xope\r,, C, layer, k + 1)

3.3.1 Correctness

The core of the algorithm is the loop line 8. Lettingn = |V|, ¢ = |O|and ¢’ = |O \ 1|
at a given call to Z-FLOW-AUX, note that ¢ < ¢ < n. The loop amounts to solving
n — ¢ systems of n — ¢ equations in ¢ variables. Let z, be the right hand side of
equation line 10. Solving the system can be done by transforming the matrix

(Glos,0\ 1] |20, |-+ | 7, ] (3.91)

to upper echelon form. This can by done in time O(n?®) by Gaussian elimination,
and backsubstituting to find the corresponding ¢; to each z; takes time O(n?)
or for all solutions O(n?) since there are at most n backsubstitutions to perform.
Finally, since each call to Z-FLOW-AUX either eliminates a vertex or terminates,
the algorithm recurses at most n times. The total complexity is therefore O(n?).

Theorem 3.10. (G, 1,0, \) has a Zgy-flow if and only if the algorithm above returns
a valid Zg-flow.

Proof. It is clear the algorithm terminates, since at each call to Z-FLOW-AUX,
the algorithm either passes vertices from V' \ O to O, returns an Zg-flow, or fails.
Since V' is finite, there are a finite number of recursions after which the algorithm
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either returns an Z,-flow or fails.

(Outputs a valid Z4-flow) Suppose the algorithm terminates with a pair (H, C').
We need to show this defines a valid F,-flow. Consider the function Z-FLow-AUX
at a given call, and let H' = G[O°, 0 \ I] and h = G[O°,v].

The output columns of C' are 0, and since the solution vector z from line 11
never contains an input, the input rows of C' are also 0. Hence condition (i) is
satisfied.

Similarly, the solution vector z only has rows labelled by vertices v > w,
so C is lower triangular by construction. If the linear equation in line 11 is
satisfied, then the entries above (HC),, in the u-th column of HC will be
0. Hence (ii) is satisfied. Indeed, for any u > v, (HC)y = Yo HowCuwu =
> wew HowCuwu + HpuCuuw + X o HowCuwuw = hwa + > sy H. ,Tw. Since Cy, = a,
Hy,, = hy, YVw < u,Cy, = 0, and Yw > u, H,, = H,, and Cy, = z,. As a
consequence (HC),, = (ah + H'z), = (ah + b{u} — ah),

Finally, for a non-output u, Cy, = a. As a consequence C'is an F,-flow for H.

(Outputs a valid layer decomposition) Let L be as in line 21 of the algorithm
for some call k to Z-FLow-AuUX. It is clear that the equation line 10 doesn’t
depend on the vertices in L which appear before or after {v} and therefore L is
independent of the order in which the elements of L are found. As a result, the
output of the algorithm is invariant any permutation of the vertices in L. Since
this corresponds tautologically to a permutation of the layer V; output by the
algorithm, and every permutation that preserves the partition can be written as a
product of such permutations, the Zs-flow found by the graph is invariant under
permutations that preserve the layers (whenever the algorithm succeeds).

(Outputs a Zq-flow whenever there is one) Assume the algorithm fails, that
is, for some call to Z-FLOW-AUX, line 10 has no solution for any remaining
unfinished vertices. Let O be the third parameter at that function call, and
further assume that D is an Zg-flow for (G, 1,0, \).

Let D be the matrix obtained by replacing the columns in D corresponding
to O with zeros and permuted such that the columns O appear last. Then, D is
an Zg-flow for (G, 1,0, \|5). Let v € O be the last column before O°, and put
c:=D[O\ I,{v}]. Then,

(G[@C,b\ []C)u = Z Gujcj = Z Gujﬁjv = Z Gujﬁjv = Z Guijv

jEON\I FEO\I jeo jeo
(3.92)
- Z Guijv - Z Guijv - (GD)M, - Z Guijv (393)
Jev jeo" jeo*
= b0y — GuyDyy = b3y — Gy (3.94)
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As a result, we see that ¢ verifies the equation of line 10, which contradicts the
failure of the algorithm. It follows that (G, 1,0, \) cannot have an Z4-flow if the
algorithm fails. By contrapositive, if (G, I,0O,\) has an Zg-flow, the algorithm
succeeds. ]

Note this procedure can also be adapted to simultaneously find a Zs-flow and
a corresponding labelling, rather than one fixed in advance. First, note that, for
the existence of a Zg-flow, it suffices to choose measurement planes up to a scalar
factor. That is, (C,A) is a Zg-flow for (G, 1,0, ) with A(u) = (a,b) if and only
if it is a Zg-flow for (G, I,0,)) where X (u) = (ka, kb). Hence we can solve for
measurement planes at the same time as C' by either fixing a = 1 and solving for b
in the equation line 10 of the algorithm, or for non-inputs, fixing b = 1 and solving
for a.

3.3.2 Depth optimality

Our proofs follow the structure of [MPOS8], which introduced the idea of optimising
gflows starting from the last layer and working back. The idea is to find corrections
for as many measured vertices as possible at the part of the MBQC when there
are the most constraints on possible corrections: when the only vertices left
unmeasured are the outputs. This motivates the following definition which allows
us to conveniently manipulate layer decompositions “from the back”:

Definition 3.11. Let (C,A) be a Zq-flow for a labelled open graph (G,I,0,\).
Then, the depth of (C,A) is |[A| — 1. Furthermore, we define an N-indexing of the

elements of A by:
Ay = max(A\ {A, | n < k}), (3.95)

where we note that A,, < A,, as elements of A if and only if n > m, and Ay, # 0 if
and only if k is less than or equal to the depth of (C,A).

This definition of the depth of a Zgs-flow corresponds to the intuitive interpreta-
tion: all measurements (and corresponding corrections) within a layer can be made
concurrently, therefore there is an implementation that runs the MBQC in |A| — 1
rounds of measurements (since the outputs are not measured).

Now, we can use this definition to compare the depths of different Zg4-flows:

Definition 3.12. Let (C,A) and (D, ®) be Zgy-flows for a labelled open graph
(G,I,0,)). Then (C,A) is more delayed than (D, ®) if for each k,

k k
U A= Ul (3.96)
n=0

n=0

and this inequality is strict for at least one k. It is maximally delayed if there is
no layer decomposition which is more delayed.
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Then, we can give a complete characterisation of the layer decompositions of
maximally delayed Zg-flows, which turn out to be uniquely defined:

Proposition 3.13. If (C,A) is a maximally delayed Zq-flow for a labelled open
graph (G,I,0,X), then Ag =0 U{uecV | (YveV): Gy =0} and for k > 0,

{ OUny | mezy op W= }
Ap=<Sue (OJA,)" | JceZ; st _ —0¢-
o Yo ¢ (?<LHJ</;}”) U{u},c, = (Ge), =0

(3.97)
In particular, if (C,A) and (D, ®) are mazimally delayed Zq-flows for the same

labelled open graph, then A = ®.

This can be understood from the following principle. If a correction exists
for the measurement of a vertex that acts only on outputs, then this correction
can be performed at any point during the MBQC, since the outputs are never
measured and therefore always available for corrections. As a result, we can delay
this measurement as much as possible, to the penultimate layer, to give ourselves
as much flexibility as possible in corrections for previous layers. Thus, we can put
all vertices whose corrections act only on outputs in the penultimate layer A;. Any
vertices which do not verify this property must be in a layer which precedes the
penultimate layer, since at the time they are measured there must be non-output
vertices which are left unmeasured. This allows us to uniquely characterise A;.

The rest of the result is proved by an induction on the layers, which we split
into several lemmas since they are each fairly technical. Lemmas 3.14 and 3.15
uniquely characterise Ag and A; respectively for maximally delayed Z,-flows, which
gives the base case for the induction. Then lemma 3.16 gives the inductive step.

Lemma 3.14. If (C, A) is a mazimally delayed Zq-flow for an open graph (G, 1,0, \),
then Ao = O U{ue V| (Vv eV): Gy = 0}, i.e. the union of the outputs and
isolated vertices of (G, 1,0, \).

Proof.Let A = OU{u € V | (Vv € V) : Gy, = 0}, and define a layer
decomposition A’ on (G, 1,0, \) by
A=A \A for k>0 and Aj=AgUA. (3.98)

Then it is clear that A’ is more delayed than A. Let C” be the matrix obtained by

replacing, for every isolated vertex u € V, the u-th column of C' by Cy, 11y}
We show that (C", A) is an Zg-flow for (G, 1,0, \).

1. We haven’t touched the diagonal elements of C' and have only changed the
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columns corresponding to isolated vertices. Then

Yo GuwCow =0 if w is isolated;

3.99
(GC)yy otherwise (3.99)

(GO/)uu = {

and condition (i) of the definition is still verified.
2. Since C}, = Cy, if u € I or v € O, we have condition (ii) of the definition.
3. For every m >n € N*, C[A] A ] = (GC)[AL,,Al]] =0, since they are sub-
matrices of C[A,,, A,] = (GC)[A,, An] =0, and C[A] ;AL ], (GC)[AL,, AL ]
are diagonal for the same reason. Also,

0 if vely since otherwise (C,A) is not an Zg-flow;
(GCHAL Abuw = S Shev GurChy = GuuCuuw = 0 if v is isolated;
Ykev GurCly = Zkev GuiCro =0 if v € O.
(3.100)
Finally, it is clear that C'[Af, Aj] is diagonal if C[Ag, Ag] was, since we have
only added zero for outputs or “diagonal” columns for isolated vertices.
Therefore we have condition (iii).

As a result, (C’,A’) is an Zg-flow for (G, 1,0, \) that is more delayed than (C, A).
This implies that we must have A C @ if ® is maximally delayed.

Now assume there is some v € Ag\ O. We know that C[A, Ag] is diagonal and
that GC[An,Ao] = Zn<|A\ G[An, Ak]C[Ak, Ao] = G[An, Ao]C[Ao, Ao] If Cuu 7é 0,
then for GC[Ag, Ag] to be diagonal and GC[A,,, A¢] = 0, we must have either
Cuw =0or for allu € V, G, = 0 since then (GC),, = G, Cyp must be 0 if u # v.
In the latter case, v is isolated in the graph G.

In the former case, G, Cy = 0, and we have (Cyy, (GC)y) = (0,0). But
since u is not an output, we must have (Cyy, (GC)yuy) = A(u), so that (C,A) is
not a Zg-flow for (G,1,0,\). As a result, there can be no such u if (C,A) is a
valid Zg-flow. We conclude that Ay =OU{u eV | (Vv eV): G, =0}. O

Lemma 3.15. If (C,A) is mazimally delayed for (G,I,0,\), then

(cu, (Ge)u) = Au)

Yo ¢ OUA{u},c, = (Ge), = 0}' (3101)

A = {u €0 | Jee lev‘ s.t.

Proof. Let (D, ®) be a maximally delayed Z4-flow for (G, I,0, \) and define ¢*
as the u-th column of D. The only elements below the diagonal in column v € &,
of D correspond to @, or ®,. Since D[Py, ®,] and (GD)[Py, 4] are diagonal, and
®y = O by lemma 3.14, for any v ¢ O U {u} we must have D,, = ¢ = 0 and
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(GD)y, = (Gc*), = 0. The condition A(u) = (¢, (Gc),) itself corresponds to part
(iii) of the definition of Z4-flow. As a result, every maximally delayed Z,-flow of
(G, 1,0, \) must verify equation (3.101), and there can be no layer decomposition
® where ®, is not contained in A;.

Now, assume (G, 1,0, ) is an open graph with Zg-flow, that (D, ®) is a
maximally delayed Z,-flow and let w € A; \ ®;. Let E be the matrix obtained by
replacing the u-th column of D by ¢* and permuting the u-th column to the start
of ®;. Then (F, V) where

‘_ {Alu{u} if k=1, (3102)

T A \ {u} otherwise;
is a more delayed Zg-flow than (D, ®). As a result, there can be no such u, so
that if (D, ®) is maximally delayed, ®; = A;. ]

Lemma 3.16. If (C,A) is a mazimally delayed Zq-flow of (G,I,0,\), (D,®) is a
maximally delayed Zq-flow of (G,1,0 U Ay, N oun,)e), where

e D is the matriz obtained by replacing the columns of C' corresponding to Ay
with zeros;
e & is given by

O, — {AI VO i k=0 (3.103)

Ayy1  otherwise.

Proof. It is clear that (D, ®) is a layer decomposition, since if it were not, this
would imply that (C,®) is not either.

There cannot be a more delayed Zg-flow of (G, 1,0 U Ay, \) since that would
immediately imply that there is a layer decomposition of (G, I, O, \) that is more
delayed than (C,A). O

Proof of proposition 3.13 (by induction). Ay must take the form given in
lemma 3.14. Then, a recursive application of lemma 3.16 and lemma 3.15 shows
that the layer decomposition of a maximally delayed Z;-flow is uniquely defined.

Since the open graph obtained from lemma 3.16 and used to calculate Ay with
lemma 3.15 is (G, I, O Uycper Ans M0 S A)e), it is clear that Ay must take
the form claimed. O

It now suffices to show that there is a minimal depth Z;-flow that is maximally
delayed to obtain:

Proposition 3.17. A maximally delayed Z4-flow for an open graph (G, 1,0, )
has minimal depth.
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Proof. First, note that if (C, A) is more delayed than (D, ®), then in particular,

A Al
VIi=1U A= 1U @al, (3.104)
n=0 n=0

so that |[A| < |®|. Assume now that (D, ®) has minimal depth, then any Zg-flow
that is more delayed has the same depth. It follows that either (D, ®) is maximally
delayed and has minimal depth, or there is a maximally delayed Zg;-flow that
is more delayed than (D, ®) thus has the same depth. But by proposition 3.13,
every maximally delayed Z,-flow has the same layer decomposition for a given
open graph, so that every maximally delayed Z;-flow has minimal depth. O]

Note however that a minimal depth decomposition is not necessarily maximally
delayed. For example, we can always measure the entirety of the inputs first
without changing the depth, but this measurement order is not always maximally
delayed since this allows us to move inputs into earlier layers. Since the algorithm
is constructed such that it finds a maximally delayed Z;-flow:

Theorem 3.18. The algorithm outputs a Zg-flow of minimal depth.

Proof. Assume that the algorithm succeeds with output (D, ®). We show that
this output Zg-flow (D, ®) is maximally delayed. Firstly, we show that the output
flow has ®; = A; from lemma 3.15. We know that ®; C A; and it is clear from
the definition of the algorithm that

By — {u c0¢ | 3ce M st GOS0\ 1)@= bl — aG[O", {v}]}
(3.105)

Let u € Ay, that is there is some vector ¢ € ZLV‘ such that

(cu, (Ge)y) = Au)
{VU ¢ OU{u},c, = (Ge), =0 (3.106)

Then, for any v € O°F,

(G[OC, V]C)U = Z ijCj = Z ijCj (3107)
Jjev jeOU{u}
= Z Guici + aGyy = (Ge)y + aGyy = by + aGy (3.108)
jeo

from which we see that © € ®; whence &; = A;.
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Now, ®, is calculated in the next call to Z-FLOW-AUX where the open graph
passed as argument is (G, 1,0 U @y, A (ous,)c). Using the same argument as for
®,, &, must match the layer Ay obtained by applying lemma 3.15 to the Zg-flow
resulting from 3.16.

Then, using the same recursion as in the proof of proposition 3.13, we see that
(D, ®) is maximally delayed. It follows from proposition 3.17 that the Zg-flow
output by the algorithm has optimal depth. O

Corollary 3.19. If (G,1,0,\) is a labelled open Zq-graph with Zg-flow, then it
has a maximally delayed Zq-flow.

Proof. If (G, 1,0, \) has a Zs-flow, then by theorem 3.10 the algorithm finds a
(possibly different) Zg-flow for (G, 1,0, \), which by theorem 3.18 is maximally
delayed. ]

Conclusion and outlook

We have constructed a flow condition that completely characterises robust deter-
minism in measurement patterns over the field Z4, and an efficient algorithm for
finding Z;-flow whenever it exists (and says whenever there is no possible Zg-flow).

The main open questions we leave unresolved concern the extension of these
results to more general kinds of measurement patterns. Most of our work can
be extended to the case of an arbitrary finite field F, wherein the equation of
definition 6.5 must hold over F instead of Z,;. The only result which is missing is
the necessity of F-flow for robust determinism, since we have not found a proof
of lemma 3.9 which works for any finite field F. It is not much harder to see that
any results for F-flow hold for R-flow, where R is any ring obtained as a cartesian
product of fields. This is because the whole construct factorises over this product
at the level of the Hilbert space representation of measurement patterns.

These results fall short of my initial goal of characterising robust determinism
over any finite abelian group. Any such abelian group can be viewed as a cartesian
product of cyclic groups Z,,, but these cannot be given a nice enough ring structure
for our work to apply. Already the group Z, only admits a single (non-trivial) ring
structure, arithmetic modulo 4, and this ring is not treatable by the methods of
this chapter.

We also leave open the generalisation to the qudit setting of other extensions to
the measurement calculus. Of these, the one which is most tractable to a natural
formulation in the qudit setting is Pauli g-flow. This was defined by Browne et al.
[Bro+07], and while it has been hypothesised to completely characterise robust
determinism for the corresponding measurement patterns, no proof has yet been
published, even in the qubit setting.
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CHAPTER

A QUANTUM CIRCUIT EXTRACTION
ALGORITHM FOR SIMPLE Z-FLOWS

In this chapter, we present a first unitary circuit extraction algorithm for measure-
ment patterns over the field Z,. Having access to such such an extraction algorithm
is important for a number of reasons. It makes clear the relationship between the
circuit model and MBQC and it is important in order to know, for a robustly
deterministic MBQC, what isometry it actually implements in comparable terms to
the standard model. This has been key in understanding the improvement MBQC
brings in the depth (number of subsequent rounds of simultaneous operations) of a
computation at the cost of increasing its “width” (number of involved subsystems)
[BIK09; MHNMT15]. As stated in the introduction, it has also proved important in the
context of the ZX-calculus, as the algorithms related to flow conditions comprise the
most general currently known for extracting a circuit from a ZX-calculus diagram
[Dun+20; Bac+21].

Here, we consider only the case where all of the measurements are taken from
the measurement space M(0,1). As a consequence we no longer need to track the
labelling A, and we simply assume that (G, I, O) is a labelled open graph (G, I, 0, \)
where A\(u) = (0,1) for all uw € O°. In this setting, imposing the existence of Zg-
flow, which must therefore be a simple Z;-flow (definition 6.5), greatly restricts
the possible connectivities for (G, I,0), and this in turn simplifies the extraction
problem.

The circuit extraction algorithm for extended Z,;-flows presented in chapter 5

The results in this chapter are adapted from our article, [BM21].
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(where all measurement spaces are allowed) completely subsumes what we detail
here, but we choose to present this simpler algorithm nonetheless for a couple of
reasons. On the one hand, the algorithm presented here is much simpler than that
of the general case, but some steps of the general algorithm will greatly resemble
those used here. It therefore makes pedagogical sense to present this reduced case
first. On the other hand, in chapter 6 we will consider how the MBQC formalism
can be extended to the setting of continuous variable quantum computing. For
various reasons, it is then necessary to have access to a circuit extraction algorithm
to define the semantics. It turns out that we can pretty much re-use the algorithm
presented here with a few variations.

In section 4.1, we introduce some new constructions. Firstly, we show how
to compose the MBQCs of two labelled open graphs with Z;-flow, by identifing
(a subset of) the outputs of the first with inputs of the latter. Then we present
graph-circuit hybrid diagrams, which combine the graphical notation for both
open graphs and quantum circuits. This new notation will be used for examples.
Finally, we introduce a new condition equivalent to Z;-flow with all measurements
in M(0, 1). This condition splits the set of corrections for each layer into its own
object, and this will be more practical for the extraction since we will be extracting
the MBQCs layer by layer. In section 4.2 we show how to perform the circuit
extraction of a causal flow, by a technique known as star pattern transformation
(SPT) [DKO0G; BK09]. Then, in section 4.3, we show how to extract any simple
Z4-flow by relating it to a sequence of causal flows on which we can apply SPT.

4.1 Preliminaries

4.1.1 Composing measurement patterns

The measurement calculus comes with ways of composing measurement patterns
[DKP07]. These manipulations will be useful for the extraction of quantum circuits,
so we present them here. We use some slightly different conventions which suit the
extraction problem more.

Definition 4.1. Let (G, 1,0,)\) and (G',I', 0", X') be open graphs on disjoint vertex
sets V and V', and let v be a bijection O — I'. Then we define the composition
along ~y to be the open graph (G,I,0,\) on the set of vertices V.=V UV'\ I,
where O = (O'\ I') U~y~1(O'NI') and

Gu if uyveV AMu) if weV
éuv = G{y(u),v Zf u € O, veV’ s S\(U) =<No ’V(U,) Zf uwe O
G, if uveV’ Nw) if weV’

(4.1)
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While this definition might seem complicated, it has an intuitive meaning: we
paste together the two open graphs by identifying each vertex v € O with its image
by ~. This amounts to feeding the output state of one MBQC into the inputs of
another, and from there it is straightforward to see that we should obtain a Z;-flow
for the total MBQC:

Proposition 4.2. Let (G,I,0,)) and (G',I',0',\') be open graphs on disjoint
verter sets with Zq-flows (C,A) and (C',A’) respectively. Then the composition
along a bijection v : O — I' has a Zq-flow given by

= C 0
¢= <G[V’ \ 1,0|C[O, V] O[FC,I’C]) (42)
and A the ordered partition of V obtained by appending N’ to A.

Furthermore, for any choice of measurements M € M(N),

l@.r.0.33@ 10, A)HM =[G 1,0 Xy, © Uy © [G.1,0. ALy, ., -
(4.3)
where U, is a unitary which permutes the subsystems in the output of (G, 1,0, \)
to match the correct inputs of (G',I',O", X') according to ~.

Proof. The composition along v simply amounts to feeding the output of the
MBQC (G, 1,0, ) as an input into (G', I’,0’, X'), where each subsystem u € O
is fed into the input v(u) € I'. The semantics, equation (4.3), follows straightfor-
wardly from this remark.

As for the new Zg4-flow given by C' we only need to consider the “new edges”
between the I’ and V', since we never allow corrections on the inputs when doing
the MBQC corresponding to (G', I’,O', \'). Since the corrections for the vertices
in V' are already correct, we simply need to calculate the new Z corrections from
these new edges. O

Hopefully, it is clear from this discussion how to do composition of two labelled
open graphs where we only identify a subset of O with a subset of I’. This can be
formalised using a pair of injective maps

0-U-T, (4.4)

but the construction is even clumsier than what we have just done and therefore
not particularly informative. Then, proposition 4.2 holds identically, up to carefully
identifying on what qudits the interpretation of (G',I’,O’, \') should act. The
next section makes this construction clearer still by motivating the unitary U,
of equation (4.3) as a permutation circuit which can be decomposed in terms of
SWAP gates.
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4.1.2 Graph-circuit hybrid diagrams

In order to present the circuit extraction clearly, we introduce a hybrid representa-
tion which is used for partially extracted measurement patterns. For any labelled
open graph (G, 1,0, \), we allow a single incoming quantum wire to be attached to
each input, and a single outgoing quantum wire to be attached to each output. The
incoming wires connected to the inputs allow one to describe a reversible quantum
circuit (i.e. a unitary) which acts on the input state to the MBQC, before any
commands in the pattern are performed. The outgoing wires connected to outputs
form the beginning of another reversible quantum circuit that acts on the output
state of the measurement pattern, after the MBQC is finished. We allow either the
graph part or the circuit part of the diagram to be empty, so that the notation
naturally contains both the open graph notation and circuit diagrams as edge cases.
If the graph part is empty, we assume that both input and output circuits have the
same number of wires, and therefore can be concatenated into one larger overall
quantum circuit. As an example, a simple MBQC with some gates acting on the
input and followed by a C'Z gate on the resulting output state might look like this:

The semantics of such a diagram is defined in the obvious way. Since we are only
interested in the case of open graph with Zs-flow, the corresponding MBQC is
robustly deterministic and therefore corresponds to an isometry. If U;, and U,y
are the unitaries represented by the input and output circuit parts of the diagram
respectively, and the graph part is given by (G, 1,0, \), then for any choice of
measurements M € M(A), the semantics of the diagram is U,y o [G, 1, O]yg © Un.

Using this new hybrid notation, we can give a clearer pictorial view of the
composition of two measurement patterns. In general, the composition of two
diagrams, given in equation (4.3), can be obtained by connecting the wires of (a
subset of) the outputs of the former into the wires of (a subset of) the inputs of
the latter, up to some permutation of the wires. This permutation is a circuit
corresponding to the unitary U,, and can itself of course be decomposed in terms
of SWAP gates.

To illustrate this, consider a pair of labelled open graphs and injective maps as
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;;. Z : (4.5)
U

where we have suppressed the open graph labelling for simplicity. For any choices
of measurements M, M’ for each open graph, the composition along v and ¢ is
such that

Z %; = (4.6)

MuM/

= E ]] o SWAP o : (4.8)

M

in equation (4.4):

where the first line is the graph constructed in definition 4.1. M LI M’ is obtained
by pasting together M and M’ in the obvious way, and M is obtained by mapping
M U M’ through the relabelling of vertices in definition 4.1.

4.1.3 Extracting gate teleportations

The key construction which will allow us to extract circuits from MBQCs with
Zg-flow is the gate teleportation protocol, which as a quantum circuit takes the
form

0:X) ——{X]|—

It implements the same unitary as
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where the angle a € [0,27)? is uniquely determined by the choice of measurement
M € M(0,1). As a result, we define

J(w,a) = M(w)FRz(«). (4.9)
The gate teleportation protocol can be simply stated in our new notation as

Lemma 4.3. For any choice of measurement M € M(0,1), there is a unique
a € [0,2m)¢ such that
[[I—w—O]]M = J(w, o) . (410)

Proof. The graph has a simple Zs-flow given by the matrix

C— (g’ 8) | (4.11)

so by theorem 3.2, we only need to consider the branch map for the measurement
outcome 0. If M € M(0,1), by lemma 2.5 there must be a phase a € [0,27)¢
such that M = R} (a)X Rz(«), and in particular |0 : M) = R} (a) |0 : X). Then,
by theorem 3.2 the isometry implemented by the MBQC is given for any input
1) € A by:

VA((0: X| Rz(a) ® DE"(J$) @0 : X)) (4.12)
= Vd((0: X| © M(w))E(Rz(a) ) © M(w) 0: X)) (4.13)

= Vd({0: X|®M(w))E(|¢>®|0 X)) (4.14)

=((0: X|® M(w)) XG:Z w0 m) @ |n) (4.15)

= M(w \/angz:dw w0 N (4.16)

= M(w)F[¢) = M(w)FRz() [¢) , (4.17)

where we have used the fact that the rotation Rz(«) commutes with the controlled-
phase E. O

Using the work on composition from the previous subsection, we can now state a
particularly useful proposition. It is used to extract parts of an MBQC which can
be identified with a gate teleportation. This will be the only tool available to us
for the actual extraction of a unitary from an MBQC, and the rest of the work will
go into relating an open graph with Z;-flow to one where this proposition applies.
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Proposition 4.4. Let (G,I,0) be an open graph with simple Zq-flow, u € O°
and v € O such that G, # 0 and for all w € V \ {v}, Gy = 0. Then for any
M : O° — M(0,1), there is a unique phase a € [0,2m)¢ such that

(6.1, Oy = M(Gu)uFuRe(@)u o [T, Olyg o (419)
where G' = G[{v}<,{v}], I' = I\ {v} and O' = (O U{u}) \ {v}.

Proof. We can see that that (G, I, O) is the composition of #~w—0 and (G', I’, O’)
along the pair of maps

O —{xj—{m;}

It follows that

[G. 1,0y = ([#=v—=0ln), o [G T, 0Ty, (4.19)
= M(Guw)uFuRz(a), o [G', I, O/]]M‘{u}c ’ (4.20)
where we have use lemma 4.3 to extract the teleportation graph. O

A sequence of gate teleportations can then be extracted as the following equation:

= & O = ')
<o,'1> <o,.1> <o,.1> °l =1 o 0, 1) (4.21)
M - dm
O J(l,ag)
= || ©1) (01 : (4.22)

M| (1,9}

where the angle ag is obtained by applying lemma 4.3 with the measurement M(3)
of the corresponding vertex. Repeating this procedure sequentially, we obtain a
circuit form for the unitary implemented by the measurement pattern:

(071) (0,.1) (0701) of =it anHia)HIM ax)|- . (4.23)

M

The extraction algorithms presented in this chapter and the next will follow this
schema: starting from the outputs, we will show that it is possible to extract a
circuit acting after the measurement pattern is completed, and gradually reduce
the graph part of the diagram by identifying gate teleportations which can be
extracted to the circuit part.
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4.1.4 A reformulation of simple Z-flow

In the case of simple Z;-flow, i.e. when all the measurement spaces are M(0, 1),
we can rework the condition into an equivalent form which considers, at each step
in the MBQC, the specific back-action of corrections on the measured vertices.
In order to do so, we first need to decide, for a given vertex u in an open graph
(G,1I,0), what vertices will have been measured before it. We skip straight to the
case of a set of vertices:

Definition 4.5. Let (G,1,0) be an open graph, < a partial order on O, and
define the past of a subset L C O° of vertices of (G,I,0) as

P(L)y={keV|@jeL): k=j}. (4.24)

If A is a layer decomposition of (G, I,0), put P(k) = Ujsx Ay (the past of layer k).
Then the correction matrix G2 is the matriz Gi = G[P(k), (P(k) U I)9].

P(L) depends on the order <, but since we only ever consider a single order
at once, we omit this from its notation. P(L) can equivalently be defined as the
smallest <-lowerset that contains L. Note that P(k) = P(Ay) under the order on
O° induced by the ordering of A.

G2 is the subgraph of G which at each step of the MBQC (each layer) describes
the back-action of possible corrections made on as-of-yet unmeasured vertices.
Viewed this way, simple Z;-flow essentially amounts to a condition that assures
that this back-action can always be controlled to correct the measurement outcome
without inducing new errors in previous layers:

Proposition 4.6. An open Z4-graph (G, 1,0) has simple Zq-flow (C,A) if and
only if for each k the linear equation

GiC; = (01’(7’%\/\]') has solutions ¢j, € Z&P(k)u)c for any M € 7L, (4.25)

where 0, is a (possibly empty) column vector of n zeros.

Proof. We assume without loss of generality that we only ever measure a single
vertex at a time, in other words, that the elements of A are singletons in O°€,
inducing a total order < on O°. We also assume that the indices in O come last
with respect to < (with some arbitrary order with respect to each other), and
that the indices of G are ordered by <.

(=) For each j € O° let ¢; be a solution to equation (6.57):

ASE = <0j1> for some arbitrary non-zero m; € Zj, (4.26)
m;
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and define the matrix C' € Z'CIGMG‘ as the the matrix whose 7, j-th element is
given by
0 otherwise;

where cj; is the i-th element of ¢;. Then, C clearly verifies the properties required
of it in the statement: since C' is ordered by <, there are at least |P(j)| = j
zeros above the diagonal in column j, so C' is lower triangular with zero diagonal.
Furthermore, it is clear that Cj; = 0 whenever i € I or j € O.

Since C;; = 0 for any ¢ € P(j) U I, the j-th column of GC is

(GC).; = <G[P(J')a(P(j) U 1) - C[(P(j) UI)C’{].}]> ) (Afc}> ) 0,

e : c : T , m; |,
GIP(7)S (P(G) U I)T- CI(P(G) VIS {5]] zj 7
J

‘ (4.28)

where 7 is a column vector in Z'CI(P(] "l (which tells us where we need to perform

Z-corrections). If j € O, then the j-th column of GC' is simply the zero vector. In
other words, we have that GC' is lower triangular and for any j € O, (GC');; = m;
and we are done.

(<= ) Let < be the order of the indices of G, and put ¢; == C[(P(j)UI), {j}].
We know that C;; = 0 if ¢ € P(j) U I, since k € P(j) implies that k < j, i.e. it is
above the diagonal (or is the diagonal element). Then by the definition of A5 the
j-th column of GC' is

A5
.= . . — . .= . e J
(GC)ej = G- Cy; Z CijGloj = Z Ci;Gej ( A ) : (4.29)
j JEP(H)UI) /
where ASc; € Z}, and & is an unimportant column vector in ZL(PU 2
Since GC' is lower triangular, it’s j-th column must have j — 1 zeros above, so
that we have

—

<z 0j—1
(ALCJ> — [ (c0o); | - (4.30)
.Tj {L‘_;

Since (GC);; # 0, for any m; € Zg,

1o 0;_
and this is true for each j € O, thus (G, I, O) has simple Zg-flow. ]
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4.2 Star pattern transformation

In order to model the computation through the MBQC, the trick is to distinguish
between “real” qudits that undergo a unitary transformation though the MBQC
(and act like the wires in a circuit undergoing gates), and auxiliary qudits that are
consumed in teleportations. In the case of causal flow, things work out nicely as
follows.

Definition 4.7 ([de 08]). A path in a graph G is a sequence (v,)h=y of vertices in

G such that for each n, Gy, v, # 0. A path cover of an open graph (G,1,0) is a
collection P of paths in G such that

e ecach verter in G is contained in exactly one path in P;
e cach path in P is either disjoint from I or intersects I only at its initial point;
e cach path in P intersects O only at its final point.

We use the following which also holds for qudits (since causal flow does not
depend on edge weights, only the semantics):

Lemma 4.8 (Causal flow path cover [de 08]). Let (f, <) be a causal flow on an
open graph (G, 1,0). Then there is a path cover Py of (G,I,0) where x — y is an
arc in some path of Py if and only if y = f(x).

A causal flow can always be viewed as a sequence of single gate teleporta-
tions with intermediate C'Z operations. When we perform measurements in the
corresponding pattern, each input is teleported onto a subsequent vertex in the
graph, and thus can be seen to “flow” across the graph state. A path cover of the
corresponding open graph formalises this intuition. Each input corresponds to the
starting point of a path that traverses the graph from the inputs to the outputs,
identifying the vertices of (G, I, O) that will be “traversed” by each input through
subsequent teleportations.

Lemma 4.8 allows us to interpret the causal flow MBQC procedure as a sequence
of single qudit gate teleportations, with additional entangling operations between
teleportations. In fact, the path cover P; allows us to distinguish between two
types of edges in G:

o edges (j,k) € Py correspond to gate teleportations where one end is the input
and the other the output, which we shall call teleportation edges;

o edges (j,k) ¢ Py correspond to controlled-Z gates in the final circuit; and
are dubbed mediating edges.

Star pattern transformation (STP) [BIK09] is a method based on this intuition for
turning a measurement pattern on an open graph with causal flow into a quantum
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circuit with equivalent semantics. In fact, the only real difficulty at this point is
figuring out whether it is possible to totally order the resulting teleportations and
mediating C'Zs in order to obtain a circuit. Luckily, all we need to worry about is
ordering the mediating edges such that they occur before any teleportation of a
vertex they are connected to. This is possible since such an ordering exists if and
only if there is a causal flow [MHMI15] (although this result is stated in [MNM15]
only for qubits, it is easily adapted to the case of qudits since once again the
causal flow condition can be applied unchanged in that setting, as described in
section 2.2.1).
The SPT of a given causal flow can be obtained by the following algorithm:

Assume (G, I, 0) is an open graph with causal flow (f, <) and corresponding
path cover Py, and let M : O° — M(0, 1) be a choice of measurements.

Step 1: Interpret each path in Py as a wire (qudit) in a quantum circuit, and
index the wire by the collection of vertices intersected by the path.

Step 2: For each edge (j, k) ¢ Py, insert a CZ (ijs, gate between the edges
indexed by j and k.

Step 3: For each edge (j,k) € Py, insert a J(ij,a) gate after all the CZ
gates for vertices ¢ € Py such that ¢ < j but before all such gates for k& < ¢, where
« is the phase obtained from lemma 4.3 and corresponding to the measurement
M(j).

Step 4: For each path in P; that does not intersect the inputs, initialise the
corresponding wire in the circuit with the auxiliary state |0 : X).

We have that:

Proposition 4.9 (Causal flow circuit). Suppose the open Zq-graph (G, I,0) has a
causal flow (f, <), then for any choice M of measurements,

[G,1,0]y : HE — HZ©
[¥) — Uspr(M)(J¢¥) @ 10: X)), (4.32)

j€O
Pjﬂ]:@
where Ugpr is the unitary corresponding to the circuit obtained by star pattern
transformation of f (with phases depending on the choice of measurements M ).

Proof. We present a slightly different algorithm that extracts the same circuit
as the SPT. Firstly, pull the C'Z gates acting only between the outputs into the
circuit part of the diagram.

If O° is empty, the graph part of the diagram consists only in the outputs.
Replace all of the inputs (now contained in the outputs) with inputs to the circuit,
and the non-inputs with state initialisation in the state |0 : X).
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Otherwise, note that there is always at least one element u € O° which is
maximal for < (by the properties of partial orders). By definition of causal flow,
u then verifies the hypotheses of proposition 4.4 for the neighbour f(v) € O.
We can therefore use the proposition to extract u to a J(Gy,, ) gate. It is
straightforward to verify that the restriction of f and < to O°\ {u} is gives a
causal flow for (G[{f(u)} {f(u)}], I\ {f(w)}, (OU{u}) \{f(u)}) (the graph
obtained by removing f(u) and passing u into the outputs), so we can repeat the
procedure starting from the first step.

Since we always either extract a vertex of the graph (which are finite) or
terminate, this recursion must terminate. ]

The upshot of this, is that if (G, I, O) is an open graph with Z4-flow, and there
is a subset K of the penultimate layer A; such that there is a causal flow for K,
then we can extract the vertices from K:

Proposition 4.10. Suppose (G, I,0) is an open graph with simple Zy-flow, and
furthermore that there is a subset K C Ay such that there is a causal flow f : K — O.
Then, for any choice of measurements M : O¢ — M(0, 1),

[[Gv I O]]M = USPT(M|K> © [[le [/7 O/]]M\Kc ) (433)

where G' = G[f(K), f(K)¢], I' =1\ f(K), O'=(OUK)\ f(K), and Ugpr is the
unitary obtained by applying proposition /.9 to the subgraph between K and f(K).

Proof. As noted in chapter 3, the semantics of a open graph with Zgs-flow does
not depend on the exact choice of Zg-flow. Thus, since the vertices in A; can
be measured in any order, we can delay K to the end, and replace the part of
the simple Zs-flow that describes the corrections for K with f. Furthermore, the
definition of causal flow implies that f(K') can be connected only with K, so we
can view (G, I,0) as the composition of (G', I’;O") with the subgraph G” of G
containing only K and f(K). Then,

[[Gv [7 O]]M = [[G//v K7 f(K)]]th © [[GI7 [Iv OI]]M|Kc (4'34)
- USPT(M|K) o [[G/7 ]/7 O/]]M‘KC ) (435)
for any choice of measurement M — M(0, 1). O

4.3 Triangularising Z;-flow
The next challenge is to generalise this technique to the case of any simple Zgs-flow.

We follow the ideas of [MHNM15], associating open graphs with simple Z4-flow to
equivalent open graphs with (partial) causal flow which allows circuit extraction,
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albeit using quite different proof methods. We can then apply proposition 4.10 to
extract the causal flow.

More precisely, we show that the simple Z;-flow from A; into Ay can always
be reduced to a causal flow, at the cost of some additional gates acting on the
outputs. These gates can be extracted immediately to the circuit part of the
diagram. Finally, by repeating this procedure for each layer, we extract a circuit for
the total MBQC procedure, as a sequence of star pattern transformation circuits
and intermediate arrays of C'X gates.

4.3.1 From simple Z;-flow to causal flow

In order to extract causal flows from simple Z;-flows, we need a matricial charac-
terisation of causal flow:

Lemma 4.11 (Matrix form of causal flow). Let (G,I,0) be an open graph with
simple Zq-flow for a layer decomposition A, and L C O°. Then there is a subset
C C P(L)¢ with |L| = |C| and a causal flow L — C' if and only if the “correction
matrixz” of L can be written as

Ay = GIP(L),(P(L)UT)] = M - (if g) ‘N (4.36)

where M and N are permutation matrices, T is a lower triangular |V'| x |C| matriz
with non-zero diagonal and X,Y are arbitrary real matrices. In other words, we
can turn Ay into the partial triangular form of equation (1.36) only by reordering
rows and columns, which in turn corresponds to relabelling the vertices of the graph

G.

Proof. ( <) If Ay takes the form described, then the diagonal elements of
T determine a single correction vertex in C for each vertex in L, as well as a
measurement order such that there is no back-action: the order of the columns in
T (since all elements above the diagonal are now 0). Thus, there is a causal flow
L—C.

( = ) If there is a causal flow L — C|, then there is a measurement order
< on L such that when measuring vertex ¢ € L, there is a single unmeasured
vertex 5 € I€ to correct onto, and this correction has no back-action on previously
measured vertices. But this implies that if we reorder the columns of j according
to <, column ¢ has only zeros above row j (otherwise there is a back-action),
and a non-zero entry in row j (otherwise it is not possible to correct onto j).
Repeating this process for each vertex in L gives |L| such columns, let C be the
corresponding correction vertices.

Now, < induces an order < on C' by the causal flow matching. Extend < by
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letting all previously measured vertices in P(L) be less than L, and <¢ by letting
all unmeasured vertices in P(L)¢ be less than C'. Then, ordering the columns and
rows of Ay according to < and <, respectively, results in a matrix of the form

described. n

This characterisation of causal flow is the key difference between our proof
method and that of Miyazaki, Hajdusek, and Murao [MHNM15]—where they use
arguments based on local complementation to find a causal flow from a g-flow, we
solve the comparatively easier problem of proving it is always possible to map an
open graph with simple Z;-flow to one where the correction matrix takes this form.

The approach now is, having broken the measurement pattern down into layers,
we show that the graph over each pair of layers can be seen as having flow, by
transforming the correction matrix such that it takes the above triangular form.
Reordering rows and columns of the correction matrix simply corresponds to
relabelling of the vertices, however, we will also require linear addition of columns.
This matrix or graphical operation, it turns out, is physically equivalent to applying
CX gates, which are exactly the additional operations in the equivalence mentioned
previously.

This emerges from the following stabiliser condition for controlled operators.
For any j € V and S C V' \ {j}, put

CZj75(w) = H CZM(w), (437)

then,

Lemma 4.12 (Controlled stabilisers). Let (G, 1,0) be an open Zq-graph, j € G
and k € I¢. Then, for any input state ¢ € N

CXjr(s) CZjna (s) |G(0) = |G(0)) - (4.38)

Proof. We have CXj 1(s) CZ; nay(s)G = G CXx(s), and

CXj,k(S)(|1/1>j ®10: X),) = CX;jk(s)D_ ¢n |n>J ®10:X),) (4.39)
= > U n); ® X(sn)[0: X), (4.40)

nELq
= > Yaln); @0 X), (4.41)

nelyg
= |w>j®|0:X>ka (4.42)
which proves the claim. O
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Corollary 4.13. Let (G,I,0) be an open Zq-graph, j € G and k € I¢. Then, for
any input state ¢ € N

CXjr(=5)[G(9)) = CZjnu(s) |G(9)) - (4.43)

In this way, the action of specific CZ operations - which are what are used to
create or remove edges in the graph - are equivalent to the application of a CX
operation. This allows us to achieve our goal of identifying a causal flow from the
penultimate layer to the outputs:

Proposition 4.14 (Triangularisation). If (G, I, O) is an open graph with simple
Za-flow (C,A), then (G,1,0) is equivalent to an open graph with a causal flow
A1 — O, up to weighted CX gates acting in O and reordering the vertices in A;.

Proof. We can reorder the columns of G} by relabeling the unmeasured vertices,
and we can reorder the rows of G} by choosing a different measurement order for
vertices in A;.

Further let j, k € O, then by corollary 4.13 applying the gate CX, x(—s) on
the graph state induces new edges in the graph state. The result on the correction
matrix is the transformation

Cj — Cj + Sck, (444)

where C} is the j-th column of Aj.
By the definition of simple Z4-flow, for each v € L we have that

G}\Cv(lv) - 11}7 (445)

so that ¢,(1,) gives a sum of columns G which contains a single 1 in the row
corresponding to v. Repeating this for each v € Ay, we obtain |A;| such columns,
each with the 1 on a different row, so that by reordering rows and columns we

can write G as
X 0
Gy ~ 4.46
A (Y ]|A1|> ( )

where 4, is the |Aq| X |A;] identity matrix. Then, G} takes the form described in
lemma 4.11, and this partial triangularisation procedure corresponds to extracting
additional CX gates from the graph as described above. Then, the open graph
(G, 1,0) is approximately equivalent to a graph with causal flow A; — O, up to
CX gates acting in O. O

The fact that the additional controlled gates act only on the outputs is crucial:
it will allow us to immediately pull them out into the circuit part of the diagram.
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As a result, they are taken care of in the extraction procedure and do not need to
be taken into account of in the following steps.

4.3.2 The extraction algorithm

We now can give a description of the circuit extraction algorithm for simple Z;-flows.
An example of the algorithm applied to a specific open graph is given in section 4.4.

Assume the input to the algorithm takes the form of a graph-circuit diagram D
and a simple Zg-flow (C, A) for the open graph part (G, I, 0O).

Step 1: If the graph part of the diagram contains no non-outputs, then each
output is connected to an output wire and at most one input wire. Delete the
output vertices, connect the inputs to the corresponding output wires, and initialise
any u € I°N O in the auxiliary state |0 : X). Then, return the resulting quantum
circuit. Otherwise, go on to step 2.

Step 2: Calculate a triangularisation for the flow A; — O, and pull the
corresponding C'X gates into the circuit part (corollary 4.13). This is always
possible by proposition 4.14, and can be done by a Gaussian elimination.

Step 3: Use proposition 4.10 to extract the quantum circuit corresponding
to the resulting causal flow A; — O. The result is a graph-circuit diagram D’
whose semantics match D for any choice of measurement. The graph part of D’ is
(GIf(AD)S fF(A)] I\ f(A1),(OUAy)\ f(A1)), and by lemma 3.16, it has a simple
Zq-flow. Return to step 1.

Theorem 4.15 (Simple Z4-flow circuit). Let (G, I,0) be an open Zq-graph with
simple Zq-flow (C,\), then for any choice M : O¢ — M(0,1) of measurements,

[G,1,0]y, : A —s %0

[0) — 11 T*Uspr(M1)([v) (E% 0 X)). (4.47)

where the product is ordered according to the order on layers, Ukpp is the parametrised
circuit extracted for layer L using the causal flow from corollary /.13, and T* con-
tains the CX gates obtained from the triangularisation of the Zy-flow (lemma

4.14).

Proof. It is clear the algorithm terminates since at every recursive step we extract
a layer into the circuit part of the diagram, and there are a finite number of layers.

The correctness of the algorithm follows from the fact that each step is
correct, and this is proved in the statement of the algorithm by referring to the
corresponding lemmas and propositions. O
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Since each step of the algorithm runs in time polynomial (step 1 is O(|V]),
step 2 can be done in time O(|V|*) by Gaussian elimination, and step 3 is O(|V]))
and the algorithm loops at most |V/| times, the total runtime of the algorithm is
polynomial.

4.4 A worked out example

This section contains a complete worked out example of a circuit extraction, where
the algorithm is applied step by step on the open graph

(4.48)

(4.49)
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and correction matrix

310 0
110 0 0
01 4 000
310 3203 2 00
1 11 10 1|2 4000
0 0 4 04 112 44000
310 0001420
2 0 4 00044200
011 00042320200
G c
1
0 1
0 01
0001
=10 0 0 01
00 0O0O01
100000
141000
434000

o O O

0
0

(4.50)

0

where the empty matrix elements are taken to be 0. Note that the definition of
Zg-flow enforces that A(u) = (0,1) for all u € OF, thus we indeed have a simple
Zs-flow by lemma 4.6.

Since the circuit is extracted from the back of the open graph, in the first
step of the algorithm, we start with layer A;. Firstly, use Gaussian elimination
to triangularise the sub-adjacency matrix G[A§, Ag], which must be possible by

proposition 4.14:

G[A(C]a AO] =

O = W o oo

_ o NN O O O

—_ -0 O O O

Cg<—02+
03<—03+

O = W o oo

- =0 O O O

N OO DO DO

(4.51)

Using corollary 4.13 to extract this triangularisation into the corresponding C'X
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operations in the circuit part of the diagram yields the equality:

(4.52)
1BV
By lemma 4.11, there is a causal flow A; — Ay, so we can use SPT to obtain
[Ja—@
-1
-4
4 My,
(4.53)

where we have identified the new layer decomposition for the reduced graph. The
unitaries Jy, Js, Jg are the J gates from the corresponding teleportation and are
passed the angle for the measurement and the weight of the edge along which the
teleportation occurs as arguments (see lemma 4.3). Repeating the triangularisation
procedure for layer Ay leads to:

310 Cy < Cy + 30 3 00
GoylAE A =1{1 1 0 140 (4.54)
01 4 01 4
o (T }—e
-3 -1
@ A
4 -4
@ = Mja,
(4.55)
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Using another SPT, the final extracted circuit for the whole MBQC is

e (Jaf—e
-3 -1
74‘@ @ o (4.56)
4 -4
7] [Js]
o e ol e

where we have labelled the unitaries in the decomposition of theorem 4.15. Once
again, the unitaries Ji, Jo, J3 are the J gates from the corresponding teleportation
and are passed the angle for the measurement and the weight of the edge along
which the teleportation occurs as arguments.

Conclusion and outlook

We have provided a quantum circuit extraction for any open graph with simple
Zg-flow (i.e. when only the measurement space M(0,1) is allowed), by relating
it to a sequence of causal flows with intermediate C' X gates. In the following
chapter, we show how to use some of these methods to extract quantum circuits
from extended Z;-flows.

As mentioned in the introduction, many of the results presented here will also
by re-used in chapter 6, which is concerned with MBQC in the continuous variable
settings. There, we shall mostly be concerned with issues of convergence when the
auxiliary state used to generate the open graph state is only an approximation to
the ideal. Doing so will require us to reframe and extend many of the results from
this chapter.

90



CHAPTER

QUANTUM CIRCUIT EXTRACTION FOR
EXTENDED Z4-FLOWS

In the final chapter on qudits, we construct an algorithm for extracting reversible
quantum circuits from robustly deterministic measurement patterns when all
measurement spaces are allowed. Our algorithm is inspired in many ways by
the one presented in [Bac+21] for the qubit case, but has its differences, and all
proofs have to be redone to fit the setting of qudits. This algorithm also builds
on the algorithm presented in chapter 4, since we once again proceed by using
Zg-flow-preserving transformations of the open graph to relate the measurements
to gate teleportations.

The full extraction problem presents additional complications when compared
to the simplified subcase which we solved in chapter 4, for a couple of reasons. On
the one hand, up until this point we have only shown how to extract unitary gates
from measurements in M(0, 1), by relating them to the gate teleportation protocol.
Even a very simple labelled open graph such as

(1,.(TD s (51)

has a (non-simple) Z4-flow, but it is not obvious how this should relate to the gate
teleportation protocol'.

This chapter is based on our upcoming article, [BP21].
In fact, this graph corresponds to a gadget for a Z-rotation gate, i.e. Rz(a). It can be
extracted as such, but this does not help us find a general extraction method.
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On the other hand, the existence of extended Z4-flow on an open graph imposes
fewer restrictions on its connectivity than simple Z4-flow, and this makes the task
of identifying vertices to be extracted at any step in the algorithm a more subtle
affair. A particularly pathological example is the complete graph on n vertices,
with a single output o, no inputs, and such that every non-output is labelled by
(1,—1). In the case n = 4, this corresponds to

(lv _1)
(1,-1) : (5.2)

(15 71)
This open graph (G", @,{0}) has a Zs-flow (C™, A™) given by

Jn_ln Jn><1 1n On><1 _ _1n 0n><1
( Jon 0 )(—JM 0 )‘ (Jm 0 ) (5:3)

Gn Chn

where J,,«m, is the m x n all-ones matrix, and

A" = {{o}c, {0}} such that {o}° < {o}. (5.4)
It therefore has a single output, while simultaneously having an arbitrary number
of non-output vertices in the penultimate layer. If we want to extract such a graph
using similar methods to the previous chapter, we are going to have to split up the
penultimate layer since we can extract at most one teleportation edge at a time
through the single output.

Fortunately, the solution to both of these difficulties lies in a single idea: using
local-Clifford operations, we can simultaneously act on both the connectivity and
the labels of the open graph. The nature of this action is explored in section 5.1
in terms of local complementations and local scalings of the open graph which
collectively generate the local Clifford group [BBO7b]. Crucially, it preserves the
structure of measurement spaces and the semantics of the measurement pattern.

Using these operations, we can isolate a subset AZ of the penultimate layer
Ay of any Zg-flow (C,A) by changing all of its labels to (0,1). In doing so, we
simplify the topology of the subgraph between AZ and O enough that we can apply
(a version of) the triangularisation technique of the previous chapter. Of course,
the local Clifford operations affect multiple vertices of the graph, and in a way
that depends on its connectivity. Since they also change the connectivity itself,
some care is needed in correctly isolating AZ, and this is the content of section 5.2.
This allows us, in section 5.3, to present the extraction algorithm itself, along with
some simplifications. Finally, in section 5.4, we present some explicitly worked out
examples of applying the algorithm to some specific labelled open graphs.
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5.1 Manipulating Z;-flows with local Cliffords

Recall from chapter 2 that the Clifford group G on a qudit is the subgroup of
U(#) which preserves the Pauli group. We define the local Clifford group on
a register V' of qudits to be the group of operators {®gcy Py|(Vk € V) : P, € G}.
Furthermore, we say that two graph states are local Clifford equivalent if there is a
local Clifford operator that maps one to the other. We introduce two types of local
Clifford operations, which we call local complementation and local scaling. It was
show in [BBO7b; BB07a] that any local-Clifford equivalence of graph states can be
can be generated by just these two kinds of local Cliffords.

In this section, we show that both of these operations preverve the existence of
Zg-flow as well as the semantics of any corresponding measurement pattern. The
key to the semantics part of this statement is the following simple result:

Lemma 5.1. Let (a,b) € Z2 be non-zero, and M € M(a,b). If U € U(S) is any
unitary such that UX*Z°U* ~ X°¢Z¢ then UMU* € M(c,d).

Proof. We have for some a € [0, 27):

XZUMU* = °UX*Z°U*UMU* = *UX*Z*MU* (5.5)
= eWUMXZ°U* = wUMU*XZ°,

as required. O

In other word, if a unitary transformation U maps the Pauli correction X®Z° to
another Pauli correction X¢Z%, then the image of the corresponding measurement
space under the same unitary is UM(a, b)U* = M(c, d).

5.1.1 Local scaling

Definition 5.2. For any v € Z}, the y-scaling about a vertex w in a graph G is
given by:

(G & W)y = {VG“” Fru=sw or v=uw (5.7)

Guo otherwise.

In other words, we apply a multiplicative scaling to all of the edges in the
neighbourhood of w. For example:

vy a ’Y
I:Z)AVw LN I:Zb)/—/[vf . (5.8)
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Let DY € Z};XV be the diagonal matrix given by

1 if u=v#w;
(DY) =37y if uw=v=uw; (5.9)
0 otherwise.

Lemma 5.3. G ow = DWU’GDg’.

Proof. This is clear since multiplying by DY on the left rescales the w-th row,
and multiplying on the right rescales the w-th column. The only possible issue is
at G, but since we don’t allow self-edges, Y2Gpw = 0 = VG- O

First of all, we find a unitary representation of local scaling, which will be used
to apply lemma 5.1:

Proposition 5.4. Let (G,1,0) be an open Zy-graph. For any |¢) € %!, ~ € 7}
and w € I,

G ow(e)) = Mu(y™)G(9)), (5.10)
where M () |k) = |y - k), and this map is local-Clifford.
If we I, then
G ow(e)) = Mu(y™) |G(#), (5.11)
where |¢') = My (v) |¢)-
Proof. We have
Mi(y™) - Erg - My(y) [m) [n) = ™™ [m) In) = E 5 [n) [m), (5.12)

and M(v)]0: X) =|0: X). Therefore, if w € I, by commuting M through the
E gates in equation 2.18 we obtain:

M616) =) | T e | (19 @ 10:3) (5.13)

:( Il EG) I e |67 (1) @ - x)

vEN (w) u,ve\i\{w} uelc
u<v

(5.14)
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- H E! Gow) <|¢> ® 0 : X}) = ’G ) w>, (5.15)

u,veV uel®
u<'U
as desired. In the case where w € I, we do the same commutation through the
E gates, but cannot do the simplification of the M, (y~') gate on the stabiliser
state. Instead, the gate remains, acting on the corresponding input.
Then, for any k € Z4 and non-zero (a,b) € Z2, we have

M\ XZ°M(N) |k) = M(\)*X°Z° | \E) (5.16)

= MA\)* W Ak 4 a) (5.17)

= WPA¥ ’k’ + /\_1a> (5.18)

= XM ez k) (5.19)

so M(N)*X*ZPM(\) = X* @2 and M()) is local-Clifford. O

We can now use this unitary presentation to show that local scaling preserves
both the existence of Z4-flow, and the corresponding semantics of the MBQC. To
do so, we construct a new open graph, with a new labelling and Zg4-flow which are
obtained by considering the action of the corresponding unitary.

Proposition 5.5. Suppose the labelled open graph (G,1,0,\) has a Zg-flow given

by (C,A). Then for any w € V and v € Z};, (G Sw,I,0, )\gw) has a Zq-flow given
by (DY-.C, A), and with labels

7_1wa,7(GC)ww> if uw=w;

A% () =
Chuu, (GC)ww> otherwise;

(5.20)
(where we originally had A(u) = (Cyy, (GC’)W))
If w e O°, for any M € M(N), put

Mo () = {MEW) (WME™) i w=uw; (5.21)

M(u) otherwise;
then M°" € M()\gw) and
HG 3w, 1, O]] o, =G0l (5.22)
If w e O, we have

My(y Yo [Gow,1,0] =16.1,0]y, (5.23)
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and if w € I,
[[G%w,f,oﬂM o My(7™Y) = [G, 1,0y, - (5.24)

Proof. Left multiplication by a diagonal matrix only rescales rows, so it is clear
that D*,C and (G 6 w)C = D*GD*D".,C' = D*GC are lower triangular. It is
clear that local scaling preserves layers since it only rescales rows and columns
thus preserves conditions (ii) and (iii) of the definition of Z,-flow.

The semantics part follows from the fact that if the scaling acts on measured
vertices, then it is absorbed into the choice of measurement plane at w, otherwise
we pull it out of the pattern as a unitary acting on the outputs. O

5.1.2 Local complementation

For any ~ € Z}, the y-weighted local Z4-complementation or vy-complementation
about a vertex w in a graph GBZY " is defined as:

Gu + VGG if u # v;

. (5.25)
G,, otherwise.

(G ok w)yy = {

This operation is somewhat harder than local scaling to get a good intuition
for. It essentially operates on “cones” in G with summit w. The simplest example
is the following:

wvel" S &hab . (5.26)

In a more complicated graph, local complementation about w performs this simple
operation for every such “cone” with summit w. For example,

1 +~va

v
-
a. *W

— yab “ . (5.27)

./bw |:b +b

We can give a more linear-algebraic form of local complementation as follows:

Proposition 5.6. For a vector v € Zy, let D, be the corresponding diagonal n X n
matriv. If G € ZY*V, w € V and v € 7, then

Gxw =G +7Gly1{,,G — D%, (5.28)
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Proof. The proof follows by directly calculating elements: if u,v € V and u # v,

(G +7G1luy 17,y G — 7DZ. v = Guw + YGuwGuw — VD2, (5.29)
= Gy + VG uwGo- (5.30)

Otherwise,

(G + PYGl{w} 1i{rw}G - ’}/Déeu)’lﬂi = Guu + VGG — 7D12m ( )
= Guu + YGuwGuu — 7(Gliwy)’ (5.32)
= Guu + VGuwGuu — VG2 (5.33)
= Guu, (5.34)

as claimed. 0

Recall that the phase gate on £?(Z) is defined as

z(z—1)

Plzy =w 7 |z), (5.35)

and put P := F~'PF. In particular, we have

PXP'=X7 PZP'=7Z (5.36)
PXP'=X, and PZP'=zX'=wlX"Z, (5.37)

so the phase gates are Clifford operations. This allows us to express local comple-
mentation as a unitary acting on H®V:

Proposition 5.7. Let (G, 1,0) be an open Zq-graph, v € Zq and w € 1. Then
for any |6) € H¥',

G Ru(e)) = By I] P, 7%|G(0)). (5.39)

and this map is local-Clifford.

Proof. We first compute the action of L := ]53 [Toev P 7% on the open graph
stabilisers when the input state is assumed to be a stabiliser state. Recall that
these take the form

Xigy Zargy |G(0) = |G(O) i gl (5.39)
w "Xy, Lo, |Gn: X)) = |G(e) if uwel, (5.40)
w"Z,|Gn:Z))=|G(¢)) if uel. (5.41)
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Since we have assumed w ¢ I, we have u # w and LZ,L" = Z,. Firstly, note that

and for u € V such that u # w:

LXl{u}ZGl{u}LT = VG ;=Y XuZ, G X WGWZC”{u} (5.43)
_ wi,yMX X »yGuwZ 'yquZGl{ , (544)
_ oy G Guntl) ez X Guw 7Gx WZ (5.45)
_ WWMX ryGuwZ '\/quX ZGl{u} (546)
_ MMX VGWZ Gou X ZGl{u} (5.47)
ZMW#X G I 2,7Gw G [ 2,76 X, Zen,,
veV veV\{u}
(5.48)
= (Xl{w}Zal{w})_WGuw 11 ZJVGwUquXuZGl{u}' (5.49)
veV\{u}
Then, applying LXl{w}ZGq{w}LT on the left, we have:
—YGwoGuwu —
I z~ XuZay,, = Xl{u}Z(len{u}’ (5:50)

veV\{u}

so the image of the stabiliser group of |G(¢)) under L is the stabiliser group of
‘le(¢)> whenever the input ¢ is a stabiliser state. Let |G(m)) be the graph

state obtained from the input state @, |m;), and ‘G(@ : X)> be the graph state

obtained from the input state ®;c; |0 : X). Then it ensues that there are phases
am, B € |0, 27) such that

L|G( = Z)) = €7 |G % w(ni)) (5.51)
L|G(0: X)) =" (0: X)), (5.52)

by the stabiliser relations above.
Letting [1)) € 2#®! be an arbitrary input state, we have

0: X) \/— > Im), (5.53)

mEZI
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so that
G0 x)) = \/:ﬁ 3 160 (5.54)
In turn,
L|G(0: X)) = \/% > 9 |Gk w (i) ) (5.55)
and
L|G(0: X)) =e? |Grw(0: X)) (5.56)
= eiﬁ\/cllT HZ ’le(ﬁ’z)> (5.57)

Since the states ‘G * w(rﬁ)> are orthogonal, we must therefore have ei@m = ¢

for all m € Zldl‘. Letting 1)) € ##®! be an arbitrary input state, we then have

LIGW) = == 3 enl GOM) (5.58)

mezl

\/dl_ 21 cne’® |G w(imn)) (5.59)

~ |G rw()), (5.60)

as claimed. O

We now use this unitary presentation to show that local complementation
preserves the existence of Zg-flow for a given open graph, as well as the semantics of
the corresponding measurement pattern up to local Cliffords acting on the outputs:

Proposition 5.8. Suppose the open graph (G,I,0,)) has a Zq-flow given by
(C,N). Then, for any w € O° and v € Zg, (le, 1,0, )\lw) with new labels
Cow — 7(G0>ww7 (Gc)ww) if  u=w;

N () =
Cuu, (GO — ”yGiw(GC)uu> otherwise;

(5.61)
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(where we originally had AN(u) = (Cuu, (GC)yw)) has a Zg-flow (Clw,A) defined as

O = {C“”’ ~ NGO u=w; (5.62)

Cyv otherwise.

Let Po be the (possibly trivial) restriction of the product in equation (5.38) to
outputs, and P; its component acting on vertex j € O°. Then for any M € M(X),
we have

Poo [[le,l,oﬂ o =16 1,0]y (5.63)

* W

where for any j € O, le(j) = P;M(j) P} and is such that M e ./\/l(/\lw).

Proof. C** maintains conditions (ii) and (iii) of the definition of Z4-flow since
from equation (5.62) we see that it amounts to a sum of columns of C' and GC.
Furthermore, if u € I, C! = C,, = 0, and if v € O, C,, = 0 which implies
(GC)uw = Yaev GuaCaw = 0 so that C! = 0.
We also have

((G X w)C') = 3" (Gua +1(GeweG — D2, Yua)Cas (5.64)
uv a€V
— V(G + V(Gewer, G — Dy ) (GC )i (5.65)
= (Gc)uv + v Z quGwaCav - /YGuw(GC)wv (566)
aFu
= (GC)yy — G2, Cluus (5.67)

From this equation we see that (G lw)Cl“’ corresponds to a weighted element-wise
sum of C' and GC, hence also preserves condition (ii) and (iii) of the definition of

Zq-flow.
Moreover,
o {wa GOV i u=w; (5.68)
u Cuu otherwise. .
and
((le)(J’) - {(GC)“’” i u=w (5.69)
uu (GC)yu — 7GE,Cyry  otherwise.

from which it is clear that we always have C’,, or (G * w)C"),, different from
zero, since the same is true of Cy, and (GC),, by hypothesis.

Finally, we note that equations (5.68) and (5.69) correspond precisely to the
image of the corrections X ¢« Z(G)uwu ynder the action of the local complementa-
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tion as described in proposition 5.7 and using the identities (5.36)-(5.37). In other
words, the local complementation is absorbed into the choice of measurement
spaces and unitaries within those new spaces, yielding the new labelling AR (7)
and choice of measurements M** (). Applying lemma 5.1 to the definition of

Y Y Y
M** shows that M**(j) € M(A*(j)) as claimed. However, this is only possible
on vertices that are measured, non-outputs, so that the remaining part of equation
(5.38) acting on outputs must be tracked explicitly in Pp. O

Locally complementing about an input

For our extraction algorithm, we will also sometimes need to locally complement
the open graph about an input. This is forbidden since the unitary representation
of local complementation depends on the fact that P|0: X) = [0: X). We have
to resort to a “trick”, taken from [Bac-+21], proposition 4.4: we replace the input
vertex by an auxiliary vertex onto which the input state is then teleported. The
labelling of the new vertex matches the original labelling of the input (or it is an
output if the original input was). For example, in the case of the Z-rotation gadget
graph,

we replace e—0o  with oI (5.70)
(L0) (1,0)

where the new input must be measured in X € M(0,1). The additional inverse
Fourier gate on the input circuit comes from the fact that the gate teleportation adds
a Fourier gate acting on the input, which we need to get rid of: by proposition 4.4,

we have
[ = - (5.71)

We can then apply the local complementation about the vertex that has replaced
the input. Of course, we need to make sure that the existence of Z;-flow and the
semantics of the MBQC are preserved by this substitution. Formally, we have:

Proposition 5.9 (Complementing about an input). Let (G, 1,0, \) be a labelled
open Zq-graph on the vertex set V. with Zg-flow, and w € I. Also let (G',1',0, \)
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be the labelled open graph on the vertex set V U {x} where I' = (I U{z}) \ {w},

1 if u=uzv=uw;

1 if uw=w,v=u;

Gl.,=140 if u=uxvH#w; (5.72)
0 if u+#w,v=ux;

Guy otherwise;

and

N(u) = {(0’ D i u=g (5.73)

)\lw(u) otherwise.
Then, (G',I',O,N) has Zq-flow.
Furthermore, for any M € M(X), define M' : V' \ O = U(J) as

X if u=ux
M) T = (5.74)
M*(u)  otherwise;
then M' € M(X') and
[G.1,0]y; = [[G’lw,f’,o’ﬂ o FL. (5.75)

Y A

Proof. (G',I',0, ') can be seen to be the composition of (G, I,0,\) with the
teleportation graph
— o | (5.76)

along the pair of maps
{o} e—{x}—1
O—*— W
Then by proposition 4.2, we have
[G 1,0 o Fo ' =[G, 1,0, \]jy 0 [W—=0] 0 F, ' =[G, 1,0,\]\y (5.77)

where in the second equality we have used equation (5.71). The equality for the
local complementation then follows from proposition 5.8. O

5.2 Quantum circuit extraction subprocesses
In this section, we construct useful subprocesses for the full circuit extraction

algorithm, relying extensively on the results of the previous section. Explicitly, we
prove the following statements:
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1. Edges between output vertices can be pulled into the output circuit part of
the diagram as CZ gates.

2. There is a sequence of local Clifford operations which simplifies the graph such
that the only measurement labels are (0,1) or (1,0). Defining a simplified
type of open graph, which we called reduced open graphs, we show that these
methods can be used to reduce any open graph.

3. We show how to extract any number of vertices in the penultimate layer
which are labelled with (0,1). The collection of such vertices is the set AZ
mentioned in the introduction.

4. If A is the maximally delayed layer decomposition for (G,I,0,\), and
(G,I,0,)) is reduced and non-empty, then there are always vertices in
the penultimate layer labelled with (0, 1).

5. Isolated vertices in the graph can be discarded without affecting the Zgs-flow
or the semantics of the measurement pattern.

5.2.1 Extracting edges between outputs

In order to make the extraction procedure possible, we first want to simplify the
labelled open graph part of the hybrid diagram as much as possible. Firstly, we
show that one can simply pull any edges between outputs into the circuit part of
the diagram, without changing the Z;-flow nor the semantics of the diagram:

Proposition 5.10. Let (G,1,0,\) be a labelled open graph with Zq-flow (C,A).
Define a new labelled open graph (G',I1,0,)\) on the same vertex set by

Gl = 0 U’UE.O; (5.78)
Gy otherwise.

Then (G',I,0,X) has Zq-flow (C,A) and for any M € M(N),

G, I,Oly = ] Eggvo[G',f, Ol - (5.79)
(u,1;)é€0

Proof. If u # O, then (G'Cuy = X wev GrCuu = Lowev GuwCuou = (GC) -
Therefore, G'C' only differs from GC' in the submatrix G'C[O, O], so G'C' still
all of the conditions for Zg-flow (definition 6.5).

The semantics part follows straightforwardly from examining those obtained
in theorem 3.2:

[G. 1,01y = /d x |0°] @ (0: M(u)| EgNe (5.80)

ueO*
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= /dx 0| Q (0:M(u)| [[ ESwEeNre (5.81)
ue0* (u,v)€0
uFv
= [I ESwydx 0] & (0: M(u)| Eq:Npe (5.82)
(u,0)€0 ueO*°
uFU
= I ECyolG, 1.0ly. (5.83)
(u,w)e0
uFv
as claimed. N

5.2.2 Removing intermediate measurement spaces

It turns out that it is possible to perform a series of local Clifford transformations
on a labelled open graph (G, I, O, \) which deals with many of the complications
evoked in the introduction of the chapter. We are going to map any open graph
with Zgs-flow to the following form, up to local Clifford operations acting on the
outputs:

Definition 5.11. A labelled open Zq-graph (G, 1,0, ) is reduced if

e there are no edges between outputs, i.e. G[O,0] =0;

e the only labels that appear in the graph are (0,1) or (1,0), i.e. A(O°) C
{0,1),(1,0)};

e there are no adjacent vertices in (G, 1,0, \) which are both labelled (1,0), i.e.
A(u) = (0,1) = A(v) implies Gy = 0;

e there are no vertices in (G, I,0, \) which are labelled (1,0) and also connected
to an output, i.e. A(u) = (0,1) and v € O implies Gy, = 0.

Then, every labelled open Zg4-graph with Zgs-flow is locally equivalent to a
reduced labelled open Zg-graph which must have Zgs-flow. Since local Cliffords
preserve the semantics, as described in section 5.1:

Proposition 5.12. If (G, 1,0, \) is a labelled open Zq-graph on the vertex set V
with Zg-flow then there is a reduced open Zgy-graph (G',I1,0,\') on a vertex set
V' DV, such that for any M € M(X), there are M' € M(X), a local Clifford
P %0 — %0 an array A of CZ gates and an array B of (inverse) Fourier
gates and M gates such that

[G,I,0]yy=PoAo[G 1,0]y 0 B. (5.84)

In other words, if D is a hybrid diagram, we can transform it to a diagram D’
whose graph part is reduced, by pulling P into the circuit part. Once again, we
build up to this statement in multiple smaller steps.

104



CHAPTER 5. CIRCUIT EXTRACTION FOR EXTENDED Zp-FLOWS

Lemma 5.13. Let (G, 1,0, ) be a labelled open graph with Zq-flow (C,A). Then it
is locally equivalent to an open graph (G',I,0,X\) such that N (O°) C {(x,0), (0,z) |
x € Zd}

Proof. Note that local complementation at some vertex w € I only changes
the X-coordinate of the measurement space at w and the Z-coordinate of the
measurement spaces of the neighbours of w. Pick a random vertex v € V such
that A\(v); # 0 # A(v)2, and apply the local complementation at v with weight
v = Av); - A(v)3*. The resulting open graph has X (v) = (0, \(v);). Since, as
noted above, local complementation does not change the X-coordinate of any
other vertex than w, we can repeat this procedure for any vertex in V' without
reintroducing a non-zero X-coordinate at w. The only vertices for which this is
not possible are:

o inputs ¢ € I, since the local complementation rule does not hold at inputs,
but these must have A(7) = (0, A(i)2) by the definition of Zg-flow;

 vertices u € V such that A\(v)y = 0 since then local complementation at
u has no effect on the measurement space of u, but then we already have

A(u) = (M), 0).

Then, at each iteration of this procedure we eliminate a vertex that doesn’t verify
the condition, and the iteration terminates when the whole graph is labelled
according to the statement of the lemma. O]

Lemma 5.14. Let (G,1,0,\) be a labelled open graph with Zg-flow (C,A). Then
it is locally equivalent to open graph (G',I,0,\') such that N'(O°) C {(1,0),(0,1)}.

Proof. By the preceding lemma, (G,I,0,\) is locally equivalent to an open
graph such that for any v € O¢, X (v) is either (A(v)1,0) or (0, \(v)z). Note that
local scaling at v only changes the measurement space of v and no other vertex
in the graph. Then, if we are in the first case, apply a local scaling at v with
weight A(v);, which maps the measurement space of v to (1,0). In the second
case, apply a local scaling with weight A(v)y ! which maps the measurement space
to (0,1). O

Lemma 5.15. Let (G,1,0,\) be a labelled open graph with Zq-flow (C,A), and
assume there are vertices u,v € V' such that G, # 0 and A\(u) = (z,0) and either
A(v) = (y,0) orve O\ I. Then (G,1,0,\) is locally equivalent to an open graph
(G, 1,0, X) with N(u) = (0,1) and N (v) = (0,1) if v ¢ O.
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Proof. Let (u,v) be such a pair of adjacent X-vertices. Then, perform the
following sequence of local complementations:

AMu) = (z,0) g 1) 4 01 3 (0,1
=0 5 @) 4 0D w01 o
Av) = (y,0) (y,0) (v,9) (0,9)

where « = —G,2y~!', B = z which implies ¢ = —xyG?,, and v = yq ' =

—1v—2
- Gr

Finally, use local scaling as in lemma 5.14 to maps both labels to (0,1).

In the case where v € O, it suffices to perform the first two local complemen-
tations, and push the corresponding action on v into the extracted circuit.  [J

Finally, we need the version of the previous lemma for which the output turns out
to also be an input. In this case, we need to use the rule for locally complementation
about an input. In particular, we need to add an extra vertex to the graph to make
this possible.

Lemma 5.16. Let (G,I,0,\) be a labelled open graph with Zq-flow (C,A), and
assume there are vertices u € V and v € ONI such that G, # 0 and A(u) = (z,0).
Then there is a reduced open graph (G',I',;O,X) on a vertex set V U {x} with
N(u) = (0,1), and such that the open graph (G,1,0) embeds into (G',I', O, X') by
the inclusion map of V into V.U {z}, up to local equivalence.

Proof. Same as lemma 5.15, except we use the rule for local complementation
about an input, proposition 5.9. As a result we have to add a vertex to the
graph following that proposition, and pull an inverse Fourier gate into the input
circuit. O

Proof of proposition 5.12. Alternate between

1. applying lemmas 5.13 and 5.14 to simplify (G,I,0, ) to an open graph
labelled entirely in (1,0), (0, 1), pulling local Clifford into the outputs when-
ever local complementation is used (proposition 5.8) and pulling multipliers
into the input circuit whenever local scaling is applied at an input (proposi-
tion 5.5);

2. applying lemmas 5.15 to each pair of adjacent (1,0)-vertices in G (pulling
local Cliffords into the output circuit) and 5.16 to any (1, 0)-vertex adjacent
to an input (pulling inverse Fouriers into the input circuit, proposition 5.9).

Since at each loop we reduce the number of (1,0)-vertices this must even-
tually terminate, either because there are no (1,0)-vertices left or because the
connectivity of the graph no longer allows the lemmas to be applied. Finally, use
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proposition 5.10 to pull any edges between outputs into the circuit part of the
diagram as the array A. The graph part of the resulting diagram is reduced. [

5.2.3 Diagonalising extended Z;-flow

We have now reached the core of the algorithm. We show here how to extract
vertices in the penultimate layer which are measured in M (0, 1). The idea used here
is very similar to that of triangularisation in the case of simple Z4-flow (section 4.3),
except here we diagonalise instead.

Proposition 5.17. Let (G,1,0,)\) be a reduced open graph with Zq-flow (C,A),
and put AZ = X\71({(0,1)}) N Ay. Then (G,I1,0,)) is Clifford equivalent to a
reduced open graph (G',I,0,\) such that

1. there is a subset U C O and a perfect matching A? — U in G';
2. U is connected only to A?.

Furthermore, this equivalence is given only by an array of CX gates acting in the
outputs of (G, 1,0, \).

Proof. First let Af = A; \ AZ, which is such that A\(A¥) = {(0,1)}, and consider
the matrix
Z
(GC) [AN, A1Z] (GC) [A/.\N7 Al ] 0
. 4 :
(GOVV.AY = | (GOY Ay A2 | = | (GO AT 1 01 (586
Z (GO)[AT, AT 0
GO L eoarad] | |1
(GO0, A7 (GC)[Ag, AZ] A
We have that
(GO)[AR, AT] = > GlAw, AJICTA;, AT, (5.87)
J
= G[Ag, MJC[A1, AZ] + G[Ay, Ao]C[Ag, A7], 88)
= G[Ag, Ao]C[Ag, A7]. 89
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Using the first equation, we then have

GlAN, Ao] 0
GlAz, Ao Clag A2 = | O |, 5.90
Sl Ml e afy= | 0 (5.90
GIAZ, Ao Lyz
G[Ao, Ao A

Finally, A = G[Ag, Ao]C[Ag, AZ] = O since (G, I, 0, \) is reduced, so that C[Ag, AZ]
describes a set of column operations on G[V, Ag] that finds a perfect matching for
AZ in O. Following section 4.3, these column operations correspond to CX gates
acting in the outputs O of (G', I, 0). O

Corollary 5.18. Under the same hypotheses, for any M € M(\),
G, I,O)yy =T o [G' I1,0]y (5.91)
where T collects the array of CX gates acting on the outputs.

By pulling the array T of C'X gates into the circuit part of the diagram D,
we find a perfect matching for the vertices in Alz with vertices U C O which are
disconnected from the rest of the graph. In other words, each u € AZ now verifies
the conditions for proposition 4.4. It follows that

Corollary 5.19. Under the same hypotheses, for any M € M(X), there is a unique
collection choice of v, € [0,27) for each uw € A? such that

G, 1,0]y; =T o l_A[l J(Gury(u), Ou)u © [[G[UC7 U, I\ U, (OUA?)\ U]]Mluc ,
ueny,
(5.92)
where T collects the array of CX gates acting on the outputs, v : AZ — U is the
bijection corresponding to the perfect matching found in the proposition.

Proof. By the discussion above, (G', I, 0, \) is the composition of (G[U<, U], I \
U, (O UAZ)\ U, \|ye) and the open graph consisting in a collection of parallel
gate teleportation graphs (lemma 4.3) along the pair of maps

(O\U)UAZ A2 Dy s (5.93)

where ¢ denotes inclusion. The equality on interpretations then follows from
corollary 5.18 and (multiple applications of) proposition 4.4. O]
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5.2.4 Correctness of the extraction algorithm

The final key to the algorithm is a proof that if D is a diagram whose graph part
is a reduced open graph with Z;-flow, either

1. the graph part is essentially empty and the extraction is complete, or;
2. A? # @ and we can use the procedures constructed in section 5.2.3 to extract
more vertices from the graph part of the diagram into the circuit part.

The algorithm can therefore never reach a “fail” state where it cannot continue.
More specifically, if the graph is non-empty, either there is a vertex connected to
the outputs and labelled with (0, 1) that can be extracted, or the remaining graph
is totally disconnected and can be discarded without changing the semantics of the
diagram.

Proposition 5.20. If (G, 1,0, \) is a reduced open graph and has a mazimally
delayed Zq-flow (C,A), then either rank G[Ay, Ao] = 1, or all of the non-output
vertices are isolated.

Before proving this however, we need a couple of intermediary lemmas:

Lemma 5.21. Let (G,1,0,)\) be a open graph with Zg-flow (C,A), and assume
there is v € Ay such that \(v)y # 0. Then, rank G[A, Ag] > 1.

Proof. We work by contradiction. Assume that rank G[A;,Ag] = 0, then
G[A1, Ag] = 0. We have that

(GO)[Ar, ] =S GIAL, AL C[Ag, Ay (5.94)
= G[Ay, M]C[A1, Ay] + G[A1, Ao)C[Ag, Ayl (5.95)

from which it follows that (GC)[A1, A1] = G[A1, A]C[A1, Ay]. However, C[A;, A4]
is diagonal, thus only rescales columns, but the diagonal elements of G[Aq, A4]
are zero since we don’t allow loops. This implies that the diagonal elements of
(GC)[Ay, Ay] are also zero, but we have A\(u) = (GC)y = (GC)[A1, A1)y for each
u € Ay, therefore A(u) = 0 for all w € Ay, which is a contradiction. O

Lemma 5.22. If (G,1,0,)\) is a labelled open graph with Zg-flow such that the
outputs are disconnected from the rest of the graph, then all of the non-output
vertices are isolated.

Proof. Since (G,I,0,)) has an Z,-flow, it has a maximally delayed Zg-flow
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(C, A). If the outputs are disconnected from the rest of the graph, we have that

(GC) [Al, Al] == G[Al, Al]C[Al, Al] + G[Al, Ao]C[AQ, Al] = G[Al, Al]C[Al, Al],
(5.96)
so that for any u,v € Ay, (GC)uy = Ypen, GuaCrv = GuuCyy since C[A1, Aq]
is diagonal. But this implies GC[A1,A1] = 0 = G[A4, A4] since Gy, = 0 and
(GC)uww = 0 if u # v. We must therefore also have C[A1, A1] = 1|z, x|a,|- Further-
more, for k > 1,

(GC Ak, ZG Ak, Al] - G[Ak, Al]C[Al, Al] - G[Ak, Al] - 0
(5.97)

Then, the vertices in Ay are isolated. A simple induction using lemma 3.16 shows
that all the non-output vertices must be isolated. O

Proof of proposition 5.20. By lemma 5.22, we know that if the outputs are
disconnected from the rest of the graph, all of the non-output vertices are isolated.
By lemma 5.21, we know that rank G[A;, Ag] > 1 if even a single vertex in A; is
labelled by (0,1). Assume this is not the case, and also that the outputs are not
disconnected from the rest of the graph.

It follows that all vertices in A; are labelled by (1,0), and are not isolated
vertices (since those are all in A as a conclusion of maximal delay). Pick some
u € Ay, then there is some v € Ay such that C,, # 0 and G, # 0 since otherwise
the Zg-flow is not maximally delayed. It follows that w must be labelled in (0, 1).
Furthermore, (GC)yy = GuCop + X nco GuzCoav = Guv + X pco GuaCav = 0 since
u <.

Put ¢ € ZY such that ¢ == C,, — > ven; CuwCey. Then,

(GO =Y Gencn =D GenCri — D > CoyGnCr. (5.98)
neVv nev neV veAy
neN vEAL ne0 veA
— (G — Y CosGrs = 3 Y CuGonCo. (5.100)
vEAY neO veA;

It follows that

(G =1= > CosGuo— > Y CosGunChry (5.101)
veEA ne0 veA,
=1- > Cuw(Gu+ Y GuCh) =1, (5.102)
vEAL ne0
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since as stated previously Gy, + > ,,co0 GunCrv = 0.

If € Al,
vEAL neO vel
= (GC)eu = Y GunChu (5.104)
veV
veEA veO

since x is connected to no other vertex in either A; or O.

If$¢OUA1U{U},

(GDe = (GC)au— Y CunGav— Y D> CoGenCio (5.106)
vEA neO ve
vEA] neo

Finally, we have ¢, = Cpy — X pev; CuvCpo = Cpyy — Cup = 0 if 2 € Ay, and
¢y = Cyy = 0. Then, by lemma 3.15, v € A; which is a contradiction. O

Corollary 5.23. If (G, 1,0, )) is a labelled open graph with Z4-flow and U C O°
is a subset of vertices which is path-disconnected from O, then the vertices in U are
isolated.

Corollary 5.24. If (G,1,0,)\) is a reduced open graph and has a mazimally
delayed Zq-flow (C,A), then either there is some u € Ay such that A\(u) = (0,1)
and u is connected to O, or G = 0.

Proof. By the previous lemma there are two possibilities. If the outputs are
disconnected from the graph, then all non-outputs are isolated, and since in a
reduced open graph, outputs are isolated, the graph is totally disconnected so
that G = 0.

Otherwise, there is at least one edge between A; and the outputs. Then, the
endpoint of this edge cannot be labelled with (1,0) because otherwise it would
not be lonely, so it must be labelled with (0, 1). O

By corollary 3.19, if (G, 1,0, \) has a Zg-flow, it also has a maximally delayed
Zg-flow. This allows us to use the results of this section for any open graph with
Zg-flow.
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5.2.5 Discarding subgraphs disconnected from the outputs

Since we always extract vertices in the open graph by pulling them through outputs
into the output circuit part of a hybrid diagram, we need a way to treat subgraphs
of the open graph which are not path connected to the outputs. Luckily, this is
easy: just discard those vertices. Here we show that this operation preserves both
Zg-flow and the semantics (up to a global phase).

Proposition 5.25. Let (G, 1,0, ) be a labelled open graph with Zq-flow (C, A), and
v € V an isolated vertex. Then, the labelled open graph (G[{v}<, {v}<], I, O, X pe)
has Zq-flow (Cl{v}<, {v}<],A’), where N = {L \ {v} | L € A} with the induced
order. Furthermore, for any M € M()),

[[G[{U}C> {U}C]v ]’ O]]M\{U}c = [[G’ Iv OHM : (5109)

Proof. For any j, k € V \ {v},

(GHo} v} IO v} {0} D = E{:}c G juCu (5.110)
=Y GjuCu (5.111)
= ZGC)jk, (5.112)

since G, = 0, so discarding v clearly preserves the Zg-flow.
The semantics part follows from

[G.1,0]y = \/d x |0 (%) (0 : M(u)| E¢Npe (5.113)
—(0: M(v)|;€: X)\Jd x |O¢| ue(og\){v} (0: M(w)| EgNpe\(uy  (5.114)
= e\Jd x (|0 1) O {0 M) EoNiay (5.115)
~ [Gl{v}e, {0}, 1, Ol (5.116)

where we have used the fact that (0: M(v)|0: X) = % for some a € [0, 27),
otherwise the pattern is not uniformly deterministic. O

Corollary 5.26. Let (G,1,0,\) be a labelled open graph with Zg-flow (C,A) and
K C O° a subset of vertices which is path-disconnected from O. Then, the labelled
open graph (G[K¢, K|, 1,0, X k<) has Zq-flow (C[ K<, K|, "), where N" = {L\ K |
L € A} with the induced order. Furthermore, for any M € M()),

[[G[Kchc]7[70HM|Kc = [[Gv[a O]]M (5117)
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Proof. By corollary 5.23, the vertices in K must be isolated in G. Then, the
corollary follows from a simple induction using proposition 5.25. O

5.3 The extraction algorithm

We are now ready to describe the algorithm for extracting a reversible quantum
circuit from any open graph with Zg-flow.

Let D be a diagram whose graph part (G, 1,0, \) has Zg-flow.

Step 0: Find the maximal subgraph of G which is connected to O and discard
the rest of the graph (an operation which preserves the semantics up to a global
phase, by corollary 5.26).

Step 1: If the graph part of the diagram contains no non-outputs, then each
output is connected to an output wire and at most one input wire. Delete the
output vertices, connect the inputs to the corresponding output wires, and initialise
any u € I°N O in the auxiliary state |0 : X). Then, return the resulting quantum
circuit. If the graph part of the diagram contains any non-outputs, go on to step 2.

Step 2: Firstly, reduce the open graph using proposition 5.12, pulling the
resulting local-Clifford operation P into the input circuit part of the diagram, the
Fourier and multipliers on inputs into the input circuit part of the diagram, and
update the choice of measurements M following propositions 5.5, 5.8 and 5.9. Then
use the algorithm of section 3.3 to find a maximally delayed Z4-flow (C, A) for the
resulting open graph (G, 1,0, \).

Step 3: Find AZ, and use proposition 5.17 to diagonalise the submatrix
G[AZ, O] by pulling the corresponding array T of C'X gates into the circuit part of
the diagram (corollary 5.18).

Step 4: Extract AZ using proposition 5.19, and pull the resulting unitary into
the circuit part of the diagram. Return to step 1.

Every step takes a number of elementary operations which is polynomial in the
size of the graph |V, therefore the total algorithm runs in time polynomial in |V|.

Theorem 5.27. Let (G,1,0,)\) be an open graph with Zq-flow. Then, for any
M e M(N),

[G, 1, 0]y 1) ~ ﬁ (PR ABT®Y®E(MB)BE) (jp) @10 X)),  (5.118)
k=1 jEINON)

where P®) ad A% are the unitaries pulled into the output circuit part of the diagram
in the k-th loop of the algorithm at steps 2, T™ at step 3, and U™ at step 4.
BW™) s the array of inverse Fourier gates pulled into the input circuit part of
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the diagram if any local complementation around inputs need to be applied when
reducing the open graph. N corresponds to the number of loops the algorithm makes
before terminating. The angles in the unitary circuit U®) depend on the choice of
measurements M®*) for the vertices in A? at loop k.

Proof. The only point at which the algorithm can fail is at step 3 if AZ is empty.
Since after step 2 the graph part of the diagram is reduced, by corollary 5.24
there are only 2 possibilities. If A} is empty then G = 0, so that the graph part
would have been discarded in step 0 and the algorithm would have terminated at
step 1. Otherwise, A} is non-empty and the algorithm proceeds.

Let n be the number of vertices in the graph and m the number of vertices
labelled with (1,0). In any given loop, at step 2 we reduce the number m if it
is non-zero, and increase the number n by at most m (once for every time we
might need to apply proposition 5.9 about an input). Eventually, we reach a
state (0,n’), where n’ might be greater than at the first iteration. However, at
this point, there are no vertices labelled (1,0) so we no longer need to apply any
local complementations, and the number n’ of vertices only reduces in further
iterations. It follows that on any given loop we reduce (m,n) in the alphabetical
order, so the algorithm must terminate since we eventually reach state (0,0) in
step 1 after removing all of the outputs. N is therefore finite. O

5.4 Some worked out examples

We conclude this chapter with a few examples of the circuit extraction algorithm
applied to some examples. We start with the phase-gate graph and the total graph
which were presented as particularly pathological examples in the introduction.

5.4.1 The Z-rotation gadget
Recall that the Z-rotation gadget graph is given by

OO (5.119)

This graph is not reduced, so the first step of the algorithm is to apply proposi-
tion 5.12 to obtain a reduced open graph. In this case, we have an X-vertex which
is connected to an output. To eliminate this vertex, we need to locally complement
about the output. This is also an input, so we need to extend the graph as per
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proposition 5.9:

(0,1)
-1
Propr 5.9 r 120
(1.(TD = @) (5 )
’ (1,0)
M
M/
11 O
-1
£3 1 o pt (5.121)
(1,1)
MII
1 11 Og)
= 10 B (5.122)
(0,1)

MI//

At this point we recognise the sequential gate teleportation graph of section 4.1, so
that for any choice of measurement M € M(1,0),

(1.(TD = %FflHJ(fl,O)HJ(O,a)prlHP—l}— : (5.123)

M

From this example, it is clear that the extraction algorithm sometimes outputs
circuits that are very much not optimal. Rewriting the leftmost J gate to its
components, we get

—~{FHIL0HI0,0) P TH A — (5.124)
= A B2 OHFHMED 0.0 HP T HA -
= M) IO HP HA

But even this is still not optimal. Because we know this open graph to correspond
to a Z-rotation gadget, there is some o/ € [0,27)?"! such that

(%0 = Rz (') : (5.125)
M

We leave fixing these issues for future work.
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5.4.2 The total graph

Next, we consider the case of the total graph on 4 vertices that was given in the
introduction:

(lv 71)
(1,-1) : (5.126)

(15 71)

As was explained, while it has Zg-flow, this open graph is particularly pathological
from the point of view of the algorithm of the previous chapter. While we can
extract at most one gate at a time trough the output (since they must be totally
ordered in the resulting circuit on one wire), every non-output is connected to the
sole output. There is therefore no clear ordering for extraction.

As before, this graph is not reduced. The graph is connected, and we don’t
terminate at step 1 so the first real step of the algorithm is to transform it to
an equivalent reduced open graph. This can by done (non-uniquely) by locally
complementing about any of the non-outputs with weight 1. We get the equality
of diagrams, for any M € M(\):

-1
(1,1®> - (110) , (5.127)

A M/

and we can extract the first vertex:

(1,-1) (1,0)

o
(1,-1% = 1}3{ J(—l,al)HP*}— , (5.128)

(1,-1) (1?8)
dwm

M/|2,3

where the angle oy depends on the measurement M'(1) which is obtained as
M(=1)P~'M(1)PM(-1).

Then, the graph part is once again not reduced. At step 2 of the algorithm, we
therefore reduce the graph part: denoting o the output and once again ordering
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the non-outputs 2,3 from top to bottom,

(L,0)
*,
_1MJ(71,Q1)HP71}* <5'129)
(1%)
M/|2,3
(L1
o ™ =
o [ EEE I (5130
(17 1) -1
(M/) * O
(Ofi)
*:2 -Ll_l\o—{Pl Hp_lHJ(_l’al)Hpil}i , (5131)
(17 1) — 1
A ((M’) * o)*l
(Ofi)
*:3 -Ll _I\O—{P71 Hp_lHJ(_l’al)Hpil}i s (5132)
(0,1)
Al MI/

Then, we once again recognise the sequential teleportation graph, which we can
extract in one step:

(17 _1)

(1, 1% =10: X) —J(-1Las) [ HI(-1L,a) P HA T HI(-1,00) P T}

(17_1)

(5.133)

Conclusion and outlook
We have presented an algorithm for extracting unitary quantum circuits from any

open Zg-graph with Zs-flow. This extends the results of chapter 4 to allow for all
measurement spaces.
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As we saw in section 5.4.1, the circuits found by the algorithm can be very
sub-optimal. We leave improving this aspect to future work. Recent work has
shown how to extract circuits from open Zs-graphs with extended Pauli Z,-flow,
and with a simpler method [Sim21]. Possibly this technique can be extended to
cover the case of arbitrary prime dimension as well.

Finally, the original work on which this chapter draws a lot of inspiration,
[Bac+21], was concerned with extracting circuits from ZX-diagrams with graph-like
properties [Dun+20]. The ZX-calculus [van20] has been extended to the case of
qudits (of arbitrary dimension) [Wan21], and it would be interesting to see how
much of our work can be adapted to that setting.
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CHAPTER

CONVERGENCE IN CONTINUOUS
VARIABLE MEASUREMENT-BASED
QUANTUM COMPUTATION

The final research chapter of this thesis is concerned with the following question:
how much of the preceding work on qudits can be extended beyond the finite-
dimensional setting? We offer only a partial answer, for two reasons. Firstly,
we shall only consider the case of MBQC in the model of continuous variable
quantum computation proposed by Lloyd and Braunstein [[.B99]. Secondly, the
results in this section were actually obtained mostly before the qudit case was
considered [Boo-+21]. While it is clear, given the results of chapter 3, how to
construct measurement spaces for CV-MBQC, we only allow measurements in a
single space, as in chapter 4. The details of the full construction have yet to be
formally derived.

The main complication here is that the gate teleportation protocol does not
carry over from the finite-dimensional case. Rather, the best one can expect is
an approximation to the gate teleportation, where the auxiliary state is replaced
by a squeezed state. Then, the main concerns are questions of convergence when
the approximation is sent to its ideal limit: is the gate teleportation appropriately
recovered? And how does this approximation hold up when one tries to run more
complicated MBQC protocols than a simple gate teleportation? As a result, this

This chapter is based on our article, [BM21], and the work was presented at the 18th
International Conference on Quantum Physics and Logic.
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chapter has a substantially more analytic flavour than the previous ones.

Section 6.1 presents the standard model of continuous-variable quantum com-
putation as well as the Wigner transform for CV states. The Wigner function
often proves useful for making calculations in the CV setting which we will use
extensively in proofs. Then, in section 6.2, we explicit the CV gate teleportation
protocol, and prove that, in the ideal limit, it converges (in the strong sense) to
the expected unitary. Section 6.3 introduces CV-MBQC and R-flow, which is the
straightforward generalisation of simple Zg4-flow to continuous variables. Finally,
section 6.4 treats the question of convergence for MBQCs with simple R-flow, by
adapting the circuit extraction algorithm of chapter 4.

6.1 Preliminaries

Before diving into the heart of the matter, we need to introduce the computational
model and some useful tools. In CV quantum computation, the basic building
block is the qumode', a complex, countably infinite-dimensional, separable Hilbert
space # = £?(R) which takes the place of the qudit. As described in chapter 1,
€ is a space of square-integrable complex-valued functions: an element ¢ € 7 is
represented by a function R — C such that

[, [p@)f < oo, (6.1)

and where the Hilbert inner product is

W,0) = [ b)), (6.2

zeR

with corresponding norm |[|¢|| = 1/ (, ¥).

Each qumode is equipped with a pair of unbounded linear position and momen-
tum operators () and P, which are defined on the dense subspace .(R) C J# of
Schwartz functions [Sch50; Ligh8], along with any real polynomial thereof, by:

do(z)
de

< (R) forms a common, dense domain for any polynomial of @) and P such that
they are all self-adjoint (see section 1.1.2). From these, the functional calculus (the-
orem 1.106) is used to define the corresponding translation operators (continuously

extended to all .77):

for any ¢ € S (R), Qo¢(x) :=z¢p(x) and Po(x) = —i (6.3)

for any s € R, X(s) :=exp(—isP) and Z(s):= exp(isQ). (6.4)

IThis terminology comes from quantum optics, where we can identify each quantisation mode
of the quantum electromagnetic field with a space £?(R) [F'T20].
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Then, X (s)f(z) = f(x — ), X*(s) = X(—s) and Z*(s) = Z(—s) so that

X(—s5)QX(s) =Q + sI; (6.5)
Z(—s)PZ(s) = P + sl. (6.6

Hopefully, it is clear that these operators are an analogue of the Pauli group in CV.

In fact, all four of these operators are defined by the exponential Weyl commutation

relations (up to unitary equivalence, by the Stone-von Neumann theorem, see
[Hall3], chapter 14):

for any s,t € R, X(s)Z(t) =e ™ Z(t)X(s), (6.7)

which generalise the canonical commutation relations, and further related by the
Fourier transform operator F' = exp (Z%(QQ + P2)>:

F*QF =P and F*PF = —Q. (6.8)

The multiplier, defined in equation 2.4, also generalises to this setting, although
it is conventionally called the squeeze operator: for any real number n > 0, called
the squeezing factor,

S(n) == exp ( —iln(n)(QP + PQ)) (6.9)

Then S(n)v(z) = vn~Tb(n~'z) so that:
Sm)'QSm) =nQ, Sn)*PS(n) =n"P (6.10)
Sn)Z(s)S(n) = Z(ns), S(n)"X(s)S(n) = X(n"'s). (6.11)

Following Lloyd and Braunstein [LB99; Bv05], the state of a register V' of
qumodes can be used to encode information and perform computations just as one
would with a register of qudits. We use the gates from the set of unitaries

{F, exp(isQ;), exp(is@?),exp(isQ;’),exp(istQk) |seR, k€ V} . (6.12)

also defined using the functional calculus. As described in section 1.1.4, the indices
4, k indicate on which subsystems in the total tensor product s#“" the operators
act. For brevity and by analogy with the qudit case, we write:

CZ;i(s) = exp(isQ;Qx), (6.13)
CX;i(s) = exp(—isQ;Py) = F}, CZ; x(s) Fy, (6.14)
Ula, 8,7) = exp(iaQ) exp(iﬂ@z) exp(z'”yQ?’). (6.15)
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In the circuit representation, the parameters of these controlled unitaries are
once again represented as edge weights:

CZ(w) = s and CX(w)= 410@7 . (6.16)

This model of computation is strong enough to encode qubit quantum compu-
tation [GKPO1], and is universal in the sense that any “physical” unitary can be
approximated by combinatons of applications of (6.13) - (6.15) [LLB99].

The Wigner function

Before diving into MBQC, we present one last tool. The Wigner function is a
phase-space quasi-probability distribution which uniquely represents the state
of a quantum system with Hilbert space .Z?(R). We briefly review the Wigner
formulation [CG69; de 06; de 17; de 18]. In fact, we do not need the full phase
space picture: it is sufficient for our purposes to understand how to represent states.
While it has many interesting properties from the standpoint of quantum theory, we
chose not to present them as we essentially use the Wigner function as a functional
representation of density operators to be used for calculations.

In the phase space formalism, to each density operator p € D (#®Y) (where
N € N) such that p =32, ¢; Py, (see proposition 1.20), we associate a real-valued
square-integrable function W, in a Hilbert space L2(RN x RN R), called the
Wigner function of p:

W,(x,y) =

— Z /RN - V(g — Sy)¥(q + Sy)e*™¥ dgdp. (6.17)

It is clear that this association is R-linear, W,y = W, + AW,. The norm is given

by
A \//RN/ 2 dq dp, (6.18)

which agrees with the Hilbert-Schmidt norm on © (7)), |W,||> = tr(p?).

6.2 The gate teleportation protocol

Just as for qudits, the core of continuous-variable MBQC is gate teleportation.
However, the qudit gate teleportation protocol does not carry over identically
to continuous variables. This comes down mainly to the following fact: the key
property of the auxiliary state used in the qudit case is that it is a fixed point for
the X operator: X [0: X) =1(0: X). In CV, neither the momentum operator P

122



CHAPTER 6. CONVERGENCE IN CV MBQC

nor the translation operation X (s) admit any eigenvectors. For no s € R\ {0} does
there exist a non-zero ¢ € J for which X (s)¢ = ¢ holds. Such a vector would be
an s-periodic function, and therefore could never satisfy equation (6.1).

We therefore need to find a replacement for this auxiliary state. But even this
is ill-fated: there is in fact no state ¢ € J# at all such that for all ¢ € S, the
circuit

Y ——{P) )

¢ — X(=m)

outputs the state F1). As a result, the best we can hope for is an approximation
to the “ideal” auxiliary state. The gate teleportation circuit is then only an
approximation to the gate teleportation, which should converge to the desired
unitary in the ideal limit of the approximation.

Such an approximation is given by the following net” of Gaussian states. Let g;
be an .#2-normalised Gaussian distribution on R given by

I
gi(z) = ot (6.19)

and put g, = S(n)g;. In other words,
1 _=?
gﬁ(x) = We 2

Such a state is called a squeezed state, in part because of its Wigner function which
appears spatially squeezed along the momentum axis:

(6.20)

Proposition 6.1. The Wigner function of g, is given by W g, (x,y) = G,(2)G1),(y),
where

Gy(x) = \/77'_7’]26 ” = g, ()% (6.21)
Proof. ' q q

Wonla.v) = [ e gy + Dyl —3) (6.22)
1 iy 7<z+%2)2 7(17%? (6.23)

= e "We T e .

Vn? /qE]R
1 a2 a2

=t /qER (6.24)

2A net is a sort of generalised sequence, where the index set N is replaced by a directed set.
Here we only need to consider the positive real numbers R*} with their usual order.
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1 _ﬁ 2,2
= e . y\/mnPe Y (6.25)
Vn?

= Gy(2)G1(y). [

n

The desired approximation to the gate teleportation protocol can then be
obtained by the following quantum circuit, parameterised by a squeezing factor n:

p—r—U(a,B,7) — P)
w
P, ‘X(fwm) Tole, B, v, w)[pl

where P, is the pure density operator associated to g, and T,(a, 8,7, w) is the
quantum channel described by the circuit. An analytic form for the output state of
this quantum circuit, ignoring the C'Z weight and unitary U(«, 5,7), was obtained
by Gu et al. [Gu+09], in terms of the Wigner function of p as

Wi (@9) = | Gale —a)Wyla.), (6.26)

i.e. convolution with respect to the first variable. They never explicitly consider the
convergence question as 7 — oo, called the infinite squeezing limit. While it is clear
that the net (g,),>1 can have no limit in J# as n — 400, somewhat surprisingly,
for any p € ©(), T, (e, 5,77, w)[p] does converge to a state in D (7).

Proposition 6.2 (Gate teleportation convergence). For any «, 5,7, w € R and
any p € D(H),
lim 777(Oéa 67 Y U))[p] = FS(w)FU(a,,B,'y) [P], (627)

n——+00

where 'y is the unitary channel given by conjugation by U.

In other words, the quantum channel T, (c, 8, v, w) converges to I's(w)ru(a.5,7)
in the strong topology on the set €1 () of quantum operations. In general the
usual topology on the set of quantum operations is inappropriate for considering
the approximation of arbitrary quantum operations in infinite-dimensional Hilbert
spaces [SHO8; Willg; PLB18]. The net (7,(a, 5,7, w)),=1 can be viewed as a
pointwise approximation to the unitary channel I's()ru(a,8,7)-

The question of convergence in the infinite squeezing limit has been considered
for some slightly different but related protocols, such as the convergence of the
quantum state teleportation protocol of [Will8; SW20].” Their result does not
immediately apply in our case, but we use some of their ideas as well as some
standard results of functional analysis in formulating our proof:

3The quantum state teleportation should not be confused with the gate teleportation we
use here. The state teleportation involves three qumodes: an initial qumode is teleported using
an auxiliary two qumode state and entangling two-qumode measurement. In contrast, the gate
teleportation only uses two qumodes.
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Proof. We first note that we can ignore the parameter w for the CZ(w) gate: we
know that

CZ(w) = exp(iwQ1Q2) = exp(iQiwQs) = exp(iQ152(w)Q25(w)*)  (6.28)

Thus, the teleportation circuit is equivalent to

P Ula,B,7) — P
Ty S(w)* S(w) | X (—wm)

and, commuting the correction with the squeezing operator, to

P — U(a76a7) P)

T X (=m) | S(w) |-

The additional squeezing w in the auxiliary state will be absorbed into the
limit, and the final S(w) gate can be added at the end since it comes after
the teleportation (it is unitary thus continuous and preserves limits). Since
the “change of basis” unitary U(«, ,y) commutes with the CZ gate, it can be
absorbed into the input state which is arbitrary by hypothesis. We have therefore
reduced the problem to proving convergence of the simpler circuit:

P B

T — X(=m)

for an arbitrary input p € (). From [Gu+09] we know that the output of
this circuit is

Wz, y) = /

geR

Gy(x — )W,(q,y) = Wrpp+ *1 g1 (z,v), (6.30)

where x; indicates convolution with respect to the first variable. We need to
bound the trace distance || 7,[p] — FpF*||. By [AU00; HQ12] we know that for

any p,o € D(H),
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where F is the Ulhmann fidelity [Uh176] which can be calculated for pure states as

/ eR/peR (4, P)Wo(q, p). (6.32)

Assume p is a pure state, and furthermore that it is the density operator of
Y e LYR) N ZL%(R), ie. the projector Py onto the one-dimensional subspace
generated by . Then we have

| = F(Ty[p), FpF*) = 1— = /q . /,, Vi@ DWa(p.—a) (6.33)
71r/qeR /peR ( — W1 (g, P)W,(p, —q)) (6.34)
1

= - /qeR /pGR W,(p, —q) (Wp(p, —q) — me1(q,p))- (6.35)

™

since

/qeR /pER Wolp:—0)* = tr((FpF*)Q) = tr(PQ) =1 (6.36)

¥ being £ implies that its Wigner transform W, is also £* ([de 06], proposition
6.43), so

= F(Tylpl, FpF*) = |1 = F(Fp], FpF™)| (6.37)
= u /q . /p o Volp:—a) (Wp(p, —q) — Wmm(%p)) (6.38)
< i/qeR /peR W,(p, —q) (Wp(zx —q) — an(%p)) (6.39)
= 1fqeR /peR (Wo(p, —a)] - \Wp(p, —4q) = W, (q,p)| (6:40)
<5 /qeR /peR \W ~Wri(a: )| (6.41)

/qeR /pER

where we have used the inequality |W,(p, —¢)| < < T for pure states ([de
06], section 6.4.3) to go from equation (6.40) to (() ) As a result,

— W, 91(p, —q)', (6.42)

1
[ Talp] — FpF"|| < 7THVVF,;F* — Wrpr+ %1 g1 (6.43)

|l
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By definition, G, () = n'Gi(n~'x) and [y G, =1, so that by [WZ15], theorem
9.6, the net (Gn)neﬂgi forms an approximation to identity. As a result,

—0 as n— +oo, (6.44)

HWFpF* - WFpF* *1 g1
n ffl

and it follows that
lim 7,[p] = FpF™, (6.45)

n—00

for any such p. Since the trace-class norm agrees with the Hilbert space norm
for pure states, and Z'(R) N Z?(R) is dense in .Z*(R), equation .45 holds by
continuity of 7, for any pure p € ©(s¢). Finally, since the set of finite convex
sums of pure p € O(H) is dense in D () (which is Banach) the result can be
extended to mixed states.

Reintroducing the edge-weight and measurement angles, we have

T Tyl .7, w)lp) = S(w)FU (@, 6,7)pU" (0, 6,7 F'S" (), (6.46)
as desired. O

6.3 CV-MBQC and R-flow

We are now ready to move on to more general MBQCs. Our first stop is to
extend the measurement calculus to continuous variables. Like in the qudit case, a
(CV) measurement pattern will describe a computation in terms of a sequence of
commands. The main difference is in the preparation command, which will have an
squeezing-dependent interpretation, since it will formally correspond to initialising
a finitely-squeezed auxiliary state.

Definition 6.3. A CV measurement term on a register V of qumodes consists in
a finite ordered sequence of V-indexed commands chosen from:

o N, : initialisation of a qumode u in an auxiliary squeezed state;
e EY, : entangling operation on qumodes u and v for some w € R, with u # v;

. Mu(g) : measurement of qumode u with angles 0 € R3;
e X0 and Z]'" : Pauli corrections depending on the outcome m, € R of the
measurement of vertex v.

A measurement term is runnable if no commands act on a qumode v € V' before
it is initialised (except initialisations) or after it is measured; and no commands
depend on the outcome of a measurement before it is made. A runnable measurement
term is called a measurement pattern.

127



CHAPTER 6. CONVERGENCE IN CV MBQC

Since, formally, the commands above verify essentially the same equations as in
the qudit case (equations (2.15)-(2.17)), we can once again rewrite any measurement
pattern to the form:

(H X Zoe M, (0,) ) ( 11 E§) (H N,,), (6.47)

veO° u,veEV velc

where I, O are subsets of V, x,z are functions O¢ — RY, m, is the outcome of
the measurement M,, G is the adjacency matrix of an R-graph on the vertex
set V', and the measurements follow the order < induced by the order in which
they appear in the measurement pattern. The functions x, z implicitly describe a
weaker measurement order: the transitive closure of the relation {(u,v) | x(v), #
0 or z(v), # 0} gives a strict partial order <5, on O°. The measurement order <
must agree with < ,, and in fact any measurement order that agrees with <y,
gives a valid standard form.

We define semantics for CV measurement patterns in a similar way to the
qudit case. However, there is one complication: the branch maps no longer give a
Kraus decomposition for the total MBQC, as discussed in section 1.3.1. Indeed,
each “branch map” would correspond to an outcome m € R, which formally
occurs with probability 0 since we are performing momentum measurements whose
outcome probability measures have density with respect to the Lebesgue measure.
In order to describe semantics for a pattern, we use a “trick”, reasoning about the
induced quantum channel in terms of Stinespring dilations (theorem 1.29) rather
than Kraus decompositions. We essentially identify the circuits

D —

= —w (6.48)

X(—wm)

N
i

fany

where in both circuits the measurement outcome is discarded. The two-sided
control gate in the RHS represents the unitary operation exp(—wP; P;). Both
circuits can be seen to output the same Wigner function for inputs W, and W,:

Wout (2, y) :/R/RW,)(T,m)W(:C—i—wm,y) drdm. (6.49)

The RHS of equation 6.48 can be represented in terms of density matrices using
the partial trace as

Pout = tr1(exp(—1w P Ps)pin exp(iw Py Py)) = tr1(Lexp(—iwp Py) [Pin]) (6.50)

Extending this construction to the entire measurement pattern, we get, for
an input p € D(H®!), squeezing factor n € R% and choice of measurements
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0:0° — R3:
G, 1,0,x,2];[p]

<x,z
- ( H tr, OFexp(finx(v)-ﬁ) © Fexp(inz(v)-Q) © FUU(G(U))) © FEG <p ® PQW) )

veO* vel*
(6.51)
where
Eq= ][] ¢ziw, (6.52)
u,veV

x(v)- P = > x(v)i P, (6.53)

keV
z(v) - Q = z(v)Qk. (6.54)

kev

Finally, the outcome determinism question no longer really makes sense in the
CV case: the state obtained for a given outcome m € R isn’t well defined. If we
want to make sense of this question at all, we have to describe a partition of the
outcome space into measurement space, which essentially amounts to binning the
outcomes. Even then, the situation is hopeless: one always has a non-zero (but
very low, as 7 increases) probability of obtaining some very large measurement
outcome for which the output state is garbage. As a consequence we cannot drop
the corrections in the LHS of equation 6.51 as we did in equation 2.22 for robustly
deterministic qudit MBQCs. It turns out that the question of convergence is much
more appropriate in the CV case, since if the channel converges to a unitary, then
the output state does not depend on the measurement outcomes anyways.

It is hopefully clear at this point that many of the results we obtained for
Zg-flow will carry over to continuous variables, but where the field R replaces Zg.
We will of course use the name R-flow (although in the article version [BM21],
simple R-flow was called CV-flow), and repeat some definitions here for the sake of
completeness:

Definition 6.4. An open R-graph is a triple (G, I, 0) where G is an R-graph over

V., and I,O CV are distinguished sets of vertices which identify inputs and outputs
in an MBQC.

A labelled open R-graph is a tuple (G,I,0,)\) where (G,I,0) is an open R-
graph and X : O¢ — R?\ {(0,0)} assigns a measurement space to each measured
vertezx.

For an open graph (G, I, O), an arbitrary input state ¢ € 2%, and a squeezing
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factor n > 1 we define a C'V open graph state as

Gylo)=| [I Ccz5u (gb@gn). (6.55)

u,veV uelc

u<v
As in the qudit case, when I = @ we obtain finitely squeezed graph states [Men+06;
Gu+09; Zhal0O; Zha08; ZB06]. This graph-theoretical representation is similar to
that of [MEvI1]

Definition 6.5. The labelled open R-graph (G,1,0,)\) has an R-flow (C,A) if
C € RV and A is a totally ordered partition of V such that

2. C[I,V] =0 and C[V,0] = 0;
3. for any M, N € A,

e C[M,M] and (GC)[M, M] are diagonal;
e whenever M < N, C[M,N] = (GC)[M,N] = 0.

If AM(u) = (0,1) for all u € O°, we say that (C, A) is a simple R-flow, otherwise it is
extended. We call A a layer decomposition of (G, I,0,)\) for C' and the elements
of A are layers.

As stated in the introduction, we will restrict our attention to the case of simple
R-flows, since the necessary work on extending measurement spaces to .Z?(R) has
not yet been done. As in the qudit case, if (G, I, 0) is an open graph with simple
R-flow (C, A), then we obtain a runnable MBQC (G, I, O,x¢,z¢c) by setting

xc(v) = Coq and zo(v) = ((GC)ey — Liu}), (6.56)

where M,, is the v-th column of a given matrix M.
Then, we obtain the same equivalent characterisation as in the qudit case:

Definition 6.6. Let (G, I,0) be an open graph, A a layer decomposition of G, and
define P(k) = U;si Ay, (the “past” of layer k). Then the correction matrix G3 is
the matriz G& = G[P(k), (P(k) U I)].

G2 is the subgraph of G which at each step of the MBQC (each layer) describes
the back-action of possible corrections made on as-of-yet unmeasured vertices.
Viewed this way, simple R-flow essentially amounts to a condition that assures
that this back-action can always be controlled to correct the measurement outcome
without induces new errors in previous layers:
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Proposition 6.7. An open R-graph (G, I,0) has simple R-flow (C, A) if and only
if for each k the linear equation

GQE; = (OP(T’%\AJ) has solutions & € REFVUDT for any  m € R, (6.57)

where 0,, is a (possibly empty) column vector of n zeros.

Proof. The proof is essentially identical to the qudit case (proposition 4.6), where
we formally replace Z; by R. O

6.4 CV-MBQCs with simple R-flow converge

We now address the induced quantum map and the question of convergence of the
MBQC. In general, for an arbitrary graph state, even one with simple R-flow, the
MBQC procedure is not convergent. It is possible for the output state to contain
squeezing dependant components which diverge in the limit. The simplest example
is given by the single-vertex open graph o with no input and a single output.” One
can readily check that it trivially has simple R-flow but the output is a squeezed
state. As a result, when if we try to take the infinite squeezing limit the state
diverges in 7.

We address the infinite squeezing limit by constructing an explicit circuit to
which the MBQC converges. To do so, we re-use many of the techniques of
chapter 4—with a twist. In the qudit case, we were able to extract the circuit from
the back since we treat each extracted teleportation independently and do not
have to worry about the convergence of teleportations from earlier in the MBQC.
Here, this method no longer suffices. We need to ensure that all the teleportations
converge. In order for this to work, we show how to construct a path cover for any
open graph with simple R-flow. This path cover essentially identifies a sequence of
gate teleportations which each input undergoes, and each of these can be proven
to converge by proposition 6.2. We restate many of the results from chapter 4 for
clarity, whilst also noting that some results need new proofs as they only hold in an
approximate sense (for example, lemma 6.12 on controlled stabilisers of the open
graph).

As we shall see, the existence of a simple R-flow implies both that |I] < |O|
and |O| # 0, and we shall conclude that a sufficient condition for the protocol to
be convergent is that the open graph has simple R-flow and as many input vertices
as outputs, |I| = |O|. Furthermore, if the open graph has simple R-flow, then the
MBQC converges only if || = |O|.

4This open graph is formally defined in the language of definition 6.3 on the vertex set {O}
as (0,9, {0}).
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1 2 3
Ji2 Joz
4 6
-
7 8

(a) (b) (c) )

Figure 6.1: An example of circuit extraction of an MBQC for an open graph
with causal flow, using star pattern transformation as described in section 6.4.1.
Starting from an open graph with a causal flow (a), we identify a path cover of
the graph that agrees with the causal flow (thick edges directed u — f(u) for each
u € O° (b), and each path as a wire in a quantum circuit (c). The remaining
edges of the graph implement CZ gates in the circuit. Finally, each causal flow
edge implements a unitary of the form given by equation (4.9), and we obtain a
circuit representation of the unitary implemented by the MBQC (d).

Like for chapter 4, the actual circuit extraction scheme is inspired by [MHMI5].
While the circuits extracted by our scheme as well as the broad structure of the
proof are entirely analogous to that work, our proof method is quite different. The
original graph-theoretical arguments using local complementation in [MHM15] do
not hold for CV, so we reason instead with the adjacency matrix and correction
matrices of the open graph. The main differences with the qudit case are the new
proofs of lemmas 6.12, proposition 6.10 and theorem 6.18 which only hold in the
infinite squeezing limit, and the construction of a path cover for any simple R-flow
(lemma 6.9).

6.4.1 Star pattern transformation

As in chapter 4, in order to model the computation through the MBQC, the trick
is to distinguish between “real” qumodes that undergo a unitary transformation
though the MBQC (which act like the wires in a circuit undergoing gates), and
auxiliary qumodes that are consumed in teleportations. In the case of causal flow,
things work quite nicely as follows.

We use the following which also holds in CV (since the causal flow does not
depend on edge weights, only the correction procedure):

Definition 6.8 ([dc 08]). A path cover of an open graph (G, I,0) is a collection
P of directed edges (or arcs) in G such that

e cach verter in G is contained in exactly one path in P;
e cach path in P is either disjoint from I or intersects I only at its initial point;
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e each path in P intersects O only at its final point.

If the open R-graph (G, I, 0O) has a causal flow (f, <) (definition 2.11) then we
can obtain a runnable CV MBQC (G, I, O, xy,zy) given by:

xp(u) = =G oLy and zp(u) = =G GIn )\ fuy- (6.58)

Lemma 6.9 (Causal flow path cover [de 08]). Let (f, <) be a causal flow on an
open graph (G, 1,0). Then there is a path cover Py of (G,I,0) where x — y is an
arc in some path of Py if and only if y = f(x).

Lemma 6.9 allows us to interpret the causal flow MBQC procedure as a sequence
of single qumode gate teleportations, with additional entangling operations between
teleportations. In fact, the path cover P allows us to distinguish between two
types of edges in G:

« edges (j,k) € Py correspond to gate teleportations where one end is the input
and the other the output;
o edges (j,k) ¢ Py correspond to CZ (Aj,k) gates in the final circuit.

While it was originally formulated for DV, an almost identical method to Star
pattern transformation (STP) functions in CV, the only real difference being the
nature of the unitary gates. Assume (G, I, Q) is an open graph with causal flow
(f, <) and corresponding path cover Py, and let

J(w,a,8,7) = S(w)FU(a, 8, 7), (6.59)
and for any subset S C G,

CZjs(s) = H CZjr(w), and CX;g(s) = H CX x(w). (6.60)
kes kes

To obtain a circuit for the causal flow MBQC,

1. Interpret each path in Py as a wire (qumode) in a quantum circuit, and index
the wire by the collection of vertices intersected by the path.

2. For each edge (7, k) ¢ Py, insert a CZ (Aj,k) gate between the edges indexed
by j and k.

3. For each edge (j, k) € Py, insert a J(Aj,k, a, B3, 7) gate after all the CZ gates
for vertices i € Py such that ¢ < j but before all such gates for £ < 7.

An example is worked out in figure 6.1. In the ideal limit, the MBQC converges to
the CV SPT map for any choice of measurements:
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Proposition 6.10 (Causal flow circuit). Suppose the open graph (G,1,0) has a
causal flow and |I| = |O|. Then for any 0 : O° — R3 and any p € D(H#=N),

nIEQO [[Gv 1,0, Xt Zf]]z [10] = USPT(Q)pU:Sk‘PT(Q)v (6'61)

where Ugpr is the unitary corresponding to the circuit obtained by star pattern
transformation of (G, 1,0) for the choice of measurements 6. Furthermore, the
condition |I| = |O| is necessary.

Proof. As explained above, we can decompose [G, I, 0, xy,z;]] as a set of parallel
paths with mediating edges. Each of these parallel paths corresponds to a sequence
of single gate teleportations. All we need to worry about is ordering the mediating
edges such that they appear before any teleportation of a vertex they are connected
to. This is possible since such an ordering exists if and only if there is a causal
flow [MHNMI15]. Then, by proposition 6.2 each teleportation converges, and since
each gate teleportation channel is continuous it preserves limits. O]

6.4.2 Simple R-flow triangularisation

The next challenge is to do the same as above and extract a circuit, for simple
R-flow. For simple R-flow however, it is not obvious how to go about this, for
instance one does not directly have an obvious path cover. We follow the ideas of
[MHMN15], associating open graphs with simple R-flow to equivalent open graphs
with causal flow which allows circuit extraction, albeit using quite different proof
methods.

This section repeats many of the proofs of chapter 4. There are two main
differences. Firstly, some results only hold in the infinite-squeezing limit, such as
the existence of controlled-stabilisers (lemma 6.12), so those results need to be
reproved. Secondly, we show that we can use the triangularisation procedure to
find a causal flow from each layer into the next (A,+1 — A, ), and use this sequence
of causal flows to construct the path cover which we need for the convergence proof
(section 6.4.2).

From R-flow to causal flow

In order to extract causal flows from R-flows, we need a matricial characterisa-
tion of causal flow. Essentially the same proposition holds as in the qudit case
(proposition 4.11):

Lemma 6.11 (Matrix form of causal flow). Let (G, I,0) be an open graph with
simple R-flow for a layer decomposition A and L C O°. Then there is a subset
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C C P(L)¢ with |L| = |C| and a causal flow L — C if and only if the “correction
matrixz” of L can be written as

X
Ay = GIP(L), (P(L)UT)Y = M - (Y g) N (6.62)
where M and N are permutation matrices, T is a lower triangular |V'| x |C| matriz
with non-zero diagonal and X,Y are arbitrary real matrices. In other words, we
can turn Ay into the partial triangular form of equation (4.36) only by reordering
rows and columns, which in turn corresponds to relabelling the vertices of the graph

G.

Proof. The proof is essentially the same as proposition 4.11. O

As in the qudit case, this characterisation of causal flow is the key difference
between our proof method and that of Miyazaki, Hajdusek, and Murao [MHM15]—
where they use arguments based on local complementation to find a causal from a
g-flow, we solve the comparatively easier problem of proving it is always possible
to map an open state with R-flow to one where the correction matrix takes this
form. The approach now is, having broken the measurement pattern down into
layers, we show that the graph over each pair of layers can be seen as having
flow, by transforming the correction matrix such that it takes the above triangular
form. Reordering rows and columns of the correction matrix simply corresponds
to relabelling of the vertices, however, we will also require linear addition of
columns. This matrix or graphical operation, it turns out, is physically equivalent
to applying CX gates, which are exactly the additional operations in the equivalence
we mentioned. This emerges from the following stabiliser condition for controlled
operators, which is approximate for any finite squeezing and, as for the standard
stabiliser conditions, only holds perfectly in the infinite squeezing limit:

Lemma 6.12 (Approximate controlled stabilizers). Let (G, I,0) be an open graph,
j € G and k € I¢. Then, for any Schwartz input state ¢ € 21 and s € R,

lim [|0X;(5) CZ; v (5)G(6) — Gy (@) = 0. (6.63)

The Schwartz condition on the input state is a technical consideration without
which I have been unable to find a proof of this statement, and which therefore
carries through to the main convergence result, theorem 6.18. Note however,
that any physical state is experimentally indistinguishable from a Schwartz state

BG8Y].
Proof. Let ¢ € ((R))1, s € R and consider

CX12(5)[0 @ gyl(w,y) = exp(isQ1P)[¢ @ gnl(2,y) = ¢(q)gy(y + sx).  (6.64)
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Now, since ¢ is square-integrable of norm 1, for any € > 0 there is some bounded
measurable subset £ C R such that

/I @ < (6.65)
and

1 _(tso)? _2
X120 09, ~ 0@ g = — [ [ lo@e” 5 —ome P (66)

2

1 _ (ytso)? 2
[ [1srle s — e (6.67)

1 2 7M _Yy_
/ / () |e 27 —e 2 (6.68)

rzeEyeR
t e [lor ot ol
— z)|le M —e 2
2
ﬂ-nxGECyER
(6.69)
<A [lot)? [l 5 - e 2+2/|¢< 1§
< x e 2 —e x
2
™ zel yeR zeE°
(6.70)
Furthermore, using for any z,y € R,
_ytsn)? 2 d /2 A
e e < sz ~max<e W) < —|sz| (6.71)
terR dt n
+2
where A = max;cg % (62). Then,
2 A?s? 2
ICX12(s)6 © 9 = 6@ g, < 5= [eo@)P +2¢, (6.7
VT
zel
and since ¢ is Schwartz, [, [z¢(z)]* is bounded by some B > 0. Finally,
A?Bs?
[CX12(5)6 ® gy = 6 © o < +2¢, (6.73)

URRVAS
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whence picking n > AZLE’;SQ we have [|CX,5(s)6 ® g, — ¢ @ gy|° < 3¢, and be-

cause € < 0 was arbitrary,
Jim [|CX12(5)¢ @ g, — ¢ ® gy|* = 0. (6.74)

Every controlled stabiliser can be reduced to this case by commuting though
EG)

CXj,k((S) CZj’N(k)<S)EG = EG CXj,k(S), (675)
and noting that g, is Schwartz so can be substituted for the arbitrary input ¢ if
j & I, we are done. O

In this way, the action of specific CZ operations - which are what are used to
create or remove edges in the graph - are equivalent (in the infinite squeezing limit)
to the application of a CX operation. This allows us to achieve the our goal:

Proposition 6.13 (Triangularisation). If (G, I,0) is an open graph with R-flow,
and L is the last layer in a corresponding layer decomposition, then (G,1,0) is
approzimately equivalent to an open graph with a causal flow L — O, up to weighted
CX gates acting in O and reordering the vertices in L.

Proof. Let A;, be the correction matrix of L for a given R-flow order. Then, we
can reorder the columns of A by relabeling the unmeasured vertices, and we can
reorder the rows of A; by choosing a different measurement order for vertices in
L.

Further let j,k € O, then by lemma 6.12 applying the gate CX, x(—s) on the
graph state induces new edges in the graph state in the infinite squeezing limit.
The result on the correction matrix is the transformation

Cj —s C; + sCy, (6.76)

where C} is the j-th column of Ay.
By the definition of R-flow, for each v € L we have that

Teo(1,) = 1y, (6.77)

so that ¢,(1,) gives a sum of columns A which contains a single 1 in the row
corresponding to v. Repeating this for each v € L, we obtain |L| such columns,
each with the 1 on a different row, so that by reordering rows and columns we

can write Ay as
X 0
A~ 6.78
L (Y IL|> (6.78)
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where Iz is the |L| x |L| identity matrix. Then, A, takes the form described in
lemma 6.11, and this partial triangularisation procedure corresponds to extracting
additional CX gates from the graph as described above. Then, the open graph
(G, 1,0) is approximately equivalent to a graph with causal flow L — O, up to
CX gates acting in O. O

The fact that the additional controlled gates act only on the outputs is crucial: it
will allow us reduce the total physical map to a sequence of single-gate teleportation
operations. Since the CX gates never appear in between a measurement and the
corresponding CZ gate for the teleportation, nor do they act on the auxiliary
squeezed states before they are consumed in the teleportation, the projective
measurements can be brought forward and the squeezed inputs delayed to obtain
a single gate teleportation circuit within the larger circuit representing the total
physical map of the computation.

Path cover of R-flow

Now, using these two lemmas, we obtain a causal flow from the last layer A; of a
decomposition into a subset of the outputs by adding CX gates. Most importantly,
this subset is then only connected to A; so it can be removed from the open graph
as far as determining flows on the remainder is concerned. As a result, we can
reduce a graph to a sequence of causal flows by peeling off each layer one-by-one.

Lemma 6.14 (Graph reduction). If (G,1,0) is an open graph with simple R-
flow (C,A\) then there is Cy C O such that there is a causal flow Ay — Cy with
|A1| = |C4|, up to a product T' of weighted CX gates acting in O. Furthermore, let
G’ be the graph state obtained from the triangularisation procedure for layer Ay,
then (G'\ C1, I\ C1,A1 U (O \ C1)) has simple R-flow, for the layer decomposition
{Ak}{f:Q,

Proof. The first part follows straightforwardly from lemmas 6.11 and 6.13. The
second is immediate once one realises the following: by the third condition in
the definition of causal flow, if there is a causal flow C; — L;, (' cannot be
connected to any vertex in a layer £ > 1. Since L; is measured last, so C; must
be connected only to L (and possibly O). As a result, we can remove C from
the graph for subsequent layers: since it is not connected to any previous layer
k > 1, it never appears in any subsequent correction subgraphs. As a result, the
truncated R-flow and layer decomposition remain valid for the reduced graph. [J

This “peeling” procedure also allows us to determine a path cover of (G, I,0),
by noting that each layer causal flow has a path cover, and the endpoints of each
of these covers meet up. So, by a successive applications of this lemma, we obtain
a the final ingredient to our proof, a R-flow analogue of lemma 6.9:
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Lemma 6.15 (R-flow path cover). Let (G,I,0) be an open graph with simple
R-flow, then there is a path cover of (G, I,0) whose edges are causal flow edges of
the triangularised graph (6.15). If |I| = |0|, every path is indexed by an input.

Proof. Let {L;} be a layer decomposition of (G, I, 0), and consider each vertex
7 € O the endpoint of a path. Then, by lemma 6.14 there is C; C O such that
there is a causal flow and a bijection L; — C'; label each vertex in L; by its
image under the causal flow matching. Then, remove C; from the graph as in
lemma 6.14, and repeat the process. Since Ur_; Ly, U O = G, we eventually label
the whole graph. Furthermore, the resulting paths never cross: if they did, there
would be two vertices in the same layer corrected onto the same vertex—but this
is impossible, by the definition of causal flow. Thus the resulting set of paths is a
path cover for (G, I,0).

Finally, if |I| = |O], every input is the beginning of some path, since we
measure all j € I but can never correct onto I. Since there are exactly |O] = |I|
paths, every path must begin in [ and end in O, and every path is indexed by an
input. O

As a corollary, we obtain bounds on the number of inputs and outputs of an
open graph if it has a R-flow:

Corollary 6.16. Let (G, 1,0) be an open graph with simple R-flow, then |I| < |O|.

Proof. By the proof to the lemma, every input is the beginning of a path that
ends in O, and these paths never cross, such that even their endpoints in O cannot
coincide. Then, the collection of paths describes an injection I — O, since each
path uniquely associates an endpoint in O to each input. O

Corollary 6.17. Let (G,I1,0) be an non-empty open graph with simple R-flow,
then |O| # 0.

Proof. If G # @ and the open graph has simple R-flow, then there is a path
cover of the open graph which contains at least one path. This path must end at
an output vertex, thus |O] # 0. O

Putting it all together

Theorem 6.18 (Simple R-flow circuit). Assume (G, 1,0) is an open graph with
simple R-flow (C,A) and |I| = |O] then for any 0 : O° — R3 and any Schwartz
input state p € D (A7),

nh—%lo IIGv I1,0,xc, ZC]]Z [P] = FHZ:I T<k)Ugj:)T(9|Ak) [p]7 (679)
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where Ug’le is the circuit extracted for the k-th layer using the causal flow from
lemma 6.1/, and T™) contains the CX gates obtained from the triangularisation of
the R-flow (lemma 0.13).

T(k)Ug}ZT(ﬂAk) acts on the qumodes represented by wires indexed by Ly, and
the total product acts on the qumodes represented by wires indexed by I.

As mentioned previously, we need to assume that the input state is Schwartz
in order to be able to use lemma 6.12. If it is a pure state, this amounts to
assuming that it is the density operator of a Schwartz function. In the mixed case,
Schwartz density operators are defined in [[XICW16], but they naturally correspond
to density operators whose Wigner functions are Schwartz. For pure states, these
two definitions match.

Proof. By lemma 6.15 we obtain a graph G’ that is approximately equivalent to
G up to CX gates. Let Egc ) be the product of CZ gates in G’ from layer Ay, into its
outputs and T the CX gates obtained from the corresponing triangularisation
procedure. By lemmas 6.13 and 6.15 for any A > 0 we have, for high enough
squeezing, that

[PEl & pl|| < A (6.80)

@I —
e [Pgn @ /] FHn (T(k)E(k)> 9n
k=1 G

Now, none of the edges in 7% Eg) for k < n touch the vertices in Ay, so

that we can bring the auxiliary squeezed states |n), for v € Ay, forward until Eg ),

Since there is a causal flow Ay 1 — Ay,

i, () P €= T 0 @0 T 0O bl s
L \T E

where O®) is the channel associated to the causal flow procedure Ayiq — Ay.
Then by proposition 6.10, we can perform an SPT for each O®) and

lim [G.1,0,xc.zc]j o) = [T T® UG (@, 5.79). (6.82)

by continuity. O]

An example of the complete circuit extraction procedure for an open graph
based on a R-flow in section 6.5.
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6.5 A worked-out example

We conclude this chapter with an example of the extraction procedure corresponding
to theorem 6.18. It is important to note that running the algorithm from chapter 4
produces the correct circuit for the ideal limit, if one, as always, replaces the field
Z4 with R. We include this example nonetheless, as we present the extraction in a
slightly different way, which more closely matches the proof method for theorem
6.18. Hopefully, it will help to make that proof clearer.

Consider the open graph:

layer 2 layer 1

(6.83)
whose adjacency matrix is
3 1
01 1
6 0
3 0 6 310
G=1110 2 0 4 (6.84)
01 4 011
320
1 01
0 4 1
It has a simple R-flow for the given layer decomposition given by
0
0 0
0O 0 O
2 _2 1
c-|1 225 4 (6.85)
5§ 10 '
3 3 ¢ O 00
o 0 o0 2 &L =20
0o 0 0 =2 -2 % 00
0O 0 O —% % % 0 00
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since

1
0 1
O 0 1
O 0 o0 1
Gc=|0 0 0 01 (6.86)
O 0O 0 001
4 2 1
P 00000
9 9 9
13—%000000

The empty elements are once again taken to be zero. The first step of the algorithm
is to run the triangularisation procedure for the entire graph, layer by layer.
From equation (6.85) and definition 6.6, the correction matrix for layer 1 can be
triangularised by:

000 o 0 0 0
000 0 0 0
000 Cs < Cst 0 0 0
om0l =5 | O (6.87)
2 0 4 2 -2 0
01 1 0 1 U

By lemma 6.14, these column operations correspond to C'X gates acting within
the outputs, which we call pull into the circuit part of the circuit:

n T 3 3 oO——a—T|"
f\\\
O—4 (6.88)
4
4
e 6 >4&' 2\0 1o

12

Then, we can view the remaining open graph as the composition of the subgraph
between layer 1 and the outputs, and the remaining open graph. If we view the
composition as a circuit between the outputs of the latter into the inputs of the
former, we get the approximation:

T 3 3 O 4
.y’\ \
S N (6.89)
x 4
LL 4 O L 2

\va%ie
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The remaining subgraph, which corresponds to layer 2, is triangularised by:

CQ%CQ*%C&
310 Cs < Cy—0Ch 3 0 0
Gloe,0l=lo 1 1 0 1 0 (6.90)
6 0 4 6 —2 6

no [[e—3—p—o 3—O0 o—T"
/6/’ % '\
~ —0—9 g (6.91)

~ || . B 1 l\4 O
4\0 0 __ZG—O—»—.—Q&)—«—__ 9

The equality is the graphical form of equation 6.81, where each set of C' X gates
corresponds to a T™®) factor, and each of the open graphs has causal flow thus
corresponds to a factor of the form O®). To obtain the circuit implemented in the
infinite squeezing limit, we perform the SPT of each open graph, and obtain:

Y wi=

0
a

—®
Vany

J—D 1

2 1
USe  T® UL, TO

\S)

0

This circuit is in the form claimed in theorem 6.18.

Conclusion and outlook

We have extended the measurement calculus to continuous variables, and defined a
flow condition, R-flow, which is appropriate in this setting. Then, we have shown
that MBQCs with R-flow converge in the infinite squeezing limit.

There are a number of questions we leave for future work. On the practical side
of things, we have only shown convergence without considering the actual rate of
convergence as a function of squeezing and approximation error. Asking for such
a rate is actually not a very well-posed question in general: even in the case of
gate teleportation, for a fixed squeezing factor, there are states with arbitrarily
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high approximation error. To make any progress, it is necessary to restrict the set
of input states to a bounded subset of 77, and probably also exert some kind of
stronger control on the unitary change-of-basis for the measurement. Any further
work therefore must proceed on a case-by-case basis which strongly depends on the
implementation under consideration.

On the more theoretical side, many of the questions which were either posed or
resolved in the previous chapters are also still open in the CV case. Chief amongst
them perhaps is the extension to arbitrary measurement spaces. It is clear how
one should define the set of CV measurement spaces, combining definition 2.1 and
equation 6.7, but the details still need to be figured out. Such a generalisation
would also need to formulate an algorithm similar to chapter 5 in order to prove
convergence of the MBQC in the squeezing limit. As for the qudit case, finding a
formulation of Pauli R-flow is also a question which we have not considered.

Finally, it is unclear whether flow conditions would provide a useful tool in
MBQC in infinite-dimensional Hilbert spaces beyond the CV model. Weyl-like
commutation relations related to topological groups have been extensively studied
in the mathematics literature, but as we saw, even in the qudit case, MBQC over
groups which are not fields are problematic.

144



CONCLUSION, OUTLOOK AND
UNRESOLVED PROBLEMS

In this thesis, we have extended the measurement calculus to odd prime dimensions
and continuous variables. Introducing a class of related flow conditions, we have
been able to completely characterise the robustly deterministic MBQC in odd prime
dimensions, and constructed algorithms to find a matching reversible quantum
circuit that implements the same operation. For continuous variables, we have
adapted the circuit extraction algorithm and used it to prove convergence of a large
class of MBQCs.

As with all theses, there were many questions that I considered with varying
degrees of ambition and various degrees of success. Many of these have not yet
been answered, and I list them here. Some of these are the subject of ongoing
research, while others I do not know how to attack and merely state in the vain
hope that someone else will find a satisfying solution.

Further extensions to Z;-flow

Beyond prime fields We have already made the remark that much of our work
extends naturally to the case of any finite field F. In fact, the only section where
I expect any meaningful complications to arise in this extension in section 3.2,
where it is proved that every robustly deterministic Z;-MBQC has Zg-flow. 1
expect this proof can be adapted to the general case, but there is some work to be
done. Building of off this, it should be reasonably straightforward to see that all
of our results cover the case of products of finite fields. In particular, this should
imply that our results cover all dimensions, in a somewhat convoluted way, since
it essentially amounts to viewing a qudit of dimension d as a register of smaller
qudits of dimensions p,, where the p,, are the prime factorisation of d.
Generalising further, it seems natural to consider A-flow, where A is any finite
abelian group. This amounts to allowing more general kinds of Pauli groups as
corrections, which should be given by a representation of a semi-direct product

(A x A) x T in the style of Weil [Wei64].
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It is well-known that any such group A factors as a finite product of cyclic groups
of power-of-prime order. The work in this thesis, combined with the preceding
remark about product flows, takes care of any of the factors of the form Z;. What
remains are those of the form Z,». These groups are far trickier to tackle as there is
no nice ring or field structure to use. Already in the case of Z, the only non-trivial
ring structure is arithmetic modulo 4, which our methods do not treat. This is
already a problem at the level of measurement patterns, as equation (2.11) does
not hold, and measurement spaces have a more complicated structure.

Zgs-flow within the qudit ZX calculus There is a natural connection between
the ZX-calculus and MBQC, which so far has been exploited only for qubits.
Measurement patterns have a very clean representation within the ZX-calculus
[DP10], and inversely, oftentimes ZX-diagrams can be interpreted as measurement
terms. This has lead to the use of Zy-flow to extract reversible quantum circuits
from such ZX-diagrams [Bac+21], and this is to my knowledge the most general
technique for doing so. It has been used extensively as the final step in circuit
optimisation algorithms using the ZX-calculus as intermediate representation [Kv20);
dBW20; Dun+20]. The connection has also been important for other applications
of the ZX-calculus [Horl1; de +20].

The ZX-calculus has recently been generalised to qudits [Wan18; Wan18], and
many of the same techniques we developed in this thesis should apply there.

A reasonable CV quantum circuit model

Throughout the chapter on continuous variables, we treated CV quantum circuits
as a natural representation for the unitaries appearing in a CV quantum computer.
There remain conceptual gaps in interpreting the set of such CV quantum circuits
as a computational model. First of all, it is unclear exactly what unitaries can
be generated by the gate set of equations (6.13)-(6.15)—is it dense in the unitary
group acting on ¢ as in the qudit case, or not?

Furthermore, in order to obtain a realistic model, it is necessary not just to
impose a uniformity condition like in the finite-dimensional case, but also an energy
bound since otherwise the model is physically unrealistic. It is also necessary to
have some kind of binning on the outcomes of measurements, if one wants to extract
outcomes as a digital signal. Having imposed these restrictions, a number of further
questions impose themselves. Does the energy bound come at a computational cost
to the model? Is there a more natural gate set that allows one to reason without
imposing an external energy bound? Finally, it is generally assumed that once
such bounds are imposed, the model should be (weakly) efficiently simulable by a
finite-dimensional quantum computer, but there are limited actual results in this
direction.
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A “good” distribution theory for CV quantum information

While it is maybe surprising to be able to prove a convergence result at all for
MBQCs, I have to confess some frustration with the results of chapter 6. As
described there, the problem of convergence comes from the non-existence of
eigenvectors for the position operator. These are typically treated informally in the
physics literature as Dirac delta “distributions” which are assumed to preserve all of
the algebraic properties of their finite-dimensional counterparts. Such distributions
can be formalised in terms of Schwartz generalised functions, and one can show
that many properties do still hold in a weaker sense. However, this description of
distributions is not subtle enough for the types of operations which are at the core
of MBQC. Consider the gate teleportation circuit:

fp— I

5 — X(—m)

In the Schwartz theory, the state C'Z(1) ® §) is described by a distribution. Evalu-
ating the “branch” corresponding to an outcome m € R should formally correspond
to taking the inner product of a distribution §,, with this state. But this inner
product is not valid in the Schwartz theory, and so it doesn’t really give a satisfying
semantics to the gate teleportation protocol, at least in the way that physicists
tend to reason about it.

One work-around for this is to abandon the idea of branches altogether, as
we have done in this thesis. The Schwartz theory has recently seen an opera-
torial generalisation [KIKW16]. Using only the semantics of equation (6.51) in
the Stinespring picture, it should be possible to use this theory to give a valid
semantics for measurement pattern where the ideal auxiliary state corresponds to
a “distributional” operator.

On the other hand, if one wants to makes sense of the branch maps at all cost,
the only solution seems to be to find a more appropriate distribution theory that
allows such products of distributions. Various theories of generalised functions exist
which allow this, but it is not obvious which one best applies. Furthermore, they
are much less studied than the Schwartz theory, so many of the tools one might
like to use simply have not been developed.
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LIST OF SYMBOLS

N - natural numbers, including 0

R - real numbers

R* - non-zero real numbers

R, - non-negative real numbers

C - complex numbers

T - group of unit complex numbers

Zq - field of integers modulo d (d is always prime)

Z} - group of units of Zg

FV>V _ algebra of V x V matrices over a field F

., ¢ - Hilbert spaces

Z?(X) - Hilbert space of square integrable functions on a measurable space X

A€ - complement X \ A of a set A within some ambient set X; only used when
the ambient set is clear, typically this means X = V the set of vertices of an
open Zg-graph

14 - column vector whose u-th element is 1 if u € A, 0 otherwise

G[A, B] - when G € F¥*V and A, B C V, the submatrix of G obtained by keeping
only the rows corresponding to elements of A and columns corresponding to
elements of B
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