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Résumé: Les sursauts gamma (GRB)
sont des sursauts lumineux, puissants
et courts de rayons gamma suivis d’une
rémanence moins lumineuse des rayons
gamma jusqu’aux énergies radio. Leur
extrême luminosité, qui les rend visi-
bles dans tout l’Univers, en fait des
outils précieux pour sonder l’aube de
l’Univers. Dans ce contexte, SVOM, qui
est une mission sino-française, vise à dé-
tecter et caractériser les GRBs à par-
tir de fin 2023. A bord, le télescope
MXT est conçu pour détecter la réma-
nence des rayons X mous et les localiser
avec une précision inférieure à 2 arcmin
en quelques minutes. Le MXT est com-
posé d’une optique basée sur le principe
des "yeux de homard" pour focaliser les
photons X, d’une caméra basée sur un
pnCCD pour détecter les photons X,
et d’une unité de traitement de don-
nées qui gère le traitement scientifique
en temps réel. Au cours de cette thèse,
les algorithmes scientifiques embarqués
ont été développés, testés et caractérisés.

Les algorithmes scientifiques étudiés dans
cette thèse sont de trois types. Tout
d’abord, j’ai développé un traitement
d’image pour caractériser le niveau de
bruit dans le détecteur et identifier les
photons au-dessus du niveau de bruit.
Deuxièmement, j’ai conçu l’algorithme
de localisation pour localiser le GRB
mieux que 2 minutes d’arc en quelques
minutes d’observation. Enfin, j’ai mis
en place le calcul du rapport signal sur
bruit de la source en temps réel. De
plus, une simulation a été construite pour
étudier les performances scientifiques du
MXT dans l’observation et la localisation
de vrais GRBs. MXT localise environ
80% de GRBs mieux que 2 minutes d’arc
après 10 minutes d’observation. Le MXT
est capable de caractériser les propriétés
temporelles et spectrales de la rémanence
des rayons X. Le modèle de vol du MXT
a été minutieusement testé lors d’essais
sur rayons X en Allemagne. Ces tests a
Panter ont montré que l’algorithme sci-
entifique embarqué peut fonctionner de
manière fiable et sur le long terme.
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Abstract: The Gamma-ray Bursts (GRBs)
are luminous, powerful, and short flashes of
gamma rays followed by a less luminous after-
glows from gamma-ray up to radio energies.
Their extreme luminosity, which makes them
visible across the entire Universe, makes them
valuable tools to probe the dawn of the Uni-
verse. In this context, SVOM, which is a Sino-
French mission, aims at detecting and charac-
terizing GRBs starting at the end of 2023. On-
board, The MXT telescope is designed to de-
tect the soft X-ray afterglows and localize them
with a precision below 2 arcmin within a few
minutes. The MXT is composed of optics based
on the "lobster eyes" principle to focus the X-
ray photons, a camera based on a pnCCD to
detect the X-ray photons, and a data process-
ing unit that manages the scientific processing
in real-time. During this thesis, I developed,
tested, and characterized the onboard scientific

algorithms. The scientific algorithms studied in
this thesis are divided into three parts. First, I
designed the image analysis to characterize the
noise level in the detector and identify the pho-
ton signal above the noise level. Second, I devel-
oped the algorithm to localize the GRBs better
than 2 arcmin in a few minutes of observation.
Finally, I implemented a method to compute the
source signal-to-noise ratio in real-time. Fur-
thermore, a simulation has been built to study
the scientific performance of the MXT in observ-
ing and localizing real GRBs. MXT localizes
about 80% of the GRBs better than 2 arcmin
after 10 minutes of observation. MXT is able to
characterize the temporal and spectral proper-
ties of the X-ray afterglow. The flight model of
the MXT has been thoroughly tested in the Pan-
ter X-ray test facility in Germany. The Panter
test results have shown that the onboard scien-
tific algorithm can be operated reliably and in a
long run.
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Résumé étendu en français

Les sursauts gamma (GRBs) [1, 2] sont des éclairs intenses de rayons gamma avec une

gamme d’énergie comprise entre ∼100 keV et 1 MeV. Ces flashs de rayons gamma sont appelés

prompt émissions [3] et durent généralement de quelques millisecondes à plusieurs minutes.

Les émissions prompt sont suivies d’une émission afterglow de longue durée des rayons X aux

énergies radio.

Selon leur durée, les GRBs sont classés en GRBs de longue durée (. 2 s) et en GRBs de

courte durée (& 2 s) [4]. Les GRBs longs et les GRBs courts ont également des propriétés

spectrales différentes: les GRBs courts ont un spectre plus dur que les GRBs longs. De plus,

les deux classes de GRBs ont des propriétés de galaxies hôtes différentes. Cette différence in-

dique que les deux classes proviennent d’au moins deux géniteurs différents ; les GRBs longs

(ou un pourcentage significatif d’entre eux) sont associés à l’effondrement du cœur des étoiles

supermassives [5, 6], tandis que les GRBs courts (ou un pourcentage significatif d’entre eux)

sont associés à la fusion d’étoiles binaires objets compacts impliquant au moins une étoile à

neutrons [7, 8, 9]. Les progéniteurs GRBs sont des émetteurs multi-messagers [10]. En plus des

rayonnements électromagnétiques, les progéniteurs GRBs émettent un rayonnement non élec-

tromagnétique sous la forme de neutrinos de haute énergie [11] et d’ondes gravitationnelles [12],

des ondulations dans l’espace-temps causées par l’accélération d’objets compacts, prédites par

la Théorie de la relativité générale d’Einstein [13, 14, 15].

La haute luminosité des GRBs [16, 17] en fait des outils précieux pour sonder l’univers

primordial [18] et tester notre compréhension de la physique dans les conditions les plus ex-

trêmes [19].

Les GRBs sont étudiés et observés depuis plus de cinquante ans. Après des décennies

d’observation, notre connaissance générale des GRBs est bien établie. Par contre, de nombreux

détails restent en suspens et doivent être abordés comme la dissipation d’énergie interne à

l’émission prompte [20].

La clé pour résoudre les mystères des GRBs est d’observer simultanément le rayonnement

électromagnétique dans une large gamme spectrale et les messagers non électromagnétiques

des mêmes progéniteurs. Une telle observation multi-messagers s’appuie sur un ensemble de

télescopes spatiaux et terrestres de suivi et sur un ensemble de détecteurs sensibles aux rayon-
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nements non électromagnétiques [21, 22].

Dans ce contexte, le Space Variable Object Monitor (SVOM) [23], un satellite franco-chinois,

commencera à fonctionner en 2023 pour observer les GRBs [24]. Le satellite SVOM dispose

d’un ensemble complémentaire de télescopes embarqués et au sol, offrant une large couverture

spectrale des émissions GRB prompt et afterglow.

À bord, SVOM dispose de quatre instruments, deux instruments à large champ de vision

pour détecter les émissions promptes de GRB : l’instrument ECLAIRS (4 - 250 keV) qui est

le déclencheur du satellite et le Gamma Ray Monitor (GRM) (15 keV - 5 MeV). SVOM est

également équipé de deux instruments à champ de vision étroit : le télescope à rayons X à

micro-canaux (MXT) (0,2 - 10 keV) [25] pour détecter les rémanences GRB dans la gamme des

rayons X, et le télescope visible (VT) (450 - 1000 nm) pour détecter les rémanences GRB dans

les gammes visible et proche infrarouge.

Au sol, il y a la caméra grand angle (GWAC) et les télescopes de suivi au sol (GFTs)

pour suivre la source, et un réseau d’alerte d’antennes VHF pour une transmission rapide des

informations entre le satellite et le sol.

Grâce à cette large gamme d’énergie unique, SVOM est capable d’observer les GRBs et

leur rémanence dans une large gamme spectrale, permettant une meilleure compréhension de

la physique qui les sous-tend. La mission SVOM est étendue au-delà de l’étude GRB, qui est

le programme Core de la mission. Profitant de la large bande d’énergie de SVOM, plusieurs

objets astrophysiques à haute énergie sont ciblés lors des programmes SVOM General et Target

of Opportunity (ToO).

Au cours de ma thèse, j’ai étudié principalement les observations du programme de base

avec le MXT, où le MXT observe et localise la rémanence des rayons X des GRBs dans la

gamme d’énergie de (0,2 - 10 keV) et communique rapidement les informations de la source au

sol pour suivre la source. Dans le programme général, le MXT observe les rayons X d’autres

types d’objets astrophysiques sur la base de propositions. Dans le programme ToO, le MXT

observe les contre-parties X des sources multi-messagers, notamment la fusion de systèmes

binaires, avec au moins une étoile à neutrons émettant des ondes gravitationnelles en plus du

GRB.

Le MXT vise à localiser les GRBs avec une précision inférieure à deux minutes d’arc en

moins de 10 minutes d’observation. La localisation rapide et précise de la source en temps

10
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quasi réel est nécessaire pour favoriser le suivi de la source depuis le sol à des énergies plus

basses [26], mesurer les décalages vers le rouge de la source, et ainsi étudier les propriétés GRB

dans le repère au repos de la source [27], étudier la galaxie hôte [28] et le milieu environnant [29].

Le MXT a été conçu pour garantir le résultat scientifique attendu. Il se compose principale-

ment de trois parties : l’optique [30], la caméra [31] et l’unité de traitement des données. Les

optiques MXT sont des optiques à micro-canaux basées sur la géométrie des yeux de homard

résultant en une PSF particulière avec un point central et de deux bras orhtogonaux. Ce sys-

tème optique est fixé à la caméra sur la base d’un détecteur pnCCD à faible bruit. Le MXT

est équipé d’une unité de traitement de données (MDPU) pour analyser les images capturées

par la caméra et effectuer un traitement scientifique.

Les traitements scientifiques gérés par le MDPU sont divisés en 4 catégories: la caractérisa-

tion du bruit, la reconstruction des photons et la localisation des sources, la gestion du paquet

de télémétrie à envoyer au sol, et le suivi des données en produisant des résultats intermédiaires

des trois traitements précédents. Au cours de ma thèse, j’ai conçu et mis en œuvre les deux

premières catégories.

La première catégorie est la caractérisation du bruit, dans laquelle le niveau de bruit intrin-

sèque dans le détecteur est mesuré. Le bruit intrinsèque dépend de la température. Ainsi, le

bruit doit être fréquemment caractérisé à bord pour correspondre aux conditions d’observation.

Le bruit est caractérisé en calculant le niveau de bruit moyen et les cartes de seuil (les cartes

dites sombres) pour tous les pixels. Nous avons développé une méthode pour calculer la carte

de bruit moyen en prenant la valeur moyenne pixel par pixel sur N images et la carte de seuil

comme plusieurs écarts type de la fluctuation du bruit autour de la valeur moyenne. Un seuil

de valeurs aberrantes est inclus pour rejeter les pixels aberrants de l’analyse et pour garantir

de ne pas biaiser les cartes sombres. L’évaluation des cartes sombres s’est avérée robuste en

présence de valeurs aberrantes et équivalentes aux cartes de référence calculées avec l’analyse

au sol.

Lors des observations, les cartes sombres sont utilisées pour sélectionner les pixels au-dessus

du bruit. Le MDPU traite les pixels sélectionnés pour reconstruire les photons X et les ac-

cumuler dans la carte de photons. La carte de photons est utilisée pour localiser la source et

calculer ses coordonnées dans le ciel avec précision et rapidité, ce qui est la principale exigence

scientifique du MXT.

11
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Durant ma thèse, j’ai conçu et testé l’algorithme de localisation MXT. L’algorithme tire

parti de la forme de la PSF du MXT (point central + bras) pour guider la recherche du pic

de la source. La carte de photons (le signal détecté) est corrélatée avec la PSF (la forme du

signal attendu). La position du pic dans le détecteur MXT est ensuite donnée par le barycentre

2D autour de la valeur de corrélation maximale. Cette méthode s’est avérée plus performante

qu’un simple barycentre sur la carte de photons, en particulier dans le cas d’un faible flux de

photons. La méthode de corrélation est calculée dans l’espace de Fourier à bord car elle est

plus rapide que de la calculer dans le domaine spatial.

Pour répondre aux exigences de précision de localisation < 2 arcmin après 10 min, le MXT

doit détecter au moins 200 photons. Le nombre typique de photons reçus pendant les premières

secondes de la rémanence des rayons X varie entre quelques centaines et quelques milliers, ce

qui signifie que MXT répondra aux exigences dans la plupart des observations.

J’ai étudié l’impact de plusieurs effets sur les performances de la localisation. Nous avons

testé l’effet de la réduction de la résolution de la carte de photons, qui s’avère sans effet si elle

est réduite à la moitié de la taille d’origine. De plus, nous avons caractérisé le biais causé par

l’observation des sources dans le champ de vue du MXT, et nous avons corrigé ce biais. De

plus, nous avons caractérisé et corrigé l’effet de la limitation matérielle, comme la présence de

colonnes insensibles.

L’algorithme de localisation à bord du MXT doit être capable de détecter jusqu’à trois

sources dans le champ de vision. Le MXT dérive la coordonnée du ciel, le nombre de photons

et le rapport signal sur bruit pour chaque source. Afin de calculer le rapport signal sur bruit à

bord, une méthode est développée en utilisant les données d’intercorrélation. La méthode est

basée sur la sélection de deux valeurs de corrélation croisée pour calculer le nombre de photons

et le nombre de bruits de fond dans le détecteur pour calculer le rapport signal sur bruit pour

chacune des trois sources. La méthode pour calculer le rapport signal sur bruit a bord s’est

avérée fonctionnelle et rapide.

Le modèle de vol du MXT, y compris les algorithmes scientifiques embarqués, a été minu-

tieusement testé dans l’installation de test de rayons X Panter en Allemagne d’octobre à novem-

bre 2021. Le test prouve que les algorithmes scientifiques embarqués du MXT peuvent être

utilisés de manière fiable et à long terme. Les cartes sombres embarquées se sont avérées car-

actériser le bruit intrinsèque du détecteur et sélectionner les pixels avec un signal au-dessus

12
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du bruit pendant l’observation. Avec les cartes embarquées, les photons d’énergie jusqu’à 0,08

keV peuvent être identifiés au-dessus du niveau de bruit. Les algorithmes de localisation se

sont avérés donner une localisation précise du faisceau source injecté, même lorsqu’il est placé

au bord du champ de vision du MXT. L’algorithme de localisation a montré de la robustesse

en présence de colonnes insensibles. Enfin, le test sur modèle de vol du logiciel scientifique

embarqué a été livré au CNES.

Les performances du MXT sont testées à l’aide de scénarios réalistes de GRB basés sur

l’observation de Swift/XRT. Le logiciel SatAndLight a été développé pour simuler de tels

scénarios. SatAndLight simule l’optique du MXT, la caméra, la géométrie, les sources dans

le champ de vue et l’observation MXT. De plus, un GRB réaliste avec un spectre physique et

un modèle de courbe de lumière peut être simulé sur la base d’observations précédentes par

des missions similaires comme Swift. Durant ma thèse, j’ai participé au développement et à la

caractérisation de cette simulation pour le MXT.

Le MXT a montré qu’il était capable d’étudier et de caractériser l’évolution temporelle

de la rémanence X. De plus, le MXT est capable de caractériser le spectre des rémanences

X, en particulier l’absorption des photons X à basse énergie (<1 keV). Les performances de

localisation sont testées à l’aide de la population GRB du XRT. Les GRBs observés par le XRT

sont convertis en observations MXT, et ils sont localisés par l’algorithme embarqué. Le MXT

localise ∼ 80% des GRBs XRT à mieux que 2 minutes d’arc après 10 min d’observation.

J’ai également commencé une étude des observations du programme Target of Opportu-

nity avec le MXT, dans lequel le MXT suivra l’alerte des ondes gravitationnelles (OGs) pour

rechercher les contre-parties X de la même source. Avec la sensibilité actuelle des détecteurs

OG, les progéniteurs de GRBs courts sont plus susceptibles d’être observés avec les OGs. Pour

cela, j’effectue une sélection d’échantillons courts de GRBs avec un décalage vers le rouge

calculé. Plusieurs études peuvent être réalisées avec cet échantillon, j’effectue une étude des

propriétés dans le referentiel des sources. Parmi les propriétés étudiées figurent les luminosités

X. Enfin, l’échantillon a été utilisé pour tester l’observation avec MXT pendant le programme

ToO. La détection de la contrepartie avec le MXT dépend de la vitesse à laquelle le télescope

pointe vers la source et si le MXT a trouvé la source dès les premières observations ou non.

Comme résultat préliminaire de cette étude, le MXT doit pointer vers la source en moins

de 4 heures pour localiser une source multi-messagers avec une précision inférieure à 2 minutes
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d’arc. Pour les sources lointaines z ≈ 0.1, le MXT n’est pas capable de les localiser avec une

telle précision, mais, il pourra observer et localiser ces sources avec moins de précision.
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Introduction

Gamma-Ray bursts (GRBs) [1] [2] are intense flashes of gamma-rays with energy range from
∼100 keV-1 MeV. These gamma-ray flashes are called prompt emissions [3] that typically last
from a few milliseconds to several minutes, followed by long-lasting afterglow emission from
X-ray to radio energies.

According to their duration, GRBs are classified into long-duration GRBs with a duration
of more than ∼2 s and short-duration GRBs lasting less than ∼2 s [4]. long-GRBs and short-
GRBs originate from at least two different progenitors; long-GRBs are associated with the
core collapse of supermassive stars [5] [6], while short-GRBs are associated with the merger of
binary compact objects involving at least one neutron star [7] [8] [9]. GRB progenitors are multi-
messenger emitters [10]. In addition to electromagnetic radiations, GRB progenitors radiate
non-electromagnetic radiation in the form of high-energy neutrinos [11] and gravitational waves
[12], ripples in space-time caused by acceleration of compact objects, predicted by Einstein’s
theory of general relativity [13] [14] [15]. The GRBs high luminosity [16] [17] makes them
valuable tools to probe the early universe [18] and test our understanding of physics under
most extreme conditions [19].

GRBs have been studied and observed for more than fifty years. After these observational
decades, the general picture of GRBs has been well established. On the other hand, many
details remain outstanding and must be addressed like the internal energy dissipation to the
prompt emission [20].

The key to resolving the GRB mysteries is to observe the electromagnetic radiation in a
broad spectral range and the non-electromagnetic messengers simultaneously from the same
progenitors.

Such an observation relies on a set of space and ground follow-up telescopes and a set of
sensitive detectors for the non-electromagnetic radiations [21] [22].

In this context, the Space Variable Object Monitor (SVOM) [23], a Franco-Chinese satellite,
will start to operate in 2023 to observe GRBs [24]. The SVOM satellite has a complementary
set of onboard and ground-based telescopes, providing broad spectral coverage of GRB prompt
and afterglow emissions. Onboard SVOM, the Micro-channel X-ray Telescope (MXT) [25] will
detect GRB afterglows in the X-ray range. MXT aims at localizing GRBs with an accuracy
below two arcmin in less than 10 minutes of observation. The rapid and precise source local-
ization in near real-time is necessary to foster the source follow-up from the ground at lower
energies [26], measure the source redshifts, and thus study GRB properties in the source rest
frame [27], study the host Galaxy [28] and the surrounding medium [29].

The MXT has been designed to guarantee the anticipated scientific outcome. It is equipped
with a Charge-Coupled Device (CCD) detector [31], micro-pore optics [30], and a data pro-
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cessing unit to manage scientific processing onboard. The data processing unit is responsible
for detector noise characterization and analyzing in real-time the images captured by MXT to
retrieve the GRB precise sky coordinates.

During my thesis, I designed and implemented the scientific software responsible for the
noise characterization of the MXT detector and the software responsible for the source rapid
localization onboard of the MXT. Tight constraints are set to the onboard software due to
limited resources in space, the space conditions, and the limitations from the hardware sub-
system. Despite these constraints, the MXT science software proved to match the scientific
requirements during several tests.

This manuscript begins with a detailed description of the GRBs in the Chap. 1, where the
evolution of our understanding of GRBs physics, the progenitors theoretical models, the prompt
and afterglow emission mechanism and their properties, prospects, and motivation for GRBs
studies are discussed. Chapter 2 describes the SVOM mission, where onboard and ground
instruments are presented. The targeted astrophysical objects by SVOM and the observation
programs are explained. The MXT instruments onboard of SVOM satellite is explained in
Chap. 3, where the scientific objectives, features, coordinates, subsystems and simulation are
described. Chapter 4 is devoted to the image processing performed by the MXT, including the
MXT’s detector noise characterization and the photon reconstruction. The development and
characterization of the MXT algorithm to localize GRBs in real time and to compute the GRB
signal-to-noise ratio are explained in Chap. 5. Finally, the MXT performance of observing real
scenarios of GRBs is tested in Chap. 6. In addition, a sample of short GRBs with reliable
redshift is studied and it is used to test the MXT observation in the context of multi-messenger
astronomy.
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1 - Gamma Ray Bursts

In this chapter, GRBs are discussed and explained from the observational and phenomeno-
logical points of view. Section 1.1 presents the historical aspects of the GRB discovery and
observations through different space missions. The physical properties of GRB progenitors and
emissions are explained in Sec. 1.2. Prospects and motivations for GRB study and building
new instruments to detect them are presented in Sec. 1.3.

1.1 . Observational history

This section outlines the watershed discoveries that revolutionized our understanding of
GRB physics. The observational history of GRB can be divided into three distinguished eras:
the discovery and early era are presented in Sec. 1.1.1. The era of detecting the GRB afterglow
is presented in Sec. 1.1.2. Finally, the current era is presented in Sec. 1.1.3. During each
era, GRB missions are discussed regarding their capabilities and progress in understanding the
nature of GRBs.

1.1.1 . The discovery and early times
1.1.1.1 The discovery of GRBs

The GRBs were first discovered by the Vela American military satellites [32] in the late
1960s [33]. Vela had been built to monitor the gamma radiation pulses emitted by nuclear
weapons. Vela consisted of 12 satellites, each equipped with X-ray (3-12 keV) and gamma-ray
(0.2-1.5 MeV) detectors.

On July 2, 1967, Vela detected a gamma radiation flash (see Fig. 1.1) that was not likely
to come from nuclear weapons as it exponentially decays with time. Supernovae [34] [35]
or solar flares [36] were two other possible explanations for such an event, but neither had
occurred on that day. Later on, improved versions of Vela with higher time resolution were
launched to determine the direction from which the gamma-rays were arriving. By analyzing the
arrival times of sixteen detected events, rough sky positions were estimated, and they excluded
terrestrial or solar origin and revealed a new type of gamma-ray flashes of cosmic origin later
called GRBs. [37].

Each detected GRB is named based on its observation date, GRB YYMMDD. If more than
one GRB is detected on the same day, an alphabetical counter is added, for example, GRB
YYMMDDA, GRB YYMMDDB.

1.1.1.2 The Compton Gamma Ray Observatory

Since the serendipitous discovery of GRB, several satellites have been launched to observe GRBs
and study their properties. The Compton Gamma Ray Observatory (CGRO) [38] was one of the
first missions dedicated to the physics of GRBs. CGRO was launched in 1991 equipped with
four instruments: the Oriented Scintillation Spectrometer Experiment (OSSE), the Imaging
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Figure 1.1: Light curve of the first GRB detected by Vela showing the intensity of the photons
as a function of time, about 1500 photons were detected in the first second. The GRB’s duration
is less than 10 s. Credit: NASA

Compton Telescope (COMPTEL), the Energetic Gamma Ray Experiment Telescope (EGRET),
and the Burst And Transient Source Experiment (BATSE), as shown in Fig. 1.2.

The BATSE instrument [39] was in charge of detecting the GRBs in the energy range of
(0.02 - 1 MeV). The BATSE consists of eight detectors mounted at each of the eight corners
of the main structure of CGRO to cover the whole sky (see Fig. 1.2). After 9 years mission of
CGRO, BATSE observed 2704 bursts (roughly one per day) and this led to highlighting several
characteristics of GRBs.

The angular distribution of the detected bursts shows that GRBs are distributed all over
the sky [40]. Figure 1.3 shows the sky map for the bursts detected by BATSE in the galactic
coordinates as a function of their fluence (a measure of photon flux). It shows an isotropic
distribution regardless of the source intensity, indicating an extra-galactic origin of GRBs.

GRBs from the BATSE first catalogue [42] show a bimodal distribution of their duration
as shown in Fig. 1.4. First, the GRB duration is parametrized by the T90 value representing
the time during which the 5% to 95% of GRB counts are accumulated at a given energy range.
The T90 is measured in the observer (redshifted) frame. The bimodal distribution of the T90

indicates two classes of GRBs based on their duration with a separation at T90 ∼2 s. The short-
GRBs have average duration of T90 ∼ 0.5 s, where the long-GRBs have average durations of
T90 ∼ 30 s [4]. These values are instrument-dependent according to the instrument sensitivity:
as an instrument is less sensitive at a given energy band, it measures lower T90.
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Figure 1.2: Structure of the CGRO satellite with its instruments: OSSE, COMPTEL, EGRET,
BATSE. the BATSE 8 detectors are placed at each corner of CGRO structure

The hypothesis of different classes of GRBs is also supported by looking at their spectral
properties. In terms of spectrum hardness ratio rh, which is the ratio of the counts in two
separated energy bands: rh = CE2/CE1 , where CE2 (resp. CE1) is the number of counts with
energy in E2 (resp. E1) band, with E2 > E1. short-GRBs have on average a harder spectrum,
i.e., higher rh than long-GRBs. The different properties of long-GRBs and short-GRBs pointed
towards the possibility to have at least two different progenitors of GRBs.

Despite thousands of GRB observations by BATSE, the source of GRBs remained unknown.
Astrophysicists proposed many theoretical predictions to validate the GRB extra-galactic origin
demonstrated by CGRO mission. According to theories [44], the GRB source must be very
compact to emit high-energy fluxes in a short time. The compact source releases the energy as
relativistic outflow [45] [46]. As the relativistic outflow interacts with the surrounding media,
it decelerates and loses energy so that one can predict synchrotron radiations [47] follow the
GRB due to this interaction. This synchrotron radiation is the afterglow.

1.1.2 . The afterglow era
At that time, the obstacle to know the GRB origin was the lack of GRB distances infor-

mation. Detecting the possible GRB counterpart allows for a better source localization and
spectroscopic measurement of the redshift and hence the GRB’s distance, which is not achiev-
able with gamma-ray detectors. Later missions were designed to have the capability to detect
the GRB afterglows.

1.1.2.1 The BeppoSAX satellite

The BeppoSAX [48] satellite, launched in 1996, was dedicated to the detection of the GRB
afterglows. It had a set of instruments with a small field of view, including four X-ray telescopes
operating in the 0.1 - 10 keV energy range to detect the afterglow. It had a set of a wide field-
of-view instruments: the Gamma-Ray Burst Monitor (GRBM) instrument (50-700 keV) and
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Figure 1.3: The angular distribution of 2704 GRBs recorded with BATSE. The projection is
given in galactic coordinates. The GRBs locations are color-coded based on the fluence. This
figure shows an isotropic distribution of GRBs that reveals an extra-galactic origin. Credit: [41].

the Wide Field Camera (WFC) (2 - 30 keV) to detect the GRB prompt emissions.
On 1997 Feb. 28, the GRBM detected the prompt emission from GRB 970228 [49]. About

eight hours later, the X-ray narrow field instruments followed up the observation of GRB 970228
to search for counterparts at different energies. A bright X-ray emission was detected [50], and
the first X-ray afterglow was discovered with a power-law decaying intensity with time as seen
in Fig. 1.5.

Observing GRB X-ray afterglows led to retrieving a precise location of the source (∼ 1
arcmin). The GRB coordinates were transmitted to the ground to observe the source in lower
energy ranges. Thanks to the small localization error box of the X-ray instruments, the optical
telescopes on the ground could point toward the source and follow up the observation. The
optical afterglow was discovered, but no spectral lines were identified in the optical spectrum,
so the redshift of the GRB 970228 was not measured [52]. A few months later, BeppoSAX
GRBM detected GRB 970508 [53]. The afterglow was detected in X-ray by onboard X-ray
telescopes and in optical energy ranges by the Low-Resolution Imaging Spectrometer (LRIS).
The spectral lines were identified in the optical spectrum as shown in Fig. 1.6.

Hence, the redshift for a GRB was determined for the first time as in the following:

z =
λobs − λ0

λ0

, (1.1)

where λobs is the observed wavelength of a spectral line, and λ0 is its wavelength in the
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Figure 1.4: Distribution of GRB T90 and rh, taken from the BATSE first catalog [41]. The
plot shows a bimodal distribution for the T90 and rh (HR in the plot), indicating two different
classes of GRBs with different progenitors. Credit [43].

rest frame. The GRB 970508 redshift was constrained to z=0.835±0.001 by comparing the
wavelength of spectral lines in Fig. 1.6 to their corresponding rest wavelengths, which confirm
a cosmological origin of the GRB.

BeppoSAX observed 1082 GRBs over seven years. The optical afterglow was observed for a
few of BeppoSAX GRBs. The main limitation for not detecting the optical afterglow was the
long time needed to transmit the source location to the ground, so the afterglow faded before
being observed. The rapid data transmission was improved with later missions.

1.1.2.2 The High Energy Transient Explorer satellite

The High Energy Transient Explorer (HETE-2) satellite [54] was launched on October 9, 2000,
to observe the prompt and X-ray afterglow emissions. HETE-2 had three instruments onboard,
the FREGATE gamma-ray spectrometers with an energy range of 4-600 keV, the Wide-field X-
ray Monitor (WXM) (2-25 keV) that locates GRBs with accuracy ∼10 arcmin, and a set of Soft
X-ray Cameras (SXCs) (0.5-14 keV) to detect the X-ray afterglow and determine its location
with accuracy < 10 arcsec. HETE-2 transmitted the coordinates of the source computed
onboard, via a Very-High Frequency (VHF) network, to the ground only within a few minutes
compared to a few hours in the previous missions. This rapid transmission of the source
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Figure 1.5: X-ray light curve of the first detected GRB afterglow. The light curve was
constructed from data collected by several instruments onboard the BeppoSAX satellite.
Credit: [51].

information allowed following up the source from the ground with lower energy ranges.
In 2003, HETE-2 observed bright GRB 030329, which is a long-GRB lasting more than

25 s. The X-ray afterglow was detected, and thanks to the rapid transmission of the GRB
coordinates, the early optical afterglow was observed by the Siding Spring Observatory in
Australia less than two hours after the burst. The spectral analysis of the optical afterglow at
different times after the burst [55] shows supernova features in the optical spectrum as seen in
Fig. 1.7. GRB 030329 spectrum confirmed the association of some long-GRBs to the death of
a massive star or the supernova. [56].

1.1.3 . Current missions

1.1.3.1 The Neil Gehrels Swift Observatory

The Neil Gehrels Swift Observatory or Swift [57] is a multi-wavelength space satellite dedicated
to the study of GRBs prompt and afterglow emissions. It was launched in November 2004 and is
still in operation today. Swift has three instruments onboard, the Burst Alert Telescope (BAT)
(15-150 keV) to detect the prompt emission [58], the X-ray Telescope (XRT) (0.3-10 keV) to
detect the X-ray afterglow [59], and the Ultra-Violet/Optical Telescope (UVOT) (170-600 nm)
to detect the ultra-Violet and the optical afterglow [60].

The Swift satellite outperforms its predecessors in its rapid and auto-slew capability. The
BAT instrument detects the GRB’s prompt emission, then the satellite auto slews to place the
GRB in the field of view of the XRT and UVOT instruments, that in their turn, observe the
source afterglow. The XRT localizes the source more precisely than BAT and transmits this
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Figure 1.6: The spectrum of GRB 970508 optical afterglow as it is detected by LRIS (left). The
Fe and Mg spectral lines are identified and constrained the GRB redshift to z=0.835±0.001
(right). Credit: [53].

location to the ground to quickly follow up the source in the visible and infrared energy ranges.
Thanks to the precise (1 - 4 arcmin, ∼ 2 - 5 arcsec, ∼ 0.5 arcsec for the BAT, XRT, UVOT,
respectively) and rapid localization and multi-wavelength follow-up capabilities, Swift has made
several breakthroughs in the science of GRBs [61].

The Swift accurate localization and rapid transmission of the position allowed for the deter-
mination of the redshift for ∼ 30% of GRBs. Figure. 1.8 shows the distribution of the measured
redshift values before and after Swift measurement. The mean value of redshift measured for
Swift GRBs is z ∼2.2. By estimating the redshift of GRBs, one can roughly measure the GRB
distances according to the Hubble:

d =
z × c
H0

(1.2)

where c is the speed of light, H0 is the Hubble constant today, and d is the proper distance
from the source galaxy at z redshift to the observer. Equation 1.2 is correct for low redshift,
for further redshift the equation becomes more complected but the distance is still proportional
to the redshift. In 2009, Swift detected the most distant observed GRB, GRB 090423, with
a redshift of 8.3 [62]. Such a high redshift proves that GRBs are a unique probe of the early
universe.

Swift and HETE-2 discovered the first afterglow of a short GRB, allowing for the measure-
ment of redshift for short GRBs.

Measuring the distance of GRBs allows to perform statistical studies of GRB properties
at the source rest-frame which give clues about the GRB progenitors and their host galaxies.
Long-GRBs and short-GRBs show different host galaxies properties, supporting that short-
GRBs have a different progenitor than long-GRBs [65]. The association of long-GRBs to
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Figure 1.7: Spectral evolution of the GRB 030329 optical afterglow flux. The spectrum five days
after the burst (April 3.10) shows a typical power-law spectrum. The supernova-like features
appear 12 days after the burst (on April 10.04) and continue to develop in the weeks after.
(May 1.02), SN2003dh dominates the spectrum with a spectrum similar to SN1998bw (dashed
line) after 33 days. Credit [55].

supernovae was already confirmed, but there was no observational evidence for the short-GRB
progenitors. Several short-GRBs are found to be located in early-type galaxies[66] that have
low star-formation rate1 (< 0.1 M�.yr−1) and old stellar population (≥ 1 Gyr). [67]. The
same properties are expected for the compact objects merger, supporting the hypothesis of an
association of short-GRBs to the merger of two compact objects: two neutron stars (NS-NS) [7]
or a neutron star and a black hole (NS-BH) [9] [68] [69]. This hypothesis was confirmed later
by the coincident detection of a short-GRB and a gravitational wave from NS-NS merger in
2017 [70].

Although Swift has made several breakthroughs in the physics of GRB afterglows, it did
not progress in prompt emission due to its limited coverage at high energies (150 keV for BAT
instrument).

1the total mass of stars formed per year, given in solar masses M� per year
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Figure 1.8: The distribution of GRB redshift z measured by Swift (in dark purple) and before
swift (in orange). The Swift mission increased the number of GRBs with measured redshift
and observed a far-distant GRB with redshift z=8.3. GRB 090429B has a photometric redshift
z=9.06 with large error bars with a lower limit of z > 7 [63]. No spectral lines have been
identified in the afterglow spectrum of GRB 090429B, so GRB 090423 is the most distant GRB
with confirmed redshift. Credit: [64].

1.1.3.2 Fermi Gamma-ray Space Telescope

The Fermi Gamma-ray Space Telescope or Fermi satellite [71] is an American satellite developed
by NASA to detect high-energy gamma rays with energy coverage of (15 keV - 300 GeV).
This extended energy range complements Swift satellite observations (Sec. 1.1.3.1). The Fermi
satellite was launched in June 2008 and is still in operation today. Fermi has two instruments
onboard: the Gamma-ray Burst Monitor (GBM) [72] to detect GRBs with an energy range of
15 keV - 20 MeV, it consists of 14 scintillation detectors providing a large field of view covering
the whole sky except the points occulted by Earth. The Large Area Telescope (LAT) [73] is
sensitive to very-high-energy gamma rays (20 MeV - 300 GeV) from objects like active galactic
nuclei (AGN), with an effective detection area of ∼0.9 m2 for GeV energies. The LAT field of
view covers 20% of the sky.

Fermi has increased the statistics of burst observations at very-high energy. During three
first years of its mission [74], the Fermi satellite detected 12 GRBs with energies above the
GeV [75]. Fermi detected the most energetic GRB ever recorded: GRB 080916C, with a total
energy of 8×1054 erg [76].
On August 17, 2017, Fermi/GBM recorded a short-GRB, GRB 170817A [77] [78], in coincidence
with a detection by the LIGO [79]/Virgo [80] of a gravitational-wave signal GW170817 [70]
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from a NS-NS merger [7] [70]. Figure 1.9 shows the gravitational-wave signal recorded by
LIGO/Virgo interferometers and the short-GRB emission light curves detected by Fermi/GBM
and the International Gamma-Ray Astrophysics Laboratory (INTEGRAL) [81] telescopes. The
short-GRB was observed with a delay of ∼ 2 s after the merger [82].

Figure 1.9: The simultaneous detection of GRB 170817A and GW170817 from an NS-NS
merger. Top: GRB light curve observed by Fermi/GBM, middle: GRB light curve observed
by INTEGRAL. Bottom: gravitational-wave signal as observed by LIGO interferometers. The
three signals are co-aligned in time, the black line indicates the time of the merger, and the
gray line indicates the beginning of the GRB emission with a delay of about 2 seconds after
the merger. Credit: [70].

This event revolutionized our understanding of the physics of GRBs, in particular the GRB
progenitors. It was the first time that the GRB source was observed with a non-electromagnetic
radiation. It confirmed the compact binary merger model as a progenitor for at least a fraction
of short-GRBs (see Sec. 1.1.3.1). This simultaneous detection of gravitational-wave and GRB
radiations from a single source opened a wide window of multi-messenger astronomy as more
events are expected to occur in the future. The prospects for GRBs in the context of multi-
messenger astronomy are discussed in Sec. 1.3.
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1.1.3.3 High Energy Stereoscopic System

The High Energy Stereoscopic System (HESS) [83] is a set of five ground telescopes dedicated
to the very-high-energy gamma-rays (0.03 - 100 TeV) from a cosmic origin: gamma rays from
supernova remnants, active galactic nuclei (AGN) [84] and GRBs [85]. Figure 1.10 shows the
array of HESS telescopes, consisting of four 12 m telescopes and one telescope of 28 m with a
total detection effective area of > 600 m2 for a few tens of GeV energies. The five telescopes
are Imaging Atmospheric Cherenkov Telescopes (IACTs) that detect the very short flash of
Cherenkov radiation generated by the relativistic charged particles produced when a very-high-
energy gamma ray hits the atmosphere.

Figure 1.10: The five-telescope H.E.S.S. array located in Namibia. Credit: HESS collaboration.

Fermi/LAT has shown that a fraction of GRBs has GeV gamma-ray features in their emission
(see Sec. 1.1.3.2). One explanation of very-high-energy gamma rays is the inverse Compton
scattering. The particles in the relativistic outflow up-scatter the afterglow photons or photons
from neighboring star clusters to higher energies up to more than 100 GeV. GRBs with a
confirmed high-energy (>10 GeV) gamma-ray emission are rare, about ∼1% with the sensitivity
of present days instruments [86].

The Major Atmospheric Gamma Imaging Cherenkov (MAGIC) telescope [87] is another
telescope dedicated to the very-high-energy gamma-ray . The MAGIC telescope has the same
working principle as the HESS. It consists of two IACTs sensitive to gamma rays with energies
between 25 GeV and 30 TeV.

The Cherenkov Telescope Array (CTA) is a future telescope consisting of IACTs and has
same working principle of the HESS and MAGIC telescopes. The CTA will extend the energy
range of the observed gamma-ray up to 300 TeV.

Studying GRBs at very high energy would constrain the emission mechanisms and provide
insight into particle acceleration in the GRB’s outflow. HESS, with its large detection area,
is aiming at increasing the sample of very-high-energy GRBs [88]. HESS receives alerts from
experiments like Swift and Fermi to follow up GRBs, searching for very-high-energy gamma
rays. Although numerous follow-ups have been carried out with HESS, only 2 GRBs have been
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observed with very-high-energy gamma-rays: GRB 190829A [89] observed between (∼0.18 -
3.3 TeV), and GRB 190114C observed between (∼ 0.1 - 0.5 TeV) [90], GRB 190114C is also
observed by the MAGIC telescope. Thanks to the broad energy and large detection area of the
HESS telescopes, more very-high-energy GRBs are expected.

1.2 . Phenomenology

As discussed in Sec. 1.1.1.2, GRBs are classified into two classes based on their duration,
long-GRBs, and short-GRBs (Fig. 1.4). The classification is supported by the spectral prop-
erties and environment properties. Long-GRBs have a softer prompt emission spectrum than
short-GRBs, and short-GRBs are found in galaxies on average older than the host galaxies
of long-GRBs. These properties form substantial evidence of at least two different types of
progenitors. Long-GRBs (or a fraction of them) are believed to be associated with the core
collapse of massive stars (the supernovae) as seen in Sec. 1.1.2.2. Meanwhile, short-GRBs (or
a fraction of them) are are believed to be associated with the merger of NS-NS or NS-BH as
seen in Sec. 1.1.3.2. This section discusses the most accepted model for the GRB progenitors,
their prompt and afterglow emission mechanisms, and their temporal and spectral properties.

1.2.1 . GRB progenitors and emission mechanism
The short-GRBs and long-GRBs show similar spectral evolution. The long-GRBs during

the first 2 s have similar properties to short-GRBs, indicating a common emission mechanism
for both classes regardless of their different progenitors. This section first discusses the emission
mechanisms for a GRB regardless of its progenitors. Then the two models of GRB progenitors
are discussed, along with hints to other possible GRB progenitors.

1.2.1.1 The fireball model

The fireball model is the most accepted model that describes how the energy from a GRB
central engine is turned into radiation. In this model, a stellar-mass object (the progenitor)
undergoes a catastrophic event that releases a large amount of energy in a small region (the
central engine) of size D, containing a mass M0, most likely a black hole [1]. In this compact
region, a fraction of the energy is converted into gravitational waves, another fraction is carried
by neutrinos [10], and a small fraction goes to a fireball of hot thermal photons γ, leptons e±
and baryons [91].

From the observed prompt emission fluence, one can deduce the total prompt emission
energy (known as the isotropic energy) of Eiso ∼ 1051 erg. The observed average prompt
photon energy is Eγ ∼1 MeV, and the time between two successive photon pulses is ∆t. This
time variability ∆t is short and could be as short as milliseconds [92].

The short-time variability implies a very compact emitting region with a size of D ≤ c ×
∆t ∼ 300 km. Otherwise, the emission would be smeared out in time, wiping out any short-
timescale variability.

Consequent to the central engine compactness and high energy, the central engine is optically
thick, i.e. a significant fraction fe of photons with initial density nγ would have enough energy
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to go through pair production process: γγ → e± [93]. The density of produced electrons is
ne = fe × nγ.

The optical depth 2 (τ) of the central engine is given by:

τ = neσTD = fe × nγσTD = fe
Eiso
EγD3

σTD, (1.3)

where σT is the Thomson cross-section. Substituting the typical values of Eiso, Eγ in Eq. 1.3
gives an optical depth of τ ∼ 1015. With such a high optical depth, the central engine is opaque
and does not radiate electromagnetic emission; thus, it has a thermal spectrum inconsistent
with the observation [94].

However, the source luminosity deduced from energies and timescales discussed above is
∼ 1050 erg/s, it is larger than the Eddington luminosity (∼ 1038 M

M�
erg/s), above which radiation

pressure exceeds self-gravity, so that the fireball expands. In order to explain the observed non-
thermal spectrum, the fireball must expand with an ultra-relativistic speed with a Lorentz factor
Γ, which implies two modifications. First, the photon energy in the source frame is reduced by
a factor Γ : Eγ,emit = ΓEγ,obs. Second, the timescale in the source frame ∆temit is larger by a
factor Γ2 than the timescale in the observer frame ∆tobs: ∆temit = Γ2∆tobs. Consequently, the
source has a size of D = c×Γ2∆tobs, and the optical depth is reduced by a factor of Γ−6. From
Eq. 1.3 the Lorentz factor must be Γ > 100 to have an optical thin region with τ < 1, [93].

The fireball expands adiabatically in a particular direction due to the pressure from the
accretion disk around the central object, forming a jet with an initial Γ ∼ 1. The initial
thermal energy is converted into kinetic energy carried by the particles in the jet E ∼ ΓM0c

2,
thus the jet is accelerated, and Γ evolves linearly until it reaches the saturation value of Γ = E

M0c2

at a distance rs from the central engine, as shown in Fig. 1.11. When Γ > 100, only a small
fraction of photons are energetic enough to create e± pairs, and the fireball engine becomes
transparent, but most of the radiant energy was converted to kinetic energy of particles in the
jet. The jet continues to expand with constant Lorentz factor Γ = E

M0c2
[95].

As the source initially released its energy sporadically, the particles inside the jet move
as shells with different speeds and different Γ but with the same order of magnitude. The
differentially moving shells of particles collide inside the jet (at a distance ris from the central
engine, see Fig. 1.11), producing internal shocks [96] that convert the kinetic energy into high-
energy photons (the prompt emission) most likely by the synchrotron and synchrotron self-
Compton mechanisms [47].

As the jet travels outward from the central engine, the particles interact with the inter-
stellar medium around the progenitor (at a distance res from the central engine as shown
in Fig. 1.11), producing external shock [96]: forward shock toward the inter-stellar medium
and reverse shock from the inter-stellar medium toward the jet. The external shock radiates
synchrotron radiations in the range of X-ray, UV, optical, infrared, and radio energies (the
afterglow emission). Afterward, the jet is decelerated into the non-relativistic regime. Afterglow
emission is observed until all kinetic energy is converted into synchrotron emission, and then

2Optical depth is a measure of a medium absorptivity where a completely transparent medium has an optical
depth of zero.
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the emission fades. The brightness of the afterglow depends on the fireball kinetic energy and
on the density of the inter-stellar medium. In a denser medium, more particles from the jet
interact with the inter-stellar medium, so more synchrotron radiation is emitted.

Figure 1.11: The fireball model showing how the energy from a GRB progenitor is turned into
radiation. Credit NASA.

1.2.1.2 Long-GRB progenitor: the collapsar model

This model associates long-GRBs with the core-collapse of massive stars into a rapidly rotating
black hole. Residual stellar matter swirls into a high-density accretion disk or torus [97]. Due
to the fast rotating black hole, the accretion of matter in the polar regions becomes less intense,
since the matter form an accretion disk around the black hole and perpendicular to its poles.
The e±, γ fireball expands relativistically, and the expansion is collimated by the pressure from
the accretion disk, forming a jet orthogonal to the accretion disk.

Unlike the ordinary supernova that only requires the star to be massive enough, to evolve to
a GRB a star has to satisfy three conditions [98]. The star must be massive enough (∼ 30M�)
to form a central black hole. In addition, it must be rapidly rotating to develop an accretion
disk capable of launching jets. Moreover, it must have a low metallicity so the jets can reach
the star surface and to prevent high opacity driven mass loss. These three conditions make a
GRB a rare event.

30



Gamma Ray Bursts 1.2. Phenomenology

The connection between the long GRBs and the core collapse of massive stars has been
confirmed by observing GRBs immediately followed by a supernova [99], like GRB 060218 (SN
2006aj) [100], and GRB 030329 (SN 2003dh) [101], as seen in Sec. 1.1.2.2.

The collapsar model is confirmed as a long-GRB progenitor, but it is not the only model.
Some long-GRBs like GRB 060505 [102] and GRB 060614 [103] have been detected with no
sign of supernova, which gives a clue to diversity in long-GRBs progenitors which could also
include luminous magnetars.

1.2.1.3 Short-GRB progenitor: the merger model

The generally preferred model for short-GRB progenitors is the merger of binary compact
objects involving at least one neutron star. The two compact objects lose energy in the form
of GWs and gradually spiral inward. Once compact objects approach within a few stellar radii,
tidal interaction disrupts the star, and the two compact objects merge, forming a black hole.
A massive accretion disc surrounds the newly formed black hole. Hence, the fireball expands
similarly as in the collapsar model along the rotational axis of the black hole. The merger could
also produce a kilonova, a near-infrared/optical transient powered by the radioactive decay of
heavy nuclei produced by the r-process in the ejecta during the mergers [104].

Several observations support the merger model. First, the observed short-GRB rate [105]
is similar to the binary neutron stars estimated rate [106]. Second, short-GRBs are located in
areas with an old stellar population; therefore, short-GRB progenitors are most likely related
to old objects, like neutron stars and black holes [107]. Finally, kilonova emissions have been
associated with some short-GRBs [108], such as GRB 130603B, where a faint object is observed
in the optical and infrared range after one day and rapidly faded [109].

In 2017, the merger model was confirmed to be a progenitor of a fraction of short-GRBs by
coincidentally detecting a gravitational wave signal (GW170817) a short-GRB (GRB 170817A)
and a Kilonova from a merger of two neutron stars [70].

However, the merger model fails to describe some features observed in a subset of short-
GRBs light curves, like the X-ray flares, which are an unpredictable increase in brightness of
X-ray afterglows for a short time [111]. X-ray flares are thought to be related to the reactivation
of the central engine [112], where magnetic energy stored in the magnetic field around the
progenitors can be converted to kinetic energy carried by e±, γ fireball [113]. This kind of
progenitor, called a magnetar, is a neutron star with a powerful magnetic field around it (see
Fig. 1.12). The magnetar could be generated when two neutron stars are not massive enough
to form a black hole; hence the merger leads to a more massive neutron star. The magnetic
fields of the two neutron stars are substantially amplified during the merger forming a strong
magnetic field around the newly formed neutron star [114].

1.2.2 . The prompt emission
Observationally, the prompt emission is the phase in which the emission of gamma-rays/hard

X-rays (∼ 100 keV - 1 MeV) is detected. It typically lasts from a few milliseconds to a few
seconds with variable light curves and no clear feature of spectral properties. In the following,
the spectral and temporal properties are discussed in detail.
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Figure 1.12: The scenario of a neutron star merger as a function of time. The expected
gravitational wave and electromagnetic signatures from minutes before until years after the
merger are illustrated on top. A merger of two neutron stars could produce a black hole (BH)
and a Kilonova. The merger forms a more massive neutron star with a strong magnetic field if
the two neutron stars are not massive enough. Credit: [110].

1.2.2.1 Spectral properties

The spectrum of GRB prompt emission is crucial to understand the radiation mechanisms
involved in the GRB events. It provides clues about the burst energy, the characteristics of the
outflow, as well as the particle acceleration mechanisms.

The spectrum can be expressed intrinsically or as observed by an instrument with S(E)
effective area. The S(E) of an instrument is less than the total detection surface. The effective
area S(E) depends on the photons energy, since the detector does not have the same detection
efficiency for all energies. By convention, the spectrum can be expressed in the following
ways [91] depending on the topic of study:

• photon number spectrum N(E): it is the number of emitted photons per unit energy.

• flux density spectrum Fν(E) = EN(E): it is the photon energy per unit energy. This
spectrum is used when the photons can not be counted directly. The energy spectrum
νFν(E) or the spectral energy distribution (SED) can be obtained from the flux density
spectrum: νFν(E) = E2N(E). It shows the distribution of the source energy as a function
of the frequency.

• photon count spectrum C(E): it displays the number of detected photons by an instru-
ment as a function of energy. It changes depending on the effective area of the instrument:
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C(E) = N(E)× S(E)

For GRBs, the spectrum is usually expressed by the photon number spectrum N(E). GRBs
show non-thermal spectra with most of the energy ejected in the range of 0.1-2 MeV. The
radiative process responsible for prompt emission has not been identified yet [115]. However,
the most likely processes are the synchrotron, and self-Compton mechanisms [116]. From
the observations, the GRB prompt emission spectrum is fitted with different functions [117]
depending on the internal characteristic of the GRB, like the energy of the event or the particle
distribution in the jet. The majority of GRBs (67% of Fermi/GBM GRBs) [116] are well fitted
by the Band function [118], which is a smooth joint broken power-law given by:

AEα exp(− E
E0

) E < (α− β)E0,

A[(α− β)E0]α−β exp(β − α)Eβ E ≥ (α− β)E0,

(1.4)

where A is the normalization, α is the low photon spectrum index with typical values
between 0 and -2, β is the high photon spectrum index with typical values between -2 and -4.
Consistent results were also obtained by later missions. E0 is the break energy between the
two spectral regimes. An important parameter is the peak energy that can be computed from
the energy spectrum E2N(E) as in Fig. 1.13. The peak energy is related to the break energy
as the following:

Ep = (2 + α)E0. (1.5)

The Ep characterizes the "hardness" of the spectrum and represents the energy at which
most photons are emitted. Ep ranges from several keV to several MeV. The Band model is
an empirical formula, and the physics behind the spectrum is not well understood. It can
be interpreted in terms of the progenitor energy: how energy is dissipated and ejected to the
fireball or what particles dominate. For example, the soft spectrum can be explained by the
sporadically ejected energy to the particles moving in shells at a given rate. The interactions
of the shells produce internal shock waves that emit synchrotron radiation. Later the ejected
energy is slowed down to give the hard decay spectrum.

Some other GRBs show different spectra with power-law and exponential cutoff given by:

N(E) = AEα exp(−(α + 2)E

Ep
). (1.6)

This spectrum could be associated with an electron-dominated outflow and when the elec-
trons slow down, they emit radiation via Compton scattering. This model is a subset of the
Band function in the limit that β → −∞.

A subset of GRBs has a power-law prompt emission spectrum given by:

N(E) = AEλ, (1.7)
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Figure 1.13: The spectrum of GRB 990123, taken from CGRO detectors and well fitted by the
Band function given in Eq. 1.4. Top: the photon number spectrum N(E). Bottom: the energy
spectrum E2N(E) with peak energy ∼ 1470± 110keV. Credit: [119].

where λ is the photon index with a negative value. This model is used to fit the spectrum
of faint GRBs or when the detector has a narrow energy band.

More observations are required to build a concrete understanding of the energy dissipation
and the ejecta composite that could explain the observed spectrum.

1.2.2.2 Temporal properties

The prompt emission light curve is quite irregular in shape. Most of the GRBs show a time
variability ∆t over scales much smaller than the burst duration T like GRB 920221 in Fig. 1.14.
In contrast, some GRBs have no observed variability during the burst ∆t ∼ T such as GRB
920216B in Fig. 1.14. This temporal variability is explained by the multiple internal shocks, as
the central engine can be active for the whole duration of the burst. Hence, the particle shells
are spread out at different radii.

Figure 1.14 shows a sample of 12 GRBs from the BATSE archive, where the irregular shape
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of their light curves can be seen. The sample includes short and long-duration events (from
milliseconds to minutes), events with single peaks, and events with many peaks.

One more temporal property is the "spectral lag," in which the arrival time of the pulses in
the softer energy band is delayed with respect to the pulse in a harder band. This spectral lag
is visualized clearly for long-GRBs. Meanwhile, the short-GRBs show no spectral lag.

Figure 1.14: Sample of 12 GRBs light curves from the BATSE database showing their irregular
shape. Credit: NASA

1.2.3 . The afterglow emission
The afterglow phase is defined as the emission (X-ray, UV, optical, infrared, and radio)

released due to the interaction between the outflow particles and the inter-stellar medium
producing external shocks: a forward shock that propagates in the surrounding medium and a
reverse shock that propagates back to the outflow. The shock strength reduces as the outflow
slows down, so the afterglow emission softens and fades with time.

The X-ray afterglows typically last for a few hours requiring a fast follow-up, while the
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optical afterglows fade within days and radio afterglows last weeks to months. In the following,
I will focus on the X-ray afterglow, that is the most related to the topics discussed in this thesis.

1.2.3.1 X-ray afterglow spectrum

The spectrum of the X-ray afterglow can be modelled with a simple power-law as in Eq. 1.7, λ
taking typical values between ∼ -1 and -3.

The afterglow spectrum in the X-ray range suffers from several absorptions, as the radiation
emitted by a distant source could be absorbed in the host galaxy, in our galaxy, and along the
line of sight by diffuse matter [120]. In particular, X-ray photons (< 1 keV) are energetic enough
to ionize neutral interstellar hydrogen gas completely, and they are absorbed by losing their
energy via the photoelectric effect. For higher energy photons (> 1 keV) [121], the absorption
probability decreases.

This absorption causes a characteristic bending of the power-law spectrum at low energies
depending on the amount of material along the line of sight, as shown in Fig. 1.15. The X-ray
afterglow spectrum is corrected as the following:

N(E) = A× Eλ × exp (−N int
H σ(E))× exp(−NGal

H σ
( E

(1 + z)

)
), (1.8)

where σ(E) is the cross section of the photoelectric effect, N int
H is the intrinsic column

density, NGal
H is the galactic column density.

Figure 1.15: GRB 220305A X-ray afterglow spectrum, taken from the Swift/XRT database.
The effect of galactic and extra-galactic absorption is visible for energies <1 keV. Credit: [122]
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1.2.3.2 X-ray afterglow light curve

Generally, the afterglow emission does not have a high temporal variability like the prompt
emission, and its temporal behaviour should follow a simple power-law decay. However, one of
the most remarkable discoveries of Swift is that indeed the X-ray afterglow from minutes to
hours after the trigger shows many possible features, illustrated in Fig. 1.16:

0. This phase represents the end of the prompt emission.

I. Steep decay phase: it is the first phase after the prompt emission. It is smoothly connected
to the end of the prompt emission phase and appears in most X-ray afterglow light curves.
It has a very steep slope ∝ t−3 and could reach ∝ t−10. In this phase, the spectrum evolves
and becomes softer than the prompt emission phase. The spectrum photon index (λ) is
∼ -1 to -1.5.

II. Plateau phase: it is observed in ∼ 50% of GRBs 102− 103 s after the prompt emission. It
has a shallow decay ∝ t−0.5. This plateau phase could be explained by the energy injected
continuously in the outflow due to the long-lasting central engine. So the outflow loses
energy by interacting with the surrounding medium, and the central engine compensates
for the energy loss. The spectrum in this phase is similar to the previous phase with a
photon index ∼-1.

III. Normal decay phase: happens around 103 − 104 s after the prompt emission. It is called
"the normal phase" because it has the typical decay slope (∝ t−1) that the external forward
shock model predicts. This phase can be explained by stopping injecting energy, so the
outflow keeps losing energy in the form of synchrotron radiation by interacting with the
circumburst medium. The typical spectrum remains unchanged with a photon index ∼ 1

IV. Fast decay phase: the normal phase shows a steepening to a slope of ∝ t−2. This occurs
after the so-called jet break, due to the outflow deceleration and the consequent decrease
of the relativistic beaming, the outflow visible area reaches the border of the jet. No
spectral evolution is observed during this phase

V. X-ray flare: this phase is seen in ∼ 30% GRBs afterglow light curves. They could occur
102 − 105 s after the prompt emission (they are superimposed on any previous phases).
They are thought to be related to the reactivation of the central engine, as they show high
temporal variability like the prompt emission.

Figure 1.17 shows an example of the X-ray afterglow light curve, taken from the Swift/XRT
database. It shows the first steep decay, the plateau, the normal decay, and the X-ray flare.
The fast decay phase is not seen in the light curve as the photon flux decreases rapidly.

1.3 . Motivation for GRB study and prospects

This section discusses how GRBs play an essential role in different fields in Astrophysics.
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Figure 1.16: A canonical model for the X-ray afterglow light curve, showing all possible phases
that can be seen in the light curve based on the Swift/XRT observation. Credit: [123]

1.3.1 . GRBs and the early universe
The GRBs are unique tools to probe the early universe, particularly the star formation

evolution. Long-GRBs have massive stars as progenitors, where the massive star can be found
in star-forming regions with a wide range of redshift up to z ≈ 9.

Furthermore, GRBs can be used to study the cosmological parameters at a given redshift
in a complementary to the type Ia supernovae "the standard candle" [124]. GRBs can be
observed with high redshifts contrary to the Ia supernovae that can only be observed up to
redshift z ∼ 1.7.

So far, the sample of GRBs with measured redshift is still limited, so more GRBs observation
and redshift measurements are required to use the GRB as a definite tool to probe the early
universe and study the cosmological parameters.

1.3.2 . GRB and the inter-stellar medium
The afterglow emission travels through the inter-stellar medium. Therefore, by studying

The afterglow emission spectral and temporal properties we can get detailed information about
the density profile of the inter-stellar medium

Spectral (absorption or emission) lines in the afterglow spectrum give clues about the metal-
licity and the chemical abundance of the inter-stellar medium, the host galaxy, and the inter-
galactic medium along the line of sight.

1.3.3 . GRB and multi-messenger astronomy
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Figure 1.17: GRB 210905A light curve as observed by the Swift/XRT telescope. Four phases
have occurred in this light curve, with the slope noted on top of each phase segment, and the
index of each decay step is noted bottom of the light curve line. Credit: [122]

GRB sources emit radiation across the electromagnetic spectrum, high-energy neutrinos,
and gravitational waves. As seen in Sec. 1.2.1.1 the internal shock and so the prompt emission
occurr at a distance of ∼ cΓ2∆t ∼ 1011 − 1013 m with Γ > 100 and ∆t ∼ 100 ms. This far
distance from the central engine prevents studying the property of the central engine and the
early phase of energy dissipation. In order to probe the GRB central engine and progenitors, it
is essential to detect the radiation emitted during the first moments, such as the gravitational
waves and the high-energy neutrinos.

In 2017, a gravitational wave and a short-GRB signal were observed simultaneously by
LIGO/Virgo and Fermi (respectively) from a merger of two neutron stars (see Sec. 1.1.3.2).
LIGO/Virgo and Fermi transmitted the alert with the source coordinates to the scientific com-
munity to follow the source in different wavelengths. After 11 hours from the merger time, an
optical transient was identified by 6 collaborations with rapidly fading flux. The first spectrum
of the transient shows a thermal spectrum evolving rapidly from blue to the near infrared. The
absence of absorption lines (standard in supernova-like transients spectrum) excluded the possi-
bility of a supernova. The observation of the radioactive decay of r-process elements confirmed
the transient as a kilonovae and it is given a name (AT2017gfo) [125]. Chandra Observatory de-
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tected the X-ray counterparts nine days after the gravitational wave detection [126]. VLA also
observed the radio afterglow about sixteen days after the gravitational wave detection [127],
discovering for the first time the afterglow of an off-axis GRB. No high-energy neutrino radia-
tion was detected in coincidence with the merger. However, an upper limit of the neutrino flux
is set by the iceCube experiment [128]. Figure 1.18 shows the follow up sequence of the two
neutron stars merger on August 17, 2017.

This detection is unprecedented and yields a scientific wealth not possible from either radia-
tion alone. First, it confirms the association of a subset of short-GRBs with binary mergers. The
detection leads to constraint the equation of state for the neutron star by comparing the binary
mass measured from the gravitational wave signal with the two possible objects after the merger
remnant: a rotating black hole with an accretion disk and a magnetar. The joint detection also
gave clues about the energy of the explosion. The kilonova and the optical afterglow provide
information about the energy of the outflow and the inter-stellar medium. For a complete pic-
ture of the scientific outcome of this detection, refer to [129]. So far, GW170817/GRB 170817A
is the only joint observation we have. More observations are required to understand how the
GRB properties depend on the progenitor properties (masses, spins, structure ..etc) which is
only possible with tens of joint observations.

More multi-messenger events are expected in the future due to improved sensitivity of the
LIGOs/Virgo detectors during the following observation run O4 [130], and due to the join of the
KAGRA detector the detection of gravitational waves. The expected detection of two neutron
stars increases from 1+12

−1 during last observation run O3 run to 10+52
−10 during the following run

O4. Regarding the black hole and neutron star binaries, the expected detection rate increases
from 0+19

−0 during O3 to 1+92
−1 during O4 [130].

Swift and Fermi are still operating, but, they could reach the end of their missions in
any moment. SVOM will complement and then take over the detection of GRBs prompt and
afterglow emission in a wide spectral range and a long temporal window. Many new and
advanced instruments sensitive to messengers like neutrinos and gravitational waves will be
in operation at the same time as SVOM (Fig. 1.19). SVOM will receive alerts from these
instruments to follow up the source and observe the electromagnetic radiation. The joint
observation by SVOM and these new facilities will make real advances in multi-messenger
astronomy. The next chapter 2 presents the SVOM mission and its detection strategy for the
multi-messenger detection of GRBs sources.
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Figure 1.18: Timeline of the GW170817, GRB 170817A, and AT2017gfo signals. Top:
LIGO/Virgo spectrogram of GW170817 (left), the Fermi and INTEGRAL observed light curves
of GRB 170817A (center), and the Chandra observation of the X-ray counterpart (right). Mid-
dle: The observations sequence of the multi messengers. Two types of information are shown for
each band/messenger. The shaded dashes represent the times when information was reported
for each wavelength. The names of the relevant instruments are indicated at the beginning of
the row. Solid circles represent observations in each band, circles areas scaled by brightness.
The solid lines indicate when the source was detectable by at least one telescope. Bottom: the
optical afterglow observations by different 6 telescopes (left), the Kilonova spectrum (center),
and the radio afterglow observation by VLA (right). Credit. [70]
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Figure 1.19: The observational panorama in the SVOM era. The simultaneous observations
with SVOM and these facilities will be important to understand many transient phenomena
like GRBs. Credit: [19].
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SVOM [19] [131] is a Franco-Chinese mini-class satellite with a total weight of 930 kg
and a set of ground-based instruments. The SVOM instruments were developed under the
responsibility of the French space agency: Centre national d’études spatiales (CNES), and the
Chinese space agency: China National Space Administration (CNSA). It is dedicated mainly
to the study of GRB physics and to be launched in 2023. SVOM has four instruments onboard.
Two of them are wide field of view instruments: the ECLAIRs telescope and the Gamma-
Ray Monitor (GRM), and two are narrow field of view instruments: the Micro-channel X-ray
Telescope (MXT) and the Visible Telescope (VT).

The space payload is complemented by a set of ground-based instruments to follow up the
source: the Ground-based Wide Angle Camera (GWAC) and the Ground Follow-up Telescopes
(GFTs), and by an alert network of VHF antennas for rapid transmission of the information
between the satellite and the ground.

With unique wide-energy range, SVOM is able to observe GRBs and their afterglow in a
broad spectral range, allowing a better understanding of the physics behind them. The SVOM
mission is extended beyond the GRB study, which is the Core program of the mission. Taking
the advantage of the wide-energy band of SVOM, several high-energy astrophysical objects
are targeted during SVOM General and Target of Opportunity (ToO) programs. The nominal
SVOM mission is planned up to three years. After that, the extended mission will start.

Section 2.1 explains the space and the ground instruments in terms of their properties and
the detection role. The SVOM observational programs and the targeted astrophysical objects
are explained in Sec. 2.2. The orbit and altitude followed by SVOM are explained in Sec. 2.3
together with the observation strategy.
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2.1 . Scientific instruments

SVOM has a complementary set of ground-based instruments, space-based instruments, and
a network for communication between ground and space. Some of these instruments have been
developed in France and others in China with contributions from other countries: Germany,
UK, Switzerland and Mexico. Figure 2.1 shows SVOM space-, ground-based instruments, with
the flag of the countries that contributed to the development.

In this section, the construction and the function of each instrument are discussed.

2.1.1 . Space-based instruments
Four instruments compose the SVOM space payload as shown in Fig. 2.1. This is presented

in the following sections and the characteristics are summarized in Tab. 2.1.

Figure 2.1: Graphical picture showing the SVOM components with its space- and ground-based
instruments. The flag for each country contributing to the development of the instruments is
indicated. Credit: SVOM collaboration.

2.1.1.1 ECLAIRs

ECLAIRs is a wide field of view (∼2 sr) hard X-/gamma-ray coded-mask imager [132] [133],
in charge of detection and fast localization in near real-time of GRB prompt emission (see
Sec. 1.2.2). It is a French instrument developed by the French space agency CNES in collabo-
ration with APC, CEA/IRFU-Saclay, and IRAP French laboratories.

ECLAIRs images the sky in an energy range of 4-120 keV. ECLAIRs, with a low energy
threshold of 4 keV, is able to detect highly redshifted bursts, as well as extra-galactic soft X-ray
transients, like X-ray flashes or supernova shock breakouts, which have not been well studied
till today [134].

Figure 2.2 shows the components of the ECLAIRs telescope, where, at the top, there is the
coded mask (54 × 54 cm2) that covers a significant fraction of the sky (2 sr). The mask consists
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Figure 2.2: The flight model of the ECLAIRs coded mask (left). A schematic of the ECLAIRs
telescope, showing its subsystem (right). Credits: SVOM collaboration.

of opaque and transparent regions. The photons can only pass through the transparent region
that is 40% of the coded mask total region. The flight model of the coded mask is shown in
Fig. 2.2. When photons pass through the coded mask, they interact with the detector (called
DPIX), located 46 cm below the coded mask.

Figure 2.3: ECLAIRs total effective area for on-axis sources (black line), and the GRM effective
area for 30 ◦ off-axis source (blue line). The Fermi/GBM effective area corresponds to four NaI
and one BGO detectors (red dashed lines). Credit [135]

The detector consists of 80×80 CdTe pixels of 4×4 mm2 each and 1 mm thickness, giving
a total detection area of 1024 cm2. The detector has a sensitivity of 2.5×10−8 erg.cm−2.s−1 for
1 s observation and an energy resolution of less than 1.6 keV at 60 keV. The effective area S(E)
of ECLAIRs is more than 200 cm2 at 6 keV and more than 340 cm2 in the (10-70 keV) energy
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range, which gives an advantage to ECLAIRs over the previous mission in low energy ranges.
For example, the Fermi/GBM instrument (see Sec. 1.1.3.1) has an effective area < 100 cm2 at
10 keV. Figure 2.3 shows the effective area of ECLAIRs, GRM, and Fermi/GBM instruments.
With this sensitivity, ECLAIRs is expected to detect more than 70 GRBs per year.

The image resulting from the interaction of the photons with the detector is called the
shadow-gram, shown in Fig. 2.4. The data processing unit processes the shadow-gram image
to search for new GRBs in the ECLAIRs field of view and to retrieve GRB positions onboard
using a deconvolution algorithm (see Fig. 2.4). ECLAIRs has a localization accuracy better
than 12 arcmin within a few minutes of observation [136]. The onboard computed position is
then sent to the payload data processing unit that send the coordinates to the ground and to the
other instruments onboard to follow-up the source in lower energy ranges. The MXT receives
the trigger from ECLAIR, and improves the source localization. The complete observation
sequence by all instruments is explained in the Sec. 2.3.2.

Figure 2.4: Example of the ECLAIRs shadow-gram image showing the number of counts
recorded by the detection plane through the coded mask (left). A sky image reconstructed
using the deconvolution algorithm, showing the source in the center of the ECLAIRs field of
view (right). Credit: SVOM collaboration.

2.1.1.2 GRM

The Gamma-Ray Monitor (GRM) [137] is a wide field gamma-ray detector developed by the
the Institute of High Energy Physics (IHEP) in China. It is operating in the energy range of
15 keV - 5 MeV and consists of three identical Gamma-Ray Detectors (GRD), spaced by 120◦
from each other in the perpendicular plane, with a total field of view of 2.6 sr, overlapping the
ECLAIRs field of view as shown in Fig. 2.5.

Figure 2.5 shows the subsystems of one GRD, each GRD detector is composed of a sodium
iodide (NaI) crystal scintillator, a plastic scintillator, a photo multiplier, readout electronics,
and a calibration detector. In order to protect the detector from the low-energy electrons, a
plastic scintillator is placed on top of the NaI scintillator.
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As a gamma-ray photon passed through the plastic scintillator, the photon interacts with
the scintillation material of the NaI scintillator, depositing its energy that is converted to blue
light. The photo multiplier detects the blue light and amplifies it, and the readout electronics
count the detected photons. The calibration detector is installed at the edge of each GRD to
monitor the energy gain and calibrate the energy.

Figure 2.5: A graphical image of a single GRD detector composing the GRM instrument
showing the subsystems of the detector (left). A graphical photo showing the arrangement of
the three GRD detectors onboard the SVOM satellite (center). The combined field of view
of the three GRD detectors (the red, blue, and green circles), superimposed with ECLAIRs
field of view. The figure shows that the GRM covers the field of view of ECLAIRs completely
(right). Credit: SVOM collaboration.

Thanks to its high-energy range, the GRM plays a vital role in characterizing the prompt
emission properties, in particular the spectral parameters like the peak energy (see Sec. 1.2.2.1),
which can not be studied by the ECLAIRs instrument alone (4 - 120 keV). The GRM also
participates in the search for coincidental events with gravitational-wave sources detected by
the LIGO and Virgo detectors (see Sec. 2.3.2).

Combining the information from the three GRD detectors, the GRM localizes the source
with an accuracy better than 5◦. GRM has its own trigger to enhance the ECLAIRs trigger.
GRM is expected to detect > 90 GRBs per year.

By combining the data from ECLAIRs and GRM [19], SVOM is able to cover both Swift/BAT
and Fermi/GBM energy ranges, and perform a complete study from a few keV up to a few MeV
of prompt emissions and their spectral shape.

2.1.1.3 The MXT

The Micro-channel X-ray Telescope (MXT) [138] is a narrow field of view (58× 58) arcmin2 X-
ray telescope, under the responsibility of CNES in collaboration with CEA/IRFU and IJCLab
French laboratories, the University of Leicester in the United Kingdom, and the Max-Planck
institute for extraterrestrial physics MPE in Germany.

The MXT is dedicated to studying and characterizing the afterglow emission in the soft
X-ray energy range (0.2 - 10 keV). The MXT has scientific requirements of rapidly refinement
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of the GRB position computed by ECLAIRs with better precision, and transmitting the GRB
coordinates to the ground segment for the follow-up in lower energy ranges. The MXT also
studies and characterizes the spectral and temporal properties of the X-ray afterglow. Moreover,
with its low-energy threshold, the MXT is able to give information about the absorption of the
afterglow emission in both the intergalactic medium and in host galaxies.

Figure 2.6 shows a schematic view of the MXT with its subsystems: the camera, the optics,
the structure, and the radiator. The MXT subsystems, characteristics, scientific requirements
and functions, are discussed in details in Chap. 3.

Figure 2.6: A graphical photo showing the MXT with its subsystems. Credit: SVOM collabo-
ration.

2.1.1.4 VT

The Visible Telescope (VT) [139] is a narrow field of view (26 × 26 arcmin2) visible telescope,
developed by the National Astronomical Observatories (NAOC) and Xi’an Institute of Optics
and Precision Mechanics (XIOPM) in China, aiming at detecting GRB afterglows in the visible
energy range.

The VT subsystems are sketched in Fig. 2.7. It is designed following the Ritchey–Chrétien
telescope design [140] with primary (40 cm diameter) and secondary mirrors. The visible light
is splitted into two channels using a dichroic mirror: the blue channel (450 - 650 nm) and the
red channel (650 - 1000 nm) as seen in Fig. 2.8.
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Figure 2.7: A graphical photo showing the different subsystems of the VT telescope (left). The
qualification model of the VT telescope during the performance test at NAOC Beijing (right).
Credit: SVOM collaboration

Figure 2.8: The optical path through the VT showing both the red and blue channels. Credit:
SVOM collaboration

For each channel, a CCD detector is placed at the bottom of the focal plane to record
photons and construct the image. Thanks to the high efficiency of the CCD detectors (> 50 %
for the red channel CCD) and sensitivity up to magnitude ofMv = 22.5 1 for an exposure of 300
s. With this sensitivity, the VT is able to observe the optical afterglow even for a far-distant
GRBs with redshift z > 6.5.

The VT has its own data processing unit to process the images centered on the location

1The magnitude Mv is a measure of the flux of an astrophysical object in a given wavelength interval
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provided by the MXT. The VT refines the position computed by the MXT to achieve a local-
ization accuracy < 1 arcsec and transmits the position in near real-time to allow the ground
follow-up.

With its sensitivity, localization accuracy, and rapid pointing to the source, the VT is
expected to increase the percentage of observed GRBs with confirmed high redshift up to
∼ 67% compared to ∼ 30% for Swift/UVOT.

2.1.2 . Ground-based instruments

2.1.2.1 GWAC

The Ground-based Wide Angle Camera (GWAC) system [141] is a set of 40 cameras, each of
them with a diameter of 18 cm operating in the visible range (500 - 850 nm). Figure 2.9 shows a
picture of the system prototype. The system’s total field of view is around 5000 degree squared,
providing a wide coverage of the sky regions observed by SVOM. Each camera is attached to
a 4096×4096 CCD detector with sensitivity up to a magnitude of Mv = 16 in the new moon
and to Mv = 15 during the full moon (for 10 s exposure). Three additional telescopes (two of
60 cm diameter and one of 30 cm) are installed to follow-up the source. The main goal of the
GWAC system is to observe in the visible range during the prompt emission (in which most of
the energy is emitted in the gamma range). A few GRBs have been observed from visible to
gamma during their prompt emission phase. With the GWAC, the sample of GRBs observed
in optical range during the prompt emission phase is expected to be increased by observing
from 5 minutes before to 15 minutes after the trigger of more than 12% of SVOM GRBs. Such
observations give clues about the different processes during the prompt emission phase, like the
energy dissipation, radiation mechanisms, and particle acceleration in the jet.

Figure 2.9: Panorama for the GWAC system prototype installed at Xinglong Observatory in
China. Credit: SVOM collaboration.

The GWAC receives GRB coordinates first from ECLAIRs, and then it receives the improved
coordinates from the MXT, and the VT. The GWAC searches for the optical afterglow around
the received coordinates with a localization accuracy of around 11 arcsec after 13 s. The
system also has its own trigger that gives the system the ability to detect the source in an
autonomous way. It also participates to follow-up multi-messenger events during the SVOM
ToO program [142] (see Sec. 2.2).
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The GWAC has been installed at the Ali observatory in China, it has been operating since
2019, and it responded to gravitational-wave alerts from LIGO and Virgo detectors during the
O3 run (2019 - 2020).

2.1.2.2 GFTs

The Ground Follow-up Telescopes (GFTs) consist of two robotic telescopes shown in Fig. 2.10:
the French GFT or COLIBRÍ [143] that has a field of view of 26×26 arcmin2 and a diameter
of 1.3 m operating in the visible to near infrared energy range (400 - 1800 nm), installed at
the national observatory of San Pedro Mártir in Mexico, under the responsibility of France in
collaboration with Mexico. The second robotic telescope is the Chinese GFT (21 × 21 arcmin2)
with a diameter of 1.32 m operating in the visible band (400 - 900 nm) [19], installed at the
Jiling observatory in China.

The two telescopes are dedicated to following up the detected sources by SVOM in less than
a minute as a response to the alert transmitted by ECLAIRs. They compute the precise coor-
dinates of the source with an accuracy of less than one arcsec and send it to the French science
center, which communicates it to larger telescopes for visible light (NTT [144], VLT [145]) and
radio waves (ALMA observatory [146]). GFTs also provides information about the redshift of
the sources by studying the spectrum of the observed optical afterglow.

Figure 2.10: The two Ground Follow-up Telescopes. Left: the French telescope. Right: the
Chinese telescope at Jilin observatory. Credit: The SVOM collaboration.

2.1.3 . The VHF alert network

What distinguishes SVOM from previous missions, is the rapid transmission of the informa-
tion between the satellite and the ground segment; thanks to the Very-High Frequency (VHF)
emitter onboard and the set of 45 VHF antennas that are installed homogeneously between
latitudes -30° and +30° as seen in Fig. 2.11.
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Table 2.1: Scientific and technical characteristics of the SVOM space payload and ground
segment.

Instrument Type Field of view Energy range Sensitivity
ECLAIRs Hard X-/gamma-ray 2 sr 4-120 keV 2.5 ×10−8 erg cm−2 s−1 in 1s

coded mask imager
GRM Set of three gamma-ray detector 2.6 sr 15 - 5000 keV
MXT X-ray telescope based 1.1◦ × 1.1◦ 0.2 - 10 keV 8 ×10−11 erg cm−2 s−1 in 10s

on Lobster Eye optics
VT Ritchey-Chrétien telescope 26 × 26 arcmin2 450 - 1000 nm 22.5 magnitude in 300 s

GWAC Set of 40 camera 5000 degree squared 500 - 850 nm 16 magnitude in the new moon, and
and two optical telescopes 15 magnitude in the full moon in 10 s

French GFT 26 × 26 arcmin2 400 - 1800 nm
Chinese GFT 21 × 21 arcmin2 400 - 900 nm

Figure 2.11: distribution of the VHF antennas between -30° and +30° around the equator.

When a GRB is detected, the alert is transmitted in a VHF packet to the ground. The
VHF packet is received by one of the antennas, which in turn sends it to the French science
center that communicates it to the ground facilities in less than 30 seconds after the alert time.

2.2 . Scientific programs

SVOM is a mission dedicated mainly to GRBs. In addition, SVOM observes a wide variety
of astrophysical objects taking advantage of its wide energy band detection range. The astro-
physical sources targeted by SVOM are distributed in three programs: the Core program (CP),
the General program (GP), and the Target of Opportunity (ToO) program. Each program
has an identified percentage of the mission time that will evolve during the extended mission
to match the interests of the astrophysical community. Figure 2.12 shows the distribution of
mission time over the three programs for the nominal and the extended mission.
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Figure 2.12: The observation time percentage planned for the different scientific programs of
SVOM during the nominal mission (left), and the extended mission (right) after 3 years.

In the following, the three scientific programs of SVOM are explained. In each program,
the targeted sources and the scientific objectives are presented.

2.2.1 . The Core program

As a Core program, SVOM is designed to study the physics of the GRB phenomenon in all
its diversity. Both the prompt and afterglow emissions are studied and characterized, thanks to
the wide spectral and temporal coverage of the emissions and the optimized follow-up strategy.

As seen in Fig. 2.12, the Core program spans 25% of the mission useful time, in which SVOM
enriches the field of GRBs with many new observations that will improve our understanding of
GRBs physics, in particular, their progenitors, host galaxies, jet production.

First, SVOM will study the prompt emission from gamma to optical energy range. SVOM
will build a sample of GRBs with well-measured spectral and temporal properties thanks to
the wide coverage of ECLAIRs and GRM (4 keV - 5 MeV). Having such a sample is required
for a better understanding of the physics behind the prompt emission: the physical mecha-
nism behind the GRB ultra-relativistic jet [147], the composition of the jet (electromagnetic
or matter-dominated) [148], the internal dissipation mechanism responsible for the prompt
emission [149], and many other debating topics are constrained and characterized.

Observing the prompt emission in the X-ray range will enable to the characterization of the
spectrum and the identification of the dominant radiative process (see Sec. 1.2.2.1).

With the GWAC (see Sec. 2.1.2.1) optical observations, SVOM is expected to increase the
number of GRBs with observed optical prompt emission, which provides clues about the internal
dissipation mechanism.

Another scientific objective during the Core program is to study the afterglow emission from
X-ray to radio energies. The MXT fast re-pointing to the GRB makes it possible to detect the
early afterglow, which contains essential information about the end of the prompt emission
phase and its connection to the afterglow phase.

The joint energy coverage of the ECLAIRs and the MXT in the (4 - 10 keV) energy range is
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expected to provide crucial information on the relation between the prompt emission and the
afterglow, for long GRBs lasting several minutes.

The wide coverage of GRB afterglows by the MXT and VT and by the ground telescopes
will provide clues about the GRB distance, the nature of the interaction of the jet with the
inter-stellar medium, and the nature of the host galaxy.

SVOM also will transmit the detection information to other experiments operating at the
same time with SVOM in order to extend the afterglow observation. For example, SKA ex-
periment (see Fig. 1.19) may observe the radio afterglow of a large number of SVOM GRBs,
providing information about the surrounding environment density.

Along its mission, SVOM will detect all known types of GRBs: the typical GRBs (Ep > 50
keV) including short-GRBs, long-GRBs, and ultra-long GRBs, the softer GRBs: X-Ray Rich
GRBs (XRR) (30 ≤ Ep ≤ 50 keV), and X-Ray Flashes (XRFs) (Ep < 30 keV) that are poorly
studied till today. ECLAIRs with its low threshold energy is able to detect the XRR and the
XRFs GRBs, and study their spectral properties.

SVOM is expected to increase the sample of GRBs with confirmed redshift up to 67%,
thanks to the VT sensitivity and the rapid source localization by the MXT that allows the
rapid follow up by the ground telescopes. As a reference, the Swift sample of GRBs confirmed
redshift is about 30%.

Among SVOM confirmed redshift GRBs, the number of very-far distant GRBs with high
redshift (z > 5) is expected to increase, opening a wide opportunity to probe the early universe.
Figure 2.13 shows the expected distribution of redshift of ECLAIRs GRBs detected over SVOM
nominal mission, showing a detection of 3 - 4 GRBs per 3 years with redshift z>5.

2.2.2 . The General program

This program has 60% of the nominal mission useful time and is reduced to 35% during
the extended mission as seen in Fig. 2.12. During the General program, the SVOM satellite
monitors several astrophysical transients from the optical up to hard X-ray energies; trying to
reveal the not well understood processes like the jet evolution and the disk accretion.

scientist can apply for an observation proposal every year. Proposals are evaluated and
accepted by the time allocation committee based on the scientific value. Some interesting
objects that can be monitored during this program are explained in the following:

• Active Galactic Nuclei (AGN): They are galaxies with an active super-massive black hole
at their center. They are divided into different classes, based on the angle of the line of
sight with respect to the accretion disk [150] as seen in Fig. 2.14.

During its general program, SVOM will monitor these objects. ECLAIRs, with its un-
precedented sensitivity, especially in the range of (10 -20 keV), will study the inverse
Compton scattering spectra of the scattered photons (emitted by the disk around the cen-
tral supermassive black hole) by the relativistic electron plasma in the vicinity. ECLAIRs
is expected to observe 250 AGN [19] during one year of observation, GWAC will study
their light curves, and they will be followed by the MXT and the VT telescopes to monitor
the X-ray and optical counterparts.
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Figure 2.13: Simulation of the expected distribution for GRBs detected by ECLAIRs during
the SVOM nominal mission (3 years), plotted as a function of their redshift. Credit: [19].

• Galactic accreting systems: the (0.1 - 5000 keV) energy coverage of SVOM gives the
ability to study the galactic accreting objects like X-ray binaries [151], black hole bina-
ries [152], and the cataclysmic variables [153]. In these systems, a compact object (white
dwarf, neutron star, black hole) attracts matter forming an accretion disk. SVOM will
observe these objects from the early stages of their outbursts, trying to shed light on the
interaction of the matter in the accretion disk under extreme conditions of gravity.

• Flaring stars [154]: variable stars that go through dramatic increase in brightness for
a few minutes. By observing the X-ray emission with the MXT, SVOM can study the
geometry of the magnetic loop reconnection causing these events.

• The cosmic X-ray background [155]: is an isotropic X-ray emission from a combination
of unresolved X-ray sources outside of the Milky Way. It is tracked by ECLAIRs and the
MXT telescopes.

2.2.3 . The Target of Opportunity program
The ToO program is devoted to the unplanned observation of transient sources [156]. During

the nominal mission, 15% is saved for this program, raised to 40% during the extended mission.
During this program, the SVOM science center receives alerts from other facilities to follow
transient astrophysical sources. GWAC can observe directly after receiving the alerts, and the
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Figure 2.14: An AGN with an accretion disk and a relativistic jet [84]. The different classes
based in the viewing angle are shown. Credit:UCSP

GFTs confirm the GWAC observations with their narrow field of view. The alerts are sent to
the satellite, and the satellite starts observing in less than 12 hours after the alert.

The targeted astrophysical objects are classified into three categories: the nominal ToO
(ToO-NOM), the exceptional ToO (ToO-EX), and the the multi-messenger ToO (ToO-MM).

The ToO-NOM includes follow up of known transient astrophysical objects, GRB revisits,
or follow up of GRBs detected by other facilities.

The exceptional ToO (ToO-EX) to observe exceptional astrophysical events requiring rapid
observation and follow-up.

Concerning the multi-messenger ToO (ToO-MM), SVOM follows up sources detected by
other experiments in other radiation type, like the gravitational-wave and neutrino radia-
tion. As mentioned in Sec. 1.3, SVOM will be operating at the same time with the advanced
LIGO/Virgo/KAGRA, and it will coincide with advanced neutrino detectors like the iceCube-
Gen2. The instruments and facilities that will be operating during the SVOM mission are
shown in Fig. 1.19. SVOM will send and receive alerts to and from these instruments to detect
the multi signatures from the astrophysical sources.

2.3 . Orbit and observation scenario

2.3.1 . Satellite orbits and profile

In order to match the scientific requirements of the mission, SVOM follows a specific or-
bit [157]. First of all, SVOM is placed in the low-Earth orbit to protect the instrument from
the charged particles in space [158]. The spacecraft is placed at an altitude of ∼625 km with
an inclination of about 30° as illustrated in Fig. 2.15. As a result, SVOM has an orbit period
of ∼96 min (∼ 15 orbit/day). Second, to provide protection against the sunlight, the satellite
follows a so-called B1-law orbit, in which it points about 45° from the anti-solar direction (as
shown in Fig. 2.16). With this pointing, the galactic plane [159] and bright sources like the
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Figure 2.15: The orbit of SVOM over several revolutions (green lines) where the SVOM incli-
nation is about +/-30° with respect to the equator. Credit:CNES.

Sco-X1 (which is bright in (4-20 keV)) are excluded from the ECLAIRs field of view.

Figure 2.16: An illustrate of the B1 law orbit followed by SVOM (left), where the satellite points
toward the anti solar direction. A simulation for ECLAIRs exposure in galactic coordinates
(right), where most ECLAIRs observation time is spent near the galactic poles avoiding the
galactic plane. Credit: SVOM collaboration

As a consequence of the low-Earth orbit and the B1 law orbit, SVOM will always detect
GRBs in the night hemisphere, increasing the probability of the rapid follow up from the ground
instruments and the measurement of GRB redshift, which is one of the primary requirements
from the mission. Another consequence from the combination of the B1 and low-Earth orbits
is that the Earth will occult the satellite several times per day which reduces the duty cycle of
ECLAIRs to 65% and of the MXT and the VT to 50%. Furthermore, the satellite will pass by
the South Atlantic anomaly [160] that has a high flux of trapped protons and electrons, which
requires a shutdown of the satellite, resulting in a dead time of 13% - 17%.
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2.3.2 . Observation scenario and alert system
The connection within the space payload and the ground segment has been optimized to

ensure rapid information communication and get the maximum benefit from the unique com-
plementary set of SVOM instruments.

The data from and to the satellite is communicated via three different frequencies: X-band
(8 - 12 GHz), S-band (2 - 4 GHz), and VHF (30 - 300 MHz) based on their priority to the
mission. The information that is required to be communicated in near real-time is sent by VHF
packets (see Sec. 3.4.1), like the GRB observation alert, and the most crucial information about
the GRB, for example, its location. This requires having 45 VHF ground station on Earth, at
the footprint of the SVOM orbit (see Fig. 2.11). The complete scientific data set is later (in one
hour typically) sent via X-band packets for deep analysis on the ground. The S-band is mainly
used for the regular sanity checks of the instruments onboard. The observation scenarios and
alert system differ according to the scientific program.

Figure 2.17: SVOM observation scenario during the core program. The observation starts when
ECLAIRs detects a new GRB within its field of view at T0. ECLAIRs sends an alert with the
GRB coordinates to the ground, and the GRB follow-up at lower energy starts at T0 + 1 min
by the GFTs and GWAC system. If the GRB is bright enough (in term of the signal-to-noise-
ratio), the satellite auto slew and the observation with the narrow field of view telescopes start
at T0 + 5 min. The MXT and the VT refine the GRB position and transmit it to the French
science center (FSC) that communicates it to the Chinese science center (CSC) and the ground
segment.

The observation scenario during the Core program is illustrated in Fig. 2.17. First, ECLAIRs
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detects a new GRB within its field of view at time T0 as indicated in Fig. 2.17. ECLAIRs
computes the GRB sky location with accuracy less than 12 arcmin, and the GRB signal-to-
noise-ratio. The signal-to-noise-ratio gives a measure of how much the source is brighter than
the noise level in the detector. The GRB is also observed by GRM in the same time as its field
of view overlaps the one of ECLAIRs. If the signal-to-noise-ratio is above the trigger threshold
ρalert, ECLAIRs sends an alert via the VHF emitter in the satellite. The alert is received by
one of the VHF antennas on the ground and is transmitted to the French science center in less
than 30 s (for 60 % of the alerts). The French science center communicates the alert and the
ECLAIRs position to the Chinese science centre. The two centers send the information in less
than 1 minute to the SVOM ground segment for rapid follow-up.

A slew threshold is defined ρslew to control the auto slew of the spacecraft, and it is defined
to be higher than the alert threshold: ρslew > ρalert to reduce the probability of false slew alerts.
If the signal-to-noise-ratio > ρslew, and the slew ia allowed, the satellite auto-slews in 5 minutes
to place the GRB in the field of view of the MXT and the VT. The MXT (the orange arrow
in Fig. 2.17) observes the X-ray afterglow, aiming at better localizing the GRB. Thanks to its
onboard localization algorithm (see Chap. 5), the MXT localizes ∼ 80 % of the GRBs better
than 2 arcmin in less than 10 minutes. The MXT sends the GRB position information in a
VHF packet, known as the VHF position packet. As more photons are detected, the MXT
better estimates the source location and keep sending the position packets every 30 s for 3
orbits. The VT observes the optical afterglow to refine the GRB sky position computed by the
MXT to arcsec accuracy. The VT also sends VHF packets regularly with the brightest source
in its field of view.

If the GRB detection is confirmed, the GRB information is communicated to the scientific
community via GRB networks like the GCN (Gamma-ray Burst Coordinates Network) [161] to
follow up the GRB with very large telescopes and other satellites.

About one hour later, all the GRB data observed by space telescopes are sent to the ground
scientific centers via X-band for further investigations and studies.

During the General program, the observation scenario changes depending on the observation
proposal that is selected by the time allocation committee. When the proposal is accepted, a
command is sent to the satellite, and the satellite slews to put the source in the field of view
of the desired instrument. The observation of the source lasts for about a single orbit (∼ 45
min). During the nominal mission, the majority of the general program observations follow the
attitude law of the SVOM. Up to 10% of observations are allowed to deviate from the attitude
law of SVOM to keep the favorable observation condition for the core program. This percentage
is raised to 50% during the extended mission.

Regarding the ToO program, the observation depends on the targeted source, so the satellite
slews to put the source in the field of view of the desired instrument. In the case of ToO-EX and
ToO-MM, they can interrupt the GRB observation and start observing the target of opportunity
source. The observation lasts for 1 orbit for the ToO-NOM and up to 14 orbits for the ToO-EX
and the ToO-MM. Figure 2.18 shows a simulation of the astrophysical objects detected during
the three scientific programs for one year.
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Figure 2.18: A scenario of one year of observation for the three scientific programs showing the
sky map in galactic coordinates with 65 simulated GRBs and one ToO per day. Red points
are the GRB observation (Core program), green points are the general program observation,
orange points are the ToO-Nom observations, and purple points are the ToO-Exp and ToO-MM
observations. Credit: SVOM collaboration.
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This chapter discusses the scientific objectives of the MXT and its subsystems. Section 3.1
presents the features and the scientific goals of the MXT. The system of coordinates of the
MXT is explained in Sec. 3.2. The MXT subsystems are discussed in detail in Sec. 3.3. The
scientific software implemented onboard the MXT is introduced in Sec. 3.4. Section 3.5 explains
the simulation tool developed to simulate an observation with the MXT.

3.1 . The MXT features and scientific objectives

As mentioned in Sec. 2.1.1, the MXT is a narrow field-of-view X-ray telescope that covers
an area of 58 × 58 arcmin2 of the sky. It is a light and compact telescope with a total mass of
42 kg and a focal length of 1.13 m. For comparison, the Swift/XRT telescope, which is similar
to the MXT in terms of scientific objectives, has a total mass of ∼200 kg. The small mass of
the MXT sets tight constraints on its design, as explained in Sec. 3.3.

The MXT is based on square micro-pore optics [30] to focus the X-ray photons attached to
a low-noise CCD detector [138], with an angular resolution of about 10 arcmin and sensitivity
of ∼2×10−10 erg.cm−2.s−1 in 10 s of exposure which is about 10 mCrab1, and sensitivity of
∼4×10−12 erg.cm−2.s−1 in 104 s of exposure (∼150 µCrab) [31].

The MXT is designed to detect the X-ray afterglow emission in the soft X-ray energy range
(0.2 - 10 keV) with an automatic, rapid, and precise localization of GRBs. As mentioned in

1A Crab is a standard unit used to measure the intensity (flux density) of astrophysical X-ray sources. A
Crab is defined as the intensity of the Crab Nebula at the considered X-ray photon energy [162].
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Sec. 2.3.1, the ECLAIRs instrument localizes the source with uncertainty <12 arcmin. After-
ward, the satellite auto-slews to put the source in the field of view of the MXT. The MXT
covers the localization error box provided by ECLAIRs with its 58×58 arcmin2 field of view
and refine the GRB coordinates. The MXT is expected to localize ∼ 80% of GRBs with ac-
curacy better than two arcmin after 10 minutes of observation, which increases up to a few
arcsec in the case of very bright GRBs [25]. The first GRB coordinates obtained onboard are
immediately communicated to the VT and transmitted to the ground via the VHF network to
ensure the follow-up of the afterglow in lower energy ranges. As the MXT accumulates more
photons, the source localization is improved, and the new coordinates are periodically sent to
the payload data processing unit that sends the information to the ground instruments.

In addition, the MXT allows to study the spectral properties of the X-ray afterglow with an
energy resolution of ∼0.08 keV at 1.5 keV [31]. The MXT sensitivity enables the determination
of the spectral index λ (see Sec. 1.2.3.1), which is the form of the energy distribution of the
emission. Determining the spectral index permits the reconstruction of the distribution of
energetic particles responsible for the X-ray emission and obtaining information on the shock
waves physics. Moreover, the MXT soft operational band (0.2 - 10 keV) allows measuring the
absorption of the X-ray emissions [138], which occurs both in the intergalactic medium and in
the host galaxies, as discussed in Sec. 1.2.3.1.

Table 3.1: Scientific and technical characteristics of the MXT compared to the requirements.

Characteristic Design Value
Total mass < 45 kg 42 kg
Focal length > 1.1 m 1.13 m
Field of view > 50 × 50 arcmin2 58 × 58 arcmin2

Energy 0.2 - 10 keV 0.2 - 10 keV
Sensitivity 2 × 10−10 erg cm−2 s−1 in 10 s 2× 10−10 erg cm−2 s−1

4 × 10−12 erg cm−2 s−1 in 104 s 4×10−12 erg cm−2 s−1

Angular resolution 10 arcmin at 1.5 keV 11 arcmin
Spectral resolution 0.08 keV at 1.5 keV 0.08 keV
Temporal resolution < 100 ms 100 ms
Localization accuracy 85% < 2 arcmin in 10 min 80% < 2 arcmin

Detector type pnCCD 256 × 256 pixels pnCCD 256 × 256 pixels
Optics type Micro-pore optics Micro-pore optics

The MXT is also able to study the temporal properties of the X-ray afterglow. The rapid
slew of the satellite (< 5 minutes) allows the MXT to detect the end of the prompt emission
phase and the very beginning of the X-ray afterglow phase. Furthermore, MXT is able to follow
the evolution of the afterglow emission for up to a whole day after the initial prompt signal. [25]

Table 3.1 summarizes the general features and characteristics of the MXT. It shows that
the current characteristics match the design requirements, except for the angular resolution,
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which is 1 arcmin above the designed value. Degradation of the angular resolution affects the
localization accuracy that becomes less than the requirements by 5%. Where ∼ 80% of GRBs
are localized with the desired accuracy instead of 85%.

3.2 . The MXT reference frames and system of coordinates

This section explains the notation, convention, and reference frames defined for the MXT.
In addition, the notation and coordinates for the sources and the detector plane are explained.
List of notations and conventions explained during this section will be used until the end of
this manuscript.

3.2.1 . The reference frames

Figure 3.1: The Earth reference frame R′ and its celestial coordinates (x′, y′, z′), where the
rotation axis is the z′-axis (left). The MXT reference frame R and its associated coordinates,
where the telescope pointing direction is toward the x-axis, by convention (right). The spherical
coordinates are used to describe an astrophysical object in the sky (in red), where all quantities
in the Earth reference frames are primed.

Two systems of coordinates are defined. First, the Earth reference frame R′, where the
Earth celestial coordinates are (x′, y′, z′). The z′ axis is the rotation axis of the Earth and
points to the North pole. The x′y′ plane is the equatorial plane, and the x′ axis points to
the vernal equinox. The second reference frame is the MXT reference frame R, and is given
a system of coordinates (x, y, z). By convention, the x-axis is the pointing direction of the
telescope, and the focal plane is the yz plane. The two reference frames are shown in Fig. 3.1.

To transform from one reference frame to the other, a three dimensional rotation is per-
formed using the Euler angles (α, β, γ) [163], as shown in Fig. 3.2.
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Figure 3.2: The rotation to change the system of coordinates between R and R′, performed
using the Euler angles is represented in green. N is the line of nodes which is a common
perpendicular line to the z and z′ axes.

3.2.2 . The system of coordinates

3.2.2.1 The detector coordinates and notations

The MXT detector is placed in the focal plane, which is contained in the yz plane, as explained
above. Two systems of coordinates are defined for the detector. The first coordinates are the
pixel coordinates, where the detector consists of N columns in the y-direction and N rows in
the z-direction, forming a matrix of N × N pixels. Pixels are indexed by i and j in the y−
and z−directions, running from 0 to N - 1 respectively, where N = 256. Each pixel covers 13.6
arcsec of the field of view.

The second system of coordinates is the intrinsic coordinates where the detector plane is
contained in 0 ≤ y < 1 and 0 ≤ z < 1. The pixel with index (i, j) is centred at

(
i+0.5
N
, j+0.5

N

)
.

In addition the camera is given a physical size in the three dimensions, L×L, and e, as seen in
Fig. 3.3.
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Figure 3.3: System of coordinates used to describe the MXT camera plane and the astrophysical
source direction.

3.2.2.2 The source coordinates and notations

In both reference frames R and R′, an astrophysical object in the sky is described using
spherical coordinates. For R′ (resp. R), θ′ (resp. θ) is the polar angle between the z′-axis
(resp. x-axis) and the direction of interest (the red line in Fig. 3.1), where 0 ≤ θ′ ≤ π (resp.
0 ≤ θ ≤ π). Meanwhile φ′ (resp. φ) is the azimuth angle between the x′-axis (resp. y-axis) and
the projection of the direction of interest on the x′y′ (resp. yz) plane, where 0 ≤ φ′ ≤ 2π (resp.
0 ≤ φ ≤ 2π).

Alternatively the astrophysical objects in the sky can be described in the R′ reference frame
by the the right-ascension (= φ′) and the declination (= π/2−θ′) as shown in Fig. 3.4. The right
ascension is the celestial equivalent of terrestrial longitude. It is measured as the angle from
the vernal equinox. The declination is comparable to terrestrial latitude, and it is measured
north (positive values) or south (negative values) of the celestial equator.

An astrophysical object is also parametrized by an opening angle ιs as seen in Fig. 3.5. The
ιs angle represents the spread of the particles out from the source. Particles generated by the
object has an incoming direction (θp, φp) within the opening angle.

Once a particle with spherical coordinates (θp, φp) hits the detector, as represented by
Fig. 3.3, the particle hit position in the detector is given by the Cartesian coordinates (yp, zp):
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Figure 3.4: The right-ascension (RA) and declination (DEC) of a star derived from the Earth
celestial coordinates.

yp = 0.5 +
F

L
× tan θ cosφ,

zp = 0.5 +
F

L
× tan θ sinφ, (3.1)

where F is the MXT focal length. The pixel index (ip, jp) that contains the hit position is
given by:

ip = b(yp ×N + 0.5)c,
jp = b(zp ×N + 0.5)c. (3.2)

3.3 . The MXT subsystem

The MXT consists of a light tube structure made of Carbon Fiber Reinforced Polymer
combined with titanium reinforcements to comply with the mission requirements in terms of
mass [164]. The structure provides stability to the telescope under thermal and mechanical
stresses that it is exposed to in orbit. The structure has been developed and tested thermally
and mechanically at CNES.

On top of the structure, an optical module consisting of square micro-pores is installed to
focus X-ray photons. The other end of the structure is attached to a low-noise camera (pnCCD
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Figure 3.5: An astrophysical object as seen from the Earth reference frame. The object central
position is given (θ′s, φ

′
s). The source has an opening angle ι′s.

detector) to image X-ray photons. In addition, the MXT is equipped with a data processing
unit called the (MDPU), to analyze the images captured by the camera in real time.

Furthermore, the MXT has a radiator to dissipate the heat produced by the cooling system
of the subsystems, particularly the camera, and keep the instrument at a stable temperature.
The radiator consists of a six-fold Constant Conductance Heat Pipe with propylene fluid [165],
and is developed and tested at CNES. Figure. 3.6 shows the flight model of the MXT installed
in the integration room at CNES. Metal foils cover the MXT for protection before delivery to
China.

Figure 3.6: The MXT flight model at CNES integration room, covered with protection layers.
The subsystems are labeled in red. Credit:CNES

In the following, the MXT optics, camera, and MDPU are explained. Since the MXT is
analog to the Swift/XRT telescope in terms of scientific function and objectives, a comparison
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between their subsystems is held in Sec. 3.3.2.

3.3.1 . The MXT optics

The principle of X-ray telescope optics is based on grazing incidence mirrors [166], in which
the X-ray photon is reflected twice with a very small angle (<2◦) on two coaxial surfaces such as
a hyperboloid and a paraboloid. These grazing optics were introduced in 1952 by Hans Wolter
(the design carries his name) [167], who outlined three ways to build these optical modules; an
example of Wolter I design [168] is shown in Fig. 3.7.

Figure 3.7: Cross-section of a typical Wolter type space telescope showing the light path in
grazing incidence optics before it is focused on a detection plane. Credit: [169].

This optical design was used by several X-ray space telescopes like XRT [170]. Wolter design
telescopes require a long focal length to focus the X-ray photons, which is incompatible with
the mass constraint for the MXT; thus, the Wolter design is not used for the MXT.

However, another optical configuration for grazing-incidence mirrors can be implemented.
For this purpose, the MXT optics is designed following a lobster eye optic configuration that
is used for the first time by a narrow field-of-view X-ray telescope. The lobster eye optics is
inspired by the eye of the lobster, and were first introduced by Roger Angel in 1979 [171].

The lobster eye consists of square channels arranged on a spherical plane (as seen in Fig. 3.8)
with a radius of curvature R = 2F , where F is the focal length of the optics. The incident light
beams are reflected by the smooth sides of the square channels and focused on the focal plane.

Grazing reflections with lobster eye optics require the length of the square side to be greater
than the incident photon wavelength and the depth of the channel to be ∼100 times greater
than the square length [171]. Knowing that the wavelength of soft X-rays in the energy range
of 0.2 - 10 keV is a few nanometers, the MXT optics has a square channel of the depth of 1.05
mm to 2.4 mm, and a length of the order of a few tens of micrometers (40 µm) [172]. This is
why the telescope carries the name of a micro-channel X-ray telescope.

The square channels are grouped in 40 × 40 mm plates. Each plate consists of 600625
square channels [30]. The inner square walls are coated with a 25 nm Iridium layer to boost
the reflectivity, and the plates are coated at the top with 70 nm of Al for thermal protection.
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The MXT has a set of 25 plates (see Fig. 3.9), designed by the University of Leicester and built
by Photonis company in France [173].

Figure 3.8: The eye of a lobster as viewed by the microscope. Left: the square channels
arranged on a spherical plane. Right: closer view for the square channels of the lobster eye.
Credit: NASA.

Figure 3.9: Flight model assembly of the MXT optics, showing the 25 plates. Credit: University
of Leicester.

The advantage of this optic is its uniform response over the entire field of view. Indeed, the
micro-channels that make up the lobster eyes allow them to capture light even at the edges of
their eyes, which leads to increase the field of view.

The response of an optic to light from a point source is called the Point Spread Function
(PSF); the shape of the PSF depends on the deflection of the incident light by the optics.

In the lobster eye configuration, the incident light can be reflected twice and focused on
a central spot, reflected once and focused on cross arms, or not reflected and form a diffuse
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patch as seen in Fig. 3.10. For the MXT optical system, ∼ 50% of the incident X-ray flux is
focused in the central spot, 2×22% in the cross arms, and the rest in a diffuse patch [174].
These percentages vary from one energy to another. As the photon energy increases, fewer
photons are focused on the central spot, and more photons are focused on the arms or form
diffuse patch.

Figure 3.10: The spherical plane and the focal length of the optics (left). The reflection of
photons by the optics (right), photons labeled by (a) undergoing two reflections are focused
on the central spot, whereas those reflected only once are focused on the cross-arms (b and c),
and photons (d) passing straight through without any reflection form the diffused background.
Credit: [175].

The PSF of the MXT optics can be modeled using a real data as an intensity probability
discrete function. The PSF function depends on the incident photons position (y, z) and the
energy Eph: P(y, z, Eph). For a fixed photon energy the PSF model is given by:

P(y, z) =
A

(1 + η)2

( 1

1 + (2y/G)2
+ η(1− (y/H)2)

)( 1

1 + (2z/G)2
+ η(1− (z/H)2)

)
, (3.3)

where A is a normalization value, G is the full width at half maximum (FWHM), η is the peak
brightness of cross arms with respect to the central spot, and H is length of cross-arms.

The PSF is modeled twice the size of the detector in order to cover all possible directions of
incoming photons. Figure 3.11 shows the MXT PSF model at Al-K energy (1.49 keV) and at
Fe-K energy (6.4 keV), where the intensity on the central spot at Al-K energy is about twice
the intensity on the central spot at Fe-K energy.
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Figure 3.11: The PSF model of the final configuration of the optics. It is composed of a central
spot and cross arms, where the intensity of photons on the central spot changes with energy.
Left: at Al-K energy (1.49 keV). Right: at Fe-K energy (6.4 keV).

Figure 3.12: The one dimensional projection of the PSF model. Top: the y projection of
the PSF model at Al-K energy with a FWHM of 11 arcmin (left). The z projection of the
PSF model at Al-K energy with the same FWHM as the y projection one: 11 arcmin (right).
Bottom: the y projection of the PSF model at Fe-K energy with FWHM of 12.8 arcmin (left).
Bottom: the z projection of the PSF model at Fe-K energy with the same FWHM as the y
projection one: 12.8 arcmin (right).
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Consequent to the energy dependence, the FWHM of the PSF changes with the photon
energy. The smaller the FWHM, the better the angular resolution and vice versa. Figure 3.12
shows the y and z projection of the PSF at Al-K and Fe-K energies and the corresponding
FWHM at both energies. The FWHM of the PSF at 1.49 keV is 11 arcmin, while it increases to
12.8 arcmin at 6.4 keV. However, the plots show that the shape of the PSF remains symmetrical
around the central spot in both directions regardless of the photon energy.

The variance of the optics grazing incidence efficiency with energy affects the effective
detection area of the telescope. Figure 3.13 shows how the effective area changes with energy,
the best detection efficiency occurs when the photons energy is about 1.5 keV, with an effective
area of ∼ 38 cm2.

Figure 3.13: The effective area of the MXT telescope corresponds to the case in which only the
central spot is considered. The black line is the designed effective area based on simulation. The
green and red points are the measured effective area of the flight model telescope. It perfectly
matches the predicted one. Credit: the University of Leicester.

3.3.2 . The MXT camera

The MXT camera is designed and integrated at CEA. The camera assembly consists of three
units, the detector, the calibration wheel, and the Front End Electronics (FEE). The whole
camera assembly with the different components is presented in Fig 3.14.
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Figure 3.14: The flight model of the camera (left). A schematic of the camera showing the
different components, the calibration wheel, the detector and the FEE (right). Credit: CEA.

3.3.2.1 The MXT detector

The detector is a CCD based on pn-junctions (pnCCD) and composed of a matrix of 256 × 256
pixels. The pnCCD detector is read out in parallel by two Complementary metal–oxide–semiconductor
Amplifiers and MultiplEXer (CAMEX), each reads 128 columns of pixels (see Fig. 3.15).

Figure 3.15: Cross sectional view of the MXT pnCCD detector. Left: is the flight model of
the detector. Right: Schematic of the detector showing the image area composed of 256 × 256
pixels, each of size 75 µm×75 µm; a frame store area is at the bottom of the image area with
shielding against X-ray photons. The detector readout system (the two CAMEX) is attached
to the frame store area. Credit: CEA.
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The pnCCD and the two CAMEX were developed by MPE in Germany. The detector
provides a high-energy resolution of ∼0.08 keV at 1.5 keV and a high quantum efficiency: 92%
at 1 keV, 27% at 0.28 keV, and 99% at 4.5 keV [31]. The quantum efficiency affects the effective
detection area (Fig. 3.13) of the telescope in addition to the optics properties (see Sec. 3.3.1).

The best detector performance is achieved when the operating temperature is <-60◦ C [176].
To keep the detector operating at this temperature and to provide thermal stability, the focal
plane is equipped with a cooling system. The cooling system keeps the detector at a temper-
ature of -65 ± 1◦ C to have the detector at a stable temperature during the mission. A metal
shielding is added on top of the detector in order to provide protection against high-energy
particles, especially once the satellite crosses the south atlantic anomaly.

The detector working principle
The detector is divided into two active regions, as seen in Fig. 3.16: the image region and the

frame store region. The front side of the detector is divided into electrodes (cathodes) grouped
in pixels. The detector is back-illuminated, i.e., photons can hit the detector only from the back
side of the detector, and the other sides are depleted [31], as seen in Fig. 3.16. Once an X-ray
photon enters the back side of the detector, it deposits its energy via the photoelectric effect
creating electron-hole clouds in the silicon. The cathodes absorb the hole while the electron
moves to local potential minima under the pixels. Every δt integration time, the electrical
potential of cathodes changes periodically, allowing the electrons packets to be moved pixel by
pixel towards the frame store region to be read out by the electronics column by column.
The detector intrinsic noise

Two kinds of intrinsic noise I = D+R arise in the detector: the dark noise D and the read
noise R.

• The dark noise: all materials with a temperature above absolute zero suffer from thermal
noise within. Thermal agitation of the material (the silicon in the MXT case) causes the
electrons to be freed from the material and collected under the potential well of a pixel.
When the electronics read out the detector, these noisy electrons become part of the
signal, indistinguishable from electrons induced by astronomical photons. The electrons
current due to thermal agitation is called the dark current or dark noise because it is not
caused by the photons. The generation of the dark current is strongly dependent on the
temperature.

• The read noise: arises from the measurement process and consists of two inseparable
components. The first one is due to converting an analog signal to a digital number, which
is not perfectly repeatable. Each CAMEX produces a statistical distribution of possible
answers centered on a mean value. Thus, a slightly different value may be produced even
for the hypothetical case of reading out the same pixel twice with an identical charge.
Second, the electronics themselves introduce bogus electrons into the entire measurement,
resulting in unwanted random fluctuations in the final output. Combining these two
effects produces an additive uncertainty in the final output value for each pixel. The read
noise is the average level of this uncertainty and is limited by the electronic properties of
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Figure 3.16: Schematic views of a CCD detector based on a pn-junction. Credit [177].

the two CAMEX.

Moreover, as the two CAMEX read out the image in parallel, the common-mode noise
fluctuations affect all the pixels in a row and vary from one row to another. An example
of a camera frame with only intrinsic noise is shown in Fig. 3.17: the structure of columns
can be seen as each column has a different average noise value due to the parallel read-out
process.

An example of a camera picture taken with only intrinsic noise is shown in Fig. 3.17: the
structure of columns can be seen as each column has a different average noise value due to the
parallel read-out process.

The MDPU characterizes the detector intrinsic noise I to compute the noise offset (the
average) value O[i][j] and sets a noise threshold (the fluctuation around the average) Tij for
each pixel in order to distinguish signals from noise, as explained in Sec. 4.1.2. Since the
intrinsic noise depend on the temperature, the noise must be characterized in the same thermal
environment as the observation.

3.3.2.2 The calibration wheel

A calibration wheel shown in Fig. 3.18 is added on top of the detector to account for different
observation scenarios. It is made of 126 mm of aluminum and has four positions [165]:
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Figure 3.17: Example of a frame taken by the MXT detector with intrinsic noise only. The
effect of the read-out process is clearly seen where the structure of the columns appears with a
distinction between the two CAMEX.

• Closed position: where a shutter is used to protect the detector from high energy radia-
tions and to characterize the detector noise.

• Open position: used during sky observations.

• Filter position: where an Ultra-Violet (UV) filter is used to limit the straylight in the
field of view of the MXT before and after the earth occultation. Straylight is the light
from the sun reflected by the atmosphere. However, this position will not be used since
the UV filter was broken during a mechanical test for the camera.

• Source position: where a 55Fe (5.9 keV) calibration source is used for energy calibration
of the detector and to measure the energy resolution evolution with the aging of the
detector.

3.3.2.3 The Front-End Electronics

A FEE is placed at the bottom of the focal plane to control and power the detector. The detector
converts photon energy into charges (electrons) by the photoelectric effect, the CAMEX collects
these charges, and the FEE digitizes the signals and communicates the pixels information in
two modes.
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Figure 3.18: The MXT calibration wheel shows the four positions and the motor that turns
the wheel. Credit: [178].

The first mode is called the FULL-FRAME, where the camera captures an image every 200
ms. In this mode, the FEE communicates the raw amplitude Ar[i][j] without treatment for
the 256 × 256 pixels. This mode is used for the detector noise characterization, as explained
in Chap. 4, and for the energy calibration. The second mode is the EVENT mode, in which
the camera captures an image every 100 ms. In this mode, The FEE computes the amplitude
deviation from the noise offset value: A[i][j] = Ar[i][j] − O[i][j] and communicates the pixel
indices (i, j) and A[i][j] if A[i][j] > T [i][j]. This mode is used during observations to process
only pixels that contain a signal. In addition, the FEE is operated in the CONF mode, in which
the FEE does not communicate any information and the camera does not take pictures. The
features of each mode are summarized in Tab. 3.2. The image processing performed during
each mode is discussed in detail in Chap. 4.

Table 3.2: Compression between the three operating modes of the FEE.

FULL-FRAME EVENT CONF
Information Ar[i][j] for 256 × 256 pixels (i, j) and A[i][j], if A[i][j] > T [i][j] No information
Image rate 5 images/s 10 images/s No images

Usage For noise characterization For astrophysical while passing by
and energy calibration observations South Atlantic anomaly

The MXT global mode is defined as a combination of the wheel position and the FEE mode.
The list of MXT global modes is given in Tab. 3.3. The South Atlantic anomaly configuration
is selected if the satellite passes by the anomaly, the Earth occultation configuration is selected
if the Earth is in the field of view of the MXT, and the operation configuration is selected
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otherwise.

Table 3.3: List of global modes of the MXT that are a combination of the wheel position and
the FEE mode.

Global mode wheel position FEE operating mode
South Atlantic anomaly Closed CONF

Earth occultation Closed/Source FULL-FRAME/EVENT
Operation/dark Closed FULL-FRAME

Operation/observation Open/Filter EVENT
Operation/calibration Source FULL-FRAME/EVENT

3.3.3 . The MXT data processing unit

The MDPU manages the power distribution for the MXT subsystems, provides the interface
of the MXT subsystems to the PDPU, manages the telemetry packets, manages the data
received from the FEE through a space-wire link, measures and controls the temperature of
the MXT camera and optics, and manages the real-time data processing.

In order to handle the tasks mentioned above, six software are coded in the MDPU. Each
uses a specific part of the memory; hence, each software is called a partition. The list of the
MDPU partitions is given in the following:

• The command control software (CCSW) manages all mode transitions and the telecom-
mands.

• The input/output server (IOS) is a communication link to the PDPU.

• The navigation software (NAV) detects Earth occultation and gives information to other
partitions about the spacecraft slew.

• The FEE module (FEEM) manages the camera and its temperature.

• The scientific software (SCSW) manages the data processing onboard.

• The Hardware Software Event Manager (HSEM) verifies that the previous softwares are
working.

The MDPU configuration is based on two cores to run all the partitions. The architecture
of the MDPU is shown in Fig. 3.19.
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Figure 3.19: The MDPU architecture consists of two cores, one of which (core 2) is reserved
for the science partition. Partitions are scheduled by the XtratuM hypervisor in a periodically
repeated MAF. The MAF is divided into time slots used by a given partition to perform
scheduled or background tasks.

One out of two cores is reserved for the science partition. All the partitions are integrated
in the real-time XtratuM hypervisor [179] that schedules the partitions in a fixed cyclic plan
consisting of a MAjor time Frame (MAF) of 1 s which is periodically repeated. For the science
partition, the MAF is divided into eight time slots of 100 ms triggered every 125 ms.

In each time slot, two analysis tasks could be executed. First, the sequentially scheduled
tasks must be executed like getting the current camera mode. The second type of analysis is the
background tasks that are performed using the remaining time in a slot when all the scheduled
tasks are completed. When the slot ends, the background analysis is interrupted and resumes
at the next slot if there is some spare time.

3.4 . The MXT onboard science software

The SCSW partition manages the autonomous onboard scientific processing of data recorded
by the telescope and formats the output data to be sent to the ground via VHF and X-band
packets for the ground processing. The IJCLab is in charge of developing and characterizing the
onboard SCSW under the responsibility of CNES. Section 3.4.1 presents briefly the algorithm
coded in the SCSW partition to manage the data science processing and formatting. Sec. 3.4.2
shows the workflow of the development and test of the SCSW partition.
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3.4.1 . The scientific algorithm
In order to fulfill the MXT scientific requirements, four analyses must be performed onboard.

Each analysis is performed with a specific FEE mode and wheel position. Figure 3.20 illustrates
the scientific algorithm implemented onboard the MXT.

Figure 3.20: Onboard data processing flowchart. The purple box represents the FEEM parti-
tion, the green box represents the SCSW partition, and the red one is shared memory between
the two partitions. The analysis during the FULL-FRAME and EVENT modes are shadowed in
yellow and blue, respectively. Four analyses are performed, the noise characterization that is
performed with the FULL-FRAME mode, the source localization that is performed during the
EVENT mode, the telemetry packets formatting, and the data monitoring in both modes.

The first analysis is the detector noise characterization, in which the detector intrinsic
noise I is characterized to compute the offset O[i][j] and the threshold T [i][j] for each pixel
(see Sec. 3.3.2). These values are communicated to the FEEM partition to select only pixels
above noise level during the observation. The noise characterization is performed with a closed
wheel position to ensure that no photons are hitting the detector. The noise characterization
algorithm is called the dark algorithm. The dark algorithm is performed when the selected FEE
mode is the FULL-FRAME mode, because the information of all pixels is needed to characterize
the noise in each, and it is performed as a background analysis. The dark algorithm is explained
more in Chap. 4

The second analysis is the source localization, which is performed with an open-wheel po-
sition and EVENT FEE mode, because only pixels containing a signal above noise are required,
and it is performed as a background analysis. During this analysis task, the SCSW partition
analyzes the camera images to search for a source within the field of view of the MXT and
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compute its coordinates. More details are given in Chap. 4 and Chap. 5.
The third analysis is the telemetry packets formatting, in which the data is sent to the

ground via X-band or VHF packets. The camera images are sent via X-band packets, and the
image analysis results are sent via VHF packets. The X-band packets are formatted and sent
in both FEE modes. Meanwhile, the VHF packets are sent only during an observation, where
the FEE is operating in the EVENT mode.

The last analysis is the data monitoring, in which the SCSW partition computes some
intermediate results of the three analyses above to monitor and check that the analysis is
running as expected.

Figure 3.21: The interface of the scientific software partition with the other software partitions
coded in the MDPU. The FEE and the PDPU are connected to the MDPU via a space-wire
link (spw).

To manage the onboard algorithm, the SCSW partition receives and sends information from
and to the other partitions in the MDPU. Moreover, it receives information organized in tables
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from the ground. The tables that are received from the ground are the table of the PSF model
as it is explained in Sec. 5.1.1, the energy gain table to compute the pixel energy onboard as
explained in Sec. 4.2.1, and the configuration table that contains 58 parameters to tune the
onboard analysis from the ground. The interface of the SCSW partition with the rest of the
partitions is sketched in Fig. 3.21.

• The FEEM partition transmit the camera frames (images), the frame time, and the
camera configuration (see Tab. 3.3) to the SCSW partition. On the other hand, the
SCSW partition sends the noise offset O and threshold T maps to the FEEM partition

• The CCSW partition updates the SCSW partition if there is a new table uploaded from
the ground, and it receives the VHF packets from the SCSW partition.

• The NAV partition sends to the SCSW partition the observation ID that indicates if there
is a new observation.

• The IOS partition receives the X-band packet from the SCSW partition, and it informs
the SCSW about the reception of the packets.

• The HSEM partition receives the life status of the SCSW partition.

3.4.2 . Development workflow

In this section, the implementation and the test of the science software partition is explained.
The first step of the development of the onboard scientific algorithm is to prototype them on
local computers. Simulated data by the SatAndLight simulation tool (explained in Sec. 3.5)
is used as an input for the prototype software. Once an algorithm is prototyped and tested, it
is implemented in the onboard partition if it matches the requirements.

The onboard scientific algorithms are coded in the C language to have as optimized code as
possible. The code is divided into modules, each of which is devoted to a specific algorithm. For
example, the dark module performs the dark algorithm. During the development, we did not
have the MDPU hardware. Therefore, to test the onboard code, the LEON3 emulator [180],
provided by CNES, is used to emulate the MDPU. The sandbox [181] is used to simulate
communication ports of other software seen in Fig. 3.21. The sandbox and science software
partitions together simulate the partitions of the MDPU; they are compiled and integrated in
real-time using the XtratuM hypervisor as explained in Sec. 3.3.3.

After implementing an algorithm , a "unit test" is performed. It calls the science functions
individually. Only elementary functions are tested with the "unit test," and it does not need
input data. Then a more complex test, called the "functional test," is performed. It is designed
to test one or several requirements. In this test, the Sandbox plays the role of the FEEM
partition and provides the input data to the science partition via a dedicated port, where
simulated data is used as an input for this test. As mentioned in Sec. 3.4.2, a time slot is given
for each algorithm. Thus, a "performance" test is developed to check if the algorithm fits in
its defined time slot; if not, the code must be optimized. Moreover, testing the code quality
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and standard check of the C coding rule is done with the SonarQube [182] quality management
platform.

If the code passes all the tests mentioned above, it is validated at the level of IJCLab and a
release of code is integrated and delivered to CNES. CNES integrates the code release with their
test environment, the BVS, including the other partitions of the MDPU. The BVS is used for
functional and system validation of the delivered software within the complete system where all
partitions are simulated. The BVS is fed with input data simulated by the SatAndLight tool
and generates typical data products used for ground data processing validation as an output.

Once the camera is integrated, coupling tests were held at CEA, in which the MDPU is
coupled to the camera. During these tests, the science partition receives real images directly
from the camera. These tests verified part of the algorithm performance, like the X-band packet
formatting and the noise characterization analysis. Nevertheless, not all of the algorithms are
tested as no X-ray sources are used in the coupling test. Moreover, the optical module is not
coupled to the camera. Figure 3.22 shows an image taken for the MDPU during one of the
coupling tests at CEA.

Figure 3.22: The MDPU (the black box to the left of the image) coupled to the camera that is
placed inside a vacuum tank (the red tank), during one of the coupling test at CEA.

During the tests, the IJCLab team managed the data flow between the different working
teams and ensured the right formatting of the data.

The main test was held in the PANTER [183] X-ray test facility of MPE located in Garching,
Germany. It is the second-largest X-ray test facility in the world after the NASA one in the
USA [184]. The Panter facility is used for the characterization of X-ray telescopes. It was built
to test and characterize the ROSAT telescope [185]; after that, several space X-ray telescopes
were tested in the facility, including BeppoSAX [48], XMM-Newton [186], Swift/XRT [59],
Suzaku [187], eROSITA [188], and SVOM/MXT [138].
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The facility is composed of a 130 m long vacuum tube, and the X-ray source is placed at
one end of the tube to simulate a point-like source [189], as seen in Fig. 3.23. A wheel with
16 different targets is used to provide characteristic X-ray lines of the target element between
0.28 keV (corresponding to a C-K target) and up to 12 keV (corresponding to a Au-L target).
Change of target can be performed within minutes. Two filter wheels are placed in front of the
target wheel to suppress selected parts of the spectrum. The source flux is in the order of 1-10
× 103 ph.cm−2.s−1. At the other end of the vacuum tube, there is the test chamber where the
tested object is placed. The test chamber is 12 m long and has a diameter of 3.5 m [183].

Figure 3.23: The panter X-ray test facility of MPE in Germany. The photo shows the vacuum
tube of 130 m long and a diameter of 1 m, with the X-ray source system at one end and the
test chamber at the other end. Credit: MPE

For the MXT, three tests were held at PANTER, the qualification test, the performance
test, and the flight model test with different hardware models. During the qualification and the
performance tests, the SCSW partition was not completely implemented when these test took
place. However, camera frames were saved to characterize the science partition later. During the
flight model test, all of the MXT subsystems were coupled together, and the complete analysis
chain of the SCSW partition was tested. Moreover, camera frames were saved for further
investigation of the data and to perform complex characterization of the science partition.
Figure 3.24 shows the flight model of the MXT in the test chamber of the PANTER facility.

A more detailed explanation of the flight model test at Panter and its results is given in
Sec. 5.3.

3.5 . Simulation of the MXT telescope

The SatAndLight simulation toolkit [190] has been developed to provide simulated data
for the MXT. It is a set of C++ classes describing scientific telescopes mounted on a satellite. It
is developed especially to characterize the MXT onboard science software. Single C++ classes
are devoted to simulate the satellite, the astrophysical sources, the telescope subsystems, and
the geometry. Taking advantage of the C++ class inheritance, a user-friendly program called
snl-sequence is developed to simulate end-to-end observation sequences with a space telescope
by combining the different classes altogether.

The snl-sequence program takes only one input which is an option file where all parameters
needed to configure the satellite, the camera, the telescope, and the source are identified. Several
sequences of camera frames can be generated. For example, a sequence with a closed wheel
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Figure 3.24: The MXT telescope placed in the test chamber of PANTER X-ray test facility
during the flight model test. Credit: CNES.

position; with this sequence, only frames with intrinsic noise are saved. This sequence is used
to characterize the dark algorithm as will be explained in Chap. 4. An observation sequence
with an open-wheel position and with or without astrophysical sources in the field of view
can also be simulated. This sequence is used to characterize the source localization as will be
explained in Chap. 5. An example option file to generate an observation sequence is presented
in Fig. 3.25.

The following sections describe the main sub-classes of the SatAndLight tool.

3.5.1 . Satellite simulation
The Satellite class is the master class to simulate an entire sequence of frames. The user

can configure more than one telescope combined with an internal timing onboard the satellite.
Each telescope can be configured separately in terms of its geometry, detector, and optics.
In addition, one or several astrophysical sources can be simulated and associated with each
telescope. Moreover, the user can tune the satellite altitude as a function of time, which is
parametrized by the Euler angles, see Sec. 3.2.

3.5.2 . Source simulation
Two types of sources are simulated with SatAndLight, sources of photons, and sources of

charged particles (cosmic rays). The source sky location is parametrized in spherical coordinates
(θs, φs) as seen in Fig. 3.1. Moreover, each source is given a spherical cap parametrized by an
opening angle ιs to represents the spread of the particles out from the source. If ιs = 0, then
the source is a point-like source. The charged particles are isotropic, thus ιs = π and the source
position (θs, φs) is irrelevant in the simulation.

The source is also characterized by its flux as a function of energy and time F(E, t) = d4N
dEdtdS ,

which is a measure of the particles crossing a unit surface per unit time per unit energy. If the
source is not "on-axis," the flux must be corrected by the cos(θ), the direction of the source
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Figure 3.25: Example of an option file that is used as an input to generate an observation
sequence. The parameters required to configure the satellite, the sources, the telescope, and its
camera is must be specified in the file.

with respect to the telescope optical axis.
The source count rate which measures the number of particles crossing a detection surface

with an effective area S(E) per unit time per unit energy C(E, t) is given by integrating the
flux over the effective area S(E):

C(E, t) =
d2N

dEdt
=

∫∫
S
F(E, t)dS = F(E, t)S(E). (3.4)

To simulate the source light curve (explained in Sec. 1.2.3.2) as observed by a telescope in
an energy range from E1 to E2, the count rate is integrated over the energy:

L(t) =

∫ E2

E1

C(E, t) dE. (3.5)

To simulate the source spectrum (explained in Sec. 1.2.3.1) as observed by an instrument
between t1 and t2, the count rate is integrated over the time:

N(E) =
1

t2 − t2

∫ t2

t1

C(E, t) dt. (3.6)

The number of astroparticles Np between E1 and E2, that cross a surface with S(E) effective
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area, during ∆t = t2−t1 is measured by integrating the source count rate over time and energy:

Np =

∫ t2

t1

dt

∫ E2

E1

dE C(E, t). (3.7)

In SatAndLight, the flux F(E, t) is simulated using a two-dimensional discrete function
and represented by a two-dimensional matrix where the x-axis is binned in time with Nt bins,
and the y-axis is binned in energy with NE bins, the flux is computed at the center of each
bin. The user must give the initial and final time t1 and t2 respectively, and the energy range
E1 - E2. The flux outside the time and energy range is considered to be null. SatAndLight
offers several methods to model the flux distribution with energy and time; for example, the
user can use a uniform, time exponentially decaying, energy decaying, or a realistic GRB flux
as explained in Chap. 6. An Example of a simulated exponentially decaying flux is shown in
Fig. 3.26.

Figure 3.26: An example of a uniform source flux object between 0.8 keV and 4.5 keV and
exponentially decays with time, simulated with the SatAndLight (top-left). The rate plot
(bottom-left) is obtained by multiplying the flux object with the effective area (top-right). The
source light curve resulting from the integration of the rate over all energies (bottom-right).

The Np astroparticles are generated one by one from the source. Each generated astropar-
ticle is given energy Ep and tp following the flux distribution in time and energy. Additionally,
each particle is also given a random incoming direction (θp, φp) within the source opening angle
ι. The interaction of the source astroparticles with the detector is explained in Sec. 3.5.3.

3.5.3 . Camera simulation
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The Camera class is developed to describe CCD detectors in general, and it can also be
tuned to simulate detectors with a similar working principle. The detector is simulated as a
yz-plane divided in rectangle pixels distributed over Ny × Nz cell. The Camera class uses the
two systems of coordinate explained in Sec. 3.2 to describe the detector geometry. The camera
is also given a time tcam and an integration time δtcam, which is the time between two successive
images. In SatAndLight, each pixel is characterized by three parameters:

• Each pixel is given a value of intrinsic noise I[i][j] in Analog to Digital Units (ADU), with
two components, the read and the dark noise contributions, as explained in Sec. 3.3.2,
I[i][j] = D[i][j] + R[i][j]. The D[i][j] and R[i][j] values are drawn separately from a
Gaussian distribution with a per-pixel mean value and standard deviation.

• Each pixel is given a value of overall raw amplitude Ar[i][j] in ADU. The Ar[i][j] value is
composed of the noise value I[i][j] and the signal value A[i][j], if any.

• Each pixel is given an energy gain value to convert amplitude from ADU to energy unit:

E[i][j] = G[i][j]× A[i][j]. (3.8)

In addition one can also include defects of the detector like dead pixels by setting Ar[i][j] = 0,
or bright pixels by setting Ar[i][j] = Amax, where Amax = 214 − 1 is the maximum coded
amplitude value. An insensitive columns can be considered by simulating a columns of bright
pixels. Figure 3.27 shows an example of a simulated camera picture showing the effect of the
camera defects.

Figure 3.27: Example of a simulated camera image showing the effect of camera defects. Black
points are dead pixels, white points are bright pixels, and the white column is a frozen column
due to the saturation of readout electronics.
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Moreover, the Camera class simulates the interaction of photons and cosmic rays with the
detector. An incoming photon is defined by an energy Ep in [keV] and a hit position (yp, zp)
in the detector plane given in camera intrinsic coordinates. A two-dimensional Gaussian dis-
tribution centered on (yp, zp) is used to distribute the photon energy over neighboring pixels.
The width of the Gaussian is weighted with the photon energy and tuned to match the charge
transfer in the MXT detector. The pixel energy is converted to a raw amplitude using the
gain value G[i][j] as in Eq. 3.8. Cosmic rays interact differently with the detector. They are
very energetic; thus, they may travel across the entire detector plane. The interaction with the
detector is simulated as a straight track determined by the direction of the particle (θp, φp), the
track is starting at the entry point (yp, zp), and a fraction of energy is transferred for each hit
pixel and distributed following a Gaussian function over neighboring pixels. If all the available
energy has been transferred to the detector pixels, the track stops. Figure 3.28 shows the effect
of a photon and a cosmic ray on the CCD detector as simulated by SatAndLight.

Figure 3.28: The effect of the interaction of astroparticles with a CCD detector as simulated by
the SatAndLight. Left: zoom on a camera image showing the effect of a photon where the
energy is distributed over four pixels; the black circle represents the hit position of the photon.
Right: a camera image shows the effect of a cosmic ray on the detector. The black point is the
entry point of the cosmic ray.

3.5.4 . Telescope simulation
The Telescope class describes a telescope geometry and its optical design, which focuses

photons on the focal plane. The optical axis is fixed to be the x-axis.
With the Telescope class, one can take pictures. To do so, the telescope position in the

sky must be defined in the telescope reference frame R. The telescope system of coordinates
is identical to the satellite one. The transformation between the telescope reference frame and
the Earth reference frame R′ is managed by the Rotation class from which the Telescope
class inherits. The Rotation class simulates the three-dimensional rotation shown in Fig. 3.2.

The telescope CCD camera is added and configured as explained in Sec. 3.5.3. One or
several sources can be simulated and configured as described in Sec. 3.5.2. If a source is
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added, the corresponding on-axis effective area must also be included. In the simulation, the
astroparticles generated from a source at (θ′s, φ′s) are given an energy Ep and a direction (θ′p, φ′p)
in the Earth reference frame. Afterward, the particle incoming direction is computed in the
telescope reference frame θp, φp by the Rotation class. The user must also define the telescope
acceptance for a given source. The acceptance measures the probability for a particle with a
given incoming direction to reach the camera depending on its angle. The horizontal axis is
binned in −1 < cos θp < 1. The vertical axis is binned in 0 < φp < 2π.

The optical design parameterized by the PSF must be configured. The user gives a table
of the PSF model or define the PSF discrete function P(y, z, Eph), with twice the size of the
detector (see Sec. 3.9).

If the particle is a photon, the hit position in the detector plane is computed following
Eq. 3.1, and is deflected by the optics to compute the final photon hit position (yp, zp). The
particle interaction with the camera is managed according to its type, as explained in Sec. 3.5.3.
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This chapter explains the image processing performed by the science partition in the opera-
tion/dark and operation/observation modes (see Tab. 3.3). The operation/dark mode is defined
when the calibration wheel is set to the close position where no X-ray photons are hitting the
detector and when the FEE is operated in the FULL-FRAME mode, as explained in Sec. 3.3.2. In
the FULL-FRAME mode, the camera captures an image every 200 ms, and the FEEM partition
transfers the image to the MDPU without any treatment. The science partition processes the
images to characterize the detector noise. This analysis is presented in Sec. 4.1.

In the operation/observation mode, the calibration wheel is set to the open or filter position
so that X-ray photons can reach the detector, and the FEE is operated in the EVENT mode, in
which the image is integrated over 100 ms. Only pixels with amplitude above the noise level are
transferred to the science partition, which processes the transferred pixel data to identify X-
ray photons and localize the X-ray source. The image processing in the operation/observation
mode to identify the X-ray photons is explained in Sec. 4.2.
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4.1 . The MXT dark algorithm

The objective of this analysis is to characterize the pixel-by-pixel intrinsic noise (see Sec. 3.3.2)
by computing the noise offset O and threshold T maps (the dark maps from now on) for the
whole 256 × 256 pixels. O[i][j] measures the average noise in pixel (i, j), and T [i][j] measures
the noise fluctuations around the offset value.

The dark maps must be computed while no photons are hitting the detector and using the
information of all pixels. Therefore, the calibration wheel is set to the closed position, and the
FEE is operated in the FULL-FRAME mode. A sequence of frames taken with a closed wheel
position and FULL-FRAME mode is called the dark sequence.

The closed wheel position prevents X-ray photons from interacting with the detector. How-
ever, charged particles like cosmic rays are energetic enough to reach the detector from all
directions and deposit energy on top of the camera noise. Figure 4.1 shows a camera image
captured during a coupling test at CEA with a closed wheel position, cosmic rays were still
able to hit the detector, and their trajectory is seen in the image above the intrinsic noise. This
cosmic ray issue must be addressed since they bias the estimation of the dark maps.
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Figure 4.1: Example of a frame taken by the MXT detector during coupling test at CEA. The
image was taken with a closed wheel position, so no X-ray photons interact with the detector.
Meanwhile, the cosmic rays penetrated the wheel even with a closed position and added an
energy above the noise.

As a reference, the algorithms implemented for the ground analysis are explained in Sec. 4.1.1.
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Camera images processing 4.1. The MXT dark algorithm

The onboard dark algorithm is discussed in Sec. 4.1.2. The characterization and results of the
onboard dark algorithm are presented in Sec. 4.1.3.

4.1.1 . Ground dark algorithm

We note for the offset and threshold maps computed with the ground analysis OG and TG
respectively.

In the ground analysis [165], the offset map OG is computed as the pixel-by-pixel median
value across a sequence of dark frames 0 < k < Nd:

OG[i][j] =
[
Ar[k][i][j]

]50%

Nd

. (4.1)

To compute TG[i][j], the frames must be smoothed by removing the offset and the common-
mode noise CMG[k][c][j], which is a noise fluctuation affecting all the pixels in half a row due
to the parallel read out process by the two CAMEX. We note c the CAMEX index: 0 for the
left CAMEX, and 1 for the right CAMEX. The CMG[k][c][j] is computed as a median value
for each half a row of the offset-subtracted frame:

CMG[k][c][j] =
[
(Ar[k][i][j]−OG[i][j])

]50%

N/2
. (4.2)

Finally, the flat frame value for each pixel F [i][j] in frame k is defined as:

FG[k][i][j] = Ar[k][i][j]−OG[i][j]− CMG[k][c][j]. (4.3)

The threshold is given as nt (=4) times the 84.13th percentile of the FG[i][j] across Nd

frames, to select pixels at a ntσ level:

TG[i][j] = nt ×
[
F [i][j][k]

]84.13%−50%

Nd

(4.4)

The 84.13th percentile is equivalent to one standard deviation if the distribution is Gaussian.
The dark maps computed with the ground analysis are shown in Fig. 4.2
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Figure 4.2: The dark maps computed with the ground analysis. The offset map (left), and the
threshold map (right).

The advantage of using the median and the 84.13th percentile instead of a simple mean and
standard deviation is the robustness in the presence of cosmic rays.

Finally, the OG and TG maps are used to select pixels above noise during an observation.
The pixel (i, j) is selected by the FEE if:

A[i][j] = Ar[i][j]−OG[i][j] > TG[i][j] (4.5)

The ground method (median and percentile) to compute dark maps requires keeping Nd

frames in the memory which is not achievable onboard due to the lack of memory. Thus,
the noise is characterized onboard with a different method than the ground analysis as it is
explained in Sec. 4.1.2. Any method implemented onboard must produce dark maps comparable
to the reference maps: OG and TG. The onboard dark algorithm are explained in the following
section.

4.1.2 . Onboard dark algorithm
The intrinsic noise of the detector is temperature-dependent. Therefore, the noise charac-

terization must be performed onboard in the same thermal environment as the observation and
as often as possible since the temperature varies in the SVOM orbit.

The science partition computes O[i][j] by taking the pixel-by-pixel mean value of the Ar[i][j]
distribution across a sequence of dark frames. Moreover, it includes a threshold to reject outliers
like cosmic rays from the distribution to avoid biasing the mean value, as seen in Fig. 4.3.

To compute T [i][j], the flat frame must be computed first as in Eq. 4.3, but using the
onboard-computed offset map and common-mode noise. For pixel (i, j), the T [i][j] is given as
the nt (=4) times the standard deviation of the F [k][i][j] across a sequence of dark frames.

Finally, the science partitions communicates the dark maps: O and T to the FEEM parti-
tion, so the FEE selects pixels above noise during the operation/observation mode as in Eq. 4.5.

The dark algorithm onboard can be divided into three steps: the outlier threshold calculation
explained in Sec. 4.1.2.1, the offset map O analysis explained in Sec. 4.1.2.2, and the threshold
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Figure 4.3: The Ar[i][j] distribution of the (i, j) pixel. The distribution has two peaks, the
first one corresponds to the intrinsic noise distribution with true value labelled with dashed
black line. The second one corresponds to the cosmic ray distribution that is added on top of
the intrinsic noise distribution. The presence of the cosmic rays biases the mean (the blue line)
and the standard deviation (red line) of the distribution.

map T analysis explained in Sec. 4.1.2.3. A different set of camera frames is used for each
analysis since the camera frames are not saved onboard. The monitoring and the configuration
of the dark algorithm from the ground are explained in Sec. 4.1.2.4.

4.1.2.1 Outlier rejection

During this analysis step, the outlier threshold for each pixel is computed in order to avoid
biasing the dark maps. The aim of computing the outlier threshold is to exclude outliers when
the amplitude Ar[i][j] deviates significantly from typical noise amplitudes. To achieve this, Nr

camera frames in the dark sequence are first processed to compute the mean µr[i][j] and the
variance σ2

r [i][j] of pixel raw amplitudes Ar[i][j] as:

µr[i][j] =
1

Nr

Nr−1∑
k=0

Ar[k][i][j],

σ2
r [i][j] =

1

Nr

Nr−1∑
k=0

A2
r[k][i][j]− µ2

r[i][j], (4.6)

where Ar[k][i][j] is the raw amplitude of pixel (i, j) in the dark frame k. An example of the
Ar[k][i][j] distribution including cosmic rays is shown in Fig. 4.3. Outlier thresholds are applied
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to the following analysis steps: the O[i][j] and T [i][j] computation. The pixel is rejected if:

(Ar[k ≥ Nr][i][j]− µr[i][j])2 > n2
rσ

2
r [i][j], (4.7)

where nr is the number of standard deviation to reject outlier, the default value for nr in the
science partition is nr = 3. As a consequence of the outlier rejection, the Ar[i][j] distribution
is truncated at nr × σr. Therefore the standard deviation of the truncated Gaussian must be
corrected as it is explained in Sec. 4.1.2.3.

4.1.2.2 Offset map analysis

Once the outlier analysis is completed, the next No frames are processed to compute O[i][j].
For every pixel (i, j) in Nr ≤ k < Nr +No frame, the outlier threshold is applied: the pixel is
rejected if is does not satisfy Eq. 4.7. Hence the number of frames passing the outlier threshold
for pixel (i , j) can be less than the total analyzed frames: N ′o(i, j) ≤ No. The offset value for
pixel (i, j) is computed as:

O[i][j] =

∑Nr+No−1
k=Nr

Ar[k][i][j]

N ′o(i, j)
, (4.8)

where the sum is set to zero if Ar[k][i][j] satisfies Eq. 4.7.
The science partition sets a minimum limit of dark frames Nmin

o to be used effectively for
each pixel in the offset analysis. If N ′o(i0, j0) ≤ Nmin

o for the (i0, j0) pixel, a default offset is
computed as the mean value of all pixels in the column i0 and across all No frames including
the outlier threshold. If all pixels in the column i0 and across No frames are rejected by the
outlier threshold, the default value is set to a maximum amplitude O[i0][j0] = Odef = 214 − 1.

The final offset map O of size 256 × 256 is written and communicated to the FEEM partition
for the pixel selection (see Eq. 4.5) during the observation mode. The offset map O is shown
in Fig. 4.4.

4.1.2.3 Threshold map analysis

To compute the T [i][j] map, the next Nt frames are processed. The outlier threshold in Eq. 4.7
is applied pixel by pixel across the Nt frames. Hence, the threshold analysis for pixel (i, j) is
applied using N ′t(i, j) < Nt. A minimum number of dark frames Nmin

t must be effectively used
for T [i][j] computation.

The F [i][j] is computed as in Eq. 4.3. After subtracting O[i][j] and the CM [c][j], noise
fluctuations remains in the F [i][j] that should be measured by the T map.

O[i][j] is computed in the previous section, and CM [k][c][j] is computed for each half a
row in every Nt frame. When c=0, this corresponds to the columns read by the left CAMEX:
0 < i < N/2 − 1. When c=1, this corresponds to the columns read by the right CAMEX:
N/2 < i < N − 1.

Onboard, the CM [k][c][j] is computed as a mean value for each half a row of the offset-
subtracted frame. The outlier threshold in Eq. 4.7 is applied while computing the CM [k][c][j].
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CM [k][c][j] =

∑(c+1)N/2−1
i=cN/2 (Ar[k][i][j]−O[i][j])

N ′CM
, (4.9)

where the sum is set to zero if Ar[k][i][j] satisfies Eq. 4.7. N ′CM is the number of pixels in the
j row and in the c CAMEX that pass the outlier threshold. If N ′CM = 0, the CM [k][c][j] value
is set to zero. Once CM [k][c][j] is computed, the F [k][i][j] is computed with Eq. 4.3 for each
Nt frame. The T [i][j] map is then given by the standard deviation of each pixel in F [k][i][j]
across the Nt frames:

T [i][j] = κ×

√∑Nr+No+Nt−1
k=Nr+No

F [k][i][j]2

N ′t [i][j]
−
(∑Nr+No+Nt−1

k=Nr+No
F [k][i][j]

N ′t [i][j]

)2

, (4.10)

where the sum is set to zero if Ar[k][i][j] satisfies Eq. 4.7. κ is a correction applied to the stan-
dard deviation of a truncated Gaussian distribution due to the outlier rejection (see Sec. 4.1.2.1).

If N ′t [i0][j0] < Nmin
t for pixel (i0, j0), a default threshold value is given for this pixel. The

default value is computed as the standard deviation of F [i0][j0] evaluated over column i0 and
across all frames. If all pixels in the column i0 and across Nt frames are rejected by the outlier
threshold the default value is set to the maximum amplitude T [i0][j0] = Tdef = 214−1. Finally,
the threshold is multiplied by the nt factor to ensure selecting only pixels with photon hit
during the observation.

T [i][j] = nt × T [i][j] (4.11)

The final threshold T [i][j] map of size 256 × 256 is written and communicated to the FEEM
partition to be used for the pixel selection as in Eq. 4.5 during the observation mode.

The dark maps computed onboard are shown in Fig. 4.4

Figure 4.4: The dark maps computed with the onboard algorithm. The offset map (left), and
the threshold map (right), both given in the [ADU] unit.
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4.1.2.4 Monitoring and configuration of dark algorithm

The onboard dark algorithm is monitored from the ground using a table of intermediate results
computed by the science partition and sent to the ground via a recurrent VHF packet. The
science partition computes the mean and the standard deviation of the most recent O[i][j] and
T [i][j] maps. In addition, the number of pixels with default offset Odef and default threshold
Tdef values is computed and sent to the ground.

The onboard dark algorithm needs to be configured from the ground by tuning different
parameters that could not be performed onboard. The 9 parameters that are evaluated on the
ground and uploaded with the configuration table to the science partition are listed in Tab. 4.1.

Table 4.1: List of parameters for the dark algorithm, that are tuned on the ground and uploaded
with the configuration table to the science partition.

Notation Description Default value
Nr Number of frames to compute the outlier threshold 50
nr Number of standard deviations to reject outliers 3
κr Standard deviation correction for truncated Gaussian (noise analysis) 1.0022233
No Number of frames to compute the pixel offset 80
Nmin
o Minimum number of frames to effectively compute the pixel offset 70
Nt Number of frames to compute the pixel noise level 100
Nmin
t Minimum number of frames to effectively compute the pixel noise level 90
nt Number of standard deviations to define the pixel noise level 4

4.1.3 . Results and characterization
To ensure the compliance of the onboard algorithm with the MXT scientific requirements,

the parameters in Tab. 4.1 must be tuned. In this section, the dark parameters and the
dark maps are characterized. The input data used during the characterization are explained
in Sec. 4.1.3.1. The robustness of the dark maps in the presence of cosmic rays is tested in
Sec. 4.1.3.2. In addition, the Nr is characterized. Section 4.1.3.3 characterize the minimum
number of frames needed to compute the dark maps: No and Nt. A study to compare the
onboard dark maps with the reference maps (the ones computed with the ground analysis) is
held in Sec. 4.1.3.4. Section 4.1.3.5 tests the effect of the onboard and ground dark maps on
the spectral response of the detector.

4.1.3.1 Input data

In the characterization of the dark algorithms, two types of data are used as an input. The
first input is dark sequence of frames saved during a coupling test at CEA (see Sec. 3.4.2), the
real sequence from now on. The second input is simulated camera frames with SatAndLight
simulation tool (see Sec. 3.5), the simulated sequences from now on.

For the real sequence, 200 dark frames (for a total duration of 40 s) were provided by CEA,
with an average value about 8150 ADU and standard deviation about 300 ADU for the 256×256
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pixels. The dark maps (OG and TG) computed using these frames with the ground analysis are
also provided as a reference. The ground dark maps are visualized in Fig. 4.2.

For the simulated sequences, two dark sequences are simulated with SatAndLight. One
sequence is simulated with no cosmic rays hitting the detector, and only intrinsic noise is
simulated: Ar[i][j] = I[i][j]. In the second dark sequence, a high rate of cosmic rays (200/frame)
is simulated on top of the intrinsic noise: Ar[i][j] = I[i][j]+Ac[i][j]. The same number of frames
(200 frames) and the same noise distribution (mean value = 8000 ADU, standard deviation =
250 ADU) were simulated for both sequences. The mean energy of the simulated cosmic rays
is 50 keV which saturates the pixel in the track of the cosmic ray.

4.1.3.2 Robustness against outlier

One of the onboard dark algorithm requirements is the robustness against the outlier. Thus
the rejection of outliers with the onboard algorithm must be tested. For this purpose, we used
the two simulated sequences with SatAndLight: with and without cosmic rays as explained
in Sec. 4.1.3.1.

The O[i][j] and T [i][j] maps are computed using Eqs. 4.8 and 4.11 respectively, for both
sequences. We note for the dark maps computed for the sequence with cosmic ray as: Oc and
T c.

If the algorithms are robust against outliers, comparable dark maps from both sequences
must be found. To verify that, the pixel offset and threshold ratios between the two sequences
are computed per pixel as ro[i][j] = Oc[i][j]/O[i][j], rt[i][j] = T c[i][j]/T [i][j], respectively. The
distribution of ro[i][j] and rt[i][j] are drawn for 256×256 pixels, as shown in Fig. 4.5.

Figure 4.5 shows that the mean value of the (ro) is one with a standard deviation of
1.69×10−4, which means that the offset maps computed onboard from the two sequences are
very similar: O ≡ Oc. Regarding the pixel threshold ratio rt, the mean value is about one
(µ =1.006), and the standard deviation of 0.107. More pixels deviate from the mean (µ) value
in the threshold ratio due to including more sources of error in calculating the threshold map,
such as the common-mode noise and the offset computation errors (see Eq. 4.3 and Eq. 4.10),
the truncated Gaussian distribution correction. However, the threshold maps from both se-
quences are comparable: T ≡ T c.. In addition, the plot of ∆Oij = OC

ij −Oij is plotted as seen
in Fig. 4.6.

The onboard dark complies with the requirement of rejecting outliers, even in the case of a
high rate of cosmic rays per frame.

In order to tune the Nr parameter, the O, Oc, T , and T c maps are computed with an
increasing number of Nr, starting with Nr = 10 frames. For each Nr, the ro and rt ratios are
computed, the mean (µ) values of the ratio distributions is computed. Once µ value converges
to 1 and stabilizes at Nr frame, this Nr is considered as the minimum number required to
ensure not biasing the dark maps. Nr is found to be at least 30 frames. This is the default
value of Nr, with a possibility to be changed with the configuration table.
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Figure 4.5: The ratio of the dark maps computed using a simulated dark sequence with no
outliers and a dark sequence with the detector exposed to outliers. Left: the ratio of offset
value (ro[i][j]) for the 256 × 256 pixels. Right: the threshold ratio (rt[i][j]) for the 256 × 256
pixels.

4.1.3.3 Tuning of Nmin
o and Nmin

t parameters

In order to get trustworthy dark maps, the algorithm must be executed with a minimum
number of dark frames in one hand and ensuring a statistical significance in the other hand.
This number differs from one analysis step to another. In this section, a statistical study is
performed in order to determine the minimum number of frames that must be effectively used
for the O and T analysis step: Nmin

o and Nmin
t .

For this purpose, the real sequence explained in Sec. 4.1.3.1 is used to run the onboard
algorithm starting with an increasing number of frames starting from 10 dark frames. For each
number of frames, three pixels are chosen as a reference based on their noise fluctuation: one
with low noise fluctuation (< 1σ), one with medium noise fluctuation (< 2σ), and the last
with high noise fluctuation(> 2σ). For each N dark frames the O[i][j] and T [i][j] values are
computed for the three pixels, and are compared with the OG[i][j] and TG[i][j] values. Once
the onboard offset values (resp. threshold) converge to the ground-computed values ±3 ADU
(which correspond to ∼ 80 keV) and start to stabilize at No (resp. Nt) frames, this number of
frames is considered as the Nmin

o (resp. Nmin
t ).

Figure 4.7 shows the convergence of onboard offset (resp. threshold) values to the ground-
computed values for three pixels with different noise fluctuations. It shows that the offset (resp.
threshold) needs at least 70 dark frames (resp. 90 dark frames) to get a reliable result.

These values: Nmin
o =70, and Nmin

t =90 dark frames are set as the default values. The
performance of the detector could degrade with time in the space and more frames maybe
needed to compute the O[i][j] and T [i][j] maps. Thus, we must keep the possibility to tune
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Figure 4.6: The difference of the offset map ∆Oij for 256 × 256 pixels computed using a
simulated dark sequence with no outliers and a dark sequence with the detector exposed to
outliers.

Nmin
o , and Nmin

t from the ground as explained in Sec. 4.1.2.4

4.1.3.4 Onboard and ground analyses comparison

Any method implemented onboard must compute comparable O and T maps to the ones
computed with the ground analysis OG[i][j] and TG[i][j]. This section presents a comparison
between the onboard and the ground algorithms. In this study we used the real sequence
explained in Sec. 4.1.3.1. The real sequence is processed using the ground algorithm to compute
the OG and TG maps. The same sequence is used to compute O and T maps, but only the first
190 frames are used: Nr = 30 frames, No = 70 frames, and Nt = 90 frames. The resulting dark
maps from both algorithms are compared by computing the ratio of offset (ro) and threshold
(rt) values for the 256 × 256 pixels: ro[i][j] = O[i][j]/OG[i][j], rt[i][j] = T [i][j]/TG[i][j].
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Figure 4.7: The convergence of the onboard offset (left column) and threshold (right column)
values to the offline-computed values (dashed lines) as the number of dark frames processed
onboard increases. The convergence is tested for three pixels with different noise fluctua-
tions.Bottom: pixel with low noise fluctuation (< 1σ). Middle: pixel with medium noise
fluctuation (< 2σ). Top: pixel with high noise fluctuation (> 2σ). It shows that the onboard
offset (resp. threshold) converges to the offline-computed values after processing at least 70
frames (resp. 90 frames).

Figure 4.8: The offset map ratio. The ratio (ro = O[i][j]/OG[i][j]) between both offset maps
for each pixel (left). The ratio (ro) distribution for all pixels (right).102
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Figure 4.9: The threshold map ratio. The ratio (rt = T [i][j]/TG[i][j]) between both threshold
maps for each pixel (left). The ratio (rt) distribution for all pixels (right).

Figures 4.8 and 4.9 show the ro and rt ratio distributions. The dark maps computed onboard
are comparable to the ones computed by the ground algorithm. This is demonstrated by the
mean value µ of the ratio distributions, which is about one. For the ro distribution, µ = 1
with a standard deviation σ = 1.35× 10−4. For the rt distribution, µ = 1.013 with a standard
deviation σ = 1.1× 10−1.

It is worth mentioning that the OG and TG are computed by analysing the same 200 frames
per each. Meanwhile, the O map computation is performed using 70 frames, and the T map
is performed using different 90 frames. Although, the onboard algorithm used less than half
number of frames used for the ground analysis, it produced dark maps equivalent to the reference
ones.

4.1.3.5 Test the detector spectral response

In this section, I report a work done completely by the camera team at CEA, but I presented
for the completeness of the dark algorithm characterization. The dark maps have been used to
characterize the spectral parameters of the detector at CEA. This analysis aims at characterizing
the spectral resolution of the detector. Better noise characterization ensures the purification of
the signal when selecting pixels above noise with Eq. 4.5. Therefore, it gives a better spectral
resolution of the detector.

The dark maps O and T computed by the onboard algorithm are uploaded to the memory
shared by the FEEM and the SCSW partitions. The detector is exposed to X-rays at a specific
energy. The FEEM partition uses the uploaded dark maps to select pixels with amplitude above
noise as in Eq. 4.5. The amplitude is converted to energy using the gain map (see Eq. 3.8),
and the energy distribution of selected pixels is drawn and fitted. Then the fitted energy Ef

ph is
compared to the actual injected energy Et

ph. The same process is repeated with uploading the
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OG and TG maps to select pixels. The test is performed with five X-ray energies (Et
ph): 1.49

keV, 4.51 keV, 5.41 keV, 6.4 keV, and 8.04 keV.
For each Et

ph energy, the spectral response of the detector is characterized by two parameters.
The first parameter is the energy scale measured as the difference between the fitted and actual
energies: es = Et

ph − E
f
ph. The smallest the energy scale (es), the better the spectral response

of the detector. The second parameter is the FWHM of the fitted distribution. The smaller
FWHM, the better the spectral resolution of the detector.

Figure 4.10: The measured energy scale calculated using both the onboard and the ground-
computed dark maps as a function of the X-ray sources energy (Et

ph). In each case, the energy
scale (es) is calculated for single events (blue for the ground maps, gray for the onboard maps)
and all events (green for the ground maps, yellow for the onboard maps). The plot shows that
using the onboard maps improves the energy scale for single events. In the case of all events,
using the dark maps computed with the ground algorithm gives a better energy scale. Credit:
CEA.

Figure 4.10 (resp. 4.11) shows a comparison of pixels energy scale (resp. energy FWHM) by
using the dark maps computed onboard and with the ground analysis for five different energies.
Using the O and T maps improves the energy scale for singles events (photon transfers its
energy to one pixel). For example, at 1.45 eV, the onboard algorithm gives an energy scale of
17 eV compared to 20.7 eV for the ground analysis. For all events (photon transfers its energy
to one or more pixels), the dark maps computed with the ground analysis improve the energy
scale slightly better than the onboard dark maps. However, using the onboard maps gives
comparable results of energy scale for all events. Figure 4.10 shows that using the onboard O
and T maps to select pixels above noise gives the detector a spectral resolution less than 80 eV
at all energies, which complies with the MXT requirements (see Tab. 3.1).
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Figure 4.11: The measured energy FWHM as a function of the actual energy. The FWHM is
measured after using both the onboard and the ground-computed dark maps. In each case, the
FWHM is measured for single events (blue for the ground maps, gray for the onboard maps)
and all events (green for the ground maps, yellow for the onboard maps). The plot shows that
using the onboard maps improves slightly the energy FWHM. Credit: CEA.

Furthermore, the O and T maps improve the FWHM at all energies, both for single and
all events, compared to the OG and TG maps. Hence, it improves the spectral response of the
detector.

In conclusion, the onboard algorithm proves to be functional, robust against outliers, and
compliant with the MXT scientific requirements to compute O and T maps that ensure having
a spectral resolution < 80 eV.

Moreover, the O and T maps are comparable to the OG and TG, in spite of all the con-
straints on the science partition. In some cases, the onboard algorithm outperforms the ground
algorithm. The main reason is that the ground algorithm computes the threshold using the
84th percentile, which corresponds to the standard deviation (one sigma) for a Gaussian distri-
bution. However, the flat frame (see Eq. 4.3) distribution could be a not perfectly Gaussian.
Consequently, the 84th percentile is not a good estimator of the standard deviation. The ground
analysis shall be improved and taken into account this issue.

4.2 . Photon identification

The aim of this analysis is to identify the position and energy of X-ray photons in the MXT
detector during an observation, where the MXT mode is set to operation/observation. The
calibration wheel is set to the open position to allow the photons to interact with the detector.
In an observation, we are only interested in pixels that have part of the X-ray photon signal.
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Therefore, the FEE is operated in EVENT mode, in which the FEE selects pixels with amplitude
above the noise level following Eq. 4.5. The transferred pixels amplitudes A[i][j] in ADU must
be converted to energy using the gain valueG[i], in order to identify the photon energy. The gain
measurement is explained in Sec. 4.2.1. The clustering of the transferred pixels is explained in
Sec. 4.2.2. Section 4.2.3 explains the reconstruction of the X-ray photons in the MXT detector.
The camera images could suffer from defects like noisy pixels and frozen or insensitive columns
which could be identified as photons. These deficiencies must be identified and vetoed out as
explained in Sec. 4.2.4.

4.2.1 . Energy gain table
The CAMEX measures the detector pixel amplitudes Ar[i][j] in ADU, and the gain G is

used to convert the pixel amplitude after the selection A[i][j] from ADU to a physical energy E
as in Eq. 3.8. The gain values of all pixels in i column are the same, since the CAMEX reads
the detector column by column. Thus, the amplitude of pixel (i, j) is converted to energy as
the following

E[i][j] = G[i]A[i][j]. (4.12)

The gain is estimated on the ground using calibration data collected with the 55Fe radioactive
source. Figure 4.12 shows the gain map of the final configuration of the detector measured with
low-energy X-ray sources where the MXT has the largest detection effective area.

The calibration data is collected during operation/calibration or during Earth occultation
modes, where the calibration wheel position is set to the 55Fe source position. The data are
downloaded to the ground to compute the gain, and a gain (G) table of 256 values (1/column)
must be provided to the science partition to compute the photon energies onboard.

4.2.2 . Pixel clustering
In this section we use the coordinates and notations explained in Sec. 3.2.
Once the FEE selects pixels following Eq. 4.5 and the FEEM partition transfers them to

the scientific partition, the later process all received pixels per images in order to identify X-ray
photons. The first step in the image processing is to cluster pixels, i.e., to search for contiguous
pixels and group them in a cluster as they probably originate from the same cosmic event. As
the scientific partition scans an image, two pixels are clustered together if: |i1− i2| = 1 and/or
|j1 − j2| = 1. This condition is applied recursively to all pixels.

Each cluster is identified by three parameters. The first parameter is the number of pixels
in the cluster mc, which defines the cluster multiplicity. The second parameter is the cluster
energy Ec. The energy of each pixel (ik, jk) in the cluster is obtained using the gain value of
the ik column G[ik] as in Eq. 4.12. The cluster energy is given by summing the energies of all
pixels in the cluster:

Ec =
mc∑
k=0

G[ik]× A[ik][jk]. (4.13)

The last parameter is the cluster position (yc, zc) computed in the camera intrinsic coordinates.
The cluster position is estimated using the energy-weighted average of pixel central positions
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Figure 4.12: The energy gain values for the 256 columns of the MXT detector measured with
six low-energy X-ray sources: C-K (0.277 keV), O-K (0.525 keV), Cu-L (0.93 keV), Mg-K (1.253
keV), Al-K (1.486 keV), and W-M (1.774 keV). Credit: CEA

within the cluster:

yc =

∑mc

k=0E[ik][jk]× (ik + 0.5)

N × Ec
,

zc =

∑mc

k=0E[ik][jk]× (jk + 0.5)

N × Ec
.

(4.14)

The maximum number of clusters per image is limited to 2000. The scientific partition
rejects an image that contains more than 2000 clusters.

4.2.3 . Photon reconstruction
As X-ray photons interact with the MXT detector via the photoelectric effect, they deposit

their energy to one or a few contiguous pixels forming a specific pattern. Figure 4.13 shows
the most probable pixel patterns formed by X-ray photons with energy of (0.2 - 10 keV) after
applying the noise threshold for each pixel. The number of pixels in each pattern defines the
photon multiplicity.

A cluster identified in Sec. 4.2.2 is considered to be a photon if it matches one of the 13
patterns listed in Fig. 4.13, i.e., the cluster multiplicity must be less or equal to 4, the cluster
size in the z- and y-directions must be less or equal to 2 without diagonal pixels. Otherwise,
the cluster is considered noise and discarded.
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Figure 4.13: Most probable pixel patterns induced by a photon hitting a pnCCD detector.
An incoming X-ray photon can transfer its energy to one or more pixels depending on its
energy. The bright-orange pixel is the impacted pixel; the light-orange pixels have a fraction
of the photon energy above the noise threshold. White pixels have an energy below the noise
threshold.

Photons can be selected based on their energy Eph by setting minimum and maximum
energies to filter out photons outside this range: Emin < Eph < Emax. Emin can take two
values, the first one is the ultra violet minimum energy euv to filter out the straylight. As seen
in Sec. 3.3.2, there was an UV filter to limit the straylight, but this filter was broken. Therefore,
the science partition must limit the effect of straylight on the scientific process manually, by
setting a minimum euv energy. The euv energy is selected when the straylight is detected. The
second value of the minimum energy is the standard minimum energy (estd) that is selected
otherwise.

For some cases, using mc selected events (for example, single-event) photons could give
better results than all-event photons. Therefore, a selection based on the photon multiplicity
can also be applied.

Finally, the identified photons are saved in VHF photon packets, that contains the photon
energy Ep computed in Eq. 4.13, the photon pixel position (ip, jp) that is computed using
Eq. 4.14: ip = byc ×N + 0.5c, and jp = bzc ×N + 0.5c. VHF photon packets also contain the
photon time tp, which is the time of the camera image. The VHF photon packets are sent to
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the ground for the core and ToO observations programs (see Sec. 2.3).
Furthermore, the identified photons are accumulated on a two-dimensional map called the

photon map D[i][j] that has a size of N
2
× N

2
. Each (i, j) cell counts the number of photons

accumulated inside the cell. Accumulating photons in a map with a resolution equal to 1/4 the
resolution of the camera plan has a negligible effect on the scientific algorithm performance, as
demonstrated in Sec. 5.2.2. Thus, a lower resolution (128times128) version of the photon map
is used in the science partition as it is less memory demanding.

Fig. 4.14 shows an example of a photon map that the science partition could construct
during an observation. Eight thousand photons are accumulated in this example. The photon
distribution (spot and cross arms) is resulting from the MXT lobster-eye optical system (see
Sec. 3.3.1).

Figure 4.14: Example of a photon map constructed by the science partition with 8000 photons.
The photon position in the map is given in intrinsic coordinates: 0 ≤ z < 1 and 0 ≤ y < 1.

The photon map is one of the inputs to perform the localization. However, some identified-
photon clusters might not be of a cosmic origin. Instead, it is a noise resulting from noisy pixels
or insensitive columns. The photon map must be cleaned from these events before executing
the localization algorithm, as explained in the following section.

4.2.4 . Pixel veto and insensitive columns
The objective of this analysis is to identify noisy pixels in the photon map: dead or bright

pixels, and veto them. For this purpose, the number of camera hits for each pixel Nc[i][j] during
an observation is tracked in a two-dimensional map called the pixel count map. This map is
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used to detect noisy pixels before performing the localization algorithm. For each pixel in the
count map, the hit rate R[i][j] is computed as the following: R[i][j] = Nc[i][j]/Nf , where Nf is
the number of frames used to construct the count map. The pixel (i, j) is considered as noisy
if R[i][j] > Rmin, and Nf > Nmin

f . Where Rmin is the minimum rate and Nmin
f is the minimum

number of frames needed to veto noisy pixels.
Once a pixel is identified as noisy, the content of the cells corresponding to this pixel in the

photon map is set to zero. Since the photon map has 1/4 the camera pixels resolution, the
content of 4 pixels is effectively set to zero.

A whole column (256 pixels) or a bunch of contiguous columns could be noisy or insen-
sitive. These columns are identified on the ground and declared in the configuration table.
Three groups of contiguous insensitive columns (bunches) can be declared. Each bunch is
parametrized by the number of insensitive columns Nbad in the bunch and the index ib of the
first insensitive column in the bunch. The insensitive columns are set to zero in the photon map
before performing the localization; as a result, two-pixel columns are effectively deactivated in
the photon map. Insensitive columns have a consequence on the localization performance, and
this effect must be evaluated and corrected. The insensitive columns effect is characterized in
Sec. 5.2.4.

4.2.5 . Monitoring and configuration of photons identification
To verify that all the analyses explained in the previous sections are running as expected,

the science partition computes monitoring data and send them to the ground via recurrent
VHF packets. The science partition computes:

• Number of processed camera frames in the clustering analysis

• Number of rejected frames (>2000 clusters) in the clustering analysis

• Total number of clustered pixels

• Total number of clusters identified as photons

• Total number of photons with Ep < Emax

• Total number of photons with Ep < Emax and Ep > Emin

• Total number of photons with Ep < Emax, Ep > Emin, and multiplicity (mc) selection.

• Number of vetoed cells (=4 pixels) in the photon map.

The list of parameters that are provided to the science partition via the configuration table
are given by Tab. 4.2
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Table 4.2: List of parameters (12 parameters) needed for the photon identification analysis.
The parameters are evaluated on the ground and uploaded with the configuration table to the
science partition.

Notation Description Default value
estd Photon selection: standard minimum energy [eV] 160
euv Photon selection: ultra-violet minimum energy [eV] 200
emax Photon selection: maximum energy [eV] 60000 (no selection)
msel Photon selection: pixel multiplicity 30 (no selection)
Rmin Minimum counting rate to veto a noisy pixel (in percentage of frames) 95 (no veto)
Nmin
f Minimum number of frames to apply the pixel veto 0 (no veto)

bbad[0] Bin start index for the first bunch of bad columns 0 (no bad columns)
Nbad[0] Number of bad bins for the first bunch of bad columns 0 (no bad columns)
bbad[1] Bin start index for the second bunch of bad columns 0 (no bad columns)
Nbad[1] Number of bad bins for the second bunch of bad columns 0 (no bad columns)
bbad[2] Bin start index for the third bunch of bad columns 0 (no bad columns)
Nbad[2] Number of bad bins for the second bunch of bad columns 0 (no bad columns)
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In its core program, SVOM seeks to observe GRBs and determine their precise sky location
in real-time. The MXT is responsible for the GRB localization precisely by detecting the
afterglow in the soft X-ray range. Therefore, a dedicated algorithm must be implemented in
the scientific partition to process the camera data in real-time and fulfill the MXT scientific
requirement of localizing GRBs with accuracy down to 2′ in a few minutes after the GRB
trigger. The onboard localization algorithm highly depends on the geometry of the MXT,
particularly the camera and the optics. In short, the photon map, introduced in Sec. 4.2.3, is
cross-correlated with the PSF model to search for the source peak position.

This chapter describes the onboard localization algorithm and the challenges we faced during
the implementation. The localization algorithm is discussed in Sec. 5.1. The characterization
and results of the localization algorithm are explained in Sec. 5.2. Section 5.3 shows the Panter
test of the final flight configuration of the MXT and the results of the test.

5.1 . Source localization method

With the MXT field of view of 58 × 58 arc min2, and a sensitivity of 2 × 10−10 erg cm−2

s−1 in 10s and 4 × 10−12 erg cm−2 s−1 in 104 s, we expect to have 3 X-ray sources at maximum
in the MXT field of view. Thus, the localization algorithm delivers the source sky location
in spherical coordinates (θ, φ), for the three brightest X-ray sources in the field of view. In
addition, the algorithm must compute the photon counts S, the signal-to-noise ratio ρ, and the
position uncertainty r90 for each of the three sources. This information is packaged in VHF
telemetry packets that are sent to the ground every 30 s to follow up the sources.

The onboard localization algorithm runs in the operation/observation mode periodically
and continuously. The science partition checks if there is a running localization algorithm. If
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not, the localization algorithm is scheduled, i.e., it is run as a background task whenever some
time is spared. Therefore the duration of a localization analysis can vary depending on how
much time is available. When the localization analysis is completed, a new analysis is scheduled
if the conditions above remain valid.

The localization algorithm is based on the cross-correlation of the photon map presented in
Sec. 4.2.3 with the PSF model. This method has been implemented onboard because it provides
better localization accuracy for faint sources, in contrast to the simplistic barycenter (centroid)
approach. Furthermore, one can take advantage of the specific MXT’s optics geometry, for
which the cross-arms pattern can guide the search for the source peak position.

In order to include the PSF model in the algorithm, it must be prepared first on the ground.
The PSF model processing is described in Sec. 5.1.1. Section 5.1.2 lays out the implementation
steps of the cross-correlation onboard and its mathematical formalism. In Sec. 5.1.3, the cross-
correlation data is processed to search for local maxima and then compute the source position
angles. Section 5.1.4 shows the signal-to-noise ratio computation for the localized sources.
Finally, 5.1.5 shows how the localization algorithm is extended to localize multiple sources in
the MXT field of view. In addition, during the localization, the science partition must be
monitored and configured from the ground. The monitoring and configuration parameters are
explained in Sec. 5.1.6

5.1.1 . The point spread function formatting

The dependency of the PSF on the incoming photon energy is very small. Thus, the PSF
can be measured and modeled by a discrete two-dimensional function P [i][j] measuring the hit
position probability of an incoming photon and covering twice the camera plane size, 0 ≤ i < 2N
and 0 ≤ j < 2N (see Sec. 3.3.1).

In order to use the PSF in the cross-correlation algorithm, it must be re-binned by a factor
2, to be double size of the photon map such that i and j run from 0 to N − 1. Moreover the
PSF is normalized as the following:

N−1∑
i=0

N−1∑
j=0

P [i][j] = 1. (5.1)

In addition, the PSF is Fourier-transformed, and one out of two Fourier coefficients is
uploaded to the science partition as it is demonstrated in the following section. This treatment
for the PSF is performed on the ground before uploading the PSF table to the science partition.

5.1.2 . Cross-correlation

The photon map D of size N/2 × N/2 (see Sec. 4.2.3) is cross-correlated with the PSF
function P of size N ×N that is prepared on the ground and uploaded to the science partition
(see Sec. 5.1.1). For simplicity and clarity of the mathematical notations, each function’s size
is added as a subscript in the following. For example, the photon map is noted as DN/2, and
the PSF as PN .

The cross-correlation is computed by the following equation and is visualized in Fig. 5.1:
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CN/2[i][j] =
N−1∑
i′=0

N−1∑
j′=0

DN/2[i+ i′][j + j′]× PN [i′][j′]. (5.2)

Figure 5.1: Example of the construction of the correlation matrix of a 4×4 photon map with a
8×8 PSF to produce a 4×4 correlation matrix.

In Fig. 5.1, the initial position of the photon map is set to be aligned with the cross-
correlation map so that the peak of the photon map is found at the same location in the
cross-correlation map. The photon map is slid over the PSF map, and, for each shift, the cross-
correlation coefficients are obtained by summing N2 elements in the green square in Fig. 5.1.
In Eq. 5.2 the DN/2 indices could be out-of-range. However, for finite discrete functions a
circular periodicity is assumed such that: (i + i′)( mod N/2) and (j + j′)( mod N/2). As a
consequence, DN/2 in Eq. 5.2 is summed four times as it is half of the size of the PSF in both
y- and z-directions. For simplicity, the out-of-range issues are not addressed in the notations
in the following.

The cross-correlation function measures the degree of match between the two input maps
for a given shift. Hence, the highest value in the cross-correlation map can then be used as a
direct estimate of the source location, as discussed in Sec. 5.1.3.

The cross-correlation computed in Eq. 5.2 is computationally expensive, contrasting with the
science partition constraint. Alternatively, one can compute the cross-correlation in the Fourier
space. Therefore a discrete Fourier transform is implemented in the science partition using a
radix-2 decimation-in-frequency algorithm [191]. The Fourier transform of the two-dimensional
discrete function XN/2 is defined by the following equation:
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X̃N/2[k][l] =
4

N2

(N/2−1)∑
i=0

(N/2−1)∑
j=0

XN/2[i][j]× e−4
√
−1π(ik+jl)/N . (5.3)

Using Eq. 5.3, the Fourier transform of the cross-correlation in Eq. 5.2 is given by the
following:

C̃N/2[k][l] =
4

N2

(N/2−1)∑
i=0

(N/2−1)∑
j=0

(N−1)∑
i′=0

(N−1)∑
j′=0

DN/2[i+ i′][j + j′]PN [i′][j′]× e−4
√
−1π(ik+jl)/N . (5.4)

By substitutingm for (i+i′) and n for (j+j′), one can factorize the sum and the exponential
as the following:

C̃[k][l] =
4

N2

(N/2−1)∑
i′=0

(N/2−1)∑
j′=0

PN [i′][j′]× e+2
√
−1π(2i′k+2j′l)/N (5.5)

(N/2−1+i′)∑
m=i′

(N/2−1+j′)∑
n=j′

DN/2[m][n]× e−4
√
−1π(mk+nl)/N . (5.6)

The first double sum is the complex conjugate of the Fourier transform of PN , where every
other coefficient is selected. In the second sum, the exponential and DN/2 are periodic functions
of m and n, so applying an offset of i′ and j′ does not change the result, and Eq. 5.6 can be
rewritten as the following:

C̃[k][l] = N2P̃ ∗N [2k][2l]× 4

N2

(N/2−1)∑
m=0

(N/2−1)∑
n=0

DN/2[m][n]× e−4
√
−1π(mk+nl)/N .

= N2P̃ ∗N [2k][2l]× D̃N/2[k][l] (5.7)

The cross-correlation map is obtained by applying the inverse Fourier transform of Eq. 5.7:

CN/2[i][j] =

N/2−1∑
k=0

N/2−1∑
l=0

N2P̃ ∗N [2k][2l]× D̃N/2[k][l]× e+4
√
−1π(ik+jl)/N . (5.8)

Equation 5.8 is the result of the correlation theorem [192], demonstrating that the cross-
correlation of two functions is equivalent to a complex conjugate multiplication of their Fourier
transforms. The cross-correlation is calculated onboard using Eq. 5.8, where the PSF is Fourier-
transformed on the ground. The implementation steps of the cross-correlation onboard is
illustrated in Fig. 5.2.

In summary, the first step in the cross-correlation implementation is to Fourier-transform
the processed PSF in Sec. 5.1.1 using Eq. 5.3. One Fourier coefficient over two is selected to be
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Figure 5.2: The implementation steps of the cross-correlation algorithm onboard.

uploaded to the science partition; as a result, a PSF table of size N/2×N/2 is uploaded. The
photon map DN/2 is Fourier-transformed onboard following Eq. 5.3. The Fourier coefficients
of the photon map are multiplied with the complex conjugate of the PSF Fourier coefficients.
The last step is to apply the inverse Fourier transform, as shown in Fig. 5.2, to get the cross-
correlation map.

The advantage of computing the cross-correlation in the Fourier space is the reduction
of the calculation complexity, and so reducing the memory and time needed to perform the
calculation. The science partition takes ∼ 2 s to perform the entire localization analysis.
However, the cross-correlation computed onboard suffers from two systematic biases, which
must be corrected. The first bias arises from the use of a PSF twice the size the photon map.
Therefore, the photon map must be shifted by half of a sample (2/N) in both directions to be
aligned with the PSF map, as seen in Fig. 5.1. As a result, the cross-correlation map is also
shifted by half of a sample. This bias is removed by removing an offset of half of a sample in
the y- and z-directions. The second bias is the result of an effect called spectral leakage due to
the assumption of circular indices. This bias appears to be significant when the source is near
the edge of the MXT field of view. Several simulations are performed to measure and correct
this effect as discussed in Sec. 5.2.3.

5.1.3 . Source position angles
Once the cross-correlation map CN/2[i][j] is computed as explained in Sec. 5.1.2, the map

is scanned to search for the peak associated with the X-ray source. The first step is to get the
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(iM , jM) cell that contains the global maximum value C[iM ][jM ] in the cross-correlation map.
Afterward a square window is centered on this maximum, such that iM − Nw ≤ i ≤ iM + Nw

and jM −Nw ≤ j ≤ jM +Nw, where Nw is the half-size of the window. Nw must be chosen such
that the central spot of the PSF is fully included inside the window. If the window overlaps
the edges of the cross-correlation map, circular periodicity is used as explained in Sec. 5.1.2.

The peak position of the X-ray source (y1, z1) is finally computed as a two-dimensional
barycenter inside the window:

y1 =

∑
i,j CN/2[i][j]× (i+ 0.5)

(N/2)×
∑

i,j CN/2[i][j]
, and z1 =

∑
i,j CN/2[i][j]× (j + 0.5)

(N/2)×
∑

i,j CN/2[i, j]
. (5.9)

The sums runs over indices (i, j) inside the window and where the cross-correlation coefficients
take significant values: C[i][j] > α× C[i1][j1]. By default, α = 0.9.
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Figure 5.3: Example of a cross-correlation map between the PSF and a simulated photon map
with 77 photons. The peak position is computed using the onboard algorithm (green cross)
and a simple barycenter (red cross). The source true position is indicated by a black cross.

An example of a cross-correlation map computed with the onboard algorithm is shown in
Fig. 5.3. The map is the result of correlating the PSF with a simulated photon map with
a low number of photons (77 photons). The peak position labeled with the green cross is
localized with the onboard algorithm and compared to the source true position indicated with
a black cross. For comparison, the source is also localized with the centroid method over the
entire photon map. The derived position is labeled with the red cross in the figure. The figure
shows the advantage of the onboard algorithm over the centroid method for MXT. The source
position offset (δr =

√
δy2 + δz2) obtained with the onboard algorithm is δr = 38 arcsec, while
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δr = 238 arcsec as computed by the centroid method. Note that δr is computed in intrinsic
coordinates, and then it is converted to arcsec as explained in Sec. 3.2.

As mentioned in Sec. 5.1.2, the cross-correlation map suffers from two biases. The first
bias is the alignment asymmetry between the photon map and the PSF. This bias is corrected
by applying a shift of half of a bin. The second bias is caused by the Fourier transform
spectral leakage. To account for this effect, ad hoc corrections are applied: η1(y) and η2(z) are
introduced to correct for the bias in both y- and z-directions. η1(y) and η2(z) are characterized
and evaluated in Sec. 5.2.3. Hence, the source peak position (y1, z1) computed in Eq. 5.9 is
corrected as the following:

y′1 = y1 − η1(y1)− ζ(y1)− 1

N
, and z′1 = z1 − η2(z1)− 1

N
, (5.10)

where ζ(y1) is a correction applied to remove the insensitive columns effect as it will be explained
in Sec. 5.2.4.

Finally, the source position (y′1, z′1) is converted to spherical angles (θ, φ) using Eq. 3.1:

θ = tan−1

(
L

F
×
√

(y′1 − 0.5)2 + (z′1 − 0.5)2

)
,

φ = tan−1

(
z′1 − 0.5

y′1 − 0.5

)
. (5.11)

Figure 3.3 shows the system of coordinates for the MXT camera plane and the source in
the field of view.

5.1.4 . Signal-to-noise ratio
The objective of this analysis step is to estimate the source signal S1 and the background

noise B1 counts in the detector. Once S1 and B1 are estimated the signal-to-noise ratio ρ1 is
derived as: ρ1 = S1√

B1
. More than one method was tested for the onboard algorithm. In the

following, the advantage and the limitation of each method are explained.
There are two main sources of the background noise in the detector: X-ray photons from the

X-ray cosmic background, and the left over intrinsic noise after the pixel selection with Eq. 4.5.
We assume that the background counts are distributed uniformly in the MXT detector.

5.1.4.1 Method 1: using the photon map

One can think about identifying an isolated region where the effect from the source is neglected
to count the background counts and take a region around the source peak to estimate the
signal + background component. However, this method is limited. For example, in the case of
multiple-sources detection, it is challenging to find an isolated region to count the background
and the signal of each source due to the PSF peculiar shape. Figure. 5.4 shows an example
of a simulated photon map resulting from detecting three bright sources, demonstrating the
difficulty in finding isolated regions. Furthermore, in the case of a faint source, this method
would have a high statistical error due to the low statistics.

Due to the limitations mentioned above, this method was not selected.
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Figure 5.4: An example of a photon map constructed by simulating the detection of three
bright sources. The plot shows that it is not trivial to identify regions with only a background
or identify a region around a source without a contribution from another source.

5.1.4.2 Method 2: using the cross-correlation map

Instead of using the photon map to estimate S1 and B1, one can use the cross-correlation map
computed in Sec. 5.1.2. Each cross-correlation coefficient integrates the background and the
signal counts over the entire detector plane.

The photon map D[i][j] can be decomposed into a signal component s and a background
component b, then Eq. 5.2 is written as:

CN/2[i][j] =
N−1∑
i′=0

N−1∑
j′=0

(s[i+ i′][j + j′]× PN [i′][j′])

+
N−1∑
i′=0

N−1∑
j′=0

(b[i+ i′][j + j′]× PN [i′][j′]) . (5.12)

To solve this equation, for s, and b, two points are taken into account: the (im, jm) cell
that contains the minimum cross-correlation value. And the (i1, j1) cell that contains the cross-
correlation peak value. At (im, jm) cell, the signal contribution s[im + i′][jm + j′] is maximum
where the PSF P [i′][j′] is minimum, and vice versa. Thus, the signal contribution to the
(im, jm) cell is weak and is noted by εS. In addition, we assume that the noise in the detector
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is distributed uniformly in the entire detector plane such that: b[i][j] = b. With these two
hypotheses, Eq. 5.12 can be written at (im, jm) as:

CN/2[im][jm] = εS + b×
N−1∑
i′=0

N−1∑
j′=0

P [i′][j′], (5.13)

The double sum is equal to 1 (see Eq. 5.1), and assuming the source contribution is negligible
εS ≈ 0, Eq. 5.13 becomes:

C[im][jm] = b. (5.14)

The minimum cross-correlation value is a direct estimator of the noise level in each pixel.
The cross-correlation value at (i1, j1) is given by:

CN/2[i1][j1] =
N−1∑
i′=0

N−1∑
j′=0

s[i1 + i′][j1 + j′]× P [i′][j′] + b, (5.15)

where Eq. 5.1 is used. The double sum in Eq. 5.15 is four times the expectation value for the
source signal per cell in the whole detector ∼ 4 × < s1 > since the signal is summed four times
as explained in Sec. 5.1.2. Therefore, using Eqs. 5.14 and 5.15, the signal count is estimated as
the following:

Ŝ1 = N2 × (C[i1][j1]− C[im][jm])

4
. (5.16)

Using Eqs. 5.14 and 5.16, ρ then can be estimated as the following:

ρ =
Ŝ1√
N2 × b

(5.17)

=
N × (C[i1][j1]− C[im][jm])

4×
√
C[im][jm]

. (5.18)

This method is fast and requires using only two cross-correlation values: the minimum and
the peak values. However, the assumption of the εS = 0 is not absolutely true, and it can
be applied in the case of a faint source. Nevertheless, in the case of brighter sources εS 6= 0,
consequently, the background is over-estimated, and the source signal and the signal-to-noise
ratio are under-estimated, as shown in Sec. 5.2.6. Moreover, the estimation accuracy degrades
in the case of a multi-source detection since sources contribution to the minimum value increases
and can not be neglected. This method was the first method implemented in the partition, but
it has been replaced by an improved version, as it is explained in the following section.
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5.1.4.3 Method 3: the cross-correlation and auto-correlation maps

As for method 2, this method relies on the cross-correlation map computed by Eq. 5.8. In
addition, it uses the PSF auto-correlation that is explained in the following.

The PSF auto-correlation
The auto-correlation W [i][j] of the PSF table is computed in the Fourier space using the cross-
correlation definition in Eq. 5.7. As explained in Sec. 5.1.2, the PSF is Fourier transformed and
decimated on the ground such that only one Fourier coefficient over two is retained. Conse-
quently, part of the PSF information is missing onboard. If we inverse transform the decimated
PSF that is uploaded to the science partition, we get:

PN/2 = PN [i][j] + PN [i][N/2 + j] + PN [N/2 + i][j] + PN [N/2 + i][N/2 + j], (5.19)

where PN is the original PSF. Equation 5.19 is given in the Fourier space by:

P̃N/2[k][l] = 4× P̃N [2k][2l]. (5.20)

The decimated PSF computed by Eq. 5.19 combines the four-quarter regions of the total
PSF PN , and it is shown in the left plot of Fig. 5.5. The fact that we do not have the total
PSF onboard does not impact the cross-correlation and the localization, as has been proved in
Sec. 5.1.2. However, it has an impact on the auto-correlation of the PSF. In fact, we perform
onboard the auto-correlation of the decimated PSF, not the original PSF. The auto-correlation
is performed in the Fourier space by the following equation:

W̃N/2[i][j] = 4N2P̃ ∗N [2k][2l]× P̃N [2k][2l]. (5.21)

Finally, the auto-correlation map is obtained with the inverse Fourier transform of Eq. 5.21:

WN/2[i][j] =

N/2−1∑
k=0

N/2−1∑
l=0

4N2P̃ ∗N [2k][2l]× P̃N [2k][2l]× e+4
√
−1π(ik+jl)/N . (5.22)

Where P̃N [2k][2l] is the Fourier transform of the decimated PSF that is uploaded from the
ground (see Sec. 5.1). The auto-correlation map computed by Eq. 5.22 is represented in the
right plot of Fig. 5.5.

The auto-correlation WN/2 is computed only once a new PSF table is uploaded to the sci-
ence partition. It is used to measure the source signal S1, and the background counts B, as
explained in the following section. Moreover, it is used to localize multiple sources, as we will
discuss in Sec. 5.1.5.

Signal and background counts
As mentioned in Sec. 5.1.4.2, the background B is uniformly distributed in the detector plane.
Thus, the background count at (i, j) in the photon map is given by:
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Figure 5.5: The inverse Fourier transform of the decimated PSF (left). An example of the PSF
auto-correlation map, computed with the onboard algorithm using the Fourier-transformed and
the decimated PSF on the ground (right).

b[i][j] =
4B

N2
. (5.23)

The source signal distribution s1 in the photon map of size N2/4 is driven by the PSF
centred on the source peak position (i1, j1):

s1[i][j] = S1 ×
PN [N/2 + i− i1][N/2 + j − j1]∑N/2−1

i′=0

∑N/2−1
j′=0 PN [N/2 + i′ − i1][N/2 + j′ − j1]

. (5.24)

Let us note β for the function in the denominator of Eq. 5.24:

β[i1][j1] =

N/2−1∑
i′=0

N/2−1∑
j′=0

PN [N/2 + i′ − i1][N/2 + j′ − j1]. (5.25)

The s1 distribution in Eq. 5.24 can be splitted into four parts centred on (i1, j1) as seen in
Fig. 5.6. The decimated PSF in Eq. 5.19 is used to find the distribution in each part as the
following:

s1[i][j] =
S1

β[i1][j1]


PN/2[i+N/2− i1][j +N/2− j1]− ε1[i][j] i < i′ and j < j′,

PN/2[i+N/2− i1][j − j1]− ε1[i][j] i < i′ and j ≥ j′,

PN/2[i− i1][j +N/2− j1]− ε1[i][j] i ≥ i′ and j < j′,

PN/2[i− i1][j − j1]− ε1[i][j] i ≥ i′ and j ≥ j′.

(5.26)

Since the PN/2 function is N/2-periodic, Eq. 5.26 can be rewritten as the following:

s1[i][j] =
S1

β[i1][j1]
× (PN/2[i− i1][j − j1]− ε1[i][j]). (5.27)
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Figure 5.6: The PSF function (left), with a black square represent the camera. The cross-
correlation map (right) divided into four quarters centred on (i1, j1).

The ε1 is a matrix whcih accounts for the parts of PN/2 that are not included in the s1

distribution. This matrix is seen in Fig. 5.6 outside the black square in the left-side plot. The
source distribution s1 is given in the Fourier space by:

s̃1[k][l] =
S1

β[i1][j1]
× (e−4

√
−1π(i1k+j1l)/N × P̃N/2[k][l]− ε̃1[k][l])

=
S1

β[i1][j1]
× (4× e−4

√
−1π(i1k+j1l)/N × P̃N [2k][2l]− ε̃1[k][l]), (5.28)

where Eq. 5.20 was used.
This method uses the cross-correlation map to estimate S1 and B. If we consider the

cross-correlation in Eq. 5.12, and apply a Fourier transform we get:

C̃N/2[k][l] = N2P̃ ∗N [2k][2l]× (s̃1[k][l] +
4B

N2
δ[k]δ[l]), (5.29)

where we used Eq. 5.23 to substitute for b[i][j], δ is the Kronecker delta function. By sub-
stituting the source distribution computed in Eq. 5.28, and use the auto-correlation definition
in Eq. 5.21, Eq. 5.29 becomes:

C̃N/2[k][l] =
S1

β[i1][j1]
× (W̃N/2[k][l]× e−4

√
−1π(i1k+j1l)/N −N2P̃ ∗[2k][2l]× ε̃1[k][l])

+
4B

N2
δ[k]δ[l]×N2P̃ ∗N [2k][2l]. (5.30)

Applying the inverse Fourier transform to Eq. 5.30 gives:

CN/2[i][j] =
S1

β[i1][j1]
× (WN/1[i− i1][j − j1]− Cε1 [i][j]) +

4B

N2
, (5.31)
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where Cε1 [i][j] is the cross-correlation of ε1 matrix with the PSF.
To solve for S1 and B, two cross-correlation values are computed: the minimum CN/2[im][jm]

and the peak CN/2[i1][jj].

CN/2[im][jm] =
S1

β[i1][j1]
× (WN/2[im − i1][jm − j1]− Cε1[im][jm]) +

4B

N2
, (5.32)

CN/2[i1][j1] =
S1

β[i1][j1]
× (WN/2[0][0]− Cε1[i1][j1]) +

4B

N2
. (5.33)

By combining Eqs. 5.32 and 5.33, the S1 and B can be computed by:

S1 = β[i1][j1]×
CN/2[i1][j1]− CN/2[im][jm]

WN/2[0][0]−WN/2[im − i1][jm − j1]− Cε1 [i1][j1] + Cε1 [im][jm]
, (5.34)

and,

B =
N2

4
×
(
CN/2[i1][j1]− S1

β[i1][j1]
× (WN/2[0][0]− Cε1 [i1][j1])

)
(5.35)

The β function can not be computed onboard as the total PSF is not available. Thus, it is
computed and fitted on the ground by the β̂(y, z) function:

β̂(y, z) = b0 − b1(k(y) + k(z)), (5.36)

with

k(x) =

exp
(
− (x−0.5−b2)2

2b23

)
x > 0.5,

exp
(
− (x−0.5+b2)2

2b23

)
otherwise,

(5.37)

where b0, b1, b2, and b3 are the fit parameters that are uploaded to the science partition.
The Cε1 function is purely geometrical and only depends on the PSF and the source peak

position. Cε1 can not be computed onboard, but it can be approximated when the source is
at the center and with zero background in the detector. For the signal and the background
estimation, only two values of Cε1 are used: the maximum and the minimum values. For the
background, the value CB

ε1
= Max(Cε[i][j]) is computed. And for the signal in Eq. 5.34, the

Cs
ε1

= Max(Cε[i][j])−Min(Cε[i][j]) is computed, both CB
ε1
and Cs

ε1
are computed on the ground.

Finally the signal and background counts are estimated by:

Ŝ1 = β̂(y1, z1)×
CN/2[i1][j1]− CN/2[im][jm]

WN/2[0][0]−WN/2[im − i1][jm − j1]− Cs
ε1

, (5.38)

and,

B̂1 =
N2

4
×
(
CN/2[i1][j1]− S1

β̂(y1, z1)
× (WN/2[0][0]− CB

ε1
)
)
, (5.39)
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and the signal-to-noise ratio is estimated by:

ρ̂ =
Ŝ1√
B̂1

. (5.40)

The source signal and background estimators are biased by the estimation of β and Cε1 . The
β function is approximated by a fit function in Eq. 5.36 that converges well to the β function
so the bias can be neglected. However, Cε1 is estimated by only two values, CB

ε1
and Cs

ε1
, when

the source is at the center of the detector plane with zero background. This estimator is biased
when the source moves away from the center. This geometrical bias is studied and characterized
in Sec. 5.2.6.

This method is currently implemented in the science partition of MXT, and it is character-
ized in Sec. 5.2.6.

5.1.5 . Multi-source detection
The MXT must compute the position of the three brightest sources in its field of view.

Sections 5.1.2 and 5.1.3 explain how the first source is localized. To localize the second source,
the contribution of the first source to the cross-correlation map must be removed. Thus a
method based on an iterative subtraction is implemented onboard.

The original cross-correlation map CN/2[i][j] is expressed as the following:

CN/2[i][j] =
3∑
g=1

Cg[i][j] +
4B

N2
, (5.41)

where Cg is the contribution of the gth source to the cross-correlation map, with 1 ≤ g ≤ 3.
The contribution from the first source is estimated using Eq. 5.31:

Ĉ1[i][j] =
Ŝ1

β̂(y1, z1)
× (WN/2[i− i1][j − j1]− CB

ε ), (5.42)

where Ŝ1, β̂, and CB
ε are introduced in Sec. 5.1.4.3.

The Ĉ1 map is subtracted from the original cross-correlation map:

C ′N/2 = C0
N/2 − Ĉ1

N/2, (5.43)

where C ′N/2 is the cross-correlation after subtracting the first source contribution, and it is pro-
cessed to localize the second source peak by computing the barycenter inside a window around
the maximum cross-correlation coefficient in the subtracted map, as explained in Sec. 5.1.3.
The second source peak is found at (y2, z2) in the intrinsic coordinates that is converted to
spherical coordinates (θ2, φ2).

An example of the subtraction is presented in Fig. 5.7, where two sources are simulated in
the MXT field of view. The first source is localized and subtracted, as explained above, in order
to localize the secondary sources. The right-side plot shows that the first source is subtracted
completely, where the cross-correlation values are about zero around the first source peak.
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Figure 5.7: Two sources in the MXT field of view (left), the first source is localized with the
cross-correlation and barycenter method. The first source is subtracted (right) in order to
localize the second source, and the latter is then localized with the same method as the first
source. The true positions of the two sources are labeled with red circles.

The second source signal and the associated background in the detector are computed with
Eq. 5.38 and 5.39:

Ŝ2 = β̂(y2, z2)×
C ′N/2[i2][j2]− C ′N/2[im][jm]

WN/2[0][0]−WN/2[im − i2][jm − j2]− Cs
ε1

, (5.44)

and,

B̂2 =
N2

4
×
(
C ′N/2[i2][j2]− S2

β̂(y2, z2)
× (WN/2[0][0]− CB

ε1
)
)
, (5.45)

where (i2, j2) is the cell containing the source second peak (y2, z2), and (im, jm) is the minimum
of C ′N/2.

The same steps are repeated for the third source that is localized at (i3, j3), (y3, z3), and
(θ3, φ3). The source signal and associated background are noted Ŝ3, and B̂3, respectively. The
multiple source localization is characterized in Sec. 5.2.5.

Once the ρ̂i = Ŝi/
√
B̂i is computed for i source, it is then converted to a r90 value by

Eq. 5.46. The r90 value is a measure of the localization uncertainty that is characterized in
Sec. 5.2:

r90 = R0 +R1 × ρ̂R2 , (5.46)

where R0, R1, and R2 are parameters fitted to simulation results as explained in Sec. 5.2.6.
Three threshold values are used for r90: (r1, r2, r3). One threshold is used for the signal-to-noise
ratio (ρq), and a threshold value of minimum number of photons (Sq) is set. These thresholds
are used to assign a quality factor qf for the localization of the first source based on its accuracy.
The quality factor takes values from 0 -4, where qf = 4 is the best localization:

• qf = 4 if ρ̂ ≥ ρq and r90 ≤ r3.
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• qf = 3 if ρ̂ ≥ ρq and r90 ≤ r2.

• qf = 2 if ρ̂ ≥ ρq and r90 ≤ r1.

• qf = 1 if ρ̂ ≥ ρq and r90 > r1.

• qf = 0 if ρ̂ < ρq or Ŝ < Sq.

The information about the three sources is sent to the ground via the VHF position packets,
and it is updated every 30 s (see Fig. 2.17). The information sent to the ground is listed in
Tab. 5.1.

Table 5.1: Quantities computed onboard for the three brightest sources in the MXT field of
view, this information is sent to the ground with the VHF position packets every 30 s.

1st source 2nd source 3rd source
θ1 θ2 θ3

φ1 φ2 φ3

ρ̂1 ρ̂2 ρ̂3

r1
90 r2

90 r3
90

Ŝ1 Ŝ2 Ŝ3

5.1.6 . Configuration of localization algorithm

To control the onboard localization algorithm, a large number of parameters (24) are used
to tune the algorithm. These parameters are evaluated in the ground and uploaded to the
science partition via the configuration table. The list of the localization parameters tuned and
uploaded with the configuration table is given in Tab. 5.2.
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Table 5.2: List of localization parameters (24), that are evaluated on the ground and uploaded
with the configuration table to the science partition.

Notation Description Default value
Nw Window size to compute the source peak barycenter 50
αloc Peak fraction to compute the source peak barycenter given as a percentage 90
gy[0] Fit parameter [0] to correct for spectral leakage in the Y direction 1.02472×10−3

gy[1] Fit parameter [1] to correct for spectral leakage in the Y direction 2.92406×101

gy[2] Fit parameter [2] to correct for spectral leakage in the Y direction -5.17523×10−1

gy[3] Fit parameter [3] to correct for spectral leakage in the Y direction -3.11185×101

gz[0] Fit parameter [0] to correct for spectral leakage in the Z direction 2.62201×10−3

gz[1] Fit parameter [1] to correct for spectral leakage in the Z direction 2.81842×101

gz[2] Fit parameter [2] to correct for spectral leakage in the Z direction -4.51601×10−1

gz[3] Fit parameter [3] to correct for spectral leakage in the Z direction -2.96345×101

R0 Fit parameter [0] to derive r90 from the signal-to-noise ratio 794.404
R1 parameter [1] to derive r90 from the signal-to-noise ratio -0.834816
R2 parameter [2] to derive r90 from the signal-to-noise ratio 10.5734
Sq Quality factor definition: minimum number of photons 100
ρq Quality factor definition: minimum signal-to-noise ratio 4
r3 Quality factor definition: r90 threshold 4 (best accuracy) [arcsecond] 30
r2 Quality factor definition: r90 threshold 3 (medium accuracy) [arcsecond] 60
r1 Quality factor definition: r90 threshold 2 (low accuracy) [arcsecond] 120
b0 parameter for signal/background reconstruction 0.681879
b1 parameter for signal/background reconstruction 42.3743
b2 parameter for signal/background reconstruction 1.82772
b3 parameter for signal/background reconstruction 0.411599
CB
ε1

parameter for signal/background reconstruction 2.71749×10−5

CS
ε1

parameter for signal/background reconstruction 1.17001×10−5
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5.2 . Results and characterization

The localization algorithm performance is characterized and tested with several scenarios to
verify the compliance of the localization algorithm described in Sec. 5.1 with the MXT scientific
requirement. The results of the characterization are presented in the following sections.

The main measure of the localization uncertainty is the r90 value that is computed as the
following: for a given scenario, about 1000 simulations of sources are generated at different
positions within the field of view of the telescope. For each of the 1000 simulations, the source
position is measured with the onboard localization algorithm rm. The offset of the measured
position with respect to the true position rt is computed: δr =

√
δy2 + δz2. The distribution

of δr is built, and the r90 is given by the 90th percentile of δr distribution. As a requirement for
MXT, the localization accuracy parameterized by r90 must be < 2 arcmin within 5-10 minutes
after the beginning of observation.

For some scenarios, the r90 value can not be computed, and the localization performance is
characterized by δr.

5.2.1 . The source intensity
In this section, the localization accuracy is characterized as a function of the source intensity.

This characterization study aims at identifying the minimum number of photons detected with
MXT to reach the targeted accuracy of r90 < 2 arcmin after 5 and 10 minutes of observation. As
the observation time increases, the number of detected X-ray photons also increases. However,
the X-ray background noise also increases. The expected count rate of X-ray background must
be estimated in order to simulate the number of background counts in the MXT detector after
5 and 10 minutes of observation. The main contribution to the X-ray background on the
detector comes from the Cosmic X-ray Background (CXB). The Leicester team estimated this
contribution by convolving the CXB model measured by Swift [193] with the response expected
by the optics and the detector of the MXT. A uniform background noise of 1.5 × 10−5 counts.
s−1. pixel−1 is obtained on the detector, which corresponds to 0.98 counts. s−1 over the entire
detector of 256 × 256 pixels.

After 5 minutes (resp. 10 minutes) of observation, the number of background counts in the
detector is ∼300 counts (resp. ∼600 counts). For each observation time (5 and 10 minutes),
sources with intensities between 10 and 104 photons are simulated; by intensity here, we mean
the number of photons detected by the MXT. For each intensity scenario, the r90 is computed
as explained above, but the sources are simulated within ± 50 pixels around the center to avoid
the accuracy degradation due to the spectral leakage explained in Sec. 5.1. In this study, the
photons are accumulated in a photon map of size 256 × 256, the same as the detector pixel
matrix resolution.

Figure 5.8 shows the r90 value for each source intensity, after 5 and 10 minutes of observation.
This characterization study shows that the MXT must detect more than 164 ± 5 (resp. 197
± 6) photons during 5 minutes (resp. 10 minutes) of observation time to match the MXT
requirement of localization accuracy of < 2 arcmin. The errors in the plot correspond to the
statistical errors.

From the Swift/XRT database, the typical number of photons received during the first
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Figure 5.8: The onboard localization uncertainty of the MXT measured as a function of the
source intensity. The measurement is done after 30 s (in black), 5 minutes (in red), and 10
minutes (in blue) of simulated observations. For each observation duration, source intensities
from 10 to 104 photons are simulated. The source intensity is parametrized by the number of
photons hitting the MXT detector. This plot shows that MXT must detect at least 120 ± 3,
164 ± 5, and 197 ± 6 photons after 30 s, 5 minutes, and 10 minutes of observation, respectively,
in order to reach the MXT required accuracy of 2 arcmin.

10 minutes is between a few hundred and a few thousand photons. However, the number
of detected photons depends on the telescope properties like the sensitivity and the effective
area. In Chap. 6, a simulated observation using real observation by similar telescopes like
Swift/XRT is performed to estimate the number of photons that the MXT detects after a given
observation time. For 80% of GRBs, the MXT will detect more than 200 photons after 10 min
of observation. Hence, MXT is expected to detect 80% of GRBs with accuracy better than 2
arcmin.

A simulation of localization after 30 s of observation is also performed, and the result is
shown in Fig. 5.8. This simulation is performed because the VHF position packet is sent to the
ground every 30 s. The figure shows that the first localization would have an accuracy of < 2
arcmin if more than 120 ± 3 photons were detected.

5.2.2 . The photon map resolution

The identified photons are accumulated in a two-dimensional map called the photon map,
one of the localization algorithm inputs (see Sec. 4.2.3). The resolution of the photon map
must be kept at a minimum to limit the computing cost associated with the Fourier transform
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used to cross-correlate the photon map with the point spread function (see Sec. 5.1). However,
it should be chosen high enough to maximize the localization performance. The impact of the
photon map resolution on the localization performance is measured by repeating the same test
in Sec. 5.2.1, but using a different resolution of the photon map. The localization uncertainty
is measured using three-photon maps with different resolutions: (256 × 256), (128 × 128), and
(64 × 64), and the result is presented in Fig. 5.9

Figure 5.9: The localization uncertainty as a function of the number of photons, measured for
photon maps with resolutions: 64× 64, 128× 128, and 256× 256, after 5 minutes (top) and 10
minutes (bottom) of observation.

Reducing the photon map size from the original resolution of 256 × 256 to 128 × 128
has no significant impact, as demonstrated by Fig. 5.9. The accuracy degradation is < 3% if
more than 100 photons are detected, and it reaches < 6% otherwise. Meanwhile, reducing the
resolution further could degrade the resolution by more than 30%. Consequently, photons are
accumulated in a photon map of size 128 × 128.

5.2.3 . Edge bias
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As a consequence of the localization method implemented onboard (see Sec. 5.1), the com-
puted position is biased due to the spectral leakage. When the discrete Fourier transform is
applied to the photon map, it is assumed to be periodic. This assumption is valid if the source
peak is at the center of the detector plane. However, this assumption is invalid when the source
gets closer to the detector edges, and the detector does not observe part of the source peak. As
the source is closer to the detector edge, the spectral-leakage effects become larger, and they
bias the peak position in the cross-correlation map. This effect is seen in Fig. 5.10 where the
source position is moved over the entire detector from (y = 0, z = 0) to (y = 1, z = 1). The
source position is measured with the onboard method for each point and compared to the true
position to compute the position offset δr. The bias seen in the plot is significant and can not
be neglected when the source is more than 70 pixels away from the center. δr could degrade
from a few arcseconds to a few hundred arcseconds when the source is near the detector edges.

Figure 5.10: The position bias measured while the simulated source is moved in all directions
in the detector. As the source gets closer to the edge of the detector, the localization degrades
significantly due to the spectral-leakage effect.

As mentioned in Sec. 2.3.2, the MXT observation is triggered by ECLAIRs, and the satel-
lite slews so that MXT points toward the source and its field of view is centered on the source
coordinates computed by ECLAIRs. The ECLAIRs uncertainty could reach 12 arcmin, which
means that the source could be ± 12 arcmin (±51 pixels) away from the center of the MXT de-
tector, and secondary sources could be detected anywhere in the MXT field of view. Therefore,
the localization degradation due to spectral leakage at the detector edges must be removed or
reduced.

The usual way to deal with the spectral leakage effect is to use the padding method, but
this method increases the data size, which leads to longer Fourier transform calculations which
we want to avoid onboard. Instead, the bias along each axis is measured separately, as seen in
Fig. 5.11. Once the bias is measured and evaluated, it can be fitted with a given function that
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should be implemented onboard to correct the bias.

Figure 5.11: The edge bias measured in each direction separately. Left: the bias in the z-
direction measured as the source is moved vertically from z=0 to z=1, where y=0.5. The
source position offset is measured at each point in the intrinsic coordinate (in blue curve). The
points are fitted (in red curve) to correct the edge bias. Right: the edge bias in the y-direction
measured the same way as the z-direction, but the source is moved horizontally from y=0 to
y=1 and z=0.5. In both plots, a source with a high intensity is simulated without background.

The bias in the x direction is then can be fitted by the following function:

η(xm) =

{
g0 × eg1×xm if xm > 0.5

g2 × eg3×xm otherwise,
(5.47)

where g0, g1, g2, and g3 are the fit parameters measured separately for y and z directions.
Applying this ad hoc corrections to the measured position (ym, zm) reduces the edge bias
effectively as seen in Fig. 5.12. Two scenarios are simulated with a different number of photons
to prove that this effect is independent of the source intensity. In each scenario, the source
position offset δr is measured before and after the correction as the source is moved toward
the detector edge. The deviation is plotted vs. the source distance from the detector center
given in pixels. The vertical dashed line indicates when the source peak starts to be outside
the detector. Therefore, the degradation starts at this point. The plot shows that the edge bias
is effectively reduced (red circles) by applying the ad hoc correction. As explained in Sec. 5.1,
the edge bias is characterized and fitted in the ground, and the fit parameters are uploaded to
the science partition with the configuration table (see Tab. 5.2).
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Figure 5.12: The source position offset δr as a function of the source distance (in pixel) from
the detector centre. The dots show the bias before correction, while the open circles show the
bias after applying η(y) and η(z) corrections. Two source intensities are simulated: 500 photons
(left) and 1000 photons (right).

5.2.4 . Insensitive columns
Insensitive columns are set to zero in the photon map before performing the localization

algorithm, as seen in Fig. 5.13.

Figure 5.13: Example of a photon map constructed while the detector has 7 insensitive columns.
The cells in the photon map corresponding to the insensitive columns are set to zero, as a
consequence 8 columns in the photon map are deactivated.

The insensitive columns could affect the localization accuracy depending on their number
and location in the detector. One of the tests performed by CNES for the MXT flight model
shows that two columns could be insensitive at the nominal operating temperature of MXT
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(- 65◦ C) and even more than two columns at a lower temperature (-75 ◦ C). During the
Panter test of the MXT flight model in 2021, none of the columns appeared insensitive at the
nominal operating temperature, and the detectors worked normally, as explained in Sec. 5.3.
However, one can expect some insensitive columns could appear as the detector is aging in
space. Therefore, we have to characterize the effect of the insensitive columns on the telescope
scientific performance and find a method to reduce this effect. To compensate for the missing
data due to the deactivation of the insensitive columns, one can think about interpolating the
missing data using the data from neighboring columns.

Figure 5.14: r90 as a function of the source intensity computed with the normal detector (blue
curve), and with 7 insensitive columns in the detector (black curve). The interpolation method
is used to reduce the effect of the insensitive columns (red curve).

The interpolation could be efficient in the case of high statistics, i.e., very bright sources,
but it is not the case for the faint sources, as demonstrated in Fig 5.14. The plot shows that the
presence of 7 insensitive columns degrades the localization accuracy (r90) more than 80% at some
intensities. The interpolation method reduces the localization performance degradation once
the number of detected photons is more than ∼ 700, which is not sufficient. The correction must
be intensity independent. Thus, we correct the effect of the insensitive columns analytically,
as we did for the edge bias. First, we identify the parameters that control the effect of the
insensitive columns. For this purpose, Nbad insensitive columns are simulated. For each Nbad

value, the source is moved horizontally along the detector from yt = 0 to yt = 1, and the source
position offset is measured at each point, the results are presented in Fig. 5.15 for Nbad = 1, 3,
5, 7, 9, and 11.

The plot shows that the effect of the insensitive columns starts to appear as the source
peak starts to be located on these columns (∼ 45 pixels away from the center of the insensitive
columns), and the effect is greater (the δy increases) as Nbad is larger. This effect can be
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Figure 5.15: The y bias (in blue) measured as the source is moved horizontally from y=0 to
y=1. Nbad = 1, 3, 5, 7, 9, and 11 insensitive columns are simulated to evaluate the insensitive
columns effect in the localization performance. The best fit is also drawn (in red).

fitted with a Sine-Gaussian function with only two free parameters: Nbad, and the center of the
insensitive columns b:

ζ(y) =
2∑
i=0

×Nbad[i]× [exp
(
− (y − b[i])2

0.007

)
− exp

(
− y − b[i]− 2/N

0.007

)
], (5.48)

where 0 < i < 3 is the index of the insensitive column bunch. The science partition corrects
up to three bunches of insensitive columns. The correction is applied to the source measured y
position as in Eq. 5.10.

Figure 5.16: δr measured as the source is moved along the entire detector with 7 insensitive
columns. Left: the effect of the insensitive columns appears in the y-direction with no effect
on the z-direction. In addition, the edge bias is seen near the detector edges. Center: the
effect of the insensitive columns is reduced by the analytical correction. Right: the effect of the
insensitive columns and the edge bias are reduced by the analytical corrections.
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Note that the insensitive columns do not affect the source measured position in the z-
direction, which can be seen in Fig. 5.16 where the source is moved over the entire detector
that has 7 insensitive columns, the source position bias is measured at each point. The bias due
to the insensitive columns appears only in the y-direction. The figure also shows that applying
the analytical correction explained above and the edge bias correction explained in Sec. 5.2.3
gives a uniform localization performance over the entire detector.

We measure r90 as a function of the source intensity, where 7 insensitive columns are sim-
ulated in the detector. r90 is measured with and without applying the analytical correction
of the insensitive columns effect in Eq. 5.48, and both are compared to r90 measured with a
normal detector. The results are plotted in Fig. 5.17

Figure 5.17: The r90 as a function of the source intensity computed with the normal detector
(blue curve), and with 7 insensitive columns in the detector (black curve). The analytical
correction method is applied to reduce the effect of the insensitive columns (green curve), and
it is compared to the interpolation method (red curve).

This method proves to be efficient in reducing the effect of the insensitive columns, and
hence, it is applied onboard. The insensitive columns are identified on the ground by processing
the downloaded data, and the fit parameters (number of insensitive columns bunches and the
center of each bunch) to correct for the insensitive columns effect are uploaded to the science
partition with the configuration table (see Tab. 5.2).
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5.2.5 . Multiple sources

Having more than one X-ray source in the MXT field of view could affect the localization
algorithm accuracy. The computed coordinates of the first source could be biased by the
existence of the second source, particularly if the two sources are close to each other and have
comparable intensities. Therefore, the localization algorithm must be characterized in terms of
the distance between the sources and their relative intensities.

Figure 5.18: A photon map showing a detection of two sources in the MXT field of view. Left:
the two sources are aligned in the y direction. Right: the two sources are located in the diagonal
of the detector.

Figure 5.18 shows two scenarios of a multi-source detection. In the first scenario, the two
sources are aligned in the y-direction, i.e., the arm of each source overlaps the peak of the other
source. In the second scenario, the two sources are diagonal.

In both scenarios, one source is fixed, and the other is moving away from the stationary
source. As the second source is moving, the two sources are localized with the onboard algo-
rithm, and the bias in the measured sources positions (δri ) is computed for the first and second
sources respectively. For each scenario (the y-aligned and the diagonal sources), two relative
intensities are simulated: the fixed source is two times brighter, or four times brighter than the
moving source. The bias in the measured position as a function of the distance between the
two sources is shown in Fig. 5.19.

The bias in the two sources measured position is clearer when the two sources are along
the diagonal because the sources bias each other in both directions while computing the cross-
correlation, and hence, the sources are not subtracted correctly. Meanwhile, when the two
sources are aligned, they bias each other only in the alignment direction.
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Figure 5.19: the bias of two source positions (δr) as a function of the distance between them.
In the left column, the two sources are aligned in the y-direction, one source is fixed (orange
triangle), and the second is moved away from the first one (blue points), where the fixed source
is double brighter (top) and four times brighter (bottom) than the moving source. In the
right column, the two sources are simulated in the detector diagonal, where the fixed source
is double brighter (top) and four times brighter (bottom) than the moving source. The green
shaded region corresponds to the distance below the MXT angular resolution (11 arcmin).

When the two sources have comparable intensities, the localization performance degrades
more and requires the two sources to be far enough from each other to reduce their reciprocal
effect.

The two sources must be away from each other by at least 11 arcmin, which is the angular
resolution of the MXT, in order to be distinguished from each other. As the secondary source
is further away from the first source, the localization performs better and starts to stabilize as
the distance between the two sources is two times the angular resolution (22 arcmin), where
the two peaks are totally decoupled.

5.2.6 . Signal-to-noise ratio

In this section, the performance of the signal-to-noise ratio estimation is evaluated. The
r90 value is computed onboard using the measured signal-to-noise ratio as in Eq. 5.46. For
this purpose, an observation is simulated with a certain number of photons and background
counts, and the observation is repeated 1000 times, ± 10 pixels around the detector center.
For each observation, the signal-to-noise ratio is measured. The final signal-to-noise ratio value
ρm is given by the mean value of the 1000 measurements. r90 is computed as explained at

140



Source localization in real time with the MXT 5.2. Results and characterization

the beginning of Sec. 5.2. The r90 is plotted as a function of ρm, the plot is fitted in order to
identify the relation between the r90 and the ρm values.

Figure 5.20 shows the r90 Vs ρm plot and the fit function. From this plot one can extract
the values of the R0, R1, and R2 parameters. The r90 is given by:

r90 = 462× ρ−0.635 + 4 (5.49)

The current r90 thresholds (r2, r3, r4) are labeled in blue in the plot.

Figure 5.20: r90 as a function of the signal-to-noise ratio (black points) and the best fit is
plotted in red. The dashed blue lines are the r90 thresholds that define the detection quality.

As discussed in Sec. 5.1.4.2, the estimation of the signal-to-noise ratio is under-estimated
as the source is brighter (εS bias can not be neglected). This issue is solved in the method
described in Sec. 5.1.4.3. To compare the two methods (method 2 that uses the cross-correlation
map and method 3 that uses the cross-correlation and the auto-correlation maps), we simulated
different observation scenarios fixing the number of source photons and the background counts.
For each simulation, the source is localized, and the signal-to-noise ratio is computed with the
two methods in Sec. 5.1.4.2 and Sec. 5.1.4.3.

Figure 5.21 shows the measured signal-to-noise ratio compared to the true value. For a
given signal-to-noise ratio, more than 500 observations are simulated where the source is placed
± 10 pixels around the center. For each observation, the signal-to-noise ratio is measured,
the final signal-to-noise ratio value is computed as the mean value of the 500 observations,
and the standard error is computed. The two methods give a comparable estimator at low
signal-to-noise ratio (ρ<15), but at higher signal-to-noise ratio, method 2 underestimates the
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signal-to-noise ratio. However, method 3 has no dependence on the source intensity, and the
bias is a systematic bias caused by the imperfect estimation of Cε as discussed in Sec. 5.1.4.3.
This bias is minimal and can be neglected. Therefore method 3 is applied onboard to estimate
the source signal-to-noise ratio.

Figure 5.21: A comparison between the true signal-to-noise ratio (red line) and the measured
signal-to-noise ratio with method 2 (blue line) and with method 3 (black line) (top), each
point is measured as the mean value of ∼ 500 observations are simulated ± 10 pixels around
the center. The ratio between the measured and the true signal-to-noise ratio for method 2
and method 3 (middle). The deviation of the measured signal-to-noise ratio from the true
signal-to-noise ratio for method 2 and method 3 (bottom).

The offset in background, signal, and signal-to-noise ratio are characterized as a function
of the source location in the MXT field of view. The study is repeated with three source
intensities: 300, 1000, and 3000 photons, where the number of background counts is fixed to

142



Source localization in real time with the MXT 5.2. Results and characterization

600. The results of this characterization are presented in Fig. 5.22, which shows that the signal,
background, and signal-to-noise ratio estimations are intensity independent and depend on the
source location in the detector. As the source is away from the detector center, the background
and the signal are under-estimated, and the signal-to-noise ratio is overestimated. The bias
appears to be more visible in the background estimation than in the signal estimation because
the estimation of the background depends on the signal estimation, as seen in Eq. 5.39. Thus,
the background computation includes more sources of error.

Figure 5.22: The signal bias Ŝ/S (left column), background bias B̂/B (central column) and the
signal-to-noise ratio bias ρ̂/ρ (right column) for different source positions in the camera plane
and different source intensities: S1 = 300 (top), S1 = 1000 (middle), and S1 = 3000 (bottom).

The MXT must detect the three brightest sources in its field of view and estimate their
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signal-to-noise ratio. Figure 5.21 shows that the signal-to-noise ratio computation algorithm
performs efficiently if only one source exists in the field of view.

Figure 5.23: the measured signal-to-noise ratio of two sources in the MXT field of view as a
function of the distance between them. In the left column, the two sources are aligned in the
y-direction, one source is fixed (orange triangle), and the second is moved away from the first
one (blue points), where the fixed source is two times brighter (top) and four times brighter
(bottom) than the moved source. In the left column, the two sources are simulated in the
detector diagonal, where the fixed source is two times brighter (top) and four times brighter
(bottom) than the moved source. The green shaded region corresponds to the distance below
the MXT angular resolution and the dashed lines correspond to the sources true signal-to-noise
ratio values

The performance must be characterized in the case of a multi-source detection. The same
simulated scenarios explained in Sec. 5.2.5 are used: the two aligned and the diagonal sources
are used to test the signal-to-noise ratio estimation in case of a multi-source detection. For
each scenario, two relative intensities are simulated: the first source (the fixed one) is two times
and four times brighter than the secondary source (the moving one). As the second source
moves away from the fixed source, the signal-to-noise ratio of the two sources is computed. The
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signal-to-noise ratio as a function of the distance between two sources is shown in Fig. 5.23. The
plot shows that the signal-to-noise ratio of the two sources is not affected either by the distance
between them or their relative intensities. However, when the two sources are diagonal, there is
more fluctuation in the measured signal-to-noise ratio of the brightest source. This is caused by
the bias in the source localization (i1, j1), where the signal and background estimation depend
on the cross-correlation value of the source peak position.

5.3 . The MXT flight model test at Panter

The previous section explained how the scientific algorithm onboard the MXT is charac-
terized using simulated data. However, the simulated data is not enough to test the scientific
performance, as some unexpected effects could appear in reality. In order to trust the MXT
science software, it must be extensively tested while the MDPU is coupled to the rest of the
hardware: the structure, the camera, and the optics, and while the telescope is exposed to real
X-ray emission. For this purpose, a test campaign was held at the Panter test facility (see
Sec. 3.4.2) for the MXT flight model. The main objectives of the Panter test campaign can be
summarized in the following:

• Measure the telescope PSF as a function of energy and position in the MXT field of view.

• Measure the telescope effective area.

• Measure the detector spectral response.

• Measure the impact of stray light using lasers in order to evaluate the impact of the filter
absence.

• Evaluate the telescope performance at different temperatures.

• Test the onboard scientific algorithm, particularly the real-time localization.

5.3.1 . Test overview

The flight model test lasted one month: from October to November 2021. Three hundred
thirty-nine test runs were performed to evaluate the MXT scientific performance. During the
test runs, the MXT is exposed to 14 different X-ray energy from 0.277 keV up to ∼8.9 keV.
Table 5.3 gives the list of energies explored during the test.

The data collected with the X-ray sources listed in Tab. 5.3 are used to calibrate the detector
and compute the energy gain of each column of the detector.
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Table 5.3: List of X-ray sources and their energies used to characterize the MXT performance
during the Panter test campaign.

Source Energy [keV]
C-k 0.277
O-K 0.525
Cu-L 0.93
Mg-K 1.253
Al-K 1.486
W-M 1.774
Ag-L 2.98
Ti-Kα 4.508
Ti-Kβ 4.93
Cr-Kα 5.405
Fe-Kα 6.398
Fe-Kβ 7.053
Cu-Kα 8.047
Cu-Kβ 8.901

Figure 5.24: The different positions of the X-ray test beam during the Panter test. Nine
positions with the source peak is in the MXT field of view , and four positions while the source
peak is outside the field of view are performed.
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Furthermore, the X-ray beam is placed in 13 positions in the MXT field of view. The
different beam positions are visualized in Fig. 5.24. By definition, the P0 position is used as a
reference (0, 0) and is considered to be at the center of the camera plane: y = 0.5 and z = 0.5
in detector intrinsic coordinates. The list of beam positions and their offset in [arcmin] from
the reference P0 position are given in Tab. 5.4. For nine positions, the source peak is within the
MXT field of view, and it is outside the field of view for four positions. These four positions
are used to complete the study of the detector spectral response and energy calibration.

Table 5.4: List of X-ray beam positions in the MXT field of view during the Panter test
campaign. The P0 position is used as a reference (0, 0).

Position name (y, z) offset [arc min] source peak index [pixel]
P0 (0, 0) (127, 127)
P1 (-15, -15) (64, 64)
P2 (0, -15) (127, 64)
P3 (15, -15) (191, 64)
P4 (-15, 0) (64, 127)
P5 (15, 0) (191, 127)
P6 (-15, 15) (64, 191)
P7 (0, 15) (127, 191)
P8 (15, 15) (191, 191)
P9 (50, 50) NA
P10 (-50, -50) NA
P11 (50, -50) NA
P12 (-50, 50) NA

Figure 5.25: The energy spectrum obtained by the MXT at Panter by combining data from all
test beam positions and all X-ray sources used during the test. Credit: the camera team/CEA.
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The spectral study shows that MXT can detect the X-ray in the energy range of (0.2 - 10
keV), matching the requirements. Moreover, MXT can measure events down to 0.06 keV. The
combined X-ray spectrum as seen by MXT is shown in Fig. 5.25.

Moreover the performance was tested at temperatures different from the nominal operating
temperature of -65◦ C: -67◦ C, -69◦ C, -70◦ C, -71◦ C, and -75◦ C. The performance of the
onboard localization algorithm is tested in all beam positions, energies, and temperatures men-
tioned above. The result of the localization performance is presented in the following sections.

The dark algorithm was stable during the test, and the dark maps computed onboard proved
to be sufficient to reject dark noise, and this is seen in the energy spectrum in Fig. 5.25, where
there is no dark noise background.

5.3.2 . Localization performance

The PSF is modeled as a function of energy using data from all test positions and energies
mentioned in Sec. 5.3.1. Then the PSF at each energy is used to perform the localization
algorithm in order to estimate the minimum number of photons needed to reach the targeted
localization accuracy of r90 = 120 arcsec at each energy. Table 5.5 lists the minimum number
of photons needed to achieve r90 < 120 arcsec with 5 minutes and 10 minutes.

Table 5.5: Minimum number of photons to achieve a localization accuracy of r90 < 120 arcsec
after 5 and 10 minutes of observations. These values for r90 is given for the different source
energies used at PANTER.

Energy Number of photons (5 minutes) Number of photons (10 minutes)
0.277 203 ± 6 237 ± 9
0.525 177 ± 6 222 ± 7
0.93 192 ± 6 255 ± 8
1.253 211 ± 7 264 ± 8
1.486 180 ± 6 216 ± 7
2.98 239 ± 7 336 ± 10
4.508 317 ± 10 445 ± 14
5.405 444 ±14 524 ± 16
6.398 575 ± 18 622 ± 19
8.047 588 ± 18 710 ± 22

For the different energies and source positions, the source coordinates are computed and
compared to the source true position. The onboard algorithm shows a good performance where
it achieves a sub-pixel resolution for low energies. Figure 5.26 shows the offset in arcsec and
in number of pixels of the source measured position with respect to the true beam position
δr =

√
δy2 + δz2. It shows the position offset for six different source energies. For each energy,

the offset is computed when the source position moves from P0 to P8, for which the source peak
is within the MXT field of view. First, the plot shows that the localization is the same along
the y and z directions, and it is uniform over the entire detector.
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Figure 5.26: Localization performance for six photon energies: C-k (0.30 keV), O-k (0.53 keV),
Mg-k (1.2 keV), Al-K (1.4 keV), Ti-K (5.20 keV), and Fe-K (6.40 keV). The offset between
the measured position and the true position is evaluated in the y-direction (blue) and in the
z-direction (green), and it is given in arcsec and pixels.

However, the localization algorithm shows better resolution at low energies because more
photons are focused on the peak rather than the cross arms.

The Panter test was not ideal for evaluating the signal-to-noise ratio measurement since
there is no X-ray background, and the number of photon counts is high. Hence the signal-to-
noise ratio is is always high during the test runs.

5.3.3 . Edge bias characterization

As mentioned in Sec. 5.1, the cross-correlation method is biased when the source is located
near the detector edges due to spectral leakage. This bias is characterized during the Panter test
campaign, where 13 near-the-edge positions were tested with an Al-K source. The measured
position offset is computed for the 13 positions, and the results are shown in Fig. 5.27. Positions
labeled with a b correspond to a 22 arcmin shift from the center and c correspond to a 25 arcmin
shift from the center.

For some beam positions, the localization accuracy is degraded up to 50% as seen in Fig. 5.27
compared to the nominal case in Fig. 5.26. After applying the bias correction explained in
Sec. 5.2.3, the localization accuracy is almost back to nominal values shown in Fig. 5.26 for
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the Al-K source. Figure 5.28 shows an example of a photon map constructed while the source

Figure 5.27: Localization performance tested for 13 near-the-edge positions performed with an
Al-K (1.4 keV) source. The measured position offset is evaluated in the y direction (top) and in
the z direction (bottom) with (purple curve) and without (pink curve) the edge-bias correction.

beam is placed at (25, 0) arcmin away from the detector center.

5.3.4 . Insensitive columns

The scientific performance during the Panter test campaign was tested with the nominal
temperature (-65◦ C) and lower temperatures. The test shows that pixel columns in the detector
can be insensitive when working outside the nominal temperature range. All the columns work
normally at -65◦ C, -67◦, -69◦ C, one insensitive column appears at -70◦ C and two columns at
-71◦ C and -75◦ C.

The onboard scientific algorithm can correct analytically the bias caused by insensitive
columns as explained in Sec. 5.2.4. To characterize the insensitive columns effect and the
correction performance with real data, some columns were deactivated at Panter while using
the Al-K source. First, one bunch of 2, 5, 7, and 10 columns were deactivated. Then, two
bunches: 5 in the left CAMEX and 3 in the right one. Then it is repeated with 5 columns
in each CAMEX (see Fig. 5.29). Figure 5.30 shows the effect of the correction for different
numbers of insensitive columns. After the correction, the localization performance is similar to
the nominal case (in Fig. 5.26) where all columns are active.
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Figure 5.28: Example of photon map constructed during Panter test while the source beam is
placed near the edge of the MXT filed of view. The source position before (red point) and after
(green point) the bias correction is labeled on top of the photon map

Figure 5.29: Example of a photon map constructed by the MXT science partition during the
Panter test, while deactivating 10 pixels columns.

The Panter test campaign allowed us to fully characterize the MXT instrument, and it
shows that the scientific partition can be operated reliably and in a long run. Using the model
of the PSF, the localization algorithm presents a performance that complies with scientific
requirements: a source detected with a few hundred photons can be localized with an accuracy
better than 120 arcsec The scientific partition also includes features to compensate for hardware
effects discovered during the development process, like the presence of insensitive columns of
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Figure 5.30: Localization performance tested with insensitive columns, for an Al-K (1.4 keV)
source, and with a P0 beam position. The measured position offset is evaluated before (pink
curve) and after (purple curve) applying the correction function of the insensitive columns. The
offset is given in arcsec and pixel units.

pixels in the detector when working outside nominal conditions. The scientific partition is able
to recover the loss of localization accuracy almost completely. The Panter test has proven that
the main goal of MXT of rapid localization of GRB afterglows in an autonomous way can be
reached. The next step is to further characterize the MXT onboard scientific algorithm with
astrophysical scenarios with various spectral and temporal properties. This is explained in the
following chapter.
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The Panter flight model test has validated the onboard scientific software in terms of its
functionality, compliance with the requirements, and its ability to run for a long observation.
However, the MXT scientific software must be tested and characterized with real GRB scenarios.

As discussed in Sec. 3.1, the sensitivity and the high energy resolution of the MXT allow
to study the spectral properties of GRB X-ray afterglows like the spectral index and the dis-
tribution of energetic particles. In addition, the MXT is able to study the temporal properties
and evolution of the X-ray afterglows. Analyzing the spectral and temporal properties of the
X-ray afterglows with the MXT must be tested by running the algorithm with a simulation of
a realistic scenario of GRB X-ray afterglows.

For this purpose, a simulation is developed to simulate an X-ray afterglow observation with
the MXT based on GRBs observed by the Swift mission. The simulation of GRB observation
with the MXT is explained in Sec. 6.1. In Sec. 6.2, the observation of short-duration GRBs is
studied. Section 6.3 presents some prospects and perspectives studies for the MXT.
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6.1 . Simulation of realistic GRB scenarios

As a part of the SatAndLight simulation tool (see 3.5), a program is developed to simu-
late realistic observation of X-ray afterglows by the MXT. This section describes the features
and the validation of the simulation. Examples of simulated observations are also presented.
Furthermore, the localization algorithm explained in Sec. 5.1 is applied to a simulated sample
of realistic observations.

6.1.1 . Simulation features and validation

This section explains the simulation of the MXT count C(E, t) = d2N/dEdt. The count
rate can be factorized: C(E, t) = f1(t)f2(E). The spectrum N(E) (resp. the light curve L(t))
is computed by integrating C(E, t) over time (resp. over energy) as in the Eqs. 3.5 and 3.6. In
order to simulate C(E, t), the f1(t) and f2(E) functions are computed with real data or with a
physical model.

The f2 function can be modeled by a simple power law, including the X-ray absorption in
the host galaxy and the intergalactic medium as in Eq. 1.8, but with a different normalization
A:

f2(E) = A× Eλ × exp (−N int
H σ(E))× exp(−NGal

H σ
( E

(1 + z)

)
), (6.1)

Figure 6.1: The cross section in [cm2] of the photoelectric effect at a given energy within the
range of (0.2 - 10 keV) based on elements abundances in the solar system [194]
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where σ(E) is the cross section of the photoelectric effect, N int
H is the intrinsic column

density, NGal
H is the galactic column density (see Sec. 1.2.3.1). We can rewrite Eq. 3.5 as:

L(t) =

∫ E2

E1

C(E, t) dE,

= f1(t)

∫ E2

E1

f2(E) dE. (6.2)

The f1(t) is then given by:

f1(t) =
L(t)

A
∫ E2

E1
Eλ × exp (−N int

H σ(E))× exp (−NGal
H σ(E/(1 + z))) dE

, (6.3)

where we substitute f2 by Eq. 6.1. Finally, the count rate is given by:

C(E, t) =
L(t)× Eλ × exp (−N int

H σ(E))× exp (−NGal
H σ(E/(1 + z)))∫ E2

E1
Eλ × exp (−N int

H σ(E))× exp (−NGal
H σ(E/(1 + z))) dE

, (6.4)

To compute the count rate, the f2(E) model parameters: λ, N int
H , NGal

H , z, and σ(E) are
required. In addition, the data for the light curve is needed.

The cross-section σ(E) of the photoelectric effect at a given energy is extracted from pa-
per [194], and plotted in Fig. 6.1.

The light curve data, λ, N int
H , NGal

H , and z values, can be obtained from catalogs of GRBs. In
this study, we choose to use the Swift database, where 1550 GRBs were detected among which
1253 X-ray afterglows were observed by the Swift/XRT between 2005 and today (26th July
2022). the Swift/XRT database offers the most extensive homogeneous set of GRBs afterglow
observed up to today.

From the XRT spectra repository one can get the model parameters for a given GRB as
seen in Fig. 6.2. The light curve L(t) can be obtained from the XRT light curves repository.
Note that the unabsorbed light curves must be considered because the absorption is included
in the spectrum model.
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Figure 6.2: An example of the parameters of the spectrum power-law model, obtained from the
Swift/XRT database [122]

Using the data from Swift/XRT to get C(E, t) in Eq. 6.4, gives the number of counts detected
by XRT Cxrt(E, t). In order to get the count rate detected by the MXT Cmxt(E, t), Cxrt(E, t)
must be deconvolved with the XRT effective area and convolved with the MXT effective area
as:

Cmxt(E, t) = Cxrt(E, t)×
S(E)mxt
S(E)xrt

, (6.5)

Cmxt(E, t) is then used to simulate MXT observations. The MXT and XRT effective areas
are shown in Fig. 6.3.

One could use the opposite of what we used in our simulation, i.e., use a model for f1(t) and
get the spectrum data for f2(E) from the Swift/XRT database. However, modeling the light
curve is more complex than modeling the spectrum because the X-ray light curve can not be
given by a single model. Instead, it is given by one or several broken power laws as discussed in
Sec. 1.2.3.2. Hence, modeling the spectrum and using the light curve data gives a more reliable
simulation.

The simulation of C(E, t) must be tested and validated before using it in further studies.
Therefore, a GRB with a bright X-ray afterglow, GRB091020 [195] is selected. The light curve
of GRB091020 goes through four out of the five phases explained in Sec. 1.2.3.2. It has a steep
decay phase, a normal decay phase, a fast decay phase, and an X-ray flare, as seen in Fig. 6.4.

The unabsorbed light curve and the f2(E) parameters values are downloaded from the
XRT database. C(E, t) for XRT is computed in the simulation with those input data following
Eq. 6.5. The simulated XRT Cxrt(E, t) is shown in Fig. 6.5.
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Figure 6.3: The MXT effective area (in black) compared to XRT effective area (in red)

Figure 6.4: The light curve of GRB091020 observed by Swift/XRT. The light curve is fitted
with multiple broken laws, and it has four different phases. The flare is labelled with the hashed
pink region Credit [122]

From the count rate in Fig. 6.5, the light curve and the spectrum are computed using
Eqs. 3.5 and 3.6. The method is validated if these simulated light curve and spectrum are
the same as the input data. Figure 6.6 shows that the simulated light curve as observed by
XRT compared to the real data points extracted from the XRT database. It shows that the
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Figure 6.5: The simulated count rate of GRB091020 as observed by XRT.

simulated light curve is equivalent to the real one. In the simulation, we add the option of using
a logarithmic interpolation to fill the gaps between the XRT real data points due to instrument
limitations.

Concerning the spectrum, the spectrum observed with the PC1 mode from T0 (which is
the Swift/BAT trigger time) up to 104 s is considered. The spectrum parameters for this
observation are given in Tab. 6.1.

Table 6.1: Spectrum parameter of GRB091020 for the PC mode after 104 s of observation.

NGal
H 1.45 ×1020 cm−2

N Int
H 8.4 ×1021 cm−2

z 1.71
λ 2.01

flux (0.3-10 keV) (observed) 4.3 × 10−11 erg. cm−2. s−1

Counts to flux (observed) 3.29 × 10−11 erg. cm−2. count−1

Counts to flux (unabsorbed) 4.04 × 10−11 erg. cm−2. count−1

The simulated and real spectrum are shown in Fig. 6.7, but with a different energy binning,
so it is difficult to compare the two spectra by eye. In the Swift/XRT database, the access to
the spectrum data is not straightforward. However, to compare the simulated spectrum to the
true one, we computed the average counts per second from both spectra. For the simulated
spectrum, the count/s is computed by integrating the spectrum. For the real data, the count/s
is given by dividing the "flux (observed)" over the "counts to flux (observed)" in the Tab. 6.1.

1The Photon Counting (PC) mode is one of the four observation modes of XRT [196]
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Figure 6.6: The simulated light curve of GRB091020 as observed by XRT (blue line), compared
to real XRT data (red points).

From the real data, we have ∼1.31 count/s after 104 s in the energy range of (0.3 - 10 keV). At
the same energy range and duration, we get 1.301 count/s from the simulated spectrum, which
is ∼ 0.6 % less than the real data, i.e., it is equivalent to the real observed spectrum. The
resulting light curve and spectrum from the simulation validate the simulation, they proved
that it is able to simulate the temporal and spectral features of GRBs based on ones observed
by similar missions. The next step is to use C(E, t) to simulate observations with MXT.
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Figure 6.7: The XRT simulated spectrum of GRB091020 after 104 s of observation (top). The
spectrum observed by the XRT for the same GRB with the same duration (bottom).

6.1.2 . Simulation of MXT observations

In this section, the snl-sequence program that is explained in Sec. 3.5 is used to gener-
ate observation sequences based on the count rate derived in Sec. 6.1.1. To have a realistic
observation, the intrinsic detector noise is simulated first.

To simulate noise in the MXT detector, a sequence of 400 camera images captured at
Panter with observation/dark mode is used. From this sequence, the mean µI [i][j] and standard
deviation σI [i][j] is computed per pixel. Afterward, along simulated sequence of camera frames,
the noise value for pixel (i, j) is generated randomly by SatAndLight from a Gaussian
distribution with mean value = µI [i][j] and standard deviation = σI [i][j].

Using the same sequence of frames, the offset O and threshold T maps are computed using
Eq. 4.8 and Eq. 4.11, respectively. O and T maps are used to select pixels above the noise level
during the observation as in Eq. 4.5.
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An observation of GRB091020 is simulated from 0 to 6× 104 s after the trigger:

• First, Cxrt(E, t) (in Fig. 6.5) must be deconvolved with the XRT effective area Sxrt(E) to
get the flux F(E, t) = Cxrt(E, t)/Sxrt(E) in [count. keV−1. s−1. cm−2].

• Then, the source with flux F(E, t) is simulated to be on axis at the center of the MXT
field of view: θs = 0, and φs is irrelevant.

• F(E, t) is convolved with the MXT effective area Smxt(E) (in Fig. 3.13) to get Cmxt(E, t) =
F(E, t)× Smxt(E).

• The total number of photons to be generated is computed by Eq. 3.7. Each photon is
given a random energy and time following the count rate distribution Cmxt(E, t).

• The photon position (yp, zp) at the MXT detector plane is given by Eq. 3.1, and the PSF
model (in the left plot of Fig. 3.11) is included to distribute the photons following the
MXT optical design configuration and get their final position in the detector.

• Each photon transfers its energy to the camera pixels following a Gaussian distribution
centered on the final position and weighted with the photon energy. The photon energy
is added on top of the detector intrinsic noise

• A source of cosmic ray and X-ray background can be added. In this observation study,
a cosmic ray source is added, but no X-ray background is included in order to compare
only photons from the GRB091020 with XRT.

• Finally, camera images are integrated and saved each 100 ms. An example of a camera
image that is simulated during the observation is shown in Fig. 6.8, where photons and a
cosmic ray are hitting the detector and add their energy on top of noise

The next analysis step is to process the camera images to identify X-ray photons and build
the light curve and the spectrum. The image processing is done as explained in Chap. 4. In
summary: the O and T maps are used to select pixels above the noise level that could be
associated to X-ray photons. The selected pixels are clustered as they could be associated
with the same astroparticle. The cluster is considered to be a photon if it satisfies one of the
patterns in Fig. 4.13. The identified photons are used to build the light curve following their
arrival time at the MXT detector, which corresponds to the camera frame time. The spectrum
of the photons is constructed as well. Moreover, the photons are accumulated in a photon map
in order to test the localization of the source with time as well. In this simulation, no bad
pixels (dead or bright) or insensitive columns (see Sec. 4.2.4) are included. No selection in the
photons energy or multiplicity (see Sec. 4.2.3) is applied.

Figure. 6.9 shows the resulting light curve of GRB091020 as observed by the MXT (in black)
compared to the one observed by the XRT (in red). Each time bin in the plot is 1 s. The plot
shows that the MXT detects fewer photons than the XRT. For example, after 10 minutes of
observation, the XRT detects about 3600 counts. If we include the interpolation, XRT detects
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Figure 6.8: A camera image saved from a simulation of GRB091020 observed with the MXT.
The image is captured 74 s after the trigger. One cosmic ray (in yellow) and a few photons
(red circles) deposit their energies on top of noise in the detector. The simulation is performed
using the SatAndLight toolkit.

about 7100 counts. Meanwhile, the MXT detects about 28% of what XRT detects; it detects
1030 counts and 2030 counts if we include the interpolation. This is expected since the MXT
has a smaller effective area than the XRT, as shown in Fig. 6.3.
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Figure 6.9: The simulated light curve of GRB091020 as observed by the MXT (in black) and
as observed by the XRT (in red), the logarithmic interpolation is included in both.

Figure 6.10: The simulated light curve of GRB091020 as observed by the MXT (in black). The
light curve has three decaying phases and by an X-ray flare phase that is shaded with gray
rectangular. The best fit of the different decaying phases is shown in red. The X-ray flare is
excluded from the fit.

Although the MXT detects fewer counts than XRT, it is able to detect and hence, charac-
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terize the temporal evolution of the afterglow as seen in Fig. 6.10, where three phases of decays
can be fitted. In addition, the X-ray flare is observed starting around 190 s and up to 300 s.
The number of the observed count at the beginning 30 s of the flare is about 40 counts, which
is 50% more than the counts observed in the previous 30 s.

The spectrum of GRB091020 as observed by the MXT is shown in Fig. 6.11, and it is
compared to the GRB091020 spectrum as observed by the XRT. The absorption at low X-
ray energies is seen in the MXT spectrum, which allows to study and characterize the NH

parameter. At about 2.2 keV energy, we notice a small peak, which follows the shape of the
MXT effective area (see Fig. 6.3).

Figure 6.11: The simulated spectrum of GRB091020 as observed by the MXT (in black) and
as observed by the XRT (in red).

As the photons are accumulated in the photon map, the total cumulative number of photons
is computed over time. Moreover, the localization uncertainty given by the r90 is computed
following Eq. 5.49. In this simulation, we did not inject background photons. To have realistic
results, in the calculation of r90, we added a background with a rate of 1 counts/s. The
cumulative number of photons and the r90 as a function of the observation time are seen in
Fig. 6.12.

At the first ∼ 100 s of observation, the number of cumulative photons is increasing dra-
matically, while the cumulative number of the background photons is relatively still low, as
seen in Fig. 6.12. Hence, the r90 improves. As the observation time increases, the number of
GRB cumulative photons starts to stabilize. Meanwhile, the background has a constant rate.
Thus the total cumulative number of backgrounds is increasing. As the cumulative number of
backgrounds increases to reach the number of cumulative photons, the r90 starts to degrade.
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Figure 6.12: The cumulative number of photons from GRB091020 (in red), the cumulative
number of background photons (in green), and the localization uncertainty, r90 (in blue). The
higher the signal-to-noise ratio, the lower the localization uncertainty.

In the following section, the simulation is applied to all GRBs observed by the XRT GRBs
in order to test the MXT localization.

6.1.3 . Localization of real GRBs sample with the MXT
This section tests the percentage of GRBs that would be localized with the MXT with an

accuracy below two arcmin after 10 min of observation. To do so, we take advantage of the
high statistics of GRBs observed by the XRT. In this study, we consider all GRBs (= 1550
GRBs) observed by Swift up to today (26th July 2022). If a GRB is observed by the XRT
(1254 GRBs), the X-ray light curve L(t) is downloaded. These light curves are used as input
to simulate observations with the MXT, as explained in Sec. 6.1.2. An observation of 10 min
is considered. The total number of counts observed by the MXT after 10 min is computed.
A background with a rate of 1 count/s is added. From the total number of counts observed
by the MXT and the total number of simulated background counts, the signal-to-noise ratio is
computed after 10 min. Finally, the r90 is computed using Eq. 5.46.

Since the MXT is triggered by the ECLAIRs (see Sec. 2.3), the probability of a GRB
detection by ECLAIRs must be included. First, we assume that ECLAIRs observes all GRBs
observed by Swift/BAT that triggers the XRT. Figure. 6.14 shows that the MXT localizes up
to 54% of GRBs below two arcmin after 10 min. Among them, 70% of GRBs are localized to
better than one arcmin, and 36% are localized to better than 30 arcsec, if we did not consider
any detection constraints by ECLAIRs.
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Figure 6.13: The peak photon flux after 1 s in the energy range 15 - 150 keV as a function of
T90 for the Swift GRBs.

However, ECLAIRs is less sensitive than BAT. Hence, some GRBs observed by BAT would
have a lower probability of being observed by ECLAIRs [136]. The GRBs that have ≥ 50%
and ≥ 90% probability of detection by ECLAIRs with a signal-to-noise ratio > 8 are selected
to perform the analysis to test the MXT localization. The probability of detection depends
on two parameters: the duration parametrized by T90 and the photon flux. The ECLAIRs
would have a probability of detection of 50% if T90 > 0.1 s and if the flux is more than 0.07
ph.s−1.cm−2. ECLAIRS would have a probability of detection of 90% if T90 > 0.7 s and if the
flux is more than 0.3 ph.s−1.cm−2 [136]. The peak flux after 1 s distribution of the Swift GRBs
vs T90 is shown in Fig. 6.13. Among 1550 GRBs detected by Swift, ECLAIRs observes 1283
GRBs (∼83%) with a probability of 50%, where the X-ray afterglow is detected for ∼80% of
them.

Figure 6.14. shows the percentage of XRT GRBs that would be localized by the MXT with
a given uncertainty (r90). It shows that the MXT localizes 65% of XRT GRBs with uncertainty
less than two arcmin after 10 min of observation for the GRB with detection probability >
50%.

If we select GRBs that would have a ≥90% detection probability by ECLAIRs, we end up
with 696 GRBs (∼ 45%). From the 696 GRBs, XRT observes the X-ray afterglow of ∼82%
of them, 572 GRBs. The MXT localizes ∼ 80% of the 572 GRBs to better than two arcmin
after 10 min of observation, as seen in Fig. 6.14. Table. 6.2 summarizes the result of the MXT
localization of the XRT GRBs.
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Figure 6.14: Cumulative curve of the XRT GRBs (represented in a percentage) as observed
and localized with the MXT after 10 min of the observation. GRBs that have >90% (green),
>50% (blue), and (0% - 100%) (red) probability of being detected by ECLAIRs are selected.

Table 6.2: The percentage of the XRT GRBs that are detected by the MXT with a given
uncertainty and for a given detection probability by ECLAIRs.

ECLAIRs detection probability < 120 arcsec < 60 arcsec < 30 arcsec
≥ 90% 78% 64% 37%
≥ 50% 67% 53% 25%

0%− 100% 54% 38% 19%

The list of Swift GRBs that have a 90% and 50% detection probability with ECLAIRs are
given in the Appx. A.

In the following section, short-duration Swift GRBs are studied.

6.2 . Short GRBs study

The short-duration GRBs are selected to be studied in this section since their progenitors,
the merger of two binaries including at least one neutron star (see Sec. 1.2.1.3), have a higher
probability of being observed in gravitational waves than the progenitors of the long-duration
GRBs which are the supernovae.

Observation of gravitational-wave and the electromagnetic radiations from the same GRB
events is required to understand the GRB from the early moments up to the fading of the
afterglow. So far, only one GRB event was observed in the gravitational wave and the elec-
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tromagnetic radiations simultaneously, which is the short-duration GRB170817A discussed in
Sec. 1.3.3.

In this section, we aim at studying all the short GRBs using a selected sample of short GRBs
from the Swift database with favorable observing conditions for the redshift determination.
Measuring the redshift of GRBs allows us to study them in the source reference frame and
build their luminosity light curves. First, the sample was built with GRBs observed from 2004
until June 2013 [197]. It includes 16 short GRBs, where the redshift is measured for ∼ 69%
(11 short GRBs). During my PhD, I worked on building an extended sample of short GRBs
to include the observed ones up to the end of 2021 to increase our statistics. This work has
been done with the XRT team in the Astronomical Observatory of Brera-INAF in Italy. The
selection criteria of the sample are explained in the following section.

6.2.1 . Selection criteria

As mentioned in Sec. 1.1.1.2, the main separation between the long and short GRBs is the
duration of their prompt emission parametrized by the T90 value. Among a sample of 1513
GRBs, all GRBs with T90 ≤ 2s are selected, so we end up with a sample of 132 short GRBs.
Some GRBs have a T90 greater than 2 s, but they have a short GRB-like spectrum, these GRBs
are called short GRBs with extended emission. In the Swift database, seven GRBs have an
extended emission, and they are added to the sample to have 139 short GRBs. Afterward,
a selection is applied based on the XRT re-pointing time. All short GRB events observed
immediately (< 200 s) after the trigger are selected. This selection ensures that the early
time emission is observed, which is necessary for the rapid follow-up from the ground and the
determination of the event redshift. After this selection, the sample consists of 95 short GRBs.

A second selection is applied based on the galactic extinction Aν , which is the absorption
and scattering of electromagnetic radiation by the medium between an emitting astrophysical
object and the observer. Aν is computed using the extinction calculator tool of the NASA/IPAC
extragalactic database [198]. A short GRB is selected if it has Aν < 0.5, which increases the
probability of the ground-based optical follow-up. With this selection, the sample contains 71
short GRBs, where the redshift is measured almost for half of them (36 short GRBs). The total
sample consist of all GRBs after this selection.

Finally, to increase the percentage of the redshift completeness we restrict ourselves to the
short GRBs that are bright enough with a peak photon flux > 3.5 ph.s−1.cm−2 in the energy
range of 15-150 keV. This selection is applied by Michela Maria Dinatolo, a former student of
the XRT team. 41 short GRBs are left after the selection on the flux as shown in Tab. 6.3, we
name this sample the complete sample.

Table 6.3: The complete sample of the short GRBs (41 GRBs) after applying selection on the
XRT pointing time T0, the galactic extinction, and on the photon flux after 64 ms.

GRB T90 [s] Ph-flux [ph. s−1. cm−2] XRT T0 [s] XRT r90 [arc sec] z
051221A 1.4 40.7 88 1.4 0.547
060313 0.74 30.9 78.69 1.4 -
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GRB T90 [s] Ph-flux [ph. s−1. cm−2] XRT T0 [s] XRT r90 [arc sec] z
061201 0.76 8.0 81.32 1.4 0.11
070714B 64 8.1 61.37 1.4 0.92
080123 115 6.1 101.81 1.7 -
080503 170 4 74.90 1.6 -
080905A 1.0 3.7 130.38 1.6 0.122
090426 1.2 4.7 84.62 1.4 2.609
090510 0.3 20.1 94.10 1.4 0.903
090515 0.036 5.2 63.85 2.9 -
100117A 0.3 4.4 80.1 2.4 0.915
100625A 0.33 9.3 48.26 1.8 0.452
101219A 0.6 8.9 221.92 1.7 0.718
111117A 0.47 5.8 - - 1.3
130515A 0.29 8.4 75.2 2.4 -
130603B 0.18 54.2 59.05 1.4 0.356
140622A 0.13 4.1 93.40 2.4 0.959
140903A 0.30 10.03 59 1.4 0.351
140930B 0.84 5.94 196.93 1.6 -
141212A 0.30 7.6 69.11 2.6 0.596
150423A 0.22 4.4 70.12 1.6 1.394
150424A 91 37.42 87.87 1.4 0.3
150831A 1.15 3.7 83.44 1.6 -
151229A 1.78 9.5 86.91 1.4 -
160410A 8.2 6.1 82.89 2.3 1.717
160601A 0.12 6.1 73.97 3.1 -
160821B 0.48 7.1 65.97 2.2 0.16
161001A 2.6 7.1 65.05 1.4 0.891
161104A 0.1 4.1 58.28 3.0 0.793
170127B 0.51 4.8 74.68 2 -
170428A 0.20 14.4 84.63 2.3 0.454
180204A 1.16 9.1 87.17 1.4 -
180618A 47.4 5.8 77.62 1.4 -
181123B 0.26 4.7 80.25 1.5 -
191031D 0.29 19 88.83 1.7 -
200411A 0.22 5.5 50.74 1.4 -
201221D 0.16 36.6 87.42 4.3 1.046
210323A 1.12 9.5 85.2 2.2 -
210919A 0.16 6.3 97.02 4.0 0.27
211211A 51.37 196.1 79.15 1.9 0.076
211227A 83.79 6.1 73.46 2.4 0.228
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The selection summary and the number of GRBs after each selection is given in Tab. 6.4.

Table 6.4: The selection criteria of the short-duration GRBs sample and the number of GRBs
after each selection.

Selection number of GRBs
T90 < 2 s 132

+ extended emission 139
XRT pointing time < 200s 95

Aν < 0.5 71
peak photon flux > 3.5 ph.s−1.cm−2 41

Among the complete sample, 25 short GRBs (61% of short GRBs) observed by the Swift
with a reliable redshift. To get the redshift for the GRBs, some of them are given in the Swift
database. For the others, we investigated the GCN circulars [161] and the literature for each
GRB in the complete sample to check the redshift. Then we investigated if this redshift is
reliable or not by looking at the method of measuring it.

In astrophysics, the redshift of a given event is measured in three ways: First, one can
use optical spectroscopy if the optical afterglow is detected with clear absorption lines in their
spectrum [199]. In this case, the redshift is measured as in Eq. 1.1. The spectroscopic redshift
is the most reliable.

The second method is the host galaxy spectroscopy [200], which is divided into two parts.
The first part is when the optical afterglow is detected but with no absorption line in its
spectrum. In this case, the host galaxy is identified, and the GRB event has the same redshift
as the host galaxy. This measured redshift is reliable. In the complete sample, nine short GRBs
have a redshift computed with this method. The second part is when no optical afterglow is
observed, so the host galaxy is not identified easily. In this case, a galaxy catalog is used
to look for the galaxies within the XRT error radius r90. In this study, we used the VizieR
database [201] to search for the galaxies. If there is only one galaxy in the XRT error radius, this
galaxy is considered the host galaxy of the GRB event, which has the same redshift as the host.
If there is more than one galaxy in the error radius, the chance of the probability is computed
by assuming a uniform distribution of the galaxies following a Poisson distribution [202].

The chance of the probability computes the probability of a random or false coincidence to
find a galaxy within a given radius, and it is given by:

Pi,chance = 1− exp(−ηi), (6.6)

where i is the galaxy index, and
ηi = πr2σ(≤ mi), (6.7)

is the expected number of galaxies within a circle of radius ri, and

σ(≤ mi) =
1

36002 × 0.334 loge 10
100.334(mi−22.963)+4.32, (6.8)
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is the mean surface density of galaxies brighter than the red band magnitude of mi of the
i galaxy. The galaxy with the lowest chance of probability is considered. In the complete
sample, GRB061201, GRB161001A, and GRB161104A have a redshift measured by the host
galaxy spectroscopy with no optical afterglow. The three GRBs have a chance probability of
< 0.05. The third way to compute the redshift is the photometry [203] [204]. The photometric
redshift is the least reliable redshift among the three methods. In the complete sample, only
GRB210919A has a photometric redshift.

In the complete sample, 5 short GRBs have an extended emission:
GRB070714B [205], GRB150424A [206], GRB160410A [207], GRB211211A [208], and GRB211227A [209].
The GRB211211A is a special event associated with the merger of binary neutron stars because
of the detection of the Kilonova emission from the same event. However, no gravitational-wave
signal was observed from this event.

GRB090426 has the highest redshift in the complete sample: z = 2.609. However, the
classification of this GRB is still debated. Even if it has a T90 < 2s, it has been shown in [197]
that this GRB follows the properties of long GRBs.

In the complete sample, six short GRBs have the plateau phase in their light curves, whereas
three short GRBs have an X-ray flare in their light curves.

In the next section, the luminosities of the X-ray afterglow of the short GRB complete
sample are studied in the source rest frame.

6.2.2 . The luminosity in the rest frame
The X-ray afterglow luminosity can be obtained from the flux light curve. For each short

GRB in the complete sample, the flux light curve is downloaded from the Swift Burst Analyser
repository [210]. Then, the fluxes in the rest frame (Frf ) energy (2 - 10 keV) is computed
as [197]:

Frf (2− 10 keV ) = F (0.3− 10 keV )
( 10

1+z
)2−Γ − ( 2

1+z
)2−Γ

102−Γ − 0.32−Γ
. (6.9)

The energy range of (2 - 10 keV) is chosen to have a common minimum energy for the
complete sample in the rest frame.

The X-ray afterglow luminosity in the rest frame is given by:

Lx = Frf × 4πD2
L, (6.10)

where DL is the luminosity distance, and it is given by:

DL = (1 + z)
c

H0

∫ z

0

dz′√
Ωm(1 + z′)3 + Ωλ

, (6.11)

where H0 = 73.8 km.s−1.Mpc−1 is the Hubble parameter today, Ωm is the normalized value of
the present matter density, and Ωλ is the normalized value of the present dark energy density.
We consider a standard cosmology, where Ωm = 0.3 and Ωλ = 0.7.

The emitted time temit is also computed as:

temit =
tobs

(1 + z)
. (6.12)
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From Eq 6.10 and Eq. 6.12, we estimate the luminosity light curve at the source rest frame
for the X-ray afterglow of the complete sample. Figure. 6.15 shows the luminosity light curve
of the complete sample.

Figure 6.15: The luminosity light curves of the X-ray afterglow of the complete sample, esti-
mated in the rest frame energy range (2 - 10 keV).

The luminosity light curves are distributed over a wide range, covering 5 order of magnitudes.
Two parameters play the main role in the brightness of the GRB, the isotropic energy of the
central engine Eiso and the density of the surrounding medium (n). Almost all short GRBs
have the same environment properties with low medium density. Therefore, if the luminosity
light curves are normalized to the Eiso, they should be homogeneous and have a typical model.

Eiso is computed as:

Eiso =
4πD2

L

1 + z
Fbol, (6.13)

where,

Fbol = A

∫ 104

1

EN(E) dE, (6.14)

is the bolometric fluence, which is the total fluence of a GRB between 1 - 104 keV. Instruments
could observe part of this fluence. N(E) is the photon number spectrum of the prompt emission
(see Sec. 1.2.2.1), and A is a normalization factor.

To determine the value of A, the measured fluence and spectrum are used:

F(E1−E2) = A

∫ E2

E1

EN(E) dE. (6.15)
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(E1 − E2) is the energy band for the instrument. Finally, the bolometric fluence is computed
as:

Fbol =
F(E1−E2)∫ E2

E1
N(E) dE.

∫ 104

1

EN(E) dE. (6.16)

To compute Fbol in Eq. 6.16, N(E) shall be fitted by one of the three models explained
in Sec. 1.2.3.1, based on the GRB brightness and the instrument energy band. The GRB
prompt emission spectrum is typically fitted with the Band function or a power law with an
exponential cutoff function. The Swift/BAT instrument is operated in the energy band of (15
- 150 keV). Therefore, the observed spectrum is fitted by a power law. If we extrapolate the
spectrum observed by the Swift/BAT and compute Eiso, the Eiso will be overestimated, as seen
in Fig. 6.16, where the N(E) is integrated under the dashed orange line. Thus, Eiso should not
be computed using the Swift/BAT observation.

Figure 6.16: The band model spectrum of the prompt emission, where the energy band of the
Swift/BAT is indicated by the orange lines.

To compute Eiso, we look in the GCN circulars for a detection of the same GRB with high-
energy band instruments: Fermi [211] or Konus [212]. If the detection is performed by one
of these instruments, we get the best fit from the GCN circulars or the Fermi catalog [213].
If there is no detection by these instruments, we fit the spectrum with the exponential cutoff
power law in Eq. 1.6, with the typical value for α = −0.5 and Ep = 730keV . The Eiso values
of the complete sample are given in Tab. 6.5.
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Figure 6.17: The normalized luminosity light curves of the X-ray afterglow of the complete
sample, estimated in the rest frame energy range (2 - 10 keV).

The luminosity light curves in Fig. 6.15 are normalized to the corresponding Eiso value in
Tab. 6.5. The normalized light curves are shown in Fig. 6.17. The plot shows that we have a
homogeneous set of X-ray normalized luminosity light curves that covers 3 order of magnitudes.
Indeed, short GRBs seem to have similar environment properties.

Table 6.5: The isotropic energy of the prompt emission of the GRBs that have ≥ 3 detection
points in the complete sample. In addition, the X-ray luminosities in the 2–10 keV rest-frame
energy band are computed at two rest-frame times (1 h and 24 h).

GRB z Eiso Lx,1h [erg.s−1] Lx,24h [erg.s−1]
051221A 0.547 2.60 × 1051 1.86 × 1045 6.48 × 1043

061201 0.11 9.06 × 1049 1.26 × 1045 2.35 × 1044

070714B 0.92 1.53 × 1052 1.53 × 1046 1.05 × 1043

080905A 0.122 4.67 × 1049 2.79 × 1043 5.45 × 1038

090426 2.609 2.29 × 1052 2.86 × 1046 1.19 × 1045

090510 0.903 6.98 × 1052 5.46 × 1045 7.28 × 1042

100117A 0.915 1.69 × 1051 1.17 × 1044 1.90 × 1041

100625A 0.452 1.51 × 1051 3.37 × 1043 2.24 × 1041

101219A 0.718 5.96 × 1051 3.69 × 1043 3.04 × 1040

130603B 0.356 1.92 × 1051 2.06 × 1045 1.25 × 1043

140903A 0.351 4.15 × 1050 1.36 × 1043 1.08 × 1042

174



Observation of GRBs with the MXT 6.2. Short GRBs study

GRB z Eiso Lx,1h [erg.s−1] Lx,24h [erg.s−1]
150423A 1.394 2.99 × 1051 5.25 × 1044 3.45 × 1042

150424A 0.3 3.21 × 1051 4.06 × 1045 1.70 × 1044

160410A 1.717 5.38 × 1052 4.27 × 1046 1.78 × 1045

160821B 0.16 5.83 × 1049 6.79 × 1044 2.83 × 1043

161001A 0.891 1.34 × 1052 1.49 × 1046 6.24 × 1044

211211A 0.076 2.5 × 1051 5.71 × 1045 2.38 × 1044

211227A 0.228 4.9 × 1051 2.70 × 1045 1.13 × 1044

Figure 6.18: The normalized luminosity light curves of the X-ray afterglow of the short GRBs
with ≥ 3 observations in the complete sample. The light curves are fitted with single or multiple
broken power laws.
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Moreover, if the luminosity light curve has ≥ 3 detection points, it is fitted with a single or
multiple broken power law as seen in Fig. 6.18. From the best fit, the luminosity of each short
GRB in the complete sample is estimated at the early time (1 h) and at the late time (24 h).
The luminosities of the complete sample after a given time are given in Tab. 6.5.

Figure 6.19 shows the correlation between the Eiso and the X-ray luminosity at the early
time (after 1 hour) and at the late time (after 24 hours). This shows the correlation between
the prompt emission properties and the X-ray afterglow properties. The luminosity is drawn vs
Eiso, fitted with a linear function, and the dispersion of the points from the best fit is computed.
The dispersion (standard deviation) at the early time is about 0.32, and it is about 0.5 at the
late time. This shows that Lx at early times correlates with the Eiso better than at the late time,
which is consistent with the theory. In theory, the first steep decay and the plateau phases (see
Sec. 1.2.3.2) of the X-ray afterglow light curves are believed to be connected with the prompt
emission. The later phase, the normal decay phase, is purely associated with external forward
shock afterglow emission; this is why at the late time, the X-ray afterglow luminosity is less
correlated with Eiso.

In the next section, we will discuss how to use the complete sample to study the MXT
observation performance, particularly the observation of the electromagnetic counterparts.

Figure 6.19: The Lx − Eiso correlation studied for the complete sample at different rest–frame
times. Left: at the early time (after 1 hour), right: at the late time (after 24 hours). The solid
lines represent the best fit.

6.3 . Multi-messenger astronomy with the MXT

This section discusses the perspectives of the MXT contribution in the observation of elec-
tromagnetic counterparts of a gravitational-wave trigger originating from the coalescence of
a binary system, including at least one neutron star. The electromagnetic counterpart of a
supernova (the progenitor of long GRBs) is not studied because with the current sensitivity of
gravitational-wave detectors, the probability of detection of a gravitational-wave signal from
the supernova is low.
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The observed electromagnetic emissions from merger of a binary systems are different de-
pending on the observer angle θobs, as seen in Fig. 6.20.

Figure 6.20: The expected electromagnetic counterparts to the merger of the binary system
as a function of the observer angle θobs. The rapid accretion powers a collimated relativistic
jet, which produces a short GRB with a half-opening angle θj. An afterglow emission results
from the interaction of the jet with the surrounding medium (pink). Radio afterglow emission
is observable isotropic on a timescale of weeks–months, and years. Short-lived isotropic optical
emission lasting a few days (kilonova; yellow) can also accompany the merger, powered by the
decay of radioactive heavy elements. Credit: [214].

If θobs ≤ θj (the half-opening angle of the jet), the short GRB: gamma ray, X-ray, optical,
near-infrared, and radio emissions are observed. If θj < θobs ≤ 2θj orphan afterglows (X-ray,
optical, near-infrared, radio) are observed. The kilonova emission (optical and near-infrared)
and the late-time radio remnant are observed from all directions.

In the ToO-MM program (see Sec. 2.2.3), the MXT receives alerts from the gravitational
waves detector in order to search for the X-ray emission. In this section, only a simple case of
on-axis short GRBs emissions is studied since the model of the emission differs according to the
θobs angle. Further studies must include the MXT observation of the different electromagnetic
emissions based on the observer angle θobs.

The gravitational-wave localization error box is relatively large compared to the localization
error box of the electromagnetic waves detectors. Figure 6.21 shows that for the binary neutron
stars, 50% have a localization error of about 25◦, whereas, for the neutron star and black hole
system, 50% of them have a localization error of about 35◦, during the next observing run,
which is O4 [130].
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Figure 6.21: The gravitational waves sky localization error box for binary neutron stars BNS
(solid line), a neutron star and a black hole (dashed line), and two black holes (dotted line)
signals during the third O3 and fourth O4 runs. Credit: [130].

However, in the fifth observing run, one more detector is expected to join the gravitational-
wave detector network, which is the LIGO-India. The inclusion of the fifth site improves the
localization of the binary systems to reach about 20◦, as seen in Fig. 6.22.

Figure 6.22: The expected localization accuracy for binary neutron star systems with advanced-
detector networks during the O5 run. The ellipses show 90% confidence localization areas
by the four-detector network (HILV) LIGO Hanford (H)–LIGO India (I)-LIGO Livingston
(L)–Virgo (V). The joining of the fifth site in India improves the localization over the whole
sky. Credit: [215].

The MXT field of view is about 1◦. Therefore the MXT must perform several observations
(tiles) in order to cover the localization error box of gravitational-waves detectors and search
for the X-ray counterpart. The MXT can observe five tiles per orbit, and each tile needs
500 s. Hence, the MXT needs typically four orbits (see Sec. 2.3.1 for the MXT orbit time) to
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cover the error box of the gravitational-wave detectors. The total time expected to cover the
gravitational-wave error box is ∼6 hours, including the observation time and the satellite slew
time [216]. The MXT could find the X-ray counterpart in the first tile or in the last tile. Thus,
the observation of the X-ray counterpart by the MXT after a given time must be characterized.
First, the limits and constraints of the gravitational-wave detectors must be considered.

Table 6.6 summarizes the expected horizon for the detection of binary systems during the
O4, and O5 runs with LIGO/Virgo/KAGRA network. The O4 run is expected to start at the
beginning of 2023 and will last one year so that SVOM could overlap the end of the O4 run.
The O5 run is expected to start in 2026 [130].

Table 6.6: projected detector sensitivities for a 1.4 M� + 1.4 M� binary neutron star system
(BNS), and a 1.4 M� + 10 M� neutron star and black hole system (NSBH) during the O4 and
O5 runs.

LIGO Virgo KAGRA
Range [Mpc] 160-190 90-120 25-130

BNS
Redshift 0.037 - 0.044 0.021 - 0.028 0.006 - 0.03

O4
Range [Mpc] 300-330 170-220 45-290

NSBH
Redshift 0.07-0.077 0.04-0.051 0.01 - 0.067

Range [Mpc] 330 150-260 130+
BNS

Redshift 0.077 0.035- 0.06 0.03+
O5

Range [Mpc] 590 270-480 290+
NSBH

Redshift 0.137 0.063-0.112 0.067+

During the O4 run, it is expected to observe binary systems with a redshift up to z=0.077;
for O5 it will be z = 0.137. In order to test the MXT observation of the counterpart, the short
GRB must be simulated at a redshift ≤ 0.077 (resp. ≤ 0.137) for the O4 (resp. O5) run. The
typical X-ray afterglow light curve of short GRBs must be modeled in the rest frame. This
is achieved by averaging the light curves of the complete sample in the rest frame or simply
by isolating the light curve of one short GRB of the complete sample since they are almost
homogeneous in the rest frame. Afterward, this light curve model is simulated at the desired
redshift.
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Figure 6.23: The luminosity light curve of the GRB051221A X-ray afterglow at the source rest
frame (2 - 10 keV).

A simulation of an MXT observation of this light curve is simulated as described in Sec. 6.1
at different times after the gravitational-wave alert and for 500 s, which is the observation time
for each tile. The number of counts observed in a tile after a pointing time of 1, 4, 8, and 12
hours is computed, then the localization uncertainty is computed using Eq. 5.49. We choose
to simulate the GRB051221A, which was observed at z = 0.547. The X-ray luminosity light
curve of GRB051221A at the rest frame is shown in Fig. 6.23.

Figure 6.24: The light curve for GRB051221A, simulated at z=0.137. Observations with the
XRT (red stars) and the MXT (black line) are simulated.

180



Conclusion

The flux at z = 0.137 and at z = 0.077 is obtained using Eq. 6.10, then it is converted to a
flux in the XRT observer frame using Eq. 6.9. The flux and the number of counts in the MXT
frame are simulated as described in Sec. 6.1.

Figure. 6.24 shows the X-ray afterglow light curve for GRB051221A simulated at z = 0.137
as observed by the XRT and the MXT. The number of counts observed by the MXT after a
certain time and for 500 s is given in Tab. 6.7. Note that for the MXT observation, we include
the interpolation of the data. The signal-to-noise ratio is computed assuming 500 background
counts, and then r90 is computed as in Eq. 5.49. The MXT localizes the counterpart at z = 0.077
to better than two arcmin if they are found in less than ∼4 hour. After that, the precise
localization of the counterpart becomes more difficult as the number of counts becomes less.
For far distant GRBs z = 0.137, the best accuracy achieved is 222 arcsec, if the GRB is found
after 1 hour, as seen in Tab. 6.7.

Table 6.7: The maximum number of photons that would be detected in a tile after different
observation times (1h, 4h, 8h, and 12h). The table gives the associated localization uncertainty
r90 for each tile after a certain time from the alert time.

1h 4h 8h 12h
number of photons 73 50 35 22

z=0.137
r90 [arc sec] 222 281 352 471

number of photons 223 175 96 58
z=0.077

r90 [arc sec] 111 129 187 256
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Conclusion

The MXT is one of the four instruments onboard the SVOM satellite. SVOM has three
observational programs: the core, the general, and the ToO programs. In the core program of
the SVOM mission, the MXT observes and localizes GRB X-ray afterglow in the energy range
of (0.2 - 10 keV) and rapidly communicates the source information to the ground to follow up
the source. In the general program, the MXT observes X-rays from other types of astrophysical
objects based on proposals. In the ToO program, the MXT observes the X-ray counterparts
of multi-messenger sources, particularly the merger of binary systems, including at least one
neutron star that emits gravitational waves in addition to the GRB.

This thesis studies the core program observations with the MXT. The MXT plays a vital
role in localizing the GRB events precisely. The accurate and rapid localization allows to follow
up the source at lower energies (the ultraviolet, optical, infrared, and radio). The rapid follow-
up increases the probability of measuring the event redshift, which is the key to study the event
in its rest frame, and to study its surrounding medium.

The MXT consists mainly of three parts, the optics, the camera, and the data processing
unit. The MXT optics are micro-channel optics based on the lobster eyes geometry resulting
in a peculiar PSF of a central spot and two cross arms. This optical system is attached to the
camera based on a low-noise pnCCD detector. The MXT is equipped with a data processing
unit (MDPU) to analyze images captured by the camera and perform scientific processing.

The scientific processing managed by the MDPU is divided into 4 categories: the noise
characterization, the photon reconstruction and source localization, the management of the
telemetry packet to be sent to the ground, and data monitoring by producing intermediate
results of the previous three processing. The first two categories are developed and characterized
during this thesis.

The first category is the noise characterization, in which the intrinsic noise level in the
detector is measured. The intrinsic noise is temperature-dependent. Thus, the noise must be
characterized frequently onboard to match observation conditions. The noise is characterized
by computing noise offset and threshold maps (the dark maps) for all pixels. We developed
a method to compute the offset map as the pixel-by-pixel mean value across N frames and
the threshold map as the nt×standard deviation of the noise fluctuation around the offset. To
ensure not biasing the dark maps, an outlier threshold is included to reject outlier pixels from
the analysis. The dark maps (offset and threshold) proved to be robust in the presence of
outliers and equivalent to the reference maps computed with the ground analysis. Using the
onboard dark maps to select pixels above noise proved to give the detector an equivalent or
even better spectral response than using the reference maps.

During observations, the dark maps are used to select pixels above noise. The MDPU
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processes the selected pixels to reconstruct the X-ray photons and accumulate them in the
photon map. The photon map is used to localize the source and compute its sky coordinate
precisely and rapidly, which is the main scientific requirement of the MXT. The MXT must
localize the sources onboard with accuracy better than 2 arcmin after 10 min of observation.

During my thesis, I designed and tested the MXT localization algorithm. The algorithm
takes advantage of the shape of the MXT’s PSF (central spot and cross arms) to guide the
search for the source peak. The photon map (the detected signal) is cross-correlated with the
PSF (the shape of the expected signal). The source peak position in the MXT detector is given
by the 2D barycenter around the maximum cross-correlation value. This method proved to
perform better than the simple barycenter over the photon map, particularly in the case of a
low photon flux. The cross-correlation method is computed in the Fourier space onboard as it
is faster than computing it in the spatial domain. To match the requirements of localization
accuracy < 2 arcmin after 10 min, the MXT must detect at least 200 photons. The typical
number of photons received during the first seconds of the X-ray afterglow ranges between a
few hundred and a few thousand, which means that MXT will match the requirements in most
observations.

We studied the impact of several effects on the performance of the localization. We tested
the effect of reducing the photon map resolution, which proves to have no effect if it is reduced
to half the original size. In addition, we characterized the bias caused by observing sources in
the field of view of the MXT, and we corrected for this bias. Furthermore, we characterized
and corrected the effect of the hardware limitation, like the presence of insensitive columns.

The localization algorithm onboard the MXT must be able to detect up to three sources
in the field of view. The MXT derives the sky coordinate, the number of photons, and the
signal-to-noise ratio for each source. In order to compute the signal-to-noise ratio onboard, a
method is developed using the cross-correlation data. The method is based on selecting two
cross-correlation values to compute the number of photons and the background count in the
detector and hence compute the signal-to-noise ratio for each of the three sources. The onboard
method to compute the signal-to-noise ratio proved to be functional and fast.

The flight model of the MXT, including the onboard scientific algorithms, was thoroughly
tested at the Panter X-ray test facility in Germany from October to November 2021. The test
proves that the MXT onboard science algorithms can be operated reliably and in a long run.
The onboard dark maps proved to characterize the detector intrinsic noise and select pixels
with signal above noise during the observation. With the onboard maps, photons with energy
down to 0.08 keV can be identified above the noise level. The localization algorithms proved
to give a precise location of the injected source beam, even when it is placed at the edge of
the field of view of the MXT. The localization algorithm showed robustness in the presence of
insensitive columns.

The MXT performance is tested using realistic scenarios of GRBs based on the Swift/XRT
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observation. The SatAndLight toolkit has been developed to simulate such scenarios. Sa-
tAndLight simulates MXT optics, camera, geometry, sources in the field of view, and the
MXT observation. Moreover, a realistic GRB with a physical spectrum and light curve model
can be simulated based on previous observations by similar missions like Swift. During my
thesis, I participated in developing and characterizing this simulation for the MXT.

The MXT has shown that it is able to study and characterize the temporal evolution of
the X-ray afterglow. In addition, the MXT is able to characterize the spectrum of X-ray after-
glows, in particular, the absorption of X-ray photons at low energies (<1 keV). The localization
performance is tested using the GRB population of the XRT. The GRBs observed by the XRT
are converted to the MXT observations, and they are localized by the onboard localization
algorithm. The MXT localizes ∼ 80% of XRT GRBs to better than 2 arcmin after 10 min of
observation.

We perform a selection of short GRBs sample with computed redshift. We perform a
study of the rest frame properties of the sample. Among the studied properties is the X-
ray luminosities. Finally, the sample was used to test the MXT observation during the ToO
program, where the MXT searches for X-ray counterpart of a multi-messenger source. The
detection of the counterpart with the MXT depends on how fast the telescope points toward
the source and whether the MXT found the source from the first observations. The MXT must
point to the source in less than 4 hours to localize a multi-messenger source with an accuracy
of < 2 arcmin. For the far distant sources z ≈ 0.1, the MXT is not able to localize them with
such accuracy, but, it will be able to observe and localize these sources with less precision.
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A - Swift GRBs detected by ECLAIRs

The Swift GRBs that would have a certain probability to be detected by ECLAIRs are
listed in this appendix, tab. A.1 shows the list with 50% detection probability and tab. A.2
shows the list with 90% detection probability

Table A.1: The Swift GRBs that have 50% detection probability with SVOM/ECLAIRs.

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

220806A 4.78 1.1
220715B 40.40 1.3
220714B 50.10 3.8
220711B 88.64 2.0
220708A 4.4 0.8
220706A 86.9 0.9
220701A 5.77 0.7
220623A 57.11 4.5
220618A 96.00 0.8
220521A 13.55 4.7
220518A 12.29 1.8
220501A 202.24 1.2
220430A 43.10 29.6
220427A 57.2 3.0
220412A 41.66 0.5
220408A 17.25 4.9
220404A 2.54 1.1
220403B 27.0 2.7
220325A 3.50 2.0
220319A 6.44 1.5
220306B 12.34 2.3
220305A 21.12 2.1
220118A 10.61 3.3
220117B 24.37 0.5
220117A 49.81 1.9
220101A 173.36 7.3
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

211227A 83.79 5.1
211225B 121.54 6.1
211223C 15.00 3.1
211221A 671.67 0.5
211211A 51.37 155.0
211207A 3.73 0.9
211129A 113.01 1.5
211025A 103.5 0.5
211024B 603.5 0.9
211023B 1.30 2.2
210930A 11.81 0.7
210912A 28.35 1.7
210901A 46.77 2.4
210824A 37.55 1.3
210822A 180.8 27.7
210820A 196.8 0.8
210818A 73.56 11.2
210807C 89.97 4.0
210807A 156.30 1.8
210731A 22.51 1.6
210730A 3.86 7.1
210725B 48.00 0.6
210725A 53.54 1.0
210724A 50.57 2.5
210723A 48.54 3.1
210722A 50.20 2.2
210712A 136.41 2.3
210619B 60.90 115.0
210610B 69.38 13.5
210610A 13.62 2.4
210527A 63.21 0.4
210517A 3.06 1.5
210515C 55.7 0.6
210514A 70.21 8.7
210509A 8.22 1.2
210504A 135.06 0.9
210430A 11.53 1.9
210422A 39.00 1.3
210421A 79.52 2.0
210420B 158.8 0.5
210419C 73.00 0.8
210419A 64.43 0.6
210411C 12.80 4.8
210410A 52.88 4.0
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

210403A 168.3 1.1
210402A 238.7 1.6
210323A 1.12 2.9
210321A 8.21 1.7
210318B 14.95 14.5
210318A 48.00 0.3
210308A 5.3 13.6
210307A 262 1.0
210306B 24.32 2.4
210306A 9.12 20.9
210305A 68.6 3.4
210226A 20.80 2.8
210222B 12.82 1.4
210218A 240 1.0
210217A 4.22 5.1
210212A 80.0 0.5
210211A 6.1 1.0
210210A 6.60 7.0
210209A 139.4 0.6
210207B 95.69 3.1
210205A 22.70 1.6
210112A 107.60 20.5
210104B 19.94 1.9
210104A 32.06 12.1
210102C 87.25 4.4
201229A 53.3 1.7
201223A 29.0 1.5
201221D 0.16 5.6
201221A 44.5 1.0
201216C 48.0 18.0
201209A 48.0 12.2
201203A 12.18 0.5
201128A 5.41 0.4
201105A 33.82 13.9
201104B 8.66 4.1
201029A 120.55 0.6
201027A 546.73 1.4
201026A 135.38 2.2
201024A 5.00 3.7
201021C 24.38 1.0
201020A 14.17 2.1
201017A 22.08 1.8
201015A 9.78 1.8
201014A 36.2 0.3
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

201013A 7.36 24.6
201029A 120.55 0.6
201027A 546.73 1.4
201026A 135.38 2.2
201024A 5.00 3.7
201021C 24.38 1.0
201020A 14.17 2.1
201017A 22.08 1.8
201015A 9.78 1.8
201014A 36.2 0.3
201013A 7.36 24.6
201006A 0.49 2.2
201001A 15.2 1.0
200925B 18.25 3.0
200922A 10.30 11.4
200919A 76.0 1.2
200917A 19.4 0.6
200909B 16.9 1.3
200906A 70.90 2.5
200903A 24.15 3.8
200901B 705.94 0.4
200901A 20.37 7.7
200829A 13.04 98.7
200819A 23.62 0.6
200806A 38.8 12.1
200729A 122.0 0.7
200716C 86 10.7
200713A 48.98 0.8
200711A 29.39 7.7
200701A 38.9 0.7
200630A 14.83 1.4
200612A 171.48 0.7
200608A 119.2 0.7
200529A 79.57 1.8
200528A 58.7 17.5
200519A 71.88 20.6
200512A 74.0 0.4
200509A 828.2 1.5
200425A 81.0 0.7
200416A 5.04 3.8
200410A 108.8 1.8
200409A 17.91 1.2
200306C 53.5 1.3
200306A 32.87 7.0
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

200303A 94.2 5.0
200228B 7.37 1.0
200227A 32.8 5.7
200224A 45.0 0.4
200219A 288.0 2.4
200216B 81.3 1.5
200215A 11.7 2.7
200205B 458.0 2.0
200131A 32.74 26.9
200127A 216.9 0.7
200125A 350.83 4.0
200122A 174.96 9.1
200115A 158.4 3.6
200109A 112.0 0.7
200107B 86.68 1.9
191228A 166.9 0.6
191227A 58.5 21.8
191221B 48.00 4.8
191220A 175.55 1.1
191218A 44.67 6.3
191130A 17.6 1.1
191123A 275.1 1.2
191122A 153.3 3.1
191106A 3.42 1.1
191101A 137.95 1.3
191031D 0.29 4.3
191031C 93.2 4.6
191031A 19.1 1.0
191029A 39.5 1.1
191024A 7.08 1.6
191019A 64.35 5.7
191017B 5.95 1.9
191016A 219.70 1.5
191011A 7.37 1.8
191004B 37.7 5.0
191004A 2.44 7.8
191001B 108.9 1.8
190926A 368.9 0.6
190829A 58.2 18.0
190828B 66.6 2.3
190824A 169.4 5.0
190821A 57.1 2.8
190816A 375.0 1.3
190727B 40.14 20.9
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

190719C 185.7 5.5
190718A 720.0 1.0
190706B 25.16 1.4
190701A 52.4 1.2
190630C 38.4 2.0
190630B 5.6 1.1
190613B 160.84 5.7
190613A 17.6 1.5
190611A 41.8 0.9
190610A 0.62 3.9
190604B 220.2 7.3
190519A 45.58 20.6
190515B 46.4 1.1
190512A 40.1 1.0
190511A 27.7 6.2
190424A 10.6 2.0
190331A 4.3 2.8
190324A 28.4 11.9
190320A 64.0 1.3
190311A 17.0 1.8
190220A 10.0 2.6
190219A 167.8 1.9
190211A 12.48 1.9
190204A 26.4 30.5
190203A 96 3.1
190202A 19.4 7.8
190123A 24.4 1.0
190114C 361.5 101.0
190114B 26.5 0.5
190114A 66.6 0.5
190110A 9.3 9.0
190109B 5.92 1.7
190109A 115.0 1.9
190106A 76.8 5.5
190103B 19.5 16.3
181228A 257.3 9.5
181224A 12.5 1.0
181213A 15.31 2.1
181203A 15.30 1.1
181202A 6.56 0.9
181126A 2.09 2.7
181125A 10.5 1.5
181110A 138.4 3.7
181103A 8.38 0.8
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

181030A 304.7 0.8
181027A 81.16 1.2
181023A 58.0 1.0
181022A 6.74 0.4
181020A 238.0 7.7
181016A 111.6 0.7
181013A 104.1 0.5
181010A 16.4 1.4
181003A 21.5 0.6
181002A 63.4 0.6
180925A 81.70 3.1
180924A 95.1 0.6
180905A 165.3 1.0
180904A 5.40 0.5
180828A 14.0 17.8
180823A 80.3 2.3
180818B 134.4 1.2
180818A 13.7 0.6
180812A 16.51 1.9
180809B 233.2 26.3
180805B 122.5 1.7
180728A 8.68 132.0
180727A 1.1 3.6
180721A 47.6 0.9
180720C 124.2 1.1
180709A 215.1 0.6
180706A 42.7 3.2
180705A 123.2 0.7
180704A 19.7 9.6
180630A 18.85 6.6
180626A 30.07 4.1
180624A 486.4 1.4
180623A 114.9 5.6
180620B 198.8 3.6
180620A 23.16 7.7
180618A 47.4 2.2
180614A 7.04 0.7
180602A 45.4 0.9
180514A 46.9 0.7
180512A 24.0 0.6
180510B 134.3 1.2
180510A 40.4 8.9
180504A 88.3 0.8
180425A 11.2 2.2
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

180418A 2.29 3.0
180411A 77.5 6.1
180410A 100.7 0.7
180407A 95.9 0.9
180404B 111.5 5.2
180404A 35.2 1.3
180331B 147.0 2.8
180331A 48.0 0.5
180329B 210.0 1.4
180329A 9.1 0.5
180325A 94.1 9.4
180324A 7.2 4.4
180316A 87.0 3.3
180314B 73.0 1.1
180314A 51.2 7.9
180311A 23.0 0.6
180224A 10.9 1.4
180222A 64.0 0.4
180205A 15.5 3.4
180204A 1.16 3.6
180115A 40.9 0.6
180113A 64 2.5
180111A 50.6 4.9
180102A 10.8 1.0
171222A 174.8 0.7
171216A 30.0 0.8
171212A 320 0.7
171211A 2.32 2.3
171209A 161.7 1.6
171205A 189.4 1.0
171123A 58.5 0.8
171120A 64 11.4
171115A 38.2 0.6
171103A 3.90 3.6
171102B 17.8 1.2
171027A 96.6 3.0
171020A 41.9 0.7
171011A 2.27 7.0
171007A 105 0.4
171004A 107.1 0.9
171001A 22.8 0.9
170921A 28.9 0.8
170912B 19.6 5.7
170912A 21.9 2.0
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

170906C 48.4 7.2
170906A 88.1 10.9
170903A 29.2 3.9
170827A 94.0 0.4
170823A 69.4 3.7
170822A 64 4.2
170813A 75.5 0.8
170810A 152.4 1.2
170807A 48.5 1.4
170804A 43.4 0.9
170803A 3.82 6.5
170728B 47.7 1.21
170724A 98.0 0.5
170711A 31.3 4.8
170710B 54.4 1.2
170710A 32.6 1.0
170705A 217.3 13.9
170629A 34.4 4.1
170626A 12.94 23.6
170604A 26.70 4.2
170531B 164.13 0.8
170526A 7.9 0.3
170524B 46.4 0.3
170519A 216.4 0.7
170516A 36.78 1.3
170428A 0.20 2.8
170419B 77.2 2.4
170419A 8.18 1.5
170331A 17.57 1.2
170330A 144.73 4.5
170318B 160.0 0.1
170318A 133.7 1.2
170317A 11.94 3.5
170311A 6.32 0.8
170307A 56.92 1.4
170306A 17.8 1.3
170208B 128.07 8.4
170208A 7.45 5.4
170206B 13.36 0.4
170205A 26.1 4.3
170203A 45.2 0.8
170202A 46.2 4.7
170127A 62.26 0.3
170126A 9.5 7.3
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

170115A 48.0 0.2
170113A 20.66 1.1
170111A 29.9 0.9
170101A 2.43 54.4
161224A 47.04 0.8
161220A 6 0.5
161219B 6.94 5.3
161218A 7.1 17.6
161217A 18.2 0.4
161214B 24.8 2.2
161129A 35.53 3.4
161117B 152.51 6.0
161117A 125.7 6.8
161113A 42.60 1.4
161108A 105.1 0.6
161105A 177.3 1.4
161022A 7.3 1.6
161017A 216.3 2.8
161014A 18.3 2.9
161011A 4.3 0.9
161007A 201.7 0.4
161004B 15.9 10.1
161001A 2.6 3.5
160927A 0.48 1.9
160917A 16 2.2
160905A 64 6.3
160827A 13.3 0.7
160826A 52.6 0.4
160824A 99.3 1.3
160815A 8.6 4.7
160804A 144.2 2.9
160801A 2.85 1.2
160726A 0.7 3.2
160716A 6.39 0.8
160709A 4.8 2.7
160705B 54.4 0.5
160703A 44.4 5.8
160630A 29.50 1.2
160625A 53.9 3.0
160611A 34.1 2.0
160607A 33.4 21.8
160519A 35.57 2.4
160506A 254.5 0.4
160504A 53.9 0.7
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

160501A 118 0.5
160425A 304.58 2.8
160424A 6.3 5.1
160419A 8.8 8.9
160417A 15 1.0
160412A 31.6 1.6
160410A 8.2 3.5
160408A 0.32 2.1
160327A 28 1.8
160325A 64.9 5.2
160321A 33.6 0.5
160314A 8.73 0.9
160313A 42.6 0.4
160303A 5.0 1.0
160228A 98.36 1.2
160227A 316.5 0.6
160225A 157 1.0
160223A 127 3.1
160220B 31.4 6.6
160220A 8.3 1.0
160216A 11.0 7.3
160203A 20.2 1.3
160131A 325 6.4
160127A 6.16 1.4
160123A 3.95 1.3
160121A 12.0 1.2
160119A 116 2.9
160117A 118.58 1.4
160104A 16.2 1.0
151229A 1.78 7.2
151228B 48.0 1.0
151215A 17.8 1.6
151210A 94.9 0.8
151205A 62.8 0.6
151118A 23.4 1.2
151114A 4.86 2.9
151112A 19.32 1.9
151111A 76.93 1.0
151031A 5.00 1.7
151029A 8.95 1.8
151027A 129.69 6.8
151023A 10.66 1.1
151022A 116.7 0.8
151021A 110.2 9.7
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GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

151006A 203.9 2.6
151004A 128.40 0.4
151001B 109 0.5
151001A 8.94 1.3
150925A 121 0.6
150915A 164.7 0.5
150911A 7.2 5.2
150910A 112.2 1.1
150907B 62.0 1.0
150831B 6.2 6.1
150831A 1.15 3.4
150819A 52.1 0.3
150818A 123.3 2.4
150817A 38.8 9.6
150811A 34.00 0.5
150801B 426 2.5
150727A 88 1.0
150724A 280 0.9
150722A 67 0.4
150720A 151 0.3
150716A 44 0.8
150711A 64.2 3.8
150710B 15 8.3
150626B 48.0 0.6
150626A 144 0.4
150616A 599.5 2.9
150615A 27.6 0.6
150607A 26.3 4.9
150530A 6.62 4.1
150527A 112 0.3
150513A 162 2.9
150430A 107.1 5.0
150428B 130.9 1.4
150428A 53.2 3.0
150424A 91 12.0
150413A 263.6 1.6
150403A 40.90 17.6
150323C 159.4 1.1
150323A 149.6 5.4
150318A 83.88 1.1
150317A 23.29 1.2
150314A 14.79 38.5
150309A 242 9.0
150302A 23.74 0.4

198



Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

150301B 12.44 3.0
150222A 15.90 4.7
150213B 181 1.1
150212A 11.4 1.9
150206A 83.2 10.1
150204A 12 1.85
150203A 25.8 0.9
150202A 25.7 1.0
150120B 24.30 1.2
150120A 1.20 1.8
150110B 10.6 1.4
150103A 49.1 0.5
141229A 7 1.2
141225A 40.24 1.3
141221A 36.9 3.1
141220A 7.21 8.9
141212B 10.5 3.9
141130A 62.9 1.2
141121A 549.9 0.9
141109B 54.2 0.4
141109A 200 2.5
141031B 16.0 0.3
141031A 920 0.5
141026A 146 0.4
141022A 8.72 0.9
141020A 15.55 0.7
141017A 55.7 6.7
141015A 11.0 0.5
141005A 4.34 4.2
141004A 3.92 6.1
140930B 0.84 4.0
140927A 6.26 0.9
140919A 151.3 2.0
140916A 80.1 1.3
140907A 79.2 2.5
140903A 0.30 2.5
140828A 18.8 2.2
140824A 3.09 1.2
140818B 18.1 1.1
140817A 244 7.2
140730A 41.3 0.5
140719B 53.0 0.7
140719A 48 0.2
140716A 104 5.2
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

140713A 5.30 1.9
140710A 3.52 1.9
140709B 155.0 0.9
140709A 98.6 3.1
140706A 48.3 1.8
140703A 67.1 2.8
140629A 42.0 4.2
140628A 10.5 2.8
140626A 16.4 0.7
140619A 233.9 4.6
140614B 49.8 0.5
140607A 109.9 0.9
140529A 4.5 11.5
140521A 9.88 1.9
140518A 60.5 1.0
140515A 23.4 0.9
140512A 154.8 6.8
140509A 23.20 1.6
140506A 111.1 10.9
140502A 16.9 0.9
140430A 173.6 2.5
140428A 17.42 0.6
140423A 134 2.1
140419A 94.7 4.9
140413A 139.6 2.3
140412A 39.6 1.1
140408A 4.00 1.2
140331A 209 0.31
140323A 104.9 6.2
140318A 8.43 0.5
140311A 71.4 1.3
140305A 13.7 1.0
140304A 15.6 1.7
140302A 87.5 1.7
140301A 31.0 0.7
140215A 84.2 7.9
140213A 60.0 23.5
140211A 89.4 0.7
140209A 21.3 38.1
140206A 93.6 19.4
140118A 84.15 1.9
140114A 139.7 0.9
140108A 94 6.1
140103A 17.3 2.1
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

140102A 65 29.8
131229A 13.86 10.7
131227A 18.0 1.1
131226A 7.20 10.4
131205A 37.5 0.6
131202A 30.4 0.7
131128A 3.00 2.7
131127A 92.1 1.3
131120A 131 0.5
131117A 11.00 0.7
131105A 112.3 3.5
131103A 17.3 1.5
131030A 41.1 28.1
131024B 64.00 0.1
131024A 112.00 0.3
131018A 73.22 0.5
131004A 1.54 3.4
131002B 39.10 0.6
131002A 55.59 1.3
131001A 4.9 2.57
130929A 11.10 1.7
130919A 97.3 0.5
130912A 0.28 2.2
130907A 360 25.6
130831B 37.8 2.4
130831A 32.5 13.6
130829A 42.56 0.6
130816B 10.00 0.9
130816A 29.97 1.5
130812A 7.6 2.8
130806A 6.1 1.3
130803A 44 5.1
130727A 13.57 7.0
130725B 10.0 2.2
130725A 101.8 0.6
130719A 177.7 0.6
130701A 4.38 17.1
130627B 28.6 0.8
130627A 30.8 1.8
130625A 38.1 1.2
130623A 15 1.4
130615A 304 0.7
130612A 4.0 1.7
130610A 46.4 1.7
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

130609B 210.6 8.5
130609A 7.0 1.8
130608A 151.38 0.6
130606A 276.58 2.6
130605A 12.6 4.1
130604A 37.7 0.8
130603B 0.18 6.4
130603A 76 0.8
130529A 128 0.5
130528A 59.4 3.0
130527A 44 20.1
130521A 11.0 1.9
130514A 204 2.8
130511A 5.43 1.3
130508A 42 0.7
130505A 88 30.0
130504A 50 0.9
130502A 3.0 2.9
130427B 27.0 3.0
130427A 162.83 331.0
130420B 10.2 1.4
130420A 123.5 3.4
130419A 75.7 0.3
130418A 300 0.6
130408A 28 4.9
130327A 9.0 0.9
130315A 233.4 1.0
130216B 3.7 7.4
130216A 6.5 6.5
130215A 65.7 2.5
130211A 25.1 0.7
130206A 128.0 0.3
130131B 4.30 1.0
130131A 51.6 0.7
130122A 64 0.4
130102A 77.5 0.4
121226A 1.00 1.6
121217A 778 1.8
121212A 6.8 0.7
121211A 182 1.0
121209A 42.7 3.4
121202A 20.1 1.2
121201A 85 0.8
121128A 23.3 12.9
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

121125A 52.2 2.9
121123A 317 2.6
121117A 30 1.1
121108A 89 1.6
121102A 24.7 2.3
121031A 226 2.4
121028A 3.8 1.9
121027A 62.6 1.3
121024A 69 1.3
121017A 4.2 3.3
121014A 80.0 0.3
121011A 75.6 1.2
121001A 147 0.5
120927A 43 1.6
120923A 27.2 0.6
120922A 173 2.0
120918A 25.1 4.5
120913B 126 3.2
120913A 30.1 2.3
120911A 17.8 2.7
120907A 16.9 2.9
120819A 71 0.8
120817A 28.2 0.8
120816A 7.6 2.1
120815A 9.7 2.2
120811C 26.8 4.1
120811A 166 1.0
120807A 20.0 0.9
120805A 48.00 0.37
120804A 0.81 10.8
120803B 37.5 1.5
120803A 10.0 0.4
120802A 50 3.0
120729A 71.5 2.9
120728A 22.06 2.4
120724A 72.8 0.6
120722A 42.4 1.0
120714B 159 0.4
120714A 16.2 1.5
120712A 14.7 2.4
120711B 60 0.4
120703A 25.2 10.5
120701A 13.8 1.6
120624B 192 5.5
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

120612A 90 0.5
120521C 26.7 1.9
120521B 31.4 0.9
120514A 164.4 1.9
120422A 5.35 0.6
120404A 38.7 1.2
120403B 7.3 0.9
120328A 24.2 0.7
120327A 62.9 3.9
120326A 69.6 4.6
120324A 118 5.9
120320A 25.74 0.5
120312A 14.2 1.3
120311B 28.2 1.5
120311A 3.5 3.2
120308A 60.6 06
120224A 8.13 0.9
120219A 90.5 0.3
120218A 27.5 9.1
120215A 26.5 0.6
120213A 48.9 1.7
120212A 5.52 2.1
120211A 61.7 0.5
120121A 26.1 0.7
120119A 253.8 10.3
120118B 23.26 2.2
120116A 41.0 4.1
120106A 61.6 1.5
120102A 38.7 10.3
111229A 25.4 1.0
111228A 101.20 12.4
111225A 106.8 0.7
111215A 796 0.5
111204A 48.0 0.3
111129A 7.6 0.9
111123A 290.0 0.9
111121A 119 7.1
111109A 13.0 0.5
111107A 26.6 1.2
111103B 167 7.2
111103A 11.6 3.1
111029A 7.6 1.5
111026A 3.62 1.1
111022B 79.1 0.4
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

111022A 24.7 2.5
111018A 36 0.4
111016A 550 0.9
111008A 63.46 6.4
111005A 26 1.1
110928A 26.7 0.9
110921A 48.00 0.2
110915A 78.76 3.3
110827A 8.5 0.4
110820A 256 0.4
110818A 103 1.6
110808A 48 0.4
110801A 385 1.1
110731A 38.8 11.0
110726A 5.2 1.0
110719A 41.0 1.3
110715A 13.0 53.9
110709B 55.6 3.4
110709A 44.7 6.2
110625A 44.5 49.5
110610A 46.4 4.2
110530A 19.6 0.4
110521A 13.8 0.5
110520A 15.7 1.1
110519A 27.2 4.6
110503A 10.0 1.35
110422A 25.9 30.7
110420A 11.8 14.0
110414A 152.0 1.1
110412A 23.4 2.0
110411A 80.3 1.3
110407A 145 1.73
110402A 60.9 4.1
110319B 14.5 1.25
110319A 19.3 2.2
110318B 4.8 0.7
110318A 16.0 8.0
110315A 77 1.7
110312A 28.7 1.2
110305A 12.0 1.2
110223B 54.0 0.6
110223A 7.0 0.6
110213A 48.0 1.6
110212A 3.3 1.5
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

110210A 233 0.3
110208A 37.4 0.6
110207A 80.3 1.1
110205A 257 3.6
110201A 13.0 1.1
110128A 30.7 0.8
110119A 208 2.2
110106B 24.8 2.1
110106A 4.3 1.9
110102A 264 8.4
101219B 34 0.6
101219A 0.6 4.1
101213A 135 2.2
101117B 5.2 4.5
101114A 10 1.8
101030A 92.0 0.9
101024A 18.7 5.5
101020A 175.0 0.5
101017A 70.0 9.4
101011A 71.5 1.3
101008A 104 1.6
100928A 3.3 2.5
100924A 96.0 1.5
100917A 66 0.6
100915A 200 0.5
100906A 114.4 10.1
100904A 31.3 1.6
100902A 428.8 1.0
100901A 439 0.8
100823A 16.9 1.0
100816A 2.9 10.9
100814A 174.5 2.5
100807A 7.9 1.8
100805A 15.0 0.7
100802A 487 0.9
100728B 12.1 3.5
100728A 198.5 5.1
100727A 84 1.2
100725B 200 2.4
100725A 141 0.7
100724A 1.4 1.9
100719A 36.0 0.6
100704A 197.5 4.3
100702A 0.16 2.0
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

100625A 0.33 2.6
100621A 63.6 12.8
100619A 97.5 4.8
100615A 39 5.4
100614A 225 0.7
100606A 480 1.6
100526B 64.0 0.1
100526A 102 0.7
100522A 35.3 7.1
100513A 84 0.6
100508A 52 0.4
100504A 97.3 1.7
100425A 37.0 1.4
100424A 104 0.4
100418A 7.0 1.0
100413A 191 0.7
100324A 6 0.3
100316C 9.3 0.4
100316B 3.8 1.3
100316A 7.0 2.3
100305A 69.7 0.9
100302A 17.9 0.5
100219A 18.8 0.4
100213B 48.0 0.5
100213A 2.4 2.1
100212A 136 2.2
100205A 26.0 0.4
100119A 23.8 7.7
100117A 0.3 2.9
100111A 12.9 1.9
091221 68.5 3.0
091208B 14.9 15.2
091208A 29.1 1.8
091130B 112.5 1.1
091127 7.1 46.5
091112 17 1.9
091109B 0.3 5.4
091109A 48 1.3
091104 99.3 0.4
091102 6.6 1.4
091029 39.2 1.8
091026 41.6 2.2
091024 109.8 2.0
091020 34.6 4.2
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

091018 4.4 10.3
090929B 360 3.3
090927 2.2 2.0
090926B 109.7 3.2
090916 63.4 1.9
090915 8 0.8
090912 144.0 1.0
090904B 47.0 5.3
090904A 122 1.9
090814A 80 0.6
090813 7.1 8.5
090812 66.7 3.6
090809 5.4 1.1
090807 140.8 0.7
090728 59 1.0
090727 302 0.5
090726 67.0 0.7
090715B 266 3.8
090715A 63 3.9
090712 145 0.9
090709B 27.2 2.1
090709A 89 7.8
090708 15.0 1.3
090628 20.1 1.5
090621B 0.14 3.9
090618 113.2 38.9
090531B 80 1.25
090531A 32 1.3
090530 48 2.5
090529 100 0.4
090519 64 0.6
090518 6.9 2.4
090516A 210 1.6
090510 0.3 9.7
090509 335 1.5
090429B 5.5 1.6
090429A 188 0.6
090426 1.2 2.4
090424 48 71.0
090423 10.3 1.7
090422 8.5 1.7
090419 450 0.4
090418A 56 1.9
090417B 260 0.3
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

090410 165 1.9
090407 310 0.6
090404 84 1.9
090401B 183 23.1
090401A 112 10.9
090313 79 0.8
090308A 48 0.1
090307A 22 0.2
090306B 20.4 2.5
090305A 0.4 1.9
090301A 41.0 18.7
090205 8.8 0.5
090201 83 14.7
090129 17.5 3.7
090123 131 1.7
090113 9.1 2.5
090111 24.8 0.9
090107A 12.2 1.1
090102 27.0 5.5
081230 60.7 0.7
081226A 0.4 2.4
081222 24 7.7
081221 34 18.2
081211A 3.5 0.8
081210 146 2.5
081203A 294 2.9
081128 100 1.3
081127 37 0.6
081126 54 3.7
081121 14 4.4
081118 67 0.6
081109A 190 1.1
081104 59.1 1.0
081102 63 1.4
081101 0.20 3.6
081029 270 0.5
081028A 260 0.5
081025 23 1.3
081022 160 0.6
081012 29 1.0
081011 9 0.4
081008 185.5 1.3
081007 10.0 2.6
080928 280 2.1
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

080916B 32 0.6
080916A 60 2.7
080915B 3.9 8.5
080915A 14 0.5
080913 8 1.4
080906 147 1.0
080905B 128 0.5
080903 66 0.8
080810 106 2.0
080805 78 1.1
080804 34 3.1
080802 176 0.3
080727C 79.7 2.3
080727B 8.6 7.6
080727A 4.9 0.3
080725 120 2.3
080723A 17.3 0.9
080721 16.2 20.9
080714 33 4.2
080710 120 1.0
080707 27.1 1.0
080703 3.4 1.0
080702B 20 0.5
080701 18 2.2
080623 15.2 2.0
080613B 105 2.7
080607 79 23.1
080605 20 19.9
080604 82 0.4
080603B 60 3.5
080602 74 2.9
080524 9 0.4
080523 102 0.5
080517 64.6 0.6
080516 5.8 1.8
080515 21 3.9
080506 150 0.4
080503 170 0.9
080430 16.2 2.6
080426 1.7 4.8
080413B 8.0 18.7
080413A 46 5.6
080411 56 43.2
080409 20.2 3.7
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

080330 61 0.9
080328 90.6 5.5
080325 128.4 1.4
080320 14 0.6
080319D 24 0.1
080319C 34 5.2
080319B 50 24.8
080319A 64 1.2
080310 365 1.3
080307 125.9 0.4
080303 67 1.4
080229A 64 5.7
080218B 6.2 3.1
080218A 27.6 1.4
080212 123 1.2
080210 45 1.6
080207 340 1.0
080205 106.5 1.4
080130 65 0.2
080129 48 0.2
080123 115 1.8
071227 1.8 1.6
071129 420 0.9
071122 68.7 0.4
071118 71 0.3
071117 6.6 11.3
071112C 15 8
071101 9.0 0.4
071031 180 0.5
071028B 55 1.4
071028A 27.0 0.3
071025 109 1.6
071021 225 0.7
071020 4.2 8.4
071018 376.0 0.2
071013 26 0.4
071011 61 1.7
071010B 35.7 7.7
071010A 6 0.8
071008 18 0.5
071006 50 13
071003 150 6.3
071001 58.5 0.9
070920B 20.2 0.8
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

070920A 56 0.3
070917 7.3 8.5
070913 3.2 1.4
070911 162 3.9
070810A 11.0 1.9
070808 32 2.0
070805 31.0 0.7
070802 16.4 0.4
070731 2.9 1.2
070721B 340 1.5
070714B 64 2.7
070714A 2.0 1.8
070704 380 2.1
070628 39.1 5.1
070621 33.3 2.5
070616 402.400 1.93
070612B 13.500 2.47
070612A 368.800 1.51
070611 12.200 0.82
070531 44.500 1.00
070529 109.200 1.43
070521 37.900 6.53
070520B 65.800 0.43
070520A 18.100 0.44
070518 5.500 0.68
070517 7.600 0.95
070509 7.700 0.68
070508 20.900 24.10
070506 4.300 0.96
070429A 163.300 0.41
070427 11.100 1.34
070420 76.500 7.12
070419B 236.400 1.38
070419A 115.600 0.20
070412 33.800 0.66
070411 121.500 0.91
070330 9.000 0.88
070328 75.300 4.22
070318 74.600 1.76
070306 209.500 4.07
070227 7 4.62
070224 34.500 0.34
070223 88.500 0.69
070220 129.000 5.88
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

070219 16.600 0.67
070208 47.700 0.90
070129 460.600 0.55
070110 88.400 0.60
070107 347.300 1.97
070103 18.600 1.04
061222B 40.000 1.59
061222A 71.400 8.53
061218 6.500 0.26
061210 85.300 5.31
061202 91.200 2.51
061201 0.760 3.86
061126 70.800 9.76
061121 81.300 21.10
061110B 134.000 0.45
061110A 40.700 0.53
061102 45.600 0.23
061028 106.200 0.65
061021 46.200 6.11
061019 183.800 2.12
061007 75.300 14.60
061006 129.900 5.24
061004 6.200 2.54
061002 17.600 0.81
060929 554.000 0.42
060927 22.500 2.70
060926 8.000 1.09
060923C 75.800 0.96
060923B 8.600 1.52
060923A 51.700 1.32
060919 9.100 2.12
060912A 5.000 8.58
060908 19.300 3.03
060906 43.500 1.97
060904B 171.500 2.44
060904A 80.100 4.87
060825 8.000 2.66
060814 145.300 7.27
060813 16.100 8.84
060807 54.000 0.83
060805A 5.300 0.34
060804 17.800 1.13
060729 115.300 1.17
060719 66.900 2.16
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

060714 115.000 1.28
060712 26.300 1.64
060708 10.200 1.94
060707 66.200 1.01
060614 108.700 11.50
060607B 31.100 1.46
060607A 102.200 1.40
060605 79.100 0.46
060604 95.000 0.34
060602A 75.000 0.56
060526 298.200 1.67
060522 71.100 0.55
060516 161.600 0.34
060515 52.000 0.82
060512 8.500 0.88
060510B 275.200 0.57
060510A 20.400 14.70
060507 183.300 1.27
060505 4 2.65
060502A 28.400 1.69
060501 21.900 1.98
060428B 57.900 0.66
060428A 39.500 2.28
060427 64.000 0.27
060424 37.500 1.61
060421 12.200 2.94
060418 103.100 6.52
060413 147.700 0.93
060403 30.100 0.95
060323 25.400 0.78
060322 221.500 2.08
060319 10.600 1.09
060313 0.740 12.10
060312 50.600 1.53
060306 61.200 5.97
060223B 10.300 2.87
060223A 11.300 1.35
060219 62.100 0.56
060218 2100 0.25
060211B 27.700 0.73
060211A 126.300 0.42
060210 255.000 2.72
060206 7.600 2.79
060204B 139.400 1.35
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

060203 68.200 0.60
060202 198.900 0.51
060124 750 0.89
060117 16.900 48.30
060116 105.900 1.11
060115 139.600 0.87
060111B 58.800 1.40
060111A 13.200 1.71
060110 26.000 1.89
060109 115.400 0.47
060108 14.300 0.77
060105 54.400 7.44
060102 19.000 0.38
051227 114.600 0.95
051221B 39.900 0.54
051221A 1.400 12.00
051213 71.100 0.48
051117B 9.000 0.49
051117A 136.300 0.95
051113 93.300 2.25
051111 46.100 2.66
051109B 14.300 0.55
051109A 37.200 3.94
051021B 46.500 0.80
051016B 4.000 1.30
051016A 23.000 1.39
051012 13 0.53
051008 32 5.44
051006 34.800 1.62
051001 189.100 0.49
050922C 4.500 7.26
050922B 150.900 1.01
050916 49.500 0.65
050915B 40.900 2.31
050915A 52.000 0.77
050911 16.200 1.33
050908 19.400 0.70
050904 174.200 0.62
050827 50.000 1.84
050826 35.500 0.38
050824 22.600 0.50
050822 103.400 2.24
050820B 12.000 3.95
050820A 26 2.45
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

050819 37.700 0.38
050814 150.900 0.71
050803 87.900 0.96
050802 19.000 2.75
050801 19.400 1.46
050730 156.500 0.55
050726 49.900 1.38
050724 96.000 3.26
050721 98.400 2.24
050717 85.000 6.23
050716 69.100 2.18
050715 51.600 1.05
050714B 46.700 0.52
050713B 54.200 1.60
050713A 124.700 4.67
050712 51.600 0.55
050701 21.800 2.74
050607 26.400 0.95
050603 12.400 21.50
050528 11.300 1.18
050525A 8.800 41.70
050509A 11.400 0.90
050507 15 0.29
050505 58.900 1.85
050502B 17.700 1.42
050422 59.300 0.57
050421 15.000 0.26
050418 82.300 3.68
050416B 3.400 5.93
050416A 2.500 4.88
050412 26.500 0.48
050410 42.500 1.80
050406 5.400 0.36
050401 33.300 10.70
050326 29.300 12.20
050319 152.500 1.52
050318 32 3.16
050315 95.600 1.93
050306 158.300 3.58
050223 22.500 0.69
050219B 30.700 24.80
050219A 23.700 3.53
050215B 8.100 0.67
050215A 87.300 0.49
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

050128 19.200 7.42
050126 24.800 0.71
050124 4.000 5.46
050117 166.600 2.35
041228 55.400 1.61
041226 89.700 0.35
041224 177.200 2.94
041223 109.100 7.35
041220 5.600 1.81
041219C 4.800 2.45
041217 5.800 6.86

Table A.2: The Swift GRBs that have 90% detection probability with SVOM/ECLAIRs.

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

220714B 50.10 3.8
220711B 88.64 2.0
220623A 57.11 4.5
220521A 13.55 4.7
220501A 202.24 1.2
220430A 43.10 29.6
220427A 57.2 3.0
220408A 17.25 4.9
220403B 27.0 2.7
220325A 3.50 2.0
220306B 12.34 2.3
220305A 21.12 2.1
220118A 10.61 3.3
220117A 49.81 1.9
220101A 173.36 7.3
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

211227A 83.79 5.1
211225B 121.54 6.1
211223C 15.00 3.1
211211A 51.37 155.0
211129A 113.01 1.5
211023B 1.30 2.2
210901A 46.77 2.4
210822A 180.8 27.7
210820A 196.8 0.8
210818A 73.56 11.2
210807C 89.97 4.0
210807A 156.30 1.8
210730A 3.86 7.1
210724A 50.57 2.5
210723A 48.54 3.1
210722A 50.20 2.2
210712A 136.41 2.3
210619B 60.90 115.0
210610B 69.38 13.5
210610A 13.62 2.4
210514A 70.21 8.7
210504A 135.06 0.9
210430A 11.53 1.9
210421A 79.52 2.0
210411C 12.80 4.8
210410A 52.88 4.0
210403A 168.3 1.1
210402A 238.7 1.6
210323A 1.12 2.9
210318B 14.95 14.5
210308A 5.3 13.6
210307A 262 1.0
210306B 24.32 2.4
210306A 9.12 20.9
210305A 68.6 3.4
210226A 20.80 2.8
210218A 240 1.0
210217A 4.22 5.1
210210A 6.60 7.0
210207B 95.69 3.1
210112A 107.60 20.5
210104B 19.94 1.9
210104A 32.06 12.1
210102C 87.25 4.4
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

201229A 53.3 1.7
201216C 48.0 18.0
201209A 48.0 12.2
201105A 33.82 13.9
201104B 8.66 4.1
201027A 546.73 1.4
201026A 135.38 2.2
201024A 5.00 3.7
201020A 14.17 2.1
201017A 22.08 1.8
201013A 7.36 24.6
200925B 18.25 3.0
200922A 10.30 11.4
200906A 70.90 2.5
200903A 24.15 3.8
200901A 20.37 7.7
200829A 13.04 98.7
200806A 38.8 12.1
200716C 86 10.7
200711A 29.39 7.7
200612A 171.48 0.7
200529A 79.57 1.8
200528A 58.7 17.5
200519A 71.88 20.6
200416A 5.04 3.8
200410A 108.8 1.8
200306A 32.87 7.0
200303A 94.2 5.0
200227A 32.8 5.7
200219A 288.0 2.4
200216B 81.3 1.5
200215A 11.7 2.7
200205B 458.0 2.0
200131A 32.74 26.9
200127A 216.9 0.7
200125A 350.83 4.0
200122A 174.96 9.1
200115A 158.4 3.6
200107B 86.68 1.9
191227A 58.5 21.8
191221B 48.00 4.8
191220A 175.55 1.1
191218A 44.67 6.3219



Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

191123A 275.1 1.2
191122A 153.3 3.1
191101A 137.95 1.3
191031C 93.2 4.6
191019A 64.35 5.7
191016A 219.70 1.5
191004B 37.7 5.0
191004A 2.44 7.8
191001B 108.9 1.8
190926A 368.9 0.6
190829A 58.2 18.0
190828B 66.6 2.3
190824A 169.4 5.0
190821A 57.1 2.8
190816A 375.0 1.3
190727B 40.14 20.9
190719C 185.7 5.5
190630C 38.4 2.0
190613B 160.84 5.7
190604B 220.2 7.3
190519A 45.58 20.6
190511A 27.7 6.2
190424A 10.6 2.0
190331A 4.3 2.8
190324A 28.4 11.9
190220A 10.0 2.6
190219A 167.8 1.9
190211A 12.48 1.9
190204A 26.4 30.5
190203A 96 3.1
190202A 19.4 7.8
190114C 361.5 101.0
190110A 9.3 9.0
190109A 115.0 1.9
190106A 76.8 5.5
190103B 19.5 16.3
181228A 257.3 9.5
181213A 15.31 2.1
181126A 2.09 2.7
181110A 138.4 3.7
181030A 304.7 0.8
181020A 238.0 7.7
180925A 81.70 3.1
180905A 165.3 1.0
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

180828A 14.0 17.8
180823A 80.3 2.3
180818B 134.4 1.2
180812A 16.51 1.9
180809B 233.2 26.3
180805B 122.5 1.7
180728A 8.68 132.0
180727A 1.1 3.6
180720C 124.2 1.1
180709A 215.1 0.6
180706A 42.7 3.2
180704A 19.7 9.6
180630A 18.85 6.6
180626A 30.07 4.1
180624A 486.4 1.4
180623A 114.9 5.6
180620B 198.8 3.6
180620A 23.16 7.7
180618A 47.4 2.2
180510B 134.3 1.2
180510A 40.4 8.9
180425A 11.2 2.2
180418A 2.29 3.0
180411A 77.5 6.1
180404B 111.5 5.2
180331B 147.0 2.8
180329B 210.0 1.4
180325A 94.1 9.4
180324A 7.2 4.4
180316A 87.0 3.3
180314A 51.2 7.9
180205A 15.5 3.4
180204A 1.16 3.6
180113A 64 2.5
180111A 50.6 4.9
171222A 174.8 0.7
171212A 320 0.7
171211A 2.32 2.3
171209A 161.7 1.6
171205A 189.4 1.0
171120A 64 11.4
171103A 3.90 3.6
171027A 96.6 3.0
171011A 2.27 7.0

221



Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

170912B 19.6 5.7
170912A 21.9 2.0
170906C 48.4 7.2
170906A 88.1 10.9
170903A 29.2 3.9
170823A 69.4 3.7
170822A 64 4.2
170810A 152.4 1.2
170803A 3.82 6.5
170711A 31.3 4.8
170705A 217.3 13.9
170629A 34.4 4.1
170626A 12.94 23.6
170604A 26.70 4.2
170531B 164.13 0.8
170519A 216.4 0.7
170419B 77.2 2.4
170330A 144.73 4.5
170318A 133.7 1.2
170317A 11.94 3.5
170208B 128.07 8.4
170208A 7.45 5.4
170205A 26.1 4.3
170202A 46.2 4.7
170126A 9.5 7.3
170101A 2.43 54.4
161219B 6.94 5.3
161218A 7.1 17.6
161214B 24.8 2.2
161129A 35.53 3.4
161117B 152.51 6.0
161117A 125.7 6.8
161105A 177.3 1.4
161017A 216.3 2.8
161014A 18.3 2.9
161007A 201.7 0.4
161004B 15.9 10.1
161001A 2.6 3.5
160917A 16 2.2
160905A 64 6.3
160824A 99.3 1.3
160815A 8.6 4.7
160804A 144.2 2.9
160709A 4.8 2.7
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

160703A 44.4 5.8
160625A 53.9 3.0
160611A 34.1 2.0
160607A 33.4 21.8
160519A 35.57 2.4
160506A 254.5 0.4
160425A 304.58 2.8
160424A 6.3 5.1
160419A 8.8 8.9
160410A 8.2 3.5
160327A 28 1.8
160325A 64.9 5.2
160228A 98.36 1.2
160227A 316.5 0.6
160225A 157 1.0
160223A 127 3.1
160220B 31.4 6.6
160216A 11.0 7.3
160131A 325 6.4
160119A 116 2.9
160117A 118.58 1.4
151229A 1.78 7.2
151114A 4.86 2.9
151112A 19.32 1.9
151027A 129.69 6.8
151021A 110.2 9.7
151006A 203.9 2.6
150911A 7.2 5.2
150910A 112.2 1.1
150831B 6.2 6.1
150831A 1.15 3.4
150818A 123.3 2.4
150817A 38.8 9.6
150801B 426 2.5
150724A 280 0.9
150711A 64.2 3.8
150710B 15 8.3
150616A 599.5 2.9
150607A 26.3 4.9
150530A 6.62 4.1
150513A 162 2.9
150430A 107.1 5.0
150428B 130.9 1.4
150428A 53.2 3.0
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

150424A 91 12.0
150413A 263.6 1.6
150403A 40.90 17.6
150323C 159.4 1.1
150323A 149.6 5.4
150314A 14.79 38.5
150309A 242 9.0
150301B 12.44 3.0
150222A 15.90 4.7
150213B 181 1.1
150212A 11.4 1.9
150206A 83.2 10.1
141221A 36.9 3.1
141220A 7.21 8.9
141212B 10.5 3.9
141121A 549.9 0.9
141109A 200 2.5
141017A 55.7 6.7
141005A 4.34 4.2
141004A 3.92 6.1
140930B 0.84 4.0
140919A 151.3 2.0
140907A 79.2 2.5
140828A 18.8 2.2
140817A 244 7.2
140716A 104 5.2
140709B 155.0 0.9
140709A 98.6 3.1
140706A 48.3 1.8
140703A 67.1 2.8
140629A 42.0 4.2
140628A 10.5 2.8
140619A 233.9 4.6
140529A 4.5 11.5
140521A 9.88 1.9
140512A 154.8 6.8
140506A 111.1 10.9
140430A 173.6 2.5
140423A 134 2.1
140419A 94.7 4.9
140413A 139.6 2.3
140331A 209 0.31
140323A 104.9 6.2
140302A 87.5 1.7
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

140215A 84.2 7.9
140213A 60.0 23.5
140209A 21.3 38.1
140206A 93.6 19.4
140118A 84.15 1.9
140114A 139.7 0.9
140108A 94 6.1
140103A 17.3 2.1
140102A 65 29.8
131229A 13.86 10.7
131226A 7.20 10.4
131128A 3.00 2.7
131127A 92.1 1.3
131105A 112.3 3.5
131030A 41.1 28.1
131004A 1.54 3.4
131001A 4.9 2.57
130907A 360 25.6
130831B 37.8 2.4
130831A 32.5 13.6
130812A 7.6 2.8
130803A 44 5.1
130727A 13.57 7.0
130725B 10.0 2.2
130719A 177.7 0.6
130701A 4.38 17.1
130627A 30.8 1.8
130615A 304 0.7
130610A 46.4 1.7
130609B 210.6 8.5
130606A 276.58 2.6
130605A 12.6 4.1
130528A 59.4 3.0
130527A 44 20.1
130521A 11.0 1.9
130514A 204 2.8
130505A 88 30.0
130502A 3.0 2.9
130427B 27.0 3.0
130427A 162.83 331.0
130420A 123.5 3.4
130418A 300 0.6
130408A 28 4.9
130315A 233.4 1.0
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

130216B 3.7 7.4
130216A 6.5 6.5
130215A 65.7 2.5
121211A 182 1.0
121209A 42.7 3.4
121128A 23.3 12.9
121125A 52.2 2.9
121123A 317 2.6
121108A 89 1.6
121102A 24.7 2.3
121031A 226 2.4
121017A 4.2 3.3
120922A 173 2.0
120918A 25.1 4.5
120913B 126 3.2
120913A 30.1 2.3
120911A 17.8 2.7
120907A 16.9 2.9
120816A 7.6 2.1
120815A 9.7 2.2
120811C 26.8 4.1
120811A 166 1.0
120804A 0.81 10.8
120802A 50 3.0
120729A 71.5 2.9
120728A 22.06 2.4
120712A 14.7 2.4
120703A 25.2 10.5
120624B 192 5.5
120521C 26.7 1.9
120514A 164.4 1.9
120327A 62.9 3.9
120326A 69.6 4.6
120324A 118 5.9
120311A 3.5 3.2
120308A 60.6 06
120218A 27.5 9.1
120213A 48.9 1.7
120212A 5.52 2.1
120119A 253.8 10.3
120118B 23.26 2.2
120116A 41.0 4.1
120106A 61.6 1.5
120102A 38.7 10.3
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

111228A 101.20 12.4
111123A 290.0 0.9
111121A 119 7.1
111103B 167 7.2
111103A 11.6 3.1
111022A 24.7 2.5
111016A 550 0.9
111008A 63.46 6.4
110915A 78.76 3.3
110820A 256 0.4
110818A 103 1.6
110801A 385 1.1
110731A 38.8 11.0
110715A 13.0 53.9
110709B 55.6 3.4
110709A 44.7 6.2
110625A 44.5 49.5
110610A 46.4 4.2
110519A 27.2 4.6
110422A 25.9 30.7
110420A 11.8 14.0
110414A 152.0 1.1
110412A 23.4 2.0
110407A 145 1.73
110402A 60.9 4.1
110319A 19.3 2.2
110318A 16.0 8.0
110315A 77 1.7
110213A 48.0 1.6
110205A 257 3.6
110119A 208 2.2
110106B 24.8 2.1
110102A 264 8.4
101213A 135 2.2
101117B 5.2 4.5
101024A 18.7 5.5
101017A 70.0 9.4
101008A 104 1.6
100928A 3.3 2.5
100924A 96.0 1.5
100915A 200 0.5
100906A 114.4 10.1
100902A 428.8 1.0
100901A 439 0.8
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

100816A 2.9 10.9
100814A 174.5 2.5
100802A 487 0.9
100728B 12.1 3.5
100728A 198.5 5.1
100725B 200 2.4
100704A 197.5 4.3
100621A 63.6 12.8
100619A 97.5 4.8
100615A 39 5.4
100614A 225 0.7
100606A 480 1.6
100522A 35.3 7.1
100504A 97.3 1.7
100413A 191 0.7
100316A 7.0 2.3
100213A 2.4 2.1
100212A 136 2.2
100119A 23.8 7.7
100111A 12.9 1.9
091221 68.5 3.0
091208B 14.9 15.2
091208A 29.1 1.8
091130B 112.5 1.1
091127 7.1 46.5
091112 17 1.9
091029 39.2 1.8
091026 41.6 2.2
091024 109.8 2.0
091020 34.6 4.2
091018 4.4 10.3
090929B 360 3.3
090927 2.2 2.0
090926B 109.7 3.2
090916 63.4 1.9
090912 144.0 1.0
090904B 47.0 5.3
090904A 122 1.9
090813 7.1 8.5
090812 66.7 3.6
090727 302 0.5
090715B 266 3.8
090715A 63 3.9
090712 145 0.9
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

090709B 27.2 2.1
090709A 89 7.8
090618 113.2 38.9
090530 48 2.5
090518 6.9 2.4
090516A 210 1.6
090509 335 1.5
090429A 188 0.6
090426 1.2 2.4
090424 48 71.0
090419 450 0.4
090418A 56 1.9
090410 165 1.9
090407 310 0.6
090404 84 1.9
090401B 183 23.1
090401A 112 10.9
090306B 20.4 2.5
090301A 41.0 18.7
090201 83 14.7
090129 17.5 3.7
090123 131 1.7
090113 9.1 2.5
090102 27.0 5.5
081222 24 7.7
081221 34 18.2
081210 146 2.5
081203A 294 2.9
081128 100 1.3
081126 54 3.7
081121 14 4.4
081109A 190 1.1
081029 270 0.5
081028A 260 0.5
081008 185.5 1.3
081007 10.0 2.6
080928 280 2.1
080916A 60 2.7
080915B 3.9 8.5
080906 147 1.0
080810 106 2.0
080804 34 3.1
080727C 79.7 2.3
080727B 8.6 7.6
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

080725 120 2.3
080721 16.2 20.9
080714 33 4.2
080710 120 1.0
080701 18 2.2
080623 15.2 2.0
080613B 105 2.7
080607 79 23.1
080605 20 19.9
080603B 60 3.5
080602 74 2.9
080515 21 3.9
080503 170 0.9
080430 16.2 2.6
080426 1.7 4.8
080413B 8.0 18.7
080413A 46 5.6
080411 56 43.2
080409 20.2 3.7
080328 90.6 5.5
080325 128.4 1.4
080319C 34 5.2
080319B 50 24.8
080310 365 1.3
080229A 64 5.7
080218B 6.2 3.1
080212 123 1.2
080210 45 1.6
080207 340 1.0
080205 106.5 1.4
080123 115 1.8
071129 420 0.9
071117 6.6 11.3
071112C 15 8
071025 109 1.6
071021 225 0.7
071020 4.2 8.4
071011 61 1.7
071010B 35.7 7.7
071006 50 13
071003 150 6.3
070917 7.3 8.5
070911 162 3.9
070810A 11.0 1.9
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

070808 32 2.0
070721B 340 1.5
070714B 64 2.7
070704 380 2.1
070628 39.1 5.1
070621 33.3 2.5
070616 402.400 1.93
070612B 13.500 2.47
070612A 368.800 1.51
070529 109.200 1.43
070521 37.900 6.53
070508 20.900 24.10
070420 76.500 7.12
070419B 236.400 1.38
070328 75.300 4.22
070318 74.600 1.76
070306 209.500 4.07
070227 7 4.62
070220 129.000 5.88
070129 460.600 0.55
070107 347.300 1.97
061222A 71.400 8.53
061210 85.300 5.31
061202 91.200 2.51
061201 0.760 3.86
061126 70.800 9.76
061121 81.300 21.10
061021 46.200 6.11
061019 183.800 2.12
061007 75.300 14.60
061006 129.900 5.24
061004 6.200 2.54
060929 554.000 0.42
060927 22.500 2.70
060919 9.100 2.12
060912A 5.000 8.58
060908 19.300 3.03
060906 43.500 1.97
060904B 171.500 2.44
060904A 80.100 4.87
060825 8.000 2.66
060814 145.300 7.27
060813 16.100 8.84
060729 115.300 1.17

231



Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

060719 66.900 2.16
060714 115.000 1.28
060708 10.200 1.94
060614 108.700 11.50
060607A 102.200 1.40
060526 298.200 1.67
060510B 275.200 0.57
060510A 20.400 14.70
060507 183.300 1.27
060505 4 2.65
060501 21.900 1.98
060428A 39.500 2.28
060421 12.200 2.94
060418 103.100 6.52
060413 147.700 0.93
060322 221.500 2.08
060313 0.740 12.10
060306 61.200 5.97
060223B 10.300 2.87
060210 255.000 2.72
060206 7.600 2.79
060204B 139.400 1.35
060202 198.900 0.51
060117 16.900 48.30
060116 105.900 1.11
060115 139.600 0.87
060110 26.000 1.89
060105 54.400 7.44
051221A 1.400 12.00
051117A 136.300 0.95
051113 93.300 2.25
051111 46.100 2.66
051109A 37.200 3.94
051008 32 5.44
051001 189.100 0.49
050922C 4.500 7.26
050922B 150.900 1.01
050915B 40.900 2.31
050904 174.200 0.62
050827 50.000 1.84
050822 103.400 2.24
050820B 12.000 3.95
050820A 26 2.45
050802 19.000 2.75
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Swift GRBs detected by ECLAIRs

GRB name BAT T90 [sec] BAT 1-sec peak
photon flux (15-150 keV)

050724 96.000 3.26
050721 98.400 2.24
050717 85.000 6.23
050716 69.100 2.18
050713B 54.200 1.60
050713A 124.700 4.67
050701 21.800 2.74
050603 12.400 21.50
050525A 8.800 41.70
050505 58.900 1.85
050418 82.300 3.68
050416B 3.400 5.93
050416A 2.500 4.88
050410 42.500 1.80
050401 33.300 10.70
050326 29.300 12.20
050319 152.500 1.52
050318 32 3.16
050315 95.600 1.93
050306 158.300 3.58
050219B 30.700 24.80
050219A 23.700 3.53
050128 19.200 7.42
050124 4.000 5.46
050117 166.600 2.35
041228 55.400 1.61
041224 177.200 2.94
041223 109.100 7.35
041219C 4.800 2.45
041217 5.800 6.86

233





B - publications

• S. Hussein, F. Robinet, M. Boutelier, D. Götz, A. Gros, B. Schneider. Analysis methods
to localize and characterize X-ray sources with the Micro-channel X-ray Telescope on
board the SVOM satellite, https://doi.org/10.48550/arXiv.2209.13330.

• D. Götz, [..] S. Hussein et al. The Scientific Performance of the Microchannel X-ray
Telescope on board the SVOMMission, https://doi.org/10.21203/rs.3.rs-2064925/
v1.

https://doi.org/10.48550/arXiv.2209.13330
https://doi.org/10.21203/rs.3.rs-2064925/v1
https://doi.org/10.21203/rs.3.rs-2064925/v1




List of Figures

1.1 Light curve of the first GRB detected by Vela showing the intensity of the photons
as a function of time, about 1500 photons were detected in the first second. The
GRB’s duration is less than 10 s. Credit: NASA . . . . . . . . . . . . . . . . . . 18

1.2 Structure of the CGRO satellite with its instruments: OSSE, COMPTEL, EGRET,
BATSE. the BATSE 8 detectors are placed at each corner of CGRO structure . 19

1.3 The angular distribution of 2704 GRBs recorded with BATSE. The projection
is given in galactic coordinates. The GRBs locations are color-coded based on
the fluence. This figure shows an isotropic distribution of GRBs that reveals an
extra-galactic origin. Credit: [41]. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.4 Distribution of GRB T90 and rh, taken from the BATSE first catalog [41]. The
plot shows a bimodal distribution for the T90 and rh (HR in the plot), indicating
two different classes of GRBs with different progenitors. Credit [43]. . . . . . . 21

1.5 X-ray light curve of the first detected GRB afterglow. The light curve was
constructed from data collected by several instruments onboard the BeppoSAX
satellite. Credit: [51]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.6 The spectrum of GRB 970508 optical afterglow as it is detected by LRIS (left).
The Fe and Mg spectral lines are identified and constrained the GRB redshift to
z=0.835±0.001 (right). Credit: [53]. . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.7 Spectral evolution of the GRB 030329 optical afterglow flux. The spectrum
five days after the burst (April 3.10) shows a typical power-law spectrum. The
supernova-like features appear 12 days after the burst (on April 10.04) and con-
tinue to develop in the weeks after. (May 1.02), SN2003dh dominates the spec-
trum with a spectrum similar to SN1998bw (dashed line) after 33 days. Credit [55]. 24

1.8 The distribution of GRB redshift z measured by Swift (in dark purple) and
before swift (in orange). The Swift mission increased the number of GRBs
with measured redshift and observed a far-distant GRB with redshift z=8.3.
GRB 090429B has a photometric redshift z=9.06 with large error bars with a
lower limit of z > 7 [63]. No spectral lines have been identified in the after-
glow spectrum of GRB 090429B, so GRB 090423 is the most distant GRB with
confirmed redshift. Credit: [64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.9 The simultaneous detection of GRB 170817A and GW170817 from an NS-NS
merger. Top: GRB light curve observed by Fermi/GBM, middle: GRB light
curve observed by INTEGRAL. Bottom: gravitational-wave signal as observed
by LIGO interferometers. The three signals are co-aligned in time, the black line
indicates the time of the merger, and the gray line indicates the beginning of the
GRB emission with a delay of about 2 seconds after the merger. Credit: [70]. . . 26

1.10 The five-telescope H.E.S.S. array located in Namibia. Credit: HESS collaboration. 27

237



LIST OF FIGURES LIST OF FIGURES

1.11 The fireball model showing how the energy from a GRB progenitor is turned
into radiation. Credit NASA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.12 The scenario of a neutron star merger as a function of time. The expected grav-
itational wave and electromagnetic signatures from minutes before until years
after the merger are illustrated on top. A merger of two neutron stars could
produce a black hole (BH) and a Kilonova. The merger forms a more massive
neutron star with a strong magnetic field if the two neutron stars are not massive
enough. Credit: [110]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.13 The spectrum of GRB 990123, taken from CGRO detectors and well fitted by
the Band function given in Eq. 1.4. Top: the photon number spectrum N(E).
Bottom: the energy spectrum E2N(E) with peak energy ∼ 1470 ± 110keV.
Credit: [119]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.14 Sample of 12 GRBs light curves from the BATSE database showing their irregular
shape. Credit: NASA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.15 GRB 220305A X-ray afterglow spectrum, taken from the Swift/XRT database.
The effect of galactic and extra-galactic absorption is visible for energies <1 keV.
Credit: [122] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1.16 A canonical model for the X-ray afterglow light curve, showing all possible
phases that can be seen in the light curve based on the Swift/XRT observa-
tion. Credit: [123] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.17 GRB 210905A light curve as observed by the Swift/XRT telescope. Four phases
have occurred in this light curve, with the slope noted on top of each phase
segment, and the index of each decay step is noted bottom of the light curve
line. Credit: [122] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

1.18 Timeline of the GW170817, GRB 170817A, and AT2017gfo signals. Top: LIGO/Virgo
spectrogram of GW170817 (left), the Fermi and INTEGRAL observed light
curves of GRB 170817A (center), and the Chandra observation of the X-ray
counterpart (right). Middle: The observations sequence of the multi messen-
gers. Two types of information are shown for each band/messenger. The shaded
dashes represent the times when information was reported for each wavelength.
The names of the relevant instruments are indicated at the beginning of the row.
Solid circles represent observations in each band, circles areas scaled by bright-
ness. The solid lines indicate when the source was detectable by at least one
telescope. Bottom: the optical afterglow observations by different 6 telescopes
(left), the Kilonova spectrum (center), and the radio afterglow observation by
VLA (right). Credit. [70] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.19 The observational panorama in the SVOM era. The simultaneous observations
with SVOM and these facilities will be important to understand many transient
phenomena like GRBs. Credit: [19]. . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.1 Graphical picture showing the SVOM components with its space- and ground-
based instruments. The flag for each country contributing to the development
of the instruments is indicated. Credit: SVOM collaboration. . . . . . . . . . . . 44

238



LIST OF FIGURES LIST OF FIGURES

2.2 The flight model of the ECLAIRs coded mask (left). A schematic of the ECLAIRs
telescope, showing its subsystem (right). Credits: SVOM collaboration. . . . . . 45

2.3 ECLAIRs total effective area for on-axis sources (black line), and the GRM
effective area for 30 ◦ off-axis source (blue line). The Fermi/GBM effective area
corresponds to four NaI and one BGO detectors (red dashed lines). Credit [135] 45

2.4 Example of the ECLAIRs shadow-gram image showing the number of counts
recorded by the detection plane through the coded mask (left). A sky image
reconstructed using the deconvolution algorithm, showing the source in the center
of the ECLAIRs field of view (right). Credit: SVOM collaboration. . . . . . . . 46

2.5 A graphical image of a single GRD detector composing the GRM instrument
showing the subsystems of the detector (left). A graphical photo showing the
arrangement of the three GRD detectors onboard the SVOM satellite (center).
The combined field of view of the three GRD detectors (the red, blue, and green
circles), superimposed with ECLAIRs field of view. The figure shows that the
GRM covers the field of view of ECLAIRs completely (right). Credit: SVOM
collaboration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.6 A graphical photo showing the MXT with its subsystems. Credit: SVOM col-
laboration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.7 A graphical photo showing the different subsystems of the VT telescope (left).
The qualification model of the VT telescope during the performance test at
NAOC Beijing (right). Credit: SVOM collaboration . . . . . . . . . . . . . . . . 49

2.8 The optical path through the VT showing both the red and blue channels. Credit:
SVOM collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.9 Panorama for the GWAC system prototype installed at Xinglong Observatory
in China. Credit: SVOM collaboration. . . . . . . . . . . . . . . . . . . . . . . . 50

2.10 The two Ground Follow-up Telescopes. Left: the French telescope. Right: the
Chinese telescope at Jilin observatory. Credit: The SVOM collaboration. . . . . 51

2.11 distribution of the VHF antennas between -30° and +30° around the equator. . . 52
2.12 The observation time percentage planned for the different scientific programs of

SVOM during the nominal mission (left), and the extended mission (right) after
3 years. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.13 Simulation of the expected distribution for GRBs detected by ECLAIRs during
the SVOM nominal mission (3 years), plotted as a function of their redshift.
Credit: [19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.14 An AGN with an accretion disk and a relativistic jet [84]. The different classes
based in the viewing angle are shown. Credit:UCSP . . . . . . . . . . . . . . . . 56

2.15 The orbit of SVOM over several revolutions (green lines) where the SVOM in-
clination is about +/-30° with respect to the equator. Credit:CNES. . . . . . . . 57

2.16 An illustrate of the B1 law orbit followed by SVOM (left), where the satellite
points toward the anti solar direction. A simulation for ECLAIRs exposure in
galactic coordinates (right), where most ECLAIRs observation time is spent near
the galactic poles avoiding the galactic plane. Credit: SVOM collaboration . . . 57

239



LIST OF FIGURES LIST OF FIGURES

2.17 SVOM observation scenario during the core program. The observation starts
when ECLAIRs detects a new GRB within its field of view at T0. ECLAIRs
sends an alert with the GRB coordinates to the ground, and the GRB follow-up
at lower energy starts at T0 + 1 min by the GFTs and GWAC system. If the
GRB is bright enough (in term of the signal-to-noise-ratio), the satellite auto
slew and the observation with the narrow field of view telescopes start at T0 +
5 min. The MXT and the VT refine the GRB position and transmit it to the
French science center (FSC) that communicates it to the Chinese science center
(CSC) and the ground segment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.18 A scenario of one year of observation for the three scientific programs showing
the sky map in galactic coordinates with 65 simulated GRBs and one ToO per
day. Red points are the GRB observation (Core program), green points are
the general program observation, orange points are the ToO-Nom observations,
and purple points are the ToO-Exp and ToO-MM observations. Credit: SVOM
collaboration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.1 The Earth reference frame R′ and its celestial coordinates (x′, y′, z′), where the
rotation axis is the z′-axis (left). The MXT reference frame R and its associated
coordinates, where the telescope pointing direction is toward the x-axis, by con-
vention (right). The spherical coordinates are used to describe an astrophysical
object in the sky (in red), where all quantities in the Earth reference frames are
primed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2 The rotation to change the system of coordinates between R and R′, performed
using the Euler angles is represented in green. N is the line of nodes which is a
common perpendicular line to the z and z′ axes. . . . . . . . . . . . . . . . . . . 64

3.3 System of coordinates used to describe the MXT camera plane and the astro-
physical source direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.4 The right-ascension (RA) and declination (DEC) of a star derived from the Earth
celestial coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.5 An astrophysical object as seen from the Earth reference frame. The object
central position is given (θ′s, φ

′
s). The source has an opening angle ι′s. . . . . . . 67

3.6 The MXT flight model at CNES integration room, covered with protection layers.
The subsystems are labeled in red. Credit:CNES . . . . . . . . . . . . . . . . . . 67

3.7 Cross-section of a typical Wolter type space telescope showing the light path in
grazing incidence optics before it is focused on a detection plane. Credit: [169]. . 68

3.8 The eye of a lobster as viewed by the microscope. Left: the square channels
arranged on a spherical plane. Right: closer view for the square channels of the
lobster eye. Credit: NASA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.9 Flight model assembly of the MXT optics, showing the 25 plates. Credit: Uni-
versity of Leicester. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

240



LIST OF FIGURES LIST OF FIGURES

3.10 The spherical plane and the focal length of the optics (left). The reflection of
photons by the optics (right), photons labeled by (a) undergoing two reflections
are focused on the central spot, whereas those reflected only once are focused on
the cross-arms (b and c), and photons (d) passing straight through without any
reflection form the diffused background. Credit: [175]. . . . . . . . . . . . . . . . 70

3.11 The PSF model of the final configuration of the optics. It is composed of a
central spot and cross arms, where the intensity of photons on the central spot
changes with energy. Left: at Al-K energy (1.49 keV). Right: at Fe-K energy
(6.4 keV). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.12 The one dimensional projection of the PSF model. Top: the y projection of the
PSF model at Al-K energy with a FWHM of 11 arcmin (left). The z projection
of the PSF model at Al-K energy with the same FWHM as the y projection one:
11 arcmin (right). Bottom: the y projection of the PSF model at Fe-K energy
with FWHM of 12.8 arcmin (left). Bottom: the z projection of the PSF model
at Fe-K energy with the same FWHM as the y projection one: 12.8 arcmin (right). 71

3.13 The effective area of the MXT telescope corresponds to the case in which only the
central spot is considered. The black line is the designed effective area based on
simulation. The green and red points are the measured effective area of the flight
model telescope. It perfectly matches the predicted one. Credit: the University
of Leicester. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.14 The flight model of the camera (left). A schematic of the camera showing the
different components, the calibration wheel, the detector and the FEE (right).
Credit: CEA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.15 Cross sectional view of the MXT pnCCD detector. Left: is the flight model of the
detector. Right: Schematic of the detector showing the image area composed of
256 × 256 pixels, each of size 75 µm×75 µm; a frame store area is at the bottom
of the image area with shielding against X-ray photons. The detector readout
system (the two CAMEX) is attached to the frame store area. Credit: CEA. . . 73

3.16 Schematic views of a CCD detector based on a pn-junction. Credit [177]. . . . . 75

3.17 Example of a frame taken by the MXT detector with intrinsic noise only. The
effect of the read-out process is clearly seen where the structure of the columns
appears with a distinction between the two CAMEX. . . . . . . . . . . . . . . . 76

3.18 The MXT calibration wheel shows the four positions and the motor that turns
the wheel. Credit: [178]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.19 The MDPU architecture consists of two cores, one of which (core 2) is reserved
for the science partition. Partitions are scheduled by the XtratuM hypervisor
in a periodically repeated MAF. The MAF is divided into time slots used by a
given partition to perform scheduled or background tasks. . . . . . . . . . . . . 79

241



LIST OF FIGURES LIST OF FIGURES

3.20 Onboard data processing flowchart. The purple box represents the FEEM par-
tition, the green box represents the SCSW partition, and the red one is shared
memory between the two partitions. The analysis during the FULL-FRAME and
EVENT modes are shadowed in yellow and blue, respectively. Four analyses are
performed, the noise characterization that is performed with the FULL-FRAME
mode, the source localization that is performed during the EVENT mode, the
telemetry packets formatting, and the data monitoring in both modes. . . . . . . 80

3.21 The interface of the scientific software partition with the other software partitions
coded in the MDPU. The FEE and the PDPU are connected to the MDPU via
a space-wire link (spw). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.22 The MDPU (the black box to the left of the image) coupled to the camera that
is placed inside a vacuum tank (the red tank), during one of the coupling test at
CEA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.23 The panter X-ray test facility of MPE in Germany. The photo shows the vacuum
tube of 130 m long and a diameter of 1 m, with the X-ray source system at one
end and the test chamber at the other end. Credit: MPE . . . . . . . . . . . . . 84

3.24 The MXT telescope placed in the test chamber of PANTER X-ray test facility
during the flight model test. Credit: CNES. . . . . . . . . . . . . . . . . . . . . 85

3.25 Example of an option file that is used as an input to generate an observation
sequence. The parameters required to configure the satellite, the sources, the
telescope, and its camera is must be specified in the file. . . . . . . . . . . . . . 86

3.26 An example of a uniform source flux object between 0.8 keV and 4.5 keV and
exponentially decays with time, simulated with the SatAndLight (top-left).
The rate plot (bottom-left) is obtained by multiplying the flux object with the
effective area (top-right). The source light curve resulting from the integration
of the rate over all energies (bottom-right). . . . . . . . . . . . . . . . . . . . . . 87

3.27 Example of a simulated camera image showing the effect of camera defects. Black
points are dead pixels, white points are bright pixels, and the white column is a
frozen column due to the saturation of readout electronics. . . . . . . . . . . . . 88

3.28 The effect of the interaction of astroparticles with a CCD detector as simulated
by the SatAndLight. Left: zoom on a camera image showing the effect of a
photon where the energy is distributed over four pixels; the black circle represents
the hit position of the photon. Right: a camera image shows the effect of a cosmic
ray on the detector. The black point is the entry point of the cosmic ray. . . . . 89

4.1 Example of a frame taken by the MXT detector during coupling test at CEA.
The image was taken with a closed wheel position, so no X-ray photons interact
with the detector. Meanwhile, the cosmic rays penetrated the wheel even with
a closed position and added an energy above the noise. . . . . . . . . . . . . . . 92

4.2 The dark maps computed with the ground analysis. The offset map (left), and
the threshold map (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

242



LIST OF FIGURES LIST OF FIGURES

4.3 The Ar[i][j] distribution of the (i, j) pixel. The distribution has two peaks, the
first one corresponds to the intrinsic noise distribution with true value labelled
with dashed black line. The second one corresponds to the cosmic ray distribu-
tion that is added on top of the intrinsic noise distribution. The presence of the
cosmic rays biases the mean (the blue line) and the standard deviation (red line)
of the distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.4 The dark maps computed with the onboard algorithm. The offset map (left),
and the threshold map (right), both given in the [ADU] unit. . . . . . . . . . . . 97

4.5 The ratio of the dark maps computed using a simulated dark sequence with no
outliers and a dark sequence with the detector exposed to outliers. Left: the
ratio of offset value (ro[i][j]) for the 256 × 256 pixels. Right: the threshold ratio
(rt[i][j]) for the 256 × 256 pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.6 The difference of the offset map ∆Oij for 256 × 256 pixels computed using a
simulated dark sequence with no outliers and a dark sequence with the detector
exposed to outliers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.7 The convergence of the onboard offset (left column) and threshold (right column)
values to the offline-computed values (dashed lines) as the number of dark frames
processed onboard increases. The convergence is tested for three pixels with
different noise fluctuations.Bottom: pixel with low noise fluctuation (< 1σ).
Middle: pixel with medium noise fluctuation (< 2σ). Top: pixel with high noise
fluctuation (> 2σ). It shows that the onboard offset (resp. threshold) converges
to the offline-computed values after processing at least 70 frames (resp. 90 frames).102

4.8 The offset map ratio. The ratio (ro = O[i][j]/OG[i][j]) between both offset maps
for each pixel (left). The ratio (ro) distribution for all pixels (right). . . . . . . . 102

4.9 The threshold map ratio. The ratio (rt = T [i][j]/TG[i][j]) between both thresh-
old maps for each pixel (left). The ratio (rt) distribution for all pixels (right). . . 103

4.10 The measured energy scale calculated using both the onboard and the ground-
computed dark maps as a function of the X-ray sources energy (Et

ph). In each
case, the energy scale (es) is calculated for single events (blue for the ground
maps, gray for the onboard maps) and all events (green for the ground maps,
yellow for the onboard maps). The plot shows that using the onboard maps
improves the energy scale for single events. In the case of all events, using the
dark maps computed with the ground algorithm gives a better energy scale.
Credit: CEA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.11 The measured energy FWHM as a function of the actual energy. The FWHM is
measured after using both the onboard and the ground-computed dark maps. In
each case, the FWHM is measured for single events (blue for the ground maps,
gray for the onboard maps) and all events (green for the ground maps, yellow
for the onboard maps). The plot shows that using the onboard maps improves
slightly the energy FWHM. Credit: CEA. . . . . . . . . . . . . . . . . . . . . . 105

243



LIST OF FIGURES LIST OF FIGURES

4.12 The energy gain values for the 256 columns of the MXT detector measured with
six low-energy X-ray sources: C-K (0.277 keV), O-K (0.525 keV), Cu-L (0.93
keV), Mg-K (1.253 keV), Al-K (1.486 keV), and W-M (1.774 keV). Credit: CEA 107

4.13 Most probable pixel patterns induced by a photon hitting a pnCCD detector. An
incoming X-ray photon can transfer its energy to one or more pixels depending
on its energy. The bright-orange pixel is the impacted pixel; the light-orange
pixels have a fraction of the photon energy above the noise threshold. White
pixels have an energy below the noise threshold. . . . . . . . . . . . . . . . . . . 108

4.14 Example of a photon map constructed by the science partition with 8000 photons.
The photon position in the map is given in intrinsic coordinates: 0 ≤ z < 1 and
0 ≤ y < 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.1 Example of the construction of the correlation matrix of a 4×4 photon map with
a 8×8 PSF to produce a 4×4 correlation matrix. . . . . . . . . . . . . . . . . . . 115

5.2 The implementation steps of the cross-correlation algorithm onboard. . . . . . . 117
5.3 Example of a cross-correlation map between the PSF and a simulated photon

map with 77 photons. The peak position is computed using the onboard algo-
rithm (green cross) and a simple barycenter (red cross). The source true position
is indicated by a black cross. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.4 An example of a photon map constructed by simulating the detection of three
bright sources. The plot shows that it is not trivial to identify regions with only
a background or identify a region around a source without a contribution from
another source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.5 The inverse Fourier transform of the decimated PSF (left). An example of
the PSF auto-correlation map, computed with the onboard algorithm using the
Fourier-transformed and the decimated PSF on the ground (right). . . . . . . . 123

5.6 The PSF function (left), with a black square represent the camera. The cross-
correlation map (right) divided into four quarters centred on (i1, j1). . . . . . . 124

5.7 Two sources in the MXT field of view (left), the first source is localized with the
cross-correlation and barycenter method. The first source is subtracted (right) in
order to localize the second source, and the latter is then localized with the same
method as the first source. The true positions of the two sources are labeled
with red circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.8 The onboard localization uncertainty of the MXT measured as a function of the
source intensity. The measurement is done after 30 s (in black), 5 minutes (in
red), and 10 minutes (in blue) of simulated observations. For each observation
duration, source intensities from 10 to 104 photons are simulated. The source
intensity is parametrized by the number of photons hitting the MXT detector.
This plot shows that MXT must detect at least 120 ± 3, 164 ± 5, and 197 ±
6 photons after 30 s, 5 minutes, and 10 minutes of observation, respectively, in
order to reach the MXT required accuracy of 2 arcmin. . . . . . . . . . . . . . . 131

244



LIST OF FIGURES LIST OF FIGURES

5.9 The localization uncertainty as a function of the number of photons, measured
for photon maps with resolutions: 64 × 64, 128 × 128, and 256 × 256, after 5
minutes (top) and 10 minutes (bottom) of observation. . . . . . . . . . . . . . . 132

5.10 The position bias measured while the simulated source is moved in all direc-
tions in the detector. As the source gets closer to the edge of the detector, the
localization degrades significantly due to the spectral-leakage effect. . . . . . . . 133

5.11 The edge bias measured in each direction separately. Left: the bias in the z-
direction measured as the source is moved vertically from z=0 to z=1, where
y=0.5. The source position offset is measured at each point in the intrinsic
coordinate (in blue curve). The points are fitted (in red curve) to correct the
edge bias. Right: the edge bias in the y-direction measured the same way as the
z-direction, but the source is moved horizontally from y=0 to y=1 and z=0.5.
In both plots, a source with a high intensity is simulated without background. . 134

5.12 The source position offset δr as a function of the source distance (in pixel) from
the detector centre. The dots show the bias before correction, while the open
circles show the bias after applying η(y) and η(z) corrections. Two source inten-
sities are simulated: 500 photons (left) and 1000 photons (right). . . . . . . . . . 135

5.13 Example of a photon map constructed while the detector has 7 insensitive columns.
The cells in the photon map corresponding to the insensitive columns are set to
zero, as a consequence 8 columns in the photon map are deactivated. . . . . . . 135

5.14 r90 as a function of the source intensity computed with the normal detector
(blue curve), and with 7 insensitive columns in the detector (black curve). The
interpolation method is used to reduce the effect of the insensitive columns (red
curve). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.15 The y bias (in blue) measured as the source is moved horizontally from y=0 to
y=1. Nbad = 1, 3, 5, 7, 9, and 11 insensitive columns are simulated to evaluate
the insensitive columns effect in the localization performance. The best fit is also
drawn (in red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

5.16 δr measured as the source is moved along the entire detector with 7 insensitive
columns. Left: the effect of the insensitive columns appears in the y-direction
with no effect on the z-direction. In addition, the edge bias is seen near the
detector edges. Center: the effect of the insensitive columns is reduced by the
analytical correction. Right: the effect of the insensitive columns and the edge
bias are reduced by the analytical corrections. . . . . . . . . . . . . . . . . . . . 137

5.17 The r90 as a function of the source intensity computed with the normal detector
(blue curve), and with 7 insensitive columns in the detector (black curve). The
analytical correction method is applied to reduce the effect of the insensitive
columns (green curve), and it is compared to the interpolation method (red curve).138

5.18 A photon map showing a detection of two sources in the MXT field of view.
Left: the two sources are aligned in the y direction. Right: the two sources are
located in the diagonal of the detector. . . . . . . . . . . . . . . . . . . . . . . . 139

245



LIST OF FIGURES LIST OF FIGURES

5.19 the bias of two source positions (δr) as a function of the distance between them.
In the left column, the two sources are aligned in the y-direction, one source is
fixed (orange triangle), and the second is moved away from the first one (blue
points), where the fixed source is double brighter (top) and four times brighter
(bottom) than the moving source. In the right column, the two sources are
simulated in the detector diagonal, where the fixed source is double brighter
(top) and four times brighter (bottom) than the moving source. The green
shaded region corresponds to the distance below the MXT angular resolution
(11 arcmin). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

5.20 r90 as a function of the signal-to-noise ratio (black points) and the best fit is
plotted in red. The dashed blue lines are the r90 thresholds that define the
detection quality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.21 A comparison between the true signal-to-noise ratio (red line) and the measured
signal-to-noise ratio with method 2 (blue line) and with method 3 (black line)
(top), each point is measured as the mean value of ∼ 500 observations are sim-
ulated ± 10 pixels around the center. The ratio between the measured and the
true signal-to-noise ratio for method 2 and method 3 (middle). The deviation of
the measured signal-to-noise ratio from the true signal-to-noise ratio for method
2 and method 3 (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
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