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Abstract 
_____________________________________________ 

 

 

 

 
 

Forming a precise memory of our spatial environment is essential for our survival, as we 

depend on our ability to store and recall important locations. The hippocampus is thought to 

provide the brain with a cognitive map of the external world by processing various types of 

spatial information along its circuits. How essential spatial variables such as direction and 

position are transformed along hippocampal subregions to construct this global map is 

unclear. To address this question, we perform single-photon widefield microendoscope 

calcium imaging of the dentate gyrus, CA3 and CA1 hippocampal subregions in mice freely 

navigating along a linear track. We find that neurons throughout the hippocampus show 

directionality in their spatial responses, with particularly strong selectivity for the running 

direction in the dentate gyrus and in CA3. In addition, spatial activity maps in the dentate 

gyrus are correlated after aligning them to the running directions, suggesting that they 

represent the distance covered along the track in egocentric coordinates. Our data suggest that 

along the hippocampal circuits, spatial representations develop from contextually selective, 

egocentric distance coding to segmented allocentric representations of the environment. 
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Résumé 
_____________________________________________ 

 

 

 

 

 
La formation d'une mémoire précise de notre environnement spatial est essentielle à notre 

survie, car nous dépendons de notre capacité à mémoriser et à nous souvenir des lieux 

importants. L'hippocampe est censé fournir au cerveau une carte cognitive du monde 

extérieur en traitant divers types d'informations spatiales le long de ses circuits. La façon dont 

les variables spatiales essentielles, telles que la direction et la position, sont transformées le 

long des régions de l'hippocampe pour construire cette carte globale n'est pas claire. Pour 

répondre à cette question, nous réalisons de l'imagerie calcique par microendoscope à large 

champ à photon unique du gyrus denté et des régions hippocampiques CA3 et CA1 chez des 

souris naviguant librement le long d'une piste linéaire. Nous constatons que les neurones de 

l'hippocampe présentent une directionnalité dans leurs réponses spatiales, avec une sélectivité 

particulièrement forte pour la direction de la trajectoire dans le gyrus denté et dans CA3. En 

outre, les cartes d'activité spatiale dans le gyrus denté sont corrélées après alignement sur les 

directions de course, ce qui suggère qu'elles représentent la distance parcourue le long de la 

piste en coordonnées égocentriques. Nos données suggèrent que le long des circuits 

hippocampiques, les représentations spatiales évoluent d'un codage de la distance 

égocentrique et contextuellement sélectif vers des représentations allocentriques segmentées 

de l'environnement. 
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Abbreviations 
_____________________________________________ 

 

 
DG  -  Dentate gyrus 

 

 

EC  -  Entorhinal cortex 

 

 

GECI  -  Genetically encoded calcium indicator 

 

 

LEC  -  Lateral entorhinal cortex 

 

 

LTD  -  Long-term depression 

 

 

LTP  -  Long-term potentiation 

 

 
MEC  -  Medial entorhinal cortex 
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I. Introduction 
_____________________________________________ 

 

 

 

 

 

1. Neuroanatomy and basic physiology of the hippocampus 
 

 

Ever since the discovery of a link between the medial temporal lobe and declarative memory 

(Scoville and Milner, 1957), the neuroanatomical organisation of this brain region and its 

complex connectivity patterns with the parahippocampal region have been intensely studied 

(van Strien et al., 2009). The hippocampal region is a bilateral brain structure that lies 

between the septal nucleus rostrally and the temporal cortex caudally, and is part of the 

cluster of anatomically and functionally related brain structures that form the medial temporal 

lobe. It derives its name from the resemblance of the human hippocampus to a seahorse and 

has been widely used as a model system for neurobiology as a result of its unique 

neuroanatomical organisation (Per et al., 2007). The hippocampal region comprises the 

dentate gyrus, the Cornu Ammonis (CA) fields and the subicular complex and it is strongly 

connected to the adjacent perirhinal, entorhinal and parahippocampal cortices (Squire et al., 

2004). In the framework of this thesis project, we will focus on the dentate gyrus, CA3 and 

CA1 subregions, which collectively form the hippocampus, as well as its input from the 

entorhinal cortex. 

 

The hippocampus displays a simple organisation of its principal cell layers and a laminar 

distribution of its inputs (Per et al., 2007) and is broadly composed of 3 cortical layers, by 

contrast to the characteristic 6-layered organisation of the neocortex. The deepest layer 

comprises afferent and efferent fibres as well as interneurons. In the dentate gyrus it 

corresponds to the inner polymorphic layer or hilus; in the CA region to stratum oriens. The 

middle layer located superficially to the deeper layer is the principal cell layer, and comprises 

principal excitatory cells and inhibitory interneurons. In the dentate gyrus it is known as the 
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granule cell layer and in the CA fields as pyramidal cell layer or stratum pyramidale. Most 

superficially lies the molecular layer in the subiculum and the dentate gyrus, where it contains 

the dendritic arborisations of the principal cells. In CA3, the molecular layer is divided into 

sublayers: the stratum lucidum, the stratum radiatum and the stratum lacunosum-moleculare 

(van Strien et al., 2009). 

 

Inputs from the entorhinal cortex to the hippocampus 

 

The entorhinal cortex processes multiple types of sensory information and provides the 

hippocampal formation with most of the cortical sensory information necessary to perform its 

functions (Amaral et al., 2007; Rolls, 2018). The main excitatory input to the hippocampus is 

conveyed monosynaptically from the entorhinal cortex layer II to the dentate gyrus via the 

perforant path (PP) fibers. A structural and functional segregation divides the entorhinal 

cortex into a medial and lateral component: the medial entorhinal cortex (MEC) contains 

spatially tuned cells while the lateral entorhinal cortex (LEC) contains neurons that 

preferentially represent non-spatial information (Hargreaves et al., 2005). The perforant path 

fibers are segregated into a medial and a lateral component according to their region of origin 

in the entorhinal cortex. Lateral PP fibers terminate in the outer third of the molecular layer 

while medial PP fibers terminate in the middle third of the molecular layer; both form 

asymmetric synapses mostly on dendrites of granule cells (Nafstad, 1967) but sometimes also 

on dendrites of GABA- positive interneurons. Some minor projections to the dentate gyrus 

also originate in the presubiculum and parasubiculum (Köhler, 1985); their terminals 

intercalate between lateral PP and medial PP terminals in the molecular layer. The classical 

model of the hippocampus is that of a unidirectional circuit where principal cells in the 

dentate gyrus, CA3 and CA1 form synaptic contacts with each other, giving the hippocampus 

its name of ‘trisynaptic circuit’. However, the patterns of connectivity within the hippocampal 

formation are more complex and backprojections between hippocampal subregions have been 

observed, as well as direct projections from entorhinal cortex layer III to CA1 (Li et al., 2017; 

van Strien et al., 2009).  
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Figure 1.1. Representations of the hippocampal formation and the parahippocampal region in the rat brain. Adapted 
from (van Strien et al., 2009). (A) Lateral view of the hippocampal formation: dentate gyrus (DG; dark brown), CA1 
(orange) and the subiculum (yellow), two axes are indicated: the long or septotemporal axis (also referred to as the 
dorsoventral axis); and the rostrocaudal axis. In the parahippocampal region (green, blue, pink and purple shaded 
areas), a similar superficial-to-deep axis is used. Additionally, the presubiculum (PrS; medium blue) and 
parasubiculum (PaS; dark blue) are described by a septotemporal and proximodistal axis. The entorhinal cortex, 
which has a lateral (LEA; dark green) and a medial (MEA; light green) aspect, is described by a dorsolateral-to-
ventromedial gradient and a rostrocaudal axis. The perirhinal cortex (consisting of Brodmann areas (A) 35 (pink) and 
36 (purple) and the postrhinal cortex (POR; blue-green) share the latter axis with the entorhinal cortex and are 
additionally defined by a dorsoventral orientation. The dashed lines in the left panel indicate the levels of two 
horizontal sections (a,b) and two coronal sections (c,d), which are shown in the original publication. (B) A Nissl-
stained horizontal cross section in which the cortical layers and three-dimensional axes are marked. The Roman 
numerals indicate cortical layers. CA, cornu ammonis; dist, distal; dl, dorsolateral part of the entorhinal cortex; encl, 
enclosed blade of the DG; exp, exposed blade of the DG; gl, granule cell layer; luc, stratum lucidum; ml, molecular 
layer; or, stratum oriens; prox, proximal; pyr, pyramidal cell layer; rad, stratum radiatum; slm, stratum lacunosum-
moleculare; vm, ventromedial part of the entorhinal cortex. 
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1.1. The dentate gyrus 

 

Neuroanatomical organisation of the dentate gyrus 

 

The dentate gyrus displays a trilaminar structure. The most superficial layer is the molecular 

layer: it is relatively devoid of cells and is approximately 250 µm thick. It is mostly filled 

with granule cell dendrites but also includes the perforant path fibers, interneurons and other 

input terminals. The second layer is the granule cell layer, which is densely packed with the 

somas of the principal cells of the dentate gyrus – the granule cells. It is V-shaped, the upper 

part is named suprapyramidal (upper) blade, the lower part, infrapyramidal (lower) blade, and 

the part where they meet, the crest. The third layer is the polymorphic layer – or hilus 

(Amaral et al., 2007).  

 

Granule cells are the principal cells of the dentate gyrus, they are numerous and amount to 

~1 million in the rat in each hemisphere (Basu and Siegelbaum, 2015). They are tightly 

packed but not directly recurrently connected. They show unique biophysical, cellular and 

structural features such as an elliptical cell body of relatively small size (10um-wide; 18um-

high (Amaral et al., 1990)), a cytoplasmic ring and a cone-shaped apical dendritic tree that 

extends through the molecular layer (Amaral et al., 2007). The dentate gyrus also comprises 

excitatory interneurons named ‘mossy cells’, which feature large triangular/multipolar cell 

bodies located in the hilus (Amaral et al., 2007). Mossy cells feature multiple dendrites that 

branch and extend into the hilus. Proximal dendrites are covered with thorny excrescences, 

giving mossy cells a unique aspect. Mossy cells receive projections from granule cells, CA3 

pyramidal neurons, other mossy cells, hilar interneurons as well as the septum (Scharfman, 

2016). They contact granule cell dendrites in the inner third of the molecular layer ipsi- and 

contralaterally in the rat along the septotemporal axis through the commissural fibers 

(Scharfman et al., 2003). The reciprocal connection between mossy cells and granule cells 

forms a loop that enables granule cells to contact one another (Buckmaster, 2012; Laurberg 

and Sørensen, 1981). The dentate gyrus is also one of the few regions in the brain where 

neurogenesis takes place throughout the adult life of most mammals. There is a steady-state 

granule cell turnover and newborn neurons get progressively integrated in the hippocampal 

circuit. 

 

The dentate gyrus also comprises inhibitory interneurons, which have been classified 

according to their axonal distribution, their input organisation as well as their 

electrophysiological properties. Parvalbumin expressing (PV+) interneurons include basket 
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cells, inhibitory interneurons located in between the granule cell layer and the hilus that form 

synaptic contacts with the perisomatic domain of granule cells and interneurons, and fast-

spiking axo-axonic cells, which send projections to the granule cell axon initial segment 

(Amaral et al., 2007). In addition, somatostatin expressing (SOM+) interneurons send 

projections to distal dendrites of granule cells in the outer two thirds of the molecular layer, 

near the perforant path inputs, and long-range projections to CA1, CA3, the subiculum, 

medial septum and contralateral hippocampus. Other less well-characterized inhibitory 

interneurons can also be found in the dentate gyrus (Amaral et al., 2007; Savanthrapadian et 

al., 2014). 

 

 

 

 

Figure 1.2. Schematic representation of the mouse hippocampal formation and its main synaptic connections. 
Adapted from (Hainmueller and Bartos, 2020). Dentate gyrus (DG) granule cells (GCs) send mossy- fibre (MF) axons 
to CA3. CA3 pyramidal cells send Schaffer- collateral (SC) projections to CA1, which then projects back to the 
entorhinal cortex (EC). All of these areas receive perforant- path (PP) input from the EC, creating multiple parallel 
loops through which information can flow through the hippocampus. 
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Dentate gyrus neurophysiology 

 

As the input region of the hippocampus, the dentate gyrus receives most of the excitatory 

inputs to the hippocampus from the entorhinal cortex and can be seen as the first stage of 

hippocampal processing. The entorhinal cortex layer II sends the main excitatory inputs to 

granule cells (Deller et al., 1996), which then send unmyelinated axonal projections to 

proximal dendrites of CA3 pyramidal cells through the mossy fiber pathway. Mossy fibers 

form large synaptic boutons with CA3 pyramidal neurons in the stratum lucidum, establishing 

a sparse but powerful synaptic connection. Granule cells also make synaptic connections with 

mossy cells and inhibitory interneurons through en passant boutons (Amaral et al., 2007). 

 

Early in vitro and in vivo electrophysiological recordings revealed the propensity of dentate 

gyrus granule cells to fire in bursts (Scharfman, 2012) during short-term memory tasks in the 

centre of a place field (Jung and McNaughton, 1993; Leutgeb et al., 2007). More recent 

experimental work using in vivo calcium imaging and immediate early gene (IEG) expression 

showed that granule cell activity is sparse and that a major portion of the granule cell 

population is silent in a given environment (Danielson et al., 2016a; Diamantaki et al., 2016; 

GoodSmith, 2017; Neunuebel and Knierim, 2014; Pilz et al., 2016; Senzai and Buzsáki, 

2017). The discrepancy between early and more recent work might arise from the inability of 

extracellular recordings to identify cellular populations, which may take into account the 

activity of non-granule cell neurons such as adult-born granule cells and mossy cells (Chawla 

et al., 2005; Leutgeb et al., 2007; Neunuebel and Knierim, 2012; Senzai and Buzsáki, 2017). 

On the other hand, calcium imaging and IEG methods lack sufficient temporal resolution to 

distinguish bursts from single spikes (Danielson et al., 2016b; GoodSmith, 2017; Hainmueller 

and Bartos, 2018). Recent intracellular recordings reconciled these two contradictory streams 

of evidence by showing that mature granule cell activity is sparse and heterogeneous, with 

firing rates comprised between silent and 3Hz, possibly resulting from differences in intrinsic 

excitability (Vandael et al., 2020; Zhang et al., 2020). Coherently with these results, a 

subpopulation of granule cells located in the suprapyramidal blade was recently shown to 

display distinct spatial, morphological, physiological and developmental properties and is ten 

times more likely to be activated by novel experiences (Erwin et al., 2020).  

 

GABAergic interneurons play an important role in the dentate gyrus local circuit: in vivo 

whole cell patch-clamp recordings have revealed that granule cells inhibit neighbouring 

granule cells via PV+ interneurons in a process named ‘lateral inhibition’, which may enable 

a winner-takes-all strategy, thereby maintaining the majority of granule cells in a silent state 

(Espinoza et al., 2018). Interneuron signalling is distance-dependent in the dentate gyrus and 
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synaptic strength decreases and inhibitory signal duration increases with increasing distance, 

allowing the generation of highly synchronous focal gamma bursts enabling the network to 

process multiple complex inputs in parallel (Strüber et al., 2017). Mossy cells also contribute 

to implementing inhibition by contacting granule cells and inhibitory interneurons and 

generating both weak selective activation and disynaptic inhibition (Amaral et al., 2007; 

Bernstein et al., 2020). Perforant path stimulation might also reduce granule cell excitability 

and promote sparse firing through long-lasting hyperpolarisation of dentate gyrus granule 

cells, which requires gamma bursts and local inhibition, and is mediated by both GABA 

receptors and glutamate receptors (Mircheva et al., 2019). Thus, the integrative action of 

multiple cell types within the dentate gyrus complex local circuit promotes sparse neuronal 

firing in the dentate gyrus. 

 

 

 

 

Figure 1.3. Magnified view of the DG microcircuitry, its intrinsic connections and outputs to the CA3. Adapted from 
(Hainmueller and Bartos, 2020). GCs form the densely packed GC layer (GCL), which also houses parvalbumin- 
expressing (PV+) basket cells and axo- axonic cells. Wrapped by the GC layer are the CA3 area and the DG hilus, 
which contains glutamatergic mossy cells (MCs) and other types of GABAergic interneurons, such as those 
expressing somatostatin (SOM+ interneurons). GCs make synaptic contacts on all of the aforementioned cell types 
(except other GCs) via their MF axons. A/C, associational–commissural; LEC, lateral entorhinal cortex; MEC, medial 
entorhinal cortex; ML, molecular layer. 
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1.2. CA3 

CA3 neuroanatomical organisation 

 

The next subdivision of the hippocampal circuit is the hippocampal subregion CA3. It is 

composed of a principal cell layer made of pyramidal neurons as well as inhibitory 

interneurons. The morphology of pyramidal neurons is more similar to that of CA1 pyramidal 

cells than that of granule cells, albeit with a larger cell body. The cell bodies are located in the 

stratum pyramidale and the apical dendrites cross through the stratum lucidum, radiatum and 

lacunosum moleculare. There are an estimated 300000 pyramidal cells in the rat (Basu and 

Siegelbaum, 2015). CA3 pyramidal cells are contacted by dentate gyrus granule cells via 

mossy fibers which form ‘giant’ synaptic boutons onto complex postsynaptic elements called 

‘thorny excrescences’. One CA3 pyramidal cell receives approximately 46 mossy fibers 

inputs, resulting in a sparseness of connectivity for this synapse of approximately 0.005% 

(Rolls, 2018). CA3 pyramidal neurons also send axonal projections to CA1 neurons through 

Schaffer collaterals (Rolls, 2018). The anatomical architecture of CA3 is unique in that CA3 

pyramidal neurons are recurrently connected bilaterally through associational and 

commissural fibers, which provide the largest number of synapses onto CA3 neurons 

(1.2x104) (Amaral et al., 1990). CA3 also sends projections to the hilus and to the dentate 

gyrus molecular layer, in contradiction to the classical unidirectional model of the 

hippocampus (van Strien et al., 2009). Inhibitory interneurons can be found in multiple CA3 

layers and include ivy cells, regular spiking basket cells, fast-spiking basket cells and spiny 

lucidum cells. They are contacted by mossy fibers and implement feed-forward inhibition 

onto CA3 pyramidal cells by establishing synaptic contacts mostly onto CA3 pyramidal cell 

somas (Szabadics and Soltesz, 2009).  
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Figure 1.4. Connections from multiple sources onto CA3 pyramidal cells. Adapted from (Rolls, 2018). A diagrammatic 
representation of the estimated number of connections from three different sources onto each CA3 cell in the rat 
brain. 
 

 CA3 neurophysiology 

 

CA3 neurons have been largely characterized using electrophysiological recordings, revealing 

firing rates that are lower than those of CA1 neurons but higher than those of dentate gyrus 

granule cells (Fox and Ranck, 1975; Mizuseki et al., 2012; Oliva et al., 2016), ranging from 

0.3 to 5Hz in vivo (Henze et al., 2002; Mizuseki et al., 2012; Oliva et al., 2016). About 67% 

of CA3 pyramidal neurons are silent cells at a given time (Leutgeb et al., 2007). This might 

result from a preferred mossy fiber innervation of interneurons compared to CA3 pyramidal 

cells. A characteristic feature of CA3 activity patterns is their ability to fire bursts of action 

potentials (Fox and Ranck, 1975; Frerking et al., 2005; Mizuseki et al., 2012; Oliva et al., 

2016). Complex bursts involve regenerative dendritic mechanisms that play a role in activity-

dependent plasticity (Diamantaki et al., 2018; Grienberger et al., 2014; Lee et al., 2012a). 

CA3 also shows network synchronisation events (Menendez de la Prida et al., 2006; Miles 

and Wong, 1983; Wittner and Miles, 2007) such as sharp-wave ripples (Buzsáki, 1986; 

Csicsvari et al., 2000; Hunt et al., 2018). Furthermore, CA3 pyramidal cells show a 

coordinated hyperpolarisation and a lower membrane potential variance during theta 

oscillations (Malezieux et al., 2020). Recent in vivo imaging of CA3 showed that co-activity 
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of neuronal pairs can be maintained over days and that spatiotemporal activity patterns are 

modulated by brain states (Schoenfeld et al., 2021). 

 

 

1.3. CA2 

 

The hippocampal subregion CA2 was first observed and described by Lorente de Nó (De Nó, 

1934) as featuring characteristically large pyramidal neurons and small dendritic branching 

and was originally characterized based on unique patterns of protein expression (De Nó, 

1934; Zhao et al., 2001). CA2 pyramidal neurons receive direct inputs from the entorhinal 

cortex (Bartesaghi and Gessi, 2004; Kohara et al., 2014), dentate gyrus mossy cells (Kohara 

et al., 2014) as well as a feedforward inhibitory connections from CA3 (Chevaleyre and 

Siegelbaum, 2010; Cui et al., 2013). CA2 pyramidal neurons in turn project to hippocampal 

subregions CA1, CA2 and CA3 and are thereby in a powerful position to influence the 

hippocampal network (Cui et al., 2013). CA2 is also contacted by extra-hippocampal regions 

such as the paraventricular nucleus of the hypothalamus and median raphe and is reciprocally 

connected to the supramammilary nucleus, the diagonal band of Broca and the medial septum 

(Cui et al., 2013). 

 

CA2 pyramidal neurons show unique intrinsic properties such as a lower membrane potential 

(Zhao et al., 2007) and a lower membrane resistance as well as a slower action potential firing 

frequency (Chevaleyre and Siegelbaum, 2010). CA2 plays a role in social aspects of memory 

formation and social aggression behaviours (Wersinger et al., 2002), and is implicated in 

multiple brain disorders such as schizophrenia, bipolar disorders and Alzheimer’s disease 

(Benes et al., 1998, 2007; Dickson et al., 1991; Knable et al., 2004). By contrast to other 

hippocampal subregions, CA2 only shows little involvement in spatial coding (Mankin et al., 

2015). In the framework of this thesis project, we will leave CA2 aside and focus on the role 

of the dentate gyrus and hippocampal subregions CA3 and CA1 in spatial information 

processing. 

 

 

 

 

 



 19  

1.4. CA1 

 

CA1 neuroanatomical organisation 

 

CA1 is the last station of the hippocampal circuit. It receives its main excitatory input from 

downstream subregions CA3/CA2 but also receives inputs from entorhinal cortex layer III 

and sends outward projections to the neocortex (Li et al., 2017). CA1 is composed of 

pyramidal cells, and is in fact a continuation of CA2 and CA3 since they form a continuous 

layer of neurons as opposed to the principal cell layer of the dentate gyrus, which is not 

physically connected to neurons of the cornu ammonis. As in CA3, principal cells in CA1 are 

pyramidal cells. There are about 300000 pyramidal cells in the rat CA1, making it similar in 

size to CA3 (Basu and Siegelbaum, 2015). While they are connected to each other, CA1 

neurons are not as heavily recurrently connected as CA3 neurons. Inhibitory interneurons can 

also be found in the CA1 principal cell layer. 

 

 

 

 

Figure 1.5. Circuit diagram of the cortico-hippocampal circuit. Adapted from (Basu and Siegelbaum, 2015). The 
cortico-hippocampal circuit with recently discovered glutamatergic inputs from the entorhinal cortex (EC) to the 
hippocampus as well as connections within the hippocampus. In addition to the classical tri-synaptic (EC layer II [LII] 
 dentate gyrus [DG]  CA3  CA1, solid line) and monosynaptic (EC layer III (LIII)  CA1, large-dashed lines) 
pathways of information flow, CA1 also receives monosynaptic projections from LII of the medial entorhinal cortex 
(MEC) (small dashed line) and CA2 receives direct inputs from LII of both MEC and lateral entorhinal cortex (LEC) 
(dotted lines). Within the hippocampus, CA2 sends prominent inputs to CA1, targeting dendritic domains (stratum 
oriens [SO]/stratum radiatum [SR]) (red) that overlap with the CA3  CA1 inputs. CA2 also receives weak inputs 
from DG and CA3. The thickness of the arrowed lines emphasizes the strength of the input connection. 

      

        

CA1 pyramidal cells receive axonal projections from CA3 neurons through the Schaffer 

collateral pathway: distal CA3 sends projections to proximal CA1 while proximal CA3 



 20 

projects to distal CA1. CA1 also receives backprojections from the entorhinal cortex, which 

are organized in a topographical manner: the septotemporal hippocampal axis is 

topographically mapped onto the dorsolateral-ventromedial axis of the entorhinal cortex. As 

the source of the primary output of the hippocampal circuit, CA1 sends out projections back 

to the subiculum, the entorhinal cortex and parahippocampal structures (Cenquizca and 

Swanson, 2007; Naber et al., 2001; Swanson et al., 1978). These projections are thought to 

support recall of information in the hippocampus and transfer to the neocortex (Frankland and 

Bontempi, 2005; Kesner and Rolls, 2015). CA1 also shows recurrent loops along one 

septotemporal level (Amaral et al., 1991; Cenquizca and Swanson, 2007; Hjorth-Simonsen, 

1973) and sends a backprojection to CA3, probably originating from inhibitory interneurons 

in the molecular layer, which contrasts with the classical unidirectional model of the 

trisynaptic circuit (Amaral et al., 1991; Cenquizca and Swanson, 2007; Swanson et al., 1981).  

 

CA1 neurophysiology 

 

CA1 pyramidal neurons differ from CA3 pyramidal cells in terms of firing rates and spike 

dynamics. Notably, CA1 pyramidal cells exhibit a substantially higher firing rate compared to 

CA3 neurons as well as a lower burst occurrence and length (Mizuseki et al., 2012). Burst 

firing is facilitated by dendritic Ca2+ currents, which are enhanced by somatodendritic back-

propagation of the action potential. These are regulated by the availability of fast inactivating 

Na+ channels which can take up to several hundreds of milliseconds to recover following each 

spike (Jung et al., 1997; Spruston et al., 1995). Furthermore, CA1 pyramidal neurons are 

under control of a powerful inhibition exerted by local inhibitory interneurons by means of 

synaptic contacts formed onto proximal or distal dendrites (Klausberger and Somogyi, 2008; 

Somogyi and Klausberger, 2005). The inhibition exerted by local inhibitory interneurons 

outweighs the relatively sparse inputs from CA3 and the entorhinal cortex to CA1 (Ahmed 

and Mehta, 2009). Overall, the integration of multiple sources of excitation and inhibition 

result in neuronal firing characteristics in CA1 neurons that are distinct from that of upstream 

CA3 pyramidal cells.  
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2. Memory encoding and storage in the hippocampus 
 

 

The hippocampal circuit can be described as a processing loop, which receives highly 

processed sensory information from the neocortex via the entorhinal cortex, generates 

neuronal ensembles to represent memories and sends this information back to the neocortex. 

By virtue of its input connectivity patterns, the hippocampus is ideally located to associate 

representations of events and objects with their spatiotemporal context. The anchoring of 

episodes in their context might be achieved by the integration of external sensory information 

from the LEC and self-motion based spatial information from the MEC (Knierim et al., 

2006). 

 

2.1. Episodic memory 

 

Experimental work in humans, non-human primates and rodents has shed light on the crucial 

role of the medial temporal lobe in declarative memories - the conscious memory for facts 

and events. Episodic memory is a type of declarative memory relative to facts and concepts 

from one’s personal experience, which are anchored in a given spatiotemporal context. The 

medial temporal lobe is thought to work jointly with the neocortex to encode memories, store 

them in the long run and retrieve them (Frankland and Bontempi, 2005; Rolls, 2018). Early 

theories about hippocampal function stemmed from instrumental clinical case studies, such as 

the description and post-mortem study of brains of amnesic patient brains with a thinning of 

hippocampal tissue by Vladimir Bekhterev in 1900 and the seminal clinical psychological 

case study of patient Henry Molaison (H.M) by William Scoville and Brenda Milner in 1957 

(Scoville and Milner, 1957). Henry Molaison underwent a bilateral medial temporal lobe 

resection that comprised his two hippocampi in order to relieve him from incapacitating 

epileptic seizures. As a result of the surgery, HM developed a temporally graded retrograde 

amnesia as well as an anterograde amnesia rendering him unable to form new long-term 

memories of recent events. This unexpected outcome of the surgery revealed the crucial role 

of the medial temporal lobe, and by extension of the hippocampus, in the process of 

formation of episodic memories. It also showed that memory processing in the brain takes 

place somewhat independently from other intellectual and perceptual processing, as 

evidenced by H.M.’s intact procedural memory. 

 

Since these early studies, the role of the hippocampus in episodic memory and the 

mechanisms underlying memory processing have been studied extensively in humans using 
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non-invasive imaging, electrode-based- and intracranial recordings and at the cellular level in 

animal models (Vargha-Khadem, 1997) and particularly in rodents, who are thought to 

possess a primitive version of the episodic memory system (Allen and Fortin, 2013; Dere et 

al., 2005). Experimental work in rodents has revealed a crucial role of the hippocampal 

formation for spatial, contextual and episodic memory processing as well as for behavioural 

discrimination between learned memories (Amaral et al., 2007; Eichenbaum, 2004; Gilbert et 

al., 1998; O’Keefe and Nadel, 1978). The rodent hippocampus is required for tasks involving 

object-location associations (Kesner and Rolls, 2015; Morris and Frey, 1997; Per et al., 2007) 

and hippocampal-dependent replay of long-term memories to recall an ordered sequence of 

episodes (Kesner and Rolls, 2015; Panoz-Brown et al., 2018). Episodic memory encoding and 

retrieval are supported by distinct neural circuits: the pathway connecting CA1 to dorsal 

subiculum to layer 5 of the MEC cortex supports episodic memory retrieval while the 

pathway linking CA1 to layer 5 of the entorhinal cortex is required for memory encoding 

(Roy et al., 2017). In summary, while early clinical studies first identified the role of the 

hippocampus in episodic memory processing, a large body of recent experimental work has 

contributed to characterize the neural mechanisms underlying episodic memory encoding and 

retrieval. 

 

2.2. Cellular basis of memory encoding and storage 

 

Memory Engrams  

 

Episodic memories for events and places need to be created, stored and retrieved upon 

request. How are memories stored in the brain? Early theoretical predictions stated that 

learning activates small groups of neurons and induces physical and chemical changes in 

them (Semon, 1921). They also postulated that the neural substrate of perceptual memory is 

the strengthening of connections between neurons based on correlated activities during 

memory acquisition resulting in ‘cell assemblies’ (Hebb, 1949). As such, if two cells are 

connected together by an excitatory synapse, their connection is strengthened when the first 

cell activates the second one (Bliss and Lomo, 1973; Markram et al., 1997; Morris, 1999; Poo 

et al., 2016). Connections across cortical regions specialized for different memory 

components are strengthened through synaptic and systems reconfiguration so that the 

resulting memory trace or ‘engram’ can subsequently be reactivated independently from the 

hippocampus (Frankland and Bontempi, 2005; McClelland and O’Reilly, 1995; Squire and 

Alvarez, 1995; Squire et al., 1975). The activation of specific ensembles of hippocampal 



 23  

neurons contributing to an engram is sufficient to elicit context-specific memory 

representations during retrieval (Liu et al., 2012; Tanaka et al., 2014).  

 

 

 

 

Figure 1.6. Schematic representation of the lifetime of an engram. Adapted from (Josselyn et al., 2015). The 

formation of an engram (encoding) involves strengthening of connections between collections of neurons (neuronal 

ensemble) that are active (red) during an event. Consolidation further strengthens the connections between these 

neurons, which increases the likelihood that the same activity pattern can be recreated at a later time, allowing for 

successful memory retrieval. During consolidation, the engram enters a mostly dormant state. Memory retrieval 

returns the engram back to an active state and transiently destabilizes this pattern of connections. The engram may 

be restabilized through a process of reconsolidation and re-enter a more dormant state. Therefore, an engram may 

exist in a dormant state between the active processes of encoding and retrieval required to form and recover the 

memory. In this way, an engram is not yet a memory, but provides the necessary conditions for a memory to emerge. 

 

 

Cellular basis of engrams 

 

Long-term information storage in the brain depends on structural and functional changes in 

synapses within the circuits that support the storage of activity patterns in neural ensembles 

(Morris, 1999). What is the cellular basis of these structural and functional synaptic changes?  
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Figure 1.7. Major ionotropic glutamate receptors involved in LTD and LTP. Adapted from (Lüscher and Malenka, 
2012). When glutamate binds to AMPA receptors, many sodium ions flow into the cell while only some potassium 
ions leave the neuron, causing a net depolarization of the membrane. NMDA receptors are also permeable for 
calcium but only if the magnesium ion is expelled by a slight depolarization of the neuron. 

 

NMDA and AMPA receptors 
 

Neurons communicate by sending each other chemical neurotransmitters through a thin space 

named the synapse. They can also communicate via electrical synapses made of a gap 

junction that provides a direct electrical connection, but this type of neuronal communication 

is beyond the scope of this project. Neurotransmitters are either excitatory, e.g. glutamate, and 

trigger neuronal activation, or inhibitory, eg. gamma-Aminobutyric acid (GABA) and cause 

the reduction of activity in adjacent neurons. Chemical synapses require a complex 

presynaptic molecular machinery to regulate neurotransmitter release. They also require 

neurotransmitter receptors embedded in the postsynaptic membrane that detect the release of 

a neurotransmitter from an adjacent neuron and convert the signal back into an electrical 

signal through biochemical cascades (Frankland and Bontempi, 2005; Rolls, 2018). 

Neurotransmitter receptors belong to two broad categories: ionotropic ligand gated ion 

channels and metabotropic G-protein coupled receptors. Ionotropic ion channels respond to 

the brief pulse of neurotransmitter release, of which two examples are NMDA receptors 

(NMDARs) and AMPA-type glutamate receptors (AMPARs). NMDARs and AMPARs are 

present in excitatory synapses and are permeable to Na+ and K+ (Born et al., 2014; 

Dingledine et al., 1999; Smart and Paoletti, 2012). Ionotropic glutamate receptor activation 

leads to strong Na+ influx and small K+ outflux, which depolarizes the postsynaptic neuron. 

AMPARs trigger large and rapid synaptic signalling. When the neuronal membrane potential 

is negative and close to resting membrane potential, magnesium ions enter the pore of the 

NMDAR and prevent other ions from passing through. Neuronal depolarisation dislodges the 

magnesium ion and allows passage of sodium, potassium and calcium ions. 
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Long-term potentiation / Long-term depression 
 

The ability of a neuron to influence postsynaptic output upon presynaptic activity is called 

synaptic efficacy and the ability of a synapse to change its synaptic efficacy is called synaptic 

plasticity. A reduction of synaptic efficacy of postsynaptic terminals in time windows ranging 

from a few milliseconds to minutes is called short-term depression while a brief increase of 

synaptic efficacy is called short-term facilitation (Catterall et al., 2013). A seminal discovery 

was that high-frequency electrical stimulation of hippocampal inputs increases the strength of 

stimulated synapses for days - a process termed long-term potentiation (LTP). Coordinated 

activation of synapses that successfully activate a postsynaptic neuron will result in 

strengthening of these synapses (Collingridge et al., 2004). Long-term plasticity refers to 

long-lasting changes in synaptic efficacy dependent on presynaptic activity, whether it is 

enhanced (LTP) or reduced (long-term depression (LTD). 

 

LTP is triggered by specific activity patterns and comprises two phases (Mayford et al., 

2012). First, both the pre- and postsynaptic neurons must be active simultaneously and the 

post-synaptic neuron depolarized such that the magnesium ion blocking its pore is removed 

upon pre-synaptic release of glutamate. The resulting intracellular Ca2+ influx mediated by 

the post-synaptic NMDAR is maximal and activates intracellular signalling cascades that 

ultimately trigger a change in synaptic weight by increasing insertion of AMPA receptors and 

their conductance in a process named early-LTP (Shi et al., 1999). The second phase (late 

LTP (L-LTP)) entails the increase of synaptic weight maintained by a process named ‘cellular 

consolidation’, which is protein-synthesis dependent and results in the increased synthesis of 

AMPA receptors (Govindarajan et al., 2006; Mayford et al., 2012). In summary, 

modifications in synaptic strength are thought to support the formation and storage of 

memories in neuronal ensembles (Malinow et al., 2000). Cellular engrams were shown to 

exhibit changes in synaptic weight consistent with LTP such as high current amplitude, high 

excitatory post-synaptic current frequency and amplitude, AMPAR insertion and increased 

dendritic spine density. 
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Figure 1.8. Schematic of the postsynaptic expression mechanism of LTP. Adapted from from (Lüscher and Malenka, 
2012). Strong activity paired with strong depolarization triggers LTP in part via CaMKII, receptor phosphorylation, and 
exocytosis. 
 

 

Causal role of engrams in memory encoding 

 

Experimental work has revealed a causal link between modification of synaptic strength and 

memory encoding (Nabavi et al., 2014). Using fear conditioning (a type of associative 

memory) (Markram et al., 1997; Semon, 1921), the authors artificially inactivated and 

reactivated a fear memory by inducing LTD and LTP, establishing a causal link between 

changes in synaptic strength and memory encoding. Recent experimental work has also 

looked at the causal role played by engram neurons during memory encoding and recall by 

specifically tagging cells that were activated during learning. The authors expressed 

Channelrhodopsin in these engram cells and optogenetic reactivation of these cells triggered 

recall of a learned behaviour (Liu et al., 2012). Furthermore, it has been possible to artificially 

generate a memory trace through neuronal labelling during exposure to a neutral context and 

subsequent reactivation in a fear-conditioning context. The authors showed that re-exposure 

to the first neutral context elicited recall of the fear memory in the first neutral context, 

indicating context-specificity of this fear memory recall (Ramirez et al., 2013). Overall, this 

body of work has yielded compelling evidence for the crucial role played by cellular engrams 

during memory encoding and recall. 
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3. Spatial representations in the hippocampus 
 

A major obstacle in the study of declarative memory in animal models is that they lack the 

ability to use language, and thus to express what they have learnt in a human understandable 

form. As a result of the inability of animals to articulate their experiences, certain animal 

behaviours are used as a substitute for reading out memories. One such behaviour is spatial 

navigation, since spatial memory is considered to be a subset of declarative memory and since 

the hippocampus and related structures were shown to be important for it (Eichenbaum and 

Cohen, 2004; Squire, 1992). Technological improvements in the recording of neuronal 

activity, in particular microelectrode recordings, have enabled the study of cellular and circuit 

mechanisms of memory encoding by measuring neuronal population dynamics in the 

hippocampus in relation to the navigational behaviour of the animal. The study of patterns of 

neuronal activity in relation to the position of the animal has led to the discovery of 

hippocampal neurons that represent the location of the animal in a given environment 

(O’Keefe and Dostrovsky, 1971). Collectively, these neurons are thought to form a cognitive 

map that guides the animal’s navigation in space (Moser et al., 2008; O’Keefe and Nadel, 

1978; Tolman, 1948). Whether the functional role of the cognitive maps goes beyond 

navigation the physical in space remains a matter of debate (Buzsáki and Moser, 2013; 

O’Keefe and Krupic, 2021). A body of experimental work has suggested that the spatial 

component of contextual information is not central to the cognitive map but rather, that the 

neural algorithms underlying spatial processing can process multiple types of information 

relevant to an episode, whether spatial or non-spatial, to ultimately support the formation of 

memories related to a given spatial context (Aronov et al., 2017; Buzsáki and Moser, 2013; 

Wood et al., 1999). 

 

 

Figure 1.9. Conceptual model of the hippocampal representation of a spatial environment according to the cognitive 

mapping hypothesis. Adapted from (Eichenbaum et al., 1999). 
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3.1. Relationship between of spatial coding in the hippocampus and memory 

 

Whether the hippocampus functions to support episodic memory or navigation behaviour, or 

both, is a difficult one to solve since a representation of the physical environment is nearly 

always an integral component of episodic memories. It is thought that the mechanisms 

underlying navigation in the physical space have evolved to form the basis of navigation in 

mental space, such that the same neural algorithms underlie two seemingly unrelated 

functions of the hippocampus: memory and navigation. In this scenario, egocentric navigation 

is necessary for subjective experiences to be encoded by the episodic memory system, which 

then become context-independent and allow the creation of semantic memory (Buzsáki and 

Moser, 2013; Kunz et al., 2021). In other words, spatial navigation in the hippocampus would 

act as an index of experiences necessary for memory organisation (Benna and Fusi, 2019; 

Eichenbaum, 2017; Tanaka and McHugh, 2018). The discretization of memories, spaces and 

events takes place along multiple axes and follows stereotyped principles of organisation, 

allowing continuous insertion and interaction of new memories within a network of prior 

knowledge in the hippocampus (Gava et al., 2021). Coherent with the idea of a common 

algorithm supporting navigation and memory, neuronal populations supporting spatial 

navigation are functional prior to the start of the animal’s exploration of its environment, 

suggesting that the brain system allowing representation and storage of self-location in the 

environment is at least partly preconfigured and matures with experience (Tan et al., 2017; 

Wills and Cacucci, 2014; Wills et al., 2014).  

 

 

 

Figure 1.10. Schematic representation of episodic and semantic memory. Adapted from (Buzsáki and Moser, 2013). 
Episodic memory is ‘mental travel’ in time and space referenced to self while semantic memory is explicit 
representation of living things, objects, places and events without temporal or contextual references. Semantic 
knowledge can be acquired through multiple episodes with common elements.  
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3.2. CA1 place cells 

 

In 1971, CA1 hippocampal neurons were found to represent the location of freely moving rats 

in space. This seminal discovery revealed the existence of ‘place cells’: hippocampal neurons 

that are active when the animal passes through a specific location of the physical environment 

(O’Keefe and Dostrovsky, 1971). The locations in the environment where place cells are 

active are named ‘place fields’ and are largely statistically independent from each other such 

that place cell populations collectively represent the entirety of the environment (O’Keefe and 

Conway, 1978; Wilson and McNaughton, 1993). Place cells were originally discovered in 

CA1, but the existence of a place code that generates a representation of space and of the 

animal’s position has since then been established in other hippocampal subregions (Jung and 

McNaughton, 1993; Leutgeb et al., 2007; Lu et al., 2015), in other brain regions such as the 

visual cortex (Fiser et al., 2016; Pakan et al., 2018; Saleem et al., 2018) and in many 

mammalian as well as bird species (Ekstrom et al., 2003; Payne et al., 2021; Rolls and 

Treves, 1997; Ulanovsky and Moss, 2007) including humans (Julian and Doeller, 2021). The 

rodent remains nevertheless the animal model of choice to investigate spatial representations 

given the similarity of its neuroanatomy and functionality of its nervous system to that of 

humans and its accessibility to genetic manipulations, which are a crucial tool to probe the 

circuit and molecular basis of neuronal computations. Studies using the rodent hippocampus 

were instrumental to characterize cellular and circuit mechanisms underlying spatial coding 

and memory in the hippocampus, of which specific features will be discussed in details in the 

following subchapters. 

 

 

 

 

 

 

 

 

 

Figure 1.11: Firing field for a representative place cell. Adapted from (Moser et al., 2015). (left) Place cell spikes 
superimposed onto the mouse trajectory; (right) corresponding color-coded rate map. The color scale is from blue 
(silent) to red (peak rate), with pixels not visited shown in white. The rate maps were scaled to the maximum firing 
rate within the entire testing sequence.  
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Heterogeneous spatial responses 

 

CA1 neurons represent the physical space heterogeneously and are differentially modulated 

by changes in contextual information. For instance, some but not all CA1 place cells with a 

place field in a given environment remap upon exposure to a novel odor (Anderson and 

Jeffery, 2003). Similarly, subpopulations of CA1 pyramidal neurons respond to taste in 

addition to spatial information (Herzog et al., 2019) and show variable levels of cell 

propensity (Lee et al., 2019). The heterogeneity of activity profiles in CA1 might be 

explained by connectivity patterns: proximal CA1 preferentially receives projections from 

MEC while distal CA1 receives projections from LEC (Naber et al., 2001; Steward, 1976). 

By contrast, input segregation along the transverse axis of the hippocampus is not observed in 

the dentate gyrus and CA3. The differential connectivity patterns of distal and proximal CA1 

are related to functional differences within the CA1 population, whereby when exposed to 

conflicting local and global cues, proximal CA1 shows a conflicted spatial representation 

coherent with the conflicting inputs received, while distal CA1 shows a stable representation 

related to the global cues (Deshmukh, 2020). Proximal CA1, which receives stronger inputs 

from the MEC, is more strongly spatially modulated than distal CA1 (Henriksen et al., 2010). 

In addition to variations in CA1 activity patterns along the hippocampal transverse axis, 

layer-specific differences were observed in the CA1 region during spatial navigation: 

superficial pyramidal cells in the CA1 region form a stable representation of space while their 

counterparts in deep CA1 layers generate a more flexible representation that is modulated by 

learning and contextual features (Danielson et al., 2016a). Superficial CA1 pyramidal neurons 

are also more active in cue-poor environments and are driven by intra-hippocampal inputs 

whereas deep-layer CA1 neurons are more active in cue-rich environments and use a phase 

code driven by entorhinal inputs. The interaction between excitatory gamma inputs and local 

inhibition enables the switch between the two types of coding (Sharif et al., 2021). Thus, 

subpopulations of CA1 neurons display distinct patterns of connectivity, which might shape 

distinct profiles of spatial activity. 
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Figure 1.12. Differential role of deep and superficial CA1 place cells during spatial coding across heterogeneous 
environments. Adapted from (Sharif et al., 2021) (graphical abstract). The existence of segregated hippocampal 
circuits for spatial coding across heterogeneous environments. Deep and superficial CA1 place cells used different 
codes for space depending on the availability of cues. A rapid switch between these two spatial coding modes was 
supported by the interaction between gamma inputs. 

 

CA1 representation of space is dynamic 

 

The hippocampal place code contains both dynamic and stable features. When recorded 

chronically during a behavioural task, CA1 place cells show a large turnover and a 

heterogeneous re-organisation, but also maintain a stable and robust representation of the 

environment (Levy et al., 2019; Ziv et al., 2013). In fact, multiple stable maps of the same 

environment can co-exist as hippocampal neurons switch between distinct and stable maps 

across lap crossings in a linear track (Sheintuch et al., 2020). Long-term changes in firing 

properties of CA1 populations named ‘representational drift’ (Ziv et al., 2013) were shown to 

arise orthogonally to contextual representations in network space, suggesting that stable and 

robust contextual representations across weeks and drift in representations can coexist as 

distinct neural codes within the same population of neurons (Keinath et al., 2020). The 

orthogonal storage of robust spatial representations and representational drift is consistent 

with the observation that information stored in networks of synchronously active neurons is 

resistant to time and hippocampal damage while information stored in individual neurons is 

labile (Gonzalez et al., 2019). These results suggest that representation of space does not 
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solely consist in the tuning of hippocampal neurons to a single location in space but rather, 

consists in a complex interaction of multiple stable maps that co-exist within the 

hippocampus. 

 

 

 
Figure 1.13. Multiple maps of the same spatial context can coexist in the hippocampus. Adapted from (Sheintuch et 
al., 2020). Hippocampal neurons can switch between distinct spatial representations (maps) across separate visits to 
the same environment, without any apparent changes in sensory input or behavior. The distinct maps are spatially 
informative and stable over weeks. 

 

Directionally selective spatial representations 

 

Place cells do not respond exclusively to the position of the animal in space, they also 

respond to the direction of motion of the animal in the environment. While some studies 

failed to find directional selectivity in hippocampal firing during navigation in a 2D 

environment, other work reported that the direction of motion of the animal in space 

modulates place coding in CA1 and CA3 hippocampal sub-regions as well as the dentate 

gyrus (Jung and McNaughton, 1993; Markus et al., 1995; Muller et al., 1987; Per et al., 

2007). Directional firing is thought not to be an intrinsic firing property but rather, to result 

from the difference in time spent by the animal in different portions of the place cell firing-

field in different head direction sectors (Muller and Kubie, 1987). 
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Directional selectivity of hippocampal firing develops through experience-dependent 

plasticity (Navratilova et al., 2012) and can be modulated by multiple factors. For instance, 

the type of physical environment an animal is exposed to modulates spatial representations 

such that both grid and place cells increase their spatial tuning and directional selectivity 

during navigation in a linear corridor or a radial arm maze but not when the animal’s path is 

unrestrained in an open arena (Markus et al., 1995; Muller et al., 1987; Pröll et al., 2018). 

Directional representations in CA1 are also more pronounced during behavioural tasks 

anchored in the physical world than in virtual reality, suggesting that the multisensory nature 

of the physical environment plays an important role in the construction of spatiotemporally 

selective representations (Ravassard et al., 2013). The behavioural demand of the task also 

modulates the directionality of representations and directional selectivity of spatial 

representations is more pronounced when the animal needs to plan a route between different 

locations (Brunel and Trullier, 1998; Markus et al., 1995). The availability of local sensory 

cues also affects directional selectivity by inducing bi-directionality in CA1 place cells 

(Battaglia, 2004), a process that might be mediated by head-direction signals (Acharya et al., 

2016), consistently with recent work showing that neurons in the dysgranular retrosplenial 

cortex encode environmental symmetry by generating directional tuning curves (Zhang et al., 

2020). Overall, hippocampal neurons show directionally selective representations, the extent 

of which varies depending on a range of environmental factors as well as the behavioural 

demand of the task. 

 

Place cell formation 

 

Some neuronal populations supporting spatial navigation are functional prior to the start of 

the animal’s exploration of its environment, suggesting that the brain system that allows 

representation and storage of self-location in the environment is at least partly pre-configured 

and matures with experience (Tan et al., 2017; Wills and Cacucci, 2014; Wills et al., 2014). A 

number of factors come into play to determine why some neurons become place cells and not 

others. In a novel environment, place cells have different intrinsic cellular properties and 

baseline membrane potential compared to silent cells (Epsztein et al., 2011). Activity-

dependent synaptic plasticity seems to underlie place field formation (Sheffield et al., 2017). 

In CA1, conjunctive inputs from entorhinal cortex and CA3 were shown to produce dendritic 

plateau potentials that modulate place field firing and induce the formation of new place 

fields (Bittner et al., 2015). Place fields can develop in the absence of theta rhythm and grid 

cell activity (Brandon et al., 2014). In the dentate gyrus, granule cells are thought to develop a 

spatial representation of the environment via competitive learning (Kim et al., 2020). This 
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Winner-takes-all strategy is thought to be implemented by competition between granule cell 

firing and feedback inhibition from basket cells (Kim and Lim, 2021). Spatial learning 

engages a reconfiguration of the hippocampal interneuron circuitry, which is thought to assist 

separation of competing cell assembly patterns (Dupret et al., 2013). Importantly, place cell 

formation is not sequential along the hippocampal circuit, since the dentate gyrus is not 

required for place cell formation in CA3 and CA1; and similarly, CA3 is not required for the 

formation of the CA1 place cells (Brun, 2002; McNaughton et al., 1989; Mizumori et al., 

1989). 

Selection of ‘spatially modulated cells’  

 

To understand how neural correlates of external variables guide behaviour, current research 

seeks to understand how information relative to the position of the animal in space is encoded 

in the brain by selecting neurons whose activity is associated with the physical location of the 

animal and examining their spatial tuning (Hainmueller and Bartos, 2018; Ziv et al., 2013). 

The selection of these ‘spatially modulated cells’ is made by setting an arbitrary threshold that 

is at least in part guided by arbitrary criteria. The arbitrary nature of the selection criteria and 

the disregard for the contribution of non-spatially modulated cells that are inherent to this 

selection process are problematic. In fact, neurons that fail to pass typical criteria for place 

cells provide an important contribution to spatial coding, as the coactive firing of ensembles 

can represent position or the global environment at the population level even in the absence of 

apparent spatial modulation at the single-cell level (Levy et al., 2021; Posani et al., 2017; 

Sheintuch et al., 2020; Stefanini et al., 2018). Non-spatially modulated neurons can also be 

selective for a given spatial environment based on changes in firing rates (Allegra et al., 

2020). The exclusive use of the first order feature firing rate is also changing as millisecond-

timescale co-activity of the CA1 neuronal population can also contribute to encoding 

behaviourally relevant variables (El-Gaby et al., 2021). Thus, recent experimental work has 

revealed the ability of non-spatially modulated neurons to build representations of an 

environment, suggesting that spatial representations should not solely be understood in terms 

of first order feature firing rate of place cells but rather, should consider different population 

coding mechanisms such as ensemble co-activity and include non-spatially modulated 

neurons. 
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Allocentric vs egocentric coordinate systems 

 

Two types of representation of the environment enable flexible navigation. On the one hand, 

allocentric navigation provides the individual with fixed positional information using a 

landmark-based reference map anchored in the outside world, while egocentric navigation 

calculates spatial coordinates using self-motion information (speed, time, head direction) and 

previous positions (Buzsáki and Moser, 2013; O’Keefe and Burgess, 2005). Conjunctive 

spatial coding based on navigational signals both in the egocentric reference frame and 

allocentric head direction signals were observed in many brain regions such as the parietal, 

retrosplenial, postrhinal cortices, parasubiculum and postsubiculum, suggesting that reference 

frames are coordinated upstream of the hippocampus (Alexander et al., 2020; Gofman et al., 

2019; LaChance et al., 2019; Laurens et al., 2019; Wilber et al., 2014). The combination of 

these signals is thought to transform spatial representations into an allocentric spatial map and 

to give rise to ‘landmark vector cells’ in CA1, which represent distance to landmarks to allow 

flexible navigation. Although the hippocampus is an essential component of allocentric 

navigation, it is thought to interact with other brain regions to generate allocentric 

representations (Burgess et al., 2001; Byrne et al., 2007; Chrastil, 2013; Galati et al., 2010). 

 

 

 

Figure 1.14. Schematic representation of path integration and map-based navigation. Adapted from (Buzsáki and 
Moser, 2013). Path integration (also known as dead reckoning) is based on self-referenced information by keeping 
track of travel distances (time elapsed multiplied by speed) and direction of turns. Calculating translocation relative to 
the start location allows the animal to return to the start along the shortest (homing) path. Map-based navigation is 
supported by the relationships among visible or otherwise detectable landmarks. A map is constructed by exploration 
(path integration). 
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Egocentric representations were recently discovered in the hippocampus and the LEC (Jercog 

et al., 2019; Laurens et al., 2019). What are the sources of egocentric information for the 

hippocampus? On the one hand, LEC neurons represent egocentric directional information 

relative to boundaries or objects, consistently with studies of rodent behaviour suggesting 

egocentric coding in LEC (Lisman, 2007; Wang et al., 2018). The LEC might receive this 

egocentric information from perirhinal, postrhinal and parietal cortices, from which it 

receives strong innervation (Olsen et al., 2017; Wilson and McNaughton, 1993). On the other 

hand, MEC exhibits allocentric head direction signals and might provide an allocentric 

representation of self-location through path integration. These could in turn support the 

formation of allocentric object vector cells in CA1 and MEC (Deshmukh and Knierim, 2011; 

Høydal et al., 2019) by means of transformation of spatial representations (Bicanski and 

Burgess, 2018; Byrne et al., 2007; Knierim and McNaughton, 2001). Egocentric coding in the 

hippocampus would be coherent with its role in processing memories relative to one’s 

personal experience. To represent an episode, the hippocampus integrates egocentric inputs 

from the LEC to provide information about the content of a memory, while MEC inputs 

provide a consistent framework across environments (Fyhn et al., 2007). The use of 

egocentric versus allocentric navigation depends on the availability of spatial landmarks 

(Gothard et al., 1996). 

 

CA1 binds spatial information into a global context 
 
CA1 is the last outpost of the mostly unidirectional hippocampal circuit and is thought to 

drive the transfer of information that has been processed in the hippocampus back to 

neocortical regions. When an animal is exposed to resembling environments, CA1 is less 

contextually selective than CA3 and the dentate gyrus, responds to common environmental 

features and builds representations that overlap across environments (Allegra et al., 2020; 

Leutgeb, 2004). The observation that CA1 neuronal firing is variable during repeated passes 

through firing fields led to the hypothesis that CA1 might be encoding variables other than 

spatial information (Fenton and Muller, 1998). Consistently with this hypothesis, it was 

proposed that CA1 represents abstract spatial variables rather than raw sensory information 

(Muller and Kubie, 1987) such as the future path of the animal during goal-directed behaviour  

(Ito et al., 2015), the memory of recent behaviour or experiences (Keinath et al., 2020) and to 

use previous experience to build an ideal estimate of the environment (Plitt and Giocomo, 

2021). Consistently with the idea of a coherent and abstract representation of space, CA1 

pyramidal cells are the only hippocampal neurons whose activity is correlated with the 

animal’s behaviour (Allegra et al., 2020). In fact, selective activation of place cells encoding 

behaviourally relevant locations in a virtual environment biases the animal’s behaviour during 
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a spatial memory task, showing that place cells play an essential role during navigation 

behaviour (Robinson et al., 2020). In summary, this body of work suggests that CA1 might 

integrate multiple types of spatial variables to construct a global, coherent and behaviourally 

relevant representation of the physical environment to then transfer to the neocortical areas. 

 

3.2. Multiple types of neurons contribute to representing the environment 

 

Cells that represent elements of an animal’s location and orientation in the physical space 

were identified in regions other than CA1, such as in the entorhinal cortex. This brain region 

is located one synapse upstream from the hippocampus and is its main source of excitatory 

inputs through the perforant path fibers, but it also provides a direct input to other 

hippocampal subregions. The entorhinal cortex shows structural and functional subdivisions 

between its medial and lateral components (Hargreaves et al., 2005). The LEC contains 

neurons that represent non-spatial information such as objects and object-related spatial 

information, and they were also shown to encode time (Tsao et al., 2013; Wang et al., 2018). 

By contrast, the MEC contains many types of spatially modulated neurons such as head-

direction cells, boundary vector or border cells, object vector cells and grid cells. Single MEC 

neurons show conjunctive coding of positional, directional and translational information 

(Sargolini, 2006). In addition to spatial coding, the entorhinal cortex was shown to be 

sensitive to temporal sequence of events, as well as the content of events. By generating an 

intrinsic time code, it constructs a temporal sequence of past events, thereby supporting 

episodic memory (Bright et al., 2020; Heys and Dombeck, 2018; Tsao et al., 2018). 

 

Grid cells 

 

Grid cells were originally discovered in the MEC and form a topographical map of the 

environment by tiling the entirety of the environment with a geometrically regular pattern 

made of multiple firing fields to provide a distance metric, by contrast to hippocampal place 

cells, which display individual place fields (Hafting et al., 2005). They exhibit a stable and 

preserved representation of the environment, suggesting that they produce a metric that can be 

applied across multiple environments; the position of the animal can be accurately established 

from the activity of a few grid cells (Buzsáki and Moser, 2013; Hafting et al., 2005; 

McNaughton et al., 2006). They are displaced relative to one another, and show a gradient of 

grid field size along the MEC dorsolateral-ventromedial axis, resulting in a re-scaling and re-

orientation of the spatial representation (Brun et al., 2008; Fyhn, 2004). The MEC projects to 

the hippocampus (Dolorfo and Amaral, 1998; van Groen et al., 2003; Kerr et al., 2007; 
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Steward, 1976) and grid cells with small field scale in dorsolateral MEC might connect with 

place cells with small field scale in septal hippocampus while grid cells with large field scales 

in ventromedial MEC connect with place cells in temporal hippocampus with large place field 

scale (van Strien et al., 2009).  

 

 

Figure 1.15. Representation of tessellating firing fields of grid cells in the medial entorhinal cortex. Adapted from 
(Leutgeb et al., 2005). Firing rate distributions are shown for two cells (top and bottom rows, respectively) that were 
recorded during running in a square enclosure. (A) Trajectory of the rat (black line) with superimposed spike 
locations (red dots); (B) rate map; (C) spatial autocorrelation for the rate map in B. Maps in B and C are color-coded. 
In B, blue is 0 Hz, red is peak rate. In C, the scale is from blue (r=_1) through green (r=0) to red (r=1.0). Scale bar 
indicates size of recording enclosure. Note that the distance scale in the autocorrelation diagrams is half of that of the 
original maps, with points along the perimeter showing correlations between positions spaced by a distance similar to 
the width of the enclosure. The distributions were recorded from cells located at different distances from the dorsal 
border of the medial entorhinal cortex; the top cell was most dorsal. 

 

 

Similarly to the place code, the grid code for space is highly dynamic, adaptive and displays 

mixed selectivity (Fyhn, 2004; Hardcastle et al., 2017). Grid cell activity contains information 

about position (grid vertices), direction (grid orientation), distance (grid cycle number) and 

displays local directionality, whereby grid-cell firing is modulated by the direction of motion 

of the animal in a location-dependent manner (Gerlei et al., 2019). Directional modulation of 

grid cell function is consistent with their receiving inputs from upstream head-direction-

dependent conjunctive coding cells (Sargolini, 2006). Path integration, a process that allows 

A B C
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animals to keep track of their position within an environment by integrating linear and 

angular self-motion information (Etienne and Jeffery, 2004; Sharp et al., 1996) is thought to 

be implemented in grid cells. This information, which might be conveyed to the hippocampus 

by MEC grid cells, is an important determinant of place cell activity and might support 

idiothetic navigation and update of the spatial representation in the hippocampal system 

(Fuhs, 2006; Moser et al., 2008; O’Keefe and Burgess, 2005; O’Keefe and Conway, 1978). 

Transformation from grid to place code 

 

The discovery of grid cells in the MEC has provided a new framework to elucidate the 

mechanism underlying the emergence of spatial representations in the hippocampus and how 

they support episodic memory (Fyhn, 2004; Hafting et al., 2005). The transformation of the 

grid code into the place code has sparked a lot of interest (Cheng and Frank, 2011; Kanter et 

al., 2017). The place code uses environmental sensory information while the grid code 

integrates information based on self-motion; this is done through complementary attractor 

representations (Laptev and Burgess, 2019). CA1 receives inputs from MECIII, which 

comprises grid cells, although they are more abundant in the entorhinal cortex layer II. 

Depolarization of MECIII neurons causes a positional shift in downstream CA1 place fields 

and impairs spatial memory. By contrast, MECIII neurons showed a change in firing rate thus 

reconfiguring spatial inputs to CA1, but the location of their place fields remained unaltered 

(Kanter et al., 2017) Contrary to these findings, pharmacological reduction of theta 

oscillations blocked grid-cell firing patterns while place field firing remained intact. Thus, the 

diversity of functional projections to CA1 place cells suggests that place cell signals might 

result from the integration of information from multiple functional cell types in the entorhinal 

cortex, in addition to CA3 neurons (Zhang et al., 2013) although their precise functional 

contributions remain to be elucidated. 

 

Other types of spatially modulated neurons 

 

Neurons in the dentate gyrus and hippocampal subregion CA3 also represent the 

environment; their contributions will be discussed in detail in the following chapters. Other 

cell types outside the hippocampus construct a representation of space and include head-

direction cells, whose activity encodes the direction of movement of the animal (Taube et al., 

1990) and boundary vector cells, which are active when the animal approaches obstacles to its 

movement (Lever et al., 2009; Solstad et al., 2008). Directionally-tuned cells are also 

observed in the entorhinal cortex, retrosplenial cortex, lateral mammillary nucleus, striatum 

and anterior and lateral dorsal thalamic nuclei, suggesting that directional signals probably 
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stem from brain regions outside the hippocampus (Chen et al., 1994; Mizumori and Williams, 

1993; Sargolini, 2006; Stackman and Taube, 1997). However, although spatial 

representations and navigational signals have been observed in other cortical areas such as the 

parietal and posterior cortex, intact hippocampal activity is required for a cortical spatial 

representation to be maintained (Esteves et al., 2021; Krumin et al., 2019). Collectively, these 

cell types build a neural representation of an animal’s physical environment and the animal’s 

location within it, which is thought to form the basis of the cognitive map that is the internal 

representation of the environment that the animal uses to consciously navigate in space 

(O’Keefe and Nadel, 1978). These discoveries led to the notion that in addition to 

topographical ‘maps’ representing sensory information, the hippocampus can integrate highly 

processed information in order to generate complex cognitive maps. 

 

 

Figure 1.16. Examples of spatially tuned neurons. Adapted from (Wills and Cacucci, 2014). (Left) A place cell. 
(Middle left) A head direction cell. (Middle right) A grid cell. (Right) A boundary vector/border cell. For head-
direction cells, the polar plot represents the firing rate (action potentials/seconds of dwell time) for each directional 
heading. For all other cell types, the false-color firing map represents an overhead view of the recording arena. When 
the animal visited the positions shown in hot colors, the firing rate was high. 

 

 

3.3. Representations of non-spatial variables in the hippocampus 

 

The functional role of neurons whose activity is modulated by the location of an animal in 

space is more complex than merely generating a cartography of a given environment 

(Eichenbaum et al., 1999; McNamara and Shelton). In addition to representing physical 

environment and changes associated to it, hippocampal neurons have also been shown to 

represent non-spatial variables such as non-spatial sensory inputs (Hampson et al., 1993; 

Leutgeb, 2005; Wood et al., 1999; Young et al., 1994). In fact, the very same neurons that 

encode the spatial position of the animal can also encode non-spatial variables such as reward 

or auditory frequencies and can construct representations based on value the same way place 

cells represent position (Aronov et al., 2017; Gauthier and Tank, 2018; Knudsen and Wallis, 

2021). Hippocampal neurons are also sensitive to time and were shown to encode the 

temporal dimension and sequence of distinct events in addition to space and behaviour 

(MacDonald et al., 2011; Reddy et al., 2020). Representation of time is also crucial to build 
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episodic memories: temporal information is robustly represented in neuronal populations in 

the LEC, by contrast to MEC, dentate gyrus and CA3 (Tsao et al., 2018). Temporal 

associative memory is dependent on layer III of the entorhinal cortex (Suh et al., 2011) but 

temporal associative learning does not require persistent neuronal activity (Ahmed et al., 

2019). The hippocampus also represents hypothetical experiences and possible scenarios, 

which might be relevant for imagination and planning cognitive processes (Kay et al., 2020). 

Coherently with this idea, hippocampal neurons represent events as units of experience using 

rate remapping and lap crossings as a fundamental unit, and these units can be transferred 

across experiences (Sun et al., 2020). Hippocampal neurons were also shown to have 

sequence-like activity spanning up to minutes, which is thought to reflect spatiotemporal 

context (Liu et al., 2021). The capacity of neurons to represent multiple variables could be 

explained by their capacity to represent multiple dimensions of variables, as was shown in a 

study using C. elegans (França and Monserrat, 2018). Considering that in an experimental 

setting the experimenter has little control over variables other than space, such as goal, 

attention of the animal, the difficulty lies in the disambiguation of the experience from time 

and space.  

 

 

Figure 1.17. A dedicated population of hippocampal neurons code for reward. Adapted from (Gauthier and Tank, 
2018). In vivo imaging was used to identify a small population of CA1 and subiculum neurons specialized for 
encoding reward location. The same cells are active near multiple reward sites in one environment and even across 
environments during global remapping. Hippocampal maps contain a cell population dedicated to encoding the 
location of a hidden reward. When the reward location shifts, reward cell fields also shift. 
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Spatially modulated neurons were also shown to alternate between multiple spatial 

representations of the same environment and to reflect physical features of the environment 

and events associated to it (Fyhn et al., 2002; Muller and Kubie, 1987; Shapiro et al., 1997). 

For instance, CA1 cell ensembles were shown to encode the reward location or lap number in 

addition to the spatial representation using dedicated pools of cells (Gauthier and Tank, 2018; 

Sun et al., 2015). In the dentate gyrus, external cues (sensory stimuli or small changes in the 

environment) are encoded by a subset of neurons that are distinct from that which build a 

stable representation of the environment (GoodSmith et al., 2021; Tuncdemir et al., 2020). 

Hippocampal neurons also encode information about external stimuli and their temporal 

relationships using context-specific sequences. Information about the sensory stimuli was 

represented using stable cell ensembles while time cell ensembles were represented using 

sparse and dynamic population activity that remapped readily (Taxidis et al., 2020). Similarly, 

it was shown that hippocampal ensemble dynamics produce temporal coding whereby 

experienced events are time-stamped and can be associated or dissociated based on their 

temporal value (Rubin et al., 2015). This body of experimental work suggests that 

hippocampal neurons can encode context-specific memories where the spatial component is 

necessary but non-exclusive. How the spatial and non-spatial components of events are 

integrated into episodic memories remains to be elucidated. 

 

Hippocampal neurons also change their spatial activity when the animal is exposed to a novel 

environment. For instance, some CA1 neurons with a place field in a given environment 

change their spatial activity upon exposure to a novel olfactory stimulus (Anderson and 

Jeffery, 2003) and following changes in contextual information (Muller and Kubie, 1987). 

Upon exposure to a novel environment, CA1 place cells develop rapidly and are prone to 

remapping when the environment changes by contrast to CA3 fields, which arise 

progressively but are more stable across trials, suggesting that distinct mechanisms underlie 

place cell formation across subregions (Dong et al., 2021). Repeated exposures to the same 

environment improve its representation discriminability while exposure to different contexts 

enhances generalization and network predictability of new contexts (Liu et al., 2021). 

Neuromodulation is thought to play an important role in novelty detection. It was shown that 

mossy cells in the ventral hippocampus gate contextual novelty by sending excitatory 

projections to granule cells in the dorsal hippocampus (Fredes et al., 2021).  
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Figure 1.18. Representation of place cell remapping following changes in contextual information. Adapted from 
(Anderson and Jeffery, 2003) (A–G) Place cell remapping across contextual configurations (all complete data sets). 
(A) A unit that maintained its place field in all of the contexts (same condition r values: black lemon, 0.89; white 
lemon, 0.84; black vanilla, 0.91; white vanilla, 0.85; median different condition r values: black lemon and white lemon, 
0.72; black lemon and black vanilla, 0.86; black lemon and white vanilla, 0.90; white lemon and black vanilla, 0.57; 
white lemon and white vanilla, 0.76; black vanilla and white vanilla 0.86). For this unit, all eight trials are displayed. 
For the units in B–G, only four trials are displayed, one for each context; these units had the same place fields in both 
trials of each context; the extra trials are omitted to save space. The letter to the left of each figure panel is a 
description of the context odor (L, lemon; V, vanilla) and refers to each map in that row. The context color is indicated 
by the dark and light boxes bordering each map (a dark box for the black contexts, a light box for the white contexts). 
The number inside each box in A indicates the peak firing rate for the corresponding map (in hertz); the two numbers 
inside each box in B–G indicate the peak firing rates for both trials in the corresponding context, with the rate for the 
displayed trial given first. Place fields are displayed as contour maps with five levels, each level representing a 20% 
portion of the peak firing rate for that map (color bar). (B) A unit that fired only in the vanilla contexts (black and 
white), expressing the same place field in both vanilla contexts. (C) A unit that fired only in the white contexts (lemon 
and vanilla). It had the same place field in both white contexts. (D) A unit that fired only in the black lemon context. 
(E) A unit that fired only in the lemon contexts (black and white) and remapped between them (compare with the unit 
in B). (F) A unit that had the same place field in the black contexts (lemon and vanilla) but that showed a different 
place field in the white lemon context and did not fire in the white vanilla context (same condition r values: black 
lemon, 0.94; white lemon, 0.77; black vanilla, 0.80; median different condition r values: black lemon and white 
lemon,_0.05; black lemon and black vanilla, 0.74; white lemon and black vanilla,_0.08). (G) A unit that fired in all 
contexts, with the same place field in the white contexts but two new fields in the black lemon and black vanilla 
contexts. 

 

Within the framework of this project, we will focus on how the CA1, CA3 and the dentate 

gyrus of the hippocampus represent the physical space, and how these physical 

representations are modulated by contextual novelty. 
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4. Contributions of the dentate gyrus to spatial memory function 
 

 

The neuroanatomical organisation of the dentate gyrus is unique. It is part of a largely 

unidirectional loop of input/output processing, exhibits large presynaptic terminals (the mossy 

fiber boutons) and supports the generation of neurons throughout the life of most mammals, 

suggesting that it plays a unique role in information processing (Amaral et al., 2007). The 

dentate gyrus is necessary for the formation of distinct representations of mnemonic 

information (Clelland et al., 2009), spatial memory storage (Lassalle et al., 2000; Pofahl et al., 

2021) and acquisition and maintenance of episodic memories (Madroñal et al., 2016) during 

exploration as well as during immobility and sleep (Pofahl et al., 2021). Until relatively 

recently, cellular mechanisms underlying dentate gyrus function were unknown owing to the 

difficulty to identify cell populations and theories of dentate gyrus function were based on 

lesion studies and theoretical predictions. Now, the combination of electrophysiological 

recordings with neuronal labelling as well as imaging techniques allow the functional 

characterisation of identified neuronal populations in the dentate gyrus and their role in 

spatial memory processing (Preston-Ferrer and Burgalossi, 2018). 

 

4.1. Pattern separation function in the dentate gyrus 

 

One major challenge faced by the brain as individuals evolve in complex environments is to 

accurately represent information from the environment and prevent confusion between similar 

landmarks and events. To guide behaviour, it is crucial that the brain detects subtle 

differences between similar scenarios and generates distinct patterns of neural activity.  

 

 

 

 

 

 
 
 
 
 
 
 
 
Figure 1.19. Cartoon depicting two near-identical events in a research laboratory. Adapted from (Cayco-Gajic and 
Silver, 2019). The small difference between the two scenarios is presumed to be behaviorally relevant as the action 
required in both scenarios is different. Right: Proposed circuit mechanism for disambiguation of similar neural activity 
patterns (“pattern separation”) through activation of non-overlapping neuronal ensembles. Neurons active in context 
1 are shown in blue and those active under context 2 are shown in red. Grey represents neurons that are silent in 
both contexts. 

Context 2Context 11 2
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Theoretical work and lesion studies 

 

For the behavioural discrimination process to take place in the scene shown in Fig 1.19, the 

brain must transform similar input patterns into less overlapping output patterns through an 

orthogonalization process or ‘pattern separation’. In other words, it amplifies differences 

between new representations and already existing memories and reduces the likelihood of 

interference during storage and errors during recall. The term ‘pattern separation’ was first 

defined as a computational operation performed by the cerebellum that describes a 

computational process taking place in a circuit featuring divergence of inputs onto a more 

numerous neuronal population with a low neuronal excitability controlled by widespread 

inhibition. The term is now used with regards to neuronal population activity as well as 

behavioural processes (Marr, 1969; McNaughton and Morris, 1987; Rolls and Treves, 1997). 

 

As a unidirectional circuit at the entry to the hippocampus, the dentate gyrus is in an ideal 

position to perform pattern separation. Incoming multisensory inputs from the entorhinal 

cortex diverge onto a numerous population of granule cells, whose activity is very sparse and 

whose projections converge onto a smaller population of CA3 neurons (Amaral et al., 2007; 

Leutgeb, 2005; Rolls et al., 1998). The low probability of granule cells to contact CA3 

pyramidal cells and the sparse firing in CA3 contribute to the hypothesis that dentate gyrus 

input patterns will likely result in non-overlapping activity patterns in CA3. Thus, pattern 

separation in the dentate gyrus is thought to support discrimination of resembling 

representations (Cayco-Gajic and Silver, 2019) and to be crucial during learning to store 

distinct memories of similar events (Rolls and Treves, 1997). 

 

Experimental work based on dentate gyrus lesions and genetic deletions has provided indirect 

evidence for a role of the dentate gyrus in pattern separation (McHugh et al., 2007) for 

example during fine discrimination tasks (Gilbert et al., 2001). It is important to keep in mind 

that in these cases, pattern separation was defined with regards to the behavioural ability of an 

animal to discriminate similar information so that it can behave accordingly (Clelland et al., 

2009). However, while behavioural pattern separation and neuronal pattern separation are 

distinct mechanisms, it is thought that neuronal pattern separation underlies behavioural 

pattern separation.  
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4.2. Spatial representations in the dentate gyrus 

 

Recent experimental work has explored how the dentate gyrus discriminates different 

environments to better understand neuronal pattern separation. In humans, the first piece of 

evidence for pattern separation at the neuronal level in dentate gyrus/CA3 was indirect and 

came from an fMRI study where dentate gyrus/CA3 activity was evoked by closely 

resembling versions of known images as well as novel images, but not known images (Bakker 

et al., 2008). Electrophysiological and optical recordings from dentate gyrus granule cells in 

rodents exploring spatial environments have furthered our understanding of how the dentate 

gyrus represents the physical environment. Dentate gyrus granule cells exhibit multiple firing 

fields (Amaral et al., 2007; Leutgeb et al., 2005) and counterintuitively, they are also highly 

selective for different contexts and more sensitive to subtle changes in the environment than 

other hippocampal subregions (Allegra et al., 2020; Guo et al., 2021; Leutgeb et al., 2007; 

Neunuebel and Knierim, 2014). Dentate gyrus spatial representations for the same 

environment are also more stable across sessions and across days than that of other 

hippocampal subregions (Hainmueller and Bartos, 2018; Jung and McNaughton, 1993).  

 

 

 

Figure 1.20. Population responses to cue-mismatch manipulations. Adapted from (Neunuebel and Knierim, 2014). 
Spatial correlation matrices were produced by correlating the normalised firing rate vectors for a standard (Std) 
session with those of the following Mismatch (Mis) or Std session. CA3 representations maintained coherence in all 
Mis sessions (column 2), indicated by the bands of high correlation (white) shifting below the identity line (dashed 
line), despite the decorrelated DG representations found in the input (columns 4 and 6). 
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Figure 1.21. Correlations between spatial activity maps in familiar and novel environments. Adapted from (Allegra et 
al., 2020). (A) Correlations between mean spatial activity maps across recording sessions within the F environment 
(even-odd laps) and between different environments (FN) in the DG (left; spatial correlation: F even-odd, 0.62 ± 0.05; 
FN, 0.30 ± 0.03, n = 7 mice; Wilcoxon test, t = 0, p = 0.018) and CA1 (right; spatial correlation: F even-odd, 0.51 ± 
0.03; FN, 0.48 ± 0.02, n = 7 mice; Wilcoxon test, t = 11, p = 0.61). Symbols with error bars represent mean ± SEM of 
individual animals. Grey circles represent recording sessions. (B) Spatial decorrelation, quantified as the difference 
between spatial correlations within the F environment (even-odd) and between different environments (FN) in the DG 
and CA1. Circles indicate single recorded sessions from different animals (spatial decorrelation: DG, 0.32 ± 0.06, n = 
7; CA1, 0.03 ± 0.05, n = 7; linear mixed model [LMM], p = 0.002). Same symbols as in A. 

 

Sparsity 
 

Multiple possible mechanisms underlying pattern separation have been proposed (Guzman et 

al.). One possible mechanism is sparse coding whereby most cells are silent and the minority 

of active cells form unique activity patterns onto which ambiguous inputs can be mapped 

(Alme et al., 2010; Danielson et al., 2017; Diamantaki et al., 2016; Hainmueller and Bartos, 

2018; Jung and McNaughton, 1993; Neunuebel and Knierim, 2012, 2014; Pilz et al., 2016; 

Senzai and Buzsáki, 2017). Sparse firing thus allows the dentate gyrus to orthogonalize 

incoming spatial inputs by mapping spatial environments onto non-overlapping pools of 

active cells. Individual granule cells active in a single environment are therefore highly 

selective for context (Allegra et al., 2020; Hainmueller and Bartos, 2018; Neunuebel and 

Knierim, 2012). Granule cells and mossy cells are thought to represent different environments 

via distinct neural mechanisms: sparse coding for the dentate gyrus, and neuronal remapping 

for mossy cells (Danielson et al., 2017; GoodSmith et al., 2017; Neunuebel and Knierim, 

2012). Sparse coding in the dentate gyrus is thought to be enabled by inhibitory interneurons 

that exert an inhibitory influence on granule cells through a process named ‘lateral inhibition’ 

(Espinoza et al., 2018; Guzman et al.; Morales et al., 2021). 

DG CA1
A B



 48 

 

 

 
Figure 1.22.  Fractions of active, silent cells and place cells in hippocampal regions. Adapted from (Hainmueller and 
Bartos, 2018). Top, fraction of active (more than 0.05 transients per s) cells among all neurons. Test for population 
overlap (χ2 test). Bottom, cells with place fields among active cells. 

 

Rate and global remapping 
 

The dentate gyrus might also represent different environments by implementing changes in 

the firing patterns of active neurons, which can be achieved by changing the firing rate of 

active cells while maintaining the location of their firing fields in a process termed ‘rate 

remapping’. This phenomenon takes place in dentate gyrus granule cells when animals 

discriminate between spatial environments (Leutgeb et al., 2007) and is dependent on NMDA 

receptor plasticity (McHugh et al., 2007). In fact, sub-second patterns of correlated discharge 

in granule cells were shown to be sufficient to drive spatial memory discrimination (Chen and 

Knierim, 2018; van Dijk and Fenton, 2018). 

 

A population of active granule cells can also represent different environments by changing 

the spatial locations of their firing fields, which is often accompanied by a redistribution of 

their firing rates. This process is termed ‘global remapping’ and is thought to both reduce 

memory interference and provide a read out of pattern separation (Wanjia et al., 2021). The 

dentate gyrus implements global remapping to discriminate between similar spatial 

environments (Allegra et al., 2020; Jung and McNaughton, 1993; Neunuebel and Knierim, 

2014) although granule cells remap to a lesser extent than mossy cells (Neunuebel and 

Knierim, 2012; Senzai and Buzsáki, 2017). Overall, this body of experimental evidence 

suggests that the pattern separation function of the gyrus is supported by multiple distinct 

neuronal computations. 
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4.3. Conversion of inputs from the entorhinal cortex to the dentate gyrus 

 

How are inputs converted by the dentate gyrus? Does the dentate gyrus merely function as a 

pre-processing stage separating input patterns from the entorhinal cortex? Granule cells are 

driven by both place-like (single) and grid-like (periodic) inputs, which might arise from non-

grid MEC neurons or hippocampal place cells, and grid cells or mossy cells, respectively 

(Zhang et al., 2020). However, only 5% of dentate gyrus granule cells show spatially tuned 

spiking while 50% granule cells receive spatially tuned input (Zhang et al., 2020). Multiple 

models of transformation from grid code to place code were proposed. Grid cell to place cell 

transformation is thought to involve spatial clustering of grid cells on dentate gyrus granule 

cell dendrites using Hebbian processes during contextual changes (M. Hayman and Jeffery, 

2008; Rolls et al., 2006) however recent findings show that both active and silent cells receive 

spatially modulated input, which is therefore inconsistent with the original model (Zhang et 

al., 2020). Another model suggesting that the average synaptic input to granule cells is 

weakly spatially tuned and that place cell tuning emerges through a competitive network 

mechanism is also disproved by recent evidence that a large amount of granule cells receive 

spatially tuned input (de Almeida et al., 2009; Zhang et al., 2020). It is thought that the 

conversion of inputs from the entorhinal cortex to dentate gyrus and CA1 neurons enables fast 

encoding and efficient recall of spatio-temporal information (Cholvin et al., 2021). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 1.23. Code conversion in dentate gyrus granule cells. Adapted from (Zhang et al., 2020). (top) conversion 
from place inputs into place output (bottom) conversion of grid-like input into sparse output. 
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5. Contributions of CA3 to spatial memory function 
 

 

5.1. CA3 attractor network 

 

The hippocampus supports the formation of episodic memories, by creating representations of 

and associating elements of episodic memory (landmarks, events, objects). Episodic memory 

is a subtype of associative memory, whereby events, landmarks and individuals that share a 

spatiotemporal context are bound into unique combinations (Howard and Eichenbaum, 2015; 

Kesner and Rolls, 2015; Markus et al., 1995; McHugh et al., 2007; O’Keefe and Dostrovsky, 

1971). It is thought that the attractor dynamics arising from the autoassociative architecture of 

CA3 supports the formation and recall of episodic memories (Rolls, 2018; Rolls and Treves, 

1997). Indeed, the dense recurrent connections of CA3 pyramidal neurons are thought to 

support the formation of neuronal ensembles that generate rapid and arbitrary combinations of 

inputs, for instance between landmarks and objects (Rebola et al., 2017; Rolls, 2018; Rolls 

and Treves, 1997). These associations would lead to an initial and fast encoding of memories 

(Kesner and Rolls, 2015; Kornblith et al., 2013; Nasr et al., 2011; Piette et al., 2020). The 

generation of these one-shot associations is supported by the disambiguation of inputs taking 

place in the dentate gyrus, namely the divergence of overlapping entorhinal inputs that are 

mapped onto very a large number of sparsely active granule cells, as well as unique activity 

patterns created in the CA3 population generated by mossy fibres (Cerasti and Treves, 2010; 

Jung and McNaughton, 1993; Leutgeb et al., 2007; Neunuebel and Knierim, 2012; Rolls, 

2013). The unstructured quality of the representations in CA3 allows storage of large amounts 

of information while minimizing interference (Rolls and Treves, 1997; Treves and Rolls, 

1991). 

 

Experimental evidence supports these theoretical predictions. CA3 lesions and region-specific 

NMDA receptor blockade show that CA3 is necessary for these associations to be formed 

(Gilbert and Kesner, 2003; Kesner and Rolls, 2015; Rajji, 2006). Similarly, dentate gyrus 

lesions or NMDA receptor knockout impair the formation of object-place associations 

(Gilbert and Kesner, 2003; Gilbert et al., 2001; Kesner and Rolls, 2015; McHugh et al., 

2007), and mossy fibre damage was shown to prevent memory storage (Daumas et al., 2009; 

Kesner and Rolls, 2015; Lassalle et al., 2000; Lee and Kesner, 2004), suggesting that pattern 

separation is required for the associations to be formed in CA3. Thus, CA3 plays a crucial 

role in supporting the creation of fast and arbitrary associations of elements necessary for 
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episodic memory encoding, which is enabled by its recurrent architecture as well as the 

minimization of input interference implemented in the dentate gyrus. 

 

 

 

 

Figure 1.24. CA3 circuits and their proposed role in memory. Adapted from (Rebola et al., 2017). This schematic 
illustration shows the different elements of CA3 circuits and their hypothesized involvement in memory encoding and 
recall. The extensive excitatory interconnections between CA3 pyramidal cells (PCs) — known as the 
associative/commissural (A/C) loop — are proposed to work as an attractor network, in which associative memories 
are stored and recalled through pattern completion. Mossy fibres originating from the dentate gyrus (DG) provide 
sparse and powerful excitatory connections (known as ‘detonator’ synapses) to CA3 PCs; these connections are 
proposed to assist in the encoding of new patterns of activity (representing new memories) in CA3 through pattern 
separation. The direct connections from the entorhinal cortex (ECx) to CA3 are thought to provide the cues for 
retrieval (recall) of information from CA3, especially when incomplete information is provided. Feedforward inhibition 
via CA3 interneurons (INs) strongly controls information transfer between DG and CA3 depending on the pattern of 
presynaptic activity, and may be involved in the precision of memory. Inhibitory loops in CA3 control the generation of 
oscillatory activities and are amenable to substantial structural plasticity upon learning. Within the hippocampus, the 
main outputs from the CA3 region (illustrated by the red schematic trace) are the axons of CA3 PCs, which make 
contact with CA1 PCs and CA1 INs. 

 

 

5.2. Pattern completion / pattern separation 

 

Following the formation of neuronal ensembles during learning, CA3 drives the retrieval of 

memory representations. Indeed, it can retrieve stored input patterns from incomplete or 

degraded versions of the initial input by reinstating the activity of previously formed neuronal 

ensembles in a process termed ‘pattern completion’ (Guzman et al., 2016; Knierim and 

Neunuebel, 2016; Leutgeb, 2005; Rolls, 2018). Pattern completion can be performed by CA3 

pyramidal neurons thanks to their extensive network of recurrent collaterals that can 

implement Hebbian learning. When presented with an incomplete or degraded set of inputs 

(eg. during a cued recall), activation of a subset of CA3 neurons can trigger activity of the rest 

of the CA3 population involved in encoding the original information (Treves and Rolls, 
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1991). This process is complementary to the pattern separation process implemented by the 

dentate gyrus where input patterns are decorrelated (Marr, 1971; McNaughton and Morris, 

1987). Experimental work in rodents has also provided evidence that CA3 implements pattern 

completion. Indeed, when the animal is exposed to a local-global conflict of spatial cues, CA3 

displays population activity that is more coherent with the original representation than the 

degraded inputs, by contrast to the dentate gyrus and CA1 (Lee et al., 2004; Neunuebel and 

Knierim, 2014). Experimental evidence also shows that lesions to the perforant path input to 

CA3 impairs memory retrieval, suggesting that this source of input is required for CA3 to 

perform retrieval of stored memory patterns (Lee and Kesner, 2004). CA3 was also shown to 

play a crucial role for the recollection of mnemonic information in humans (Grande et al., 

2019).  

 

In addition to pattern completion, CA3 is able to perform pattern separation and to switch 

between pattern completion and pattern separation: it is the final arbiter of which process 

should be implemented. Thus, by virtue of its network of recurrent connections, CA3 can 

produce attractor dynamics resulting in pattern completion (generalization) when input 

patterns resemble stored memories or else perform pattern separation when input patterns are 

distinct (Rolls and Treves, 1997). How is the switch between pattern completion and pattern 

separation implemented? It is thought that CA3 function should be considered in terms of its 

proximal and distal parts rather than as a whole, where proximal CA3 and the dentate gyrus 

act as a single functional unit that performs pattern separation while distal CA3 functions as 

an autoassociative network performing pattern completion (GoodSmith, 2017; Lee et al., 

2015). Thus, multiple neuronal populations such as the dentate gyrus and CA3 may contribute 

to perform pattern separation through the implementation of distinct computations. 

 

 

5.3.  How does CA3 represent spatial environments? 

 

Studies that recorded CA3 neural activity in rodents navigating in the physical environment 

have provided instrumental evidence regarding the representation of space in the hippocampal 

subregion CA3. They revealed that CA3 discriminates spatial environments by implementing 

distinct neural mechanisms. First, active CA3 neurons change their firing rates in response to 

subtle or substantial changes in environmental features (Leutgeb, 2005). CA3 also 

implements changes in firing rates to build directionally selective representations of the 

environment (Schwindel et al., 2016). Rate remapping is thought to enable the generation of 
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unique episodes while maintaining the integrity of the spatial code for locations (Leutgeb, 

2005).  

 

Another mechanism through which CA3 represents changes in the environments is the change 

in the location of firing fields. CA3 shows place cell activity (Kjelstrup et al., 2008) and upon 

induction of substantial contextual changes, CA3 recruits non-overlapping neuronal 

populations with distinct spatial rate maps to represent different environments (Leutgeb, 

2004; Leutgeb et al., 2007). Multiple studies have revealed a stronger spatial selectivity in 

CA3 than CA1 by following changes in environmental information, despite the similarity of 

the CA3 and CA1 population properties (Bostock et al., 1991; Cressant et al., 2002; 

Hainmueller and Bartos, 2018). CA3 neurons display more compact and stable spatial activity 

with richer spatial information per spike than CA1, suggesting that CA1 and CA3 perform 

distinct computations (Mizuseki et al., 2012). It is thought that the dentate gyrus allows CA3 

attractor dynamics to perform global remapping in similar environments by performing 

expansion recoding on overlapping inputs from the entorhinal cortex (Knierim and 

Neunuebel, 2016) and enables the coordination of CA3 neuronal activity patterns to support 

goal-directed behaviour and memory (Sasaki et al., 2018). 

 

The quick implementation of changes in both firing rates and spatial field locations as a result 

of changes in the environment is coherent with a role of CA3 as an auto-associative circuit. It 

is also consistent with the dual role of CA3 in pattern completion by using rate remapping and 

integration of information, and pattern separation by using global remapping and 

representations of distinct environments (Leutgeb et al., 2006). In the framework of global 

remapping, the recruitment of non-overlapping CA3 neuronal ensembles may be driven by a 

shift in entorhinal inputs to CA3 (Fyhn et al., 2007). By contrast to CA1, which can be bound 

to multiple sensory modalities and can switch between different spatial maps (see CA1 

section), CA3 is constrained to a single spatial map and bound to a fixed coordinate system 

(Leutgeb, 2005). It is thought that the dichotomy between the rate and spatial code allows the 

creation of a spatial matrix in CA3 to which additional non-spatial information can be 

integrated (Leutgeb and Leutgeb, 2007). 
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II. Aims and hypotheses 
_____________________________________________ 

 

 

 

 

1. Theoretical background 
 
Hippocampal neurons represent the physical environment by reflecting the location of the 

animal in space in their patterns of activity. Several classes of spatially tuned neurons 

contribute to this map and collectively represent the physical environment (Hafting et al., 

2005; O’Keefe and Dostrovsky, 1971; Taube et al., 1990). Spatially modulated neurons have 

been found in all hippocampal subregions, including the dentate gyrus and CA3. Neuronal 

activity in the hippocampus is thought to provide the brain with a “cognitive map” of its 

spatial surroundings (O’Keefe and Nadel, 1978). 

 

Various types of spatial information are processed and contribute to spatial representations. 

The location of the animal in allocentric coordinates of the external world was first identified 

as a determinant of place cell activity. The specific position of the animal in the environment 

where place cells fire spikes is termed ‘place field’ of the place cell (O’Keefe and 

Dostrovsky, 1971). The direction of running also modulates hippocampal firing and 

contributes to building a representation of the environment. When the environment is 

narrowed to a linear track, place cell representations in CA1 become increasingly directional 

such that the presence of place fields depends on the direction of running (McNaughton et al., 

1983).  

 

The dentate gyrus, CA3 and CA1 also differ in terms of spatial place cell properties. Place 

cells in the dentate gyrus show multi-peaked firing fields, low spatial information content, 

and high stability across recording sessions in the same environment (Hainmueller and 

Bartos, 2018; Jung and McNaughton, 1993; Leutgeb et al., 2007). Dentate gyrus neurons are 

sensitive to small differences across environments and most active granule cells only fire in 

one of two environments (Hainmueller and Bartos, 2018; Leutgeb et al., 2007; Neunuebel and 

Knierim, 2012; Wanjia et al., 2021). Dentate gyrus and CA3 neurons exhibit extreme changes 
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of firing rates between environments that can reach an order of magnitude (Leutgeb, 2005; 

Leutgeb et al., 2007) and show high selectivity for context (Allegra et al., 2020; Hainmueller 

and Bartos, 2018; Jung and McNaughton, 1993; Neunuebel and Knierim, 2012; Schwindel et 

al., 2016). CA1 on the other hand might bind spatial information into a global context by 

building spatial representations that overlap across contexts (Allegra et al., 2020; Leutgeb, 

2004) and by representing abstract spatial variables rather than raw sensory information (Ito 

et al., 2015; Keinath et al., 2020; Muller and Kubie, 1987). 

 

2. Questions 
 

How positional and directional information is processed and transformed in the major 

hippocampal subregions has not systematically been examined yet in a single comparative 

study. Consequently, this project was driven by the following questions: 

 

1. How are different types of spatial information processed in hippocampal subregions? 

2. How do spatial representations evolve along the hippocampal circuit? 

3. How are spatial representations modulated by novelty? 

 

 

3. Hypotheses 
 
We hypothesize that directional and positional information are differentially processed in 

hippocampal subregions. This hypothesis is based on theoretical predictions that CA1 relies 

on positional cues while the dentate gyrus uses navigation-relevant landmarks (Jacobs and 

Schenk, 2003). It has also been proposed that information relative to the content (‘what’) and 

the location (‘where’) of an event are differentially processed within hippocampal subregions 

(Mishkin et al., 1983; Chawla et al., 2005) based on anatomical and functional distinctions 

between the ‘what’ and ‘where’ pathway in the dentate gyrus, CA3 and CA1 subregions 

(Amaral and Witter, 1989; Burke and Barnes, 2011; Chawla et al., 2005; Henriksen et al., 

2010; Ishizuka et al., 1990; Ito et al., 2015; Sauvage et al., 2013). Consistent with this 

hypothesis, immediate early genes (IEG) expression indicates that distal CA1 and proximal 

CA3, but not the dentate gyrus, may respond to positional cues while the dentate gyrus and 

proximal CA3 respond to directional cues (Hoang et al., 2018).  

 

Given the projection patterns of the sources of this information to different hippocampal 

subregions (Nafstad, 1967), we further hypothesize that these information streams are 
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processed differently along the hippocampal circuit. Hierarchical processing of spatial 

representations along the hippocampal circuit would be consistent with recent evidence that 

orientation selectivity, one of the principles underlying representations of distinct 

experiences, promotes generalisation across contexts upon repeated exposed to the same 

context (Liu et al., 2021). Transformation of spatial representations along the hippocampal 

circuit would also be coherent with other brain systems such as the cerebral cortex (Felleman 

and Van Essen, 1991) or the visual system, where hierarchical convergent processing allows 

the emergence of distinct response properties in complex cells through integration and 

summation of the receptive fields of input simple cells (Hubel and Wiesel, 1962).  

 

Lastly, we hypothesize that novelty modulates spatial representations in the hippocampus, 

consistent with previous reports of novelty modulation of the activity of hippocampal neurons 

(Dong et al., 2021; Fredes et al., 2021). 

 

4. Experimental approach 
 

Addressing these questions requires recording neuronal activity from identified hippocampal 

subregions during navigation under identical task conditions. To explore how representations 

of spatial position, running direction, and distance evolve along the hippocampal circuit, we 

perform single-photon widefield microendoscope calcium imaging from the dentate gyrus, 

CA3 and CA1 hippocampal subregions in mice navigating back and forth along a linear track. 

Single-photon microendoscope imaging is particularly well suited to our study as it allows 

recording of neuronal activity in freely-moving animals from anatomically identified neuronal 

populations, which has been problematic in the dentate gyrus in the past (Neunuebel and 

Knierim, 2012).  
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III. Methods 
_____________________________________________ 

 

 

 

 

 

1. Single-photon calcium imaging in freely moving animals 

 

 
The development of experimental techniques enabling recordings of neural activity in vivo 

has furthered our understanding of the neural processes underpinning complex behaviors. 

However, techniques including electrophysiology (Hubel, 1960; Supèr and Roelfsema, 2005), 

neurochemical measurements (Clark et al., 2010) and optical imaging (Akerboom et al., 2012; 

Miyawaki et al., 1997) are limited either by the depth of the region they can record, by the 

type of behaviour they can investigate, or by the anatomical detail they can provide. 

Microendoscope in vivo imaging was developed to surpass these limitations.  

 

1. 1. Imaging neuronal activity using a microendoscope through a GRIN lens 

 

The development of genetically encoded calcium indicators (GECIs) (Akerboom et al., 2012; 

Ohkura et al., 2012) has allowed neural dynamics to be reported through changes in 

fluorescence. During periods of high neural activity (Grienberger and Konnerth, 2012; Palmer 

and Tsien, 2006), intracellular calcium concentration increases as calcium enters dendritic 

branches (Cichon and Gan, 2015) and neuronal cell bodies. These fluctuations of intracellular 

Ca2+ can be monitored by GECIs expressed in populations of neurons. GECIs such as 

GCaMP6f emit a fluorescent signal upon calcium binding, whose intensity increases during 

periods of high neural activity (Grienberger and Konnerth, 2012; Palmer and Tsien, 2006). 

The visualization of neural signal dynamics is physically constrained by the necessity to 

deliver a light source of excitation for the Ca2+ indicator as well as a light-sensing device to 

detect the emitted signal from the neuronal populations of interest (Hamel et al., 2015). The 

high levels of light scattering displayed by neural tissue has precluded in vivo imaging of 

calcium signals in deep brain regions (Hamel et al., 2015). 
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Gradient-refractive index (GRIN) lens (attached to a relay lens) were developed to mitigate 

these effects by relaying light to and from deep brain regions, thus rendering deeper brain 

regions accessible to optical imaging (Akerboom et al., 2012; Ohkura et al., 2012). Here, we 

used single-photon microendoscope calcium imaging to record the activity of identified 

principal neurons in the three major hippocampal regions (Fig 3.1). 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1. In vivo calcium imaging through a microendoscope. (left) Microendoscope components. (right) 
Schematic of a mouse implanted with a microendoscope to perform in vivo Ca2+ imaging through a GRIN lens. 

 

We performed stereotaxic surgeries to chronically implant a GRIN lens above the principal 

cell layer in either the dentate gyrus, CA3 or CA1 (Fig 3.2). 

 

 

 

 

 

 

 

 

 

 

Figure 3.2. Surgical procedure for in vivo calcium imaging through a GRIN lens. (left) Schematic of a GRIN lens 

implant in the dentate gyrus and representative confocal image of the GRIN lens position above GCaMP6f-

expressing neurons in the dentate gyrus. (middle) Same as left but for CA3. (right) Same as left but for CA1. The 

dotted lines highlight the specific imaged region. gcl: granule cell layer; pyr: pyramidal layer. 
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1. 2. Imaging neuronal activity in freely-moving mice 

 

Microendoscope in vivo calcium imaging has greatly expanded the repertoire of complex 

behaviours that can be investigated (Ghosh et al., 2011). The rigidity and size inherent to 

traditional imaging technologies restrict the types of behaviours that can be investigated and 

this limitation has fuelled the development of miniature, integrated microscopes that are light 

enough to be placed on the animal’s head without hindering its motility. Microendoscope 

single photon imaging allows the investigation of neuronal processes associated with a wide 

range of naturalistic animal behaviour (Jennings et al., 2015; Resendez and Stuber, 2015).  

 

In this study, we chose to use microendoscope single-photon widefield in vivo calcium 

imaging to record hippocampal population activity while animals were exposed to naturalistic 

stimuli. We recorded neuronal population activity while the mice navigated spontaneously 

back and forth along a linear track during 10-minute sessions on multiple days (Fig 3.3). The 

60 cm linear track was enriched with visual cues (e.g., playing cards) on the walls as well as 

Lego bricks at the extremities of the track.  
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Figure 3.3. Single-photon imaging in freely moving 
mice. (left) Schematic of the imaging system 
configuration. (right) Top and middle, Schematic of the 
experimental setup where a mouse is freely navigating 
along a linear corridor along outbound (OUT) and 
inbound (IN) running directions. (bottom) Trajectory of 
three example mice along the linear track. 

 

 

 

 

 

 

 

This approach allowed us to record neuronal activity from all three identified hippocampal 

sub-regions in freely navigating animals (Fig 3.4). 
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Figure 3.4. Single-photon imaging from hippocampal subregions in freely moving mice (left) Top, schematic of the 
imaging implant in the DG and representative maximum projection of GCaMP6f-expressing granule cells during an in 
vivo recording session. Bottom: representative imaging session showing animal speed and running direction along 
the linear track. The bottom traces show fluorescence extracted from regions of interest (ROIs) of an example 
recording session in the DG. The black tick marks indicate significant calcium transients during running periods. The 
vertical red and green bars highlight different running directions, inbound or outbound. (middle) Same as left but for 
CA3. (right) Same as left but for CA1. 
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2. Strengths and limitations of in vivo single-photon calcium imaging  
 

2. 1. Strengths 

 

Freely navigating animals 

 

Imaging techniques that require head-fixation of the animal greatly reduce the range of 

behaviours that can be investigated. However, when using microendoscope imaging, the head 

of the microendoscope is light and portable (Ghosh et al., 2011) and the subject of 

investigation is connected to the computer by a single flexible cable, which allows the animal 

to move in a given environment without physical restrictions while exposed to naturalistic 

stimuli. When investigating neural representations of space, this experimental paradigm is 

more ethologically sound for rodents that evolved to navigate in the wild. Microendoscope 

single-photon imaging is therefore well suited to studies that investigate spatial navigation 

and studies that require unrestrained movement of the animal such as studies exploring 

adaptive and maladaptive states (Ghosh et al., 2011; Resendez and Stuber, 2015) and has 

enabled the investigation of different types of associative memory (Grewe et al., 2017). 

 

Access to deep brain regions 

 

Microendoscope imaging coupled with a GRIN lens allows the delivery of light to deep brain 

tissue and increases the amount of neuronal populations whose activity can be recorded in 

vivo. Deep brain in vivo imaging can also be achieved using 2-photon microscopy with 

additional optical devices, such as GRIN lenses or optical cannulas (Svoboda and Yasuda, 

2006) but requires the stable fixation of the animal’s head. Implantation of a light weight 

optics fiber above a region of interest (fiber photometry) also enables recordings from brain 

neuronal populations combined with a wide range of behaviours (Cui et al., 2014). However, 

fiber photometry does not allow cellular-level resolution and only enables visualization of 

aggregate activity in the field of view (Svoboda and Yasuda, 2006). Fiber photometry also 

requires fixing of the animal to a rigid fiber optic bundle, which might restrict mobility and 

movement of small mammals (Cui et al., 2014). 
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Cellular identification 

 

The expression of GECIs in specific neuronal populations allows microendoscope single-

photon imaging to record the activity of identified neuronal populations (Jennings et al., 

2015; Ohkura et al., 2012). By using combinations of different GECIs, the activity of multiple 

different identified neuronal populations can be compared and their respective functional role 

established. Combining a morphological marker and a GECI can also enable the identification 

of a neuronal subpopulation with a morphological marker while recording the activity of the 

whole population with a GECI. Although electrophysiological methods do not record from 

identified neuronal populations (Chawla et al., 2005; GoodSmith et al., 2019; Leutgeb et al., 

2007; Senzai and Buzsáki, 2017), the combination of electrophysiological recordings and 

optogenetic manipulations can in some cases enable identification and manipulation of 

populations of neurons (Sparta et al., 2011). One limitation, however, is that the location of 

the monitored cell cannot be determined and that sparsely firing neurons will be detected with 

more difficulty since detection is based on the shape of the action potential waveform. 

 

Chronic imaging 

 

Furthermore, the same neuronal population can be recorded across sessions and days using 

single-photon microendoscope imaging, making it suitable to investigate the stability of 

representations of a given variable or plasticity changes associated with pathological 

conditions. 

 

2. 2. Limitations 

 

Low temporal resolution 

 

In microendoscope imaging, fluorescence emitted by the GECIs provides temporal 

information about dynamic changes in neuronal activity (Smetters et al., 1999), and also 

about the neuron’s location within the brain (Ziv and Ghosh, 2015). However, calcium 

imaging lacks sufficient temporal resolution to distinguish bursts from single spikes under 

typical in vivo recording conditions (Danielson et al., 2016b; GoodSmith, 2017; Hainmueller 

and Bartos, 2018). Low temporal resolution is a major shortcoming of this experimental 

technique, since it might bias the interpretation of patterns of population activity. 

Furthermore, at this time camera frame rates are insufficient to allow imaging of fluorescent 

voltage sensors, whose temporal resolution is higher than that of GECIs. Thus, developments 
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in protein engineering and optical imaging devices will be necessary to increase temporal 

resolution. By contrast, in vivo electrophysiological recordings provide a higher temporal 

resolution and improved spike timing estimations (Cunningham, 2014; Smetters et al., 1999).  

 

Signal-to-noise ratio 

 

Because of scattering of light by brain tissue, signal-to-noise ratio of single-photon imaging is 

relatively low, and it is therefore under most conditions, including ours, not possible to 

identify silent cells, as their baseline fluorescence emission is too low. By contrast, 2-photon 

microscopy provides better signal-to-noise ratio as excitation is more restricted to the focal 

plane.  

 

Tissue damage 

 

The implant of a 500 µm-diameter GRIN lens causes undeniable tissue damage and might 

disrupt neural circuits that may support the behaviour or physiological condition being 

explored. However, the tissue damage induced is limited compared to other types of implants 

such as imaging cannulas for 2-photon imaging, whose diameter is larger. Furthermore, 

GRIN lens implants were shown to have less impact on behavioural measurements compared 

to imaging cannula used for 2-photon recordings (Allegra et al., 2020). 

 

Far red-shifted indicators 

 

Microendoscopes are not compatible with far-red-shifted indicators (Ghosh et al., 2011). 

Also, further technological developments will be required to allow manipulation of the 

activity of defined neuronal populations using optogenetic tools, and therefore to establish a 

causal link between neuronal activity and behaviours.  

Data analysis 

 

The rate of data acquisition has increased exponentially, and consequently also the demands 

on data analysis and storage. Thus, more developments are needed to increase the rate and 

efficacy at which spatial and temporal information can be obtained from neuronal activity and 

from environmental and behavioural variables (Cunningham, 2014; Freeman et al., 2014). 
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Photo bleaching of neurons 

 

Microendoscope single-photon imaging delivers light to the whole field of view while 2-

photon microscopy scans the field of view sequentially. Single-photon imaging therefore 

increases the risk of photo-bleaching of the neurons. 

 

Surgical procedure 

 

Microendoscope single photon imaging in deep brain tissue requires the invasive and chronic 

implant of a GRIN lens. Most GRIN lenses have a fixed and limited working distance and 

therefore surgical positioning of the lens into the brain requires extreme precision and yields 

low success rates (Cunningham, 2014; Smetters et al., 1999).  

 

Not compatible with water-based behaviours 

 

The range of behaviours that can be investigated is also limited, for example microendoscope 

imaging does not allow water immersed behaviours to be recorded and is therefore not 

suitable for experiments that require the animal to swim, for example during the Morris water 

maze (Resendez and Stuber, 2015).  

 

Overall, by enabling the recording of identified populations of neurons in freely navigating 

animals, single-photon microendoscope calcium imaging offers an unprecedented insight into 

the neuronal mechanisms underlying naturalistic behaviour and an opportunity to disentangle 

circuit mechanisms through precise identification of neuronal populations. 

 

 

3. Methods’ details 

3. 1. Mice 

 

All procedures were performed in accordance with European and French guidelines on the 

ethical use of animals for experimentation (EU Directive 2010/63/EU) after approval by the 

Institut Pasteur Ethics Committee CETEA (protocol number 160066). Wild-type male 

C57BL/6J mice from Janvier labs aged 6 to 39 weeks were used for all experiments. They 

were housed collectively or individually in a room maintained at 21C with a 12 hours 

inverted light cycle, in polycarbonate individually ventilated cages, enriched with running 
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wheels. Mice used for the GRIN lens experiments had ad libitum access to food and water. A 

total of 12 mice were used in this study.  

 

3. 2. Surgical procedure 

 

The surgical procedures were performed at least 7 days after the arrival of the mice in the 

animal facility, and were carried out using a stereotaxic apparatus (Kopf instruments). An 

analgesic solution consisting of buprenorphine (0.05mg/kg, Vetergesic) was administered 

through intraperitoneal injection at least 30 minutes prior to the surgical intervention. 

Lidocaine was administered locally (subcutaneous injection) at the start of the procedure. A 

second analgesic solution consisting of Metacam (10 mg/kg, Metacam) was administered 

subcutaneously prior to the end of the surgery. Mice were anesthetized with isofluorane 

throughout the surgery (3/4% during induction and 1/2 % to during the remainder of the 

surgery; 2l/min O2 and 0.2-0.5l/min O2 respectively). The body temperature of the mice was 

maintained at 36C using a heating pad, and their eyes were protected using a hydrating eye 

gel (Ocrygel ®). A post-operative analgesic solution (meloxicam 5mg/kg) was administered 

orally in combination with surgical recovery Dietgel (ClearH2O) for 2 days. The recovery of 

the mice was monitored for 72h. 

 

Stereotaxic injections of viral vectors 

 

The skin was first covered with Providone-iodine (Betadine) and then cut using a scalpel 

blade. A small craniotomy was then carried out above the right dorsal hippocampus (1.5mm 

lateral and 1.9mm posterior to Bregma). An injection of AAV1.Syn.GCaMP6f.WPRE.SV4 

(500 nL; 3.4x1012 TU/mL, Addgene) was made in n=5 animals with DG implants, n=1 animal 

with a CA3 implant and n=2 animals with CA1 implants and an injection of AAV-CamKII-

GCaMP6f-WRPE-SV40 (500 nL; ≥ 1×1012 vg/mL, Addgene) was made in n=2 animals with 

CA3 implants and n=2 animals with CA1 implants. The injection was carried out using an oil 

injection pump and a glass micropipette at the injection site defined by the following 

stereotaxic coordinates: DG: 1.9 mm posterior from Bregma, 1.5 mm lateral from the midline 

and at 1.7 mm depth from the dural surface; CA3: 1.9 mm posterior from Bregma, 2.0 mm 

lateral from the midline and at 2.1 mm depth from the dural surface; CA1: 1.9 mm posterior 

from Bregma, 1.5 mm lateral from the midline and at 1.25 mm depth from the dural surface. 

Viral vector injection and GRIN lens implantation were either carried out simultaneously or 

separately to allow expression of the GECI and implantation under visual control. In instances 
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where the injection and implant were carried out separately, mice recovered from the 

injection for at least 1 day before undergoing subsequent procedures.  

 

Chronic GRIN lens implantation 

 

To perform in vivo calcium imaging from the dentate gyrus, a Gradient Refractive Index Lens 

(GRIN lens) was implanted above the granule cell layer of the dentate gyrus or the pyramidal 

cell layer of CA3 or CA1. GRIN lens implants were performed two to three weeks after viral 

injection. Mice were anesthetized and the head position and angle was closely monitored to 

target the region of interest. Following application of Betadine on the skin surface and local 

analgesic, the skin covering the skull was cut using scissors and removed. Following cleaning 

of the exposed skull with saline solution, all overlying connective tissue was cleared out by 

applying a green and a red activator (Super-bond C&B, Sun Medical) onto the exposed skull 

for one minute and thirty seconds, respectively.  A craniotomy was performed (600-900 µm 

diameter) and the dura mater was removed. First, a stainless steel needle (500 µm diameter, 

custom-made, Phymep) was lowered down to -1.9 mm for DG, -2.15 mm for CA3, and -1.35 

mm for CA1, at a rate of 400 µm/minute. Second, the imaging cannula was slowly lowered at 

a rate of 100 µm/minute into the implant site at the following target coordinates: DG: 1.9 mm 

posterior from Bregma, 1.5 mm lateral from the midline and at 1.9 mm depth from the dural 

surface; CA3: 1.9 mm posterior from Bregma, 2.0 mm lateral from the midline and at 2.15 

mm depth from the dural surface; CA1: 1.9 mm posterior from Bregma, 1.5 mm lateral from 

the midline and at 1.35 mm depth from the dural surface. The procedure was performed 

blindly in n=1 animal with a DG implant and n=1 animal with a CA1 implant (using 0.5mm 

diameter SICL_D_500_80 Snap-in Imaging Cannula, Model L-D Depth range: 0mm – 

3.46mm from Doric lenses) or under visual control of the microendoscope to increase the 

success rate of the implant in n=4 animals with DG implants, and n=3 animals with CA3 

implants and n=3 animals with CA1 implants (using eSICL_D_500_80 Snap-in Imaging 

Cannula, eFocus, Model L-D Depth range: 0mm – 3.46mm from Doric lenses). A focussing 

ring was screwed around the metallic headpost attached to the lens to calibrate the implant 

depth and increase adhesion to the skull in n=2 animals with DG implants in n=2 animals 

with CA3 implants and n=4 animals with CA1 implants. Metallic screws were used to 

stabilize the position of the GRIN lens in n=2 animals with CA3 implants. The lens and 

protruding metal headpost were then stabilized in all animals using opaque dental cement 

(Super-bond C&B, Sun Medical).  
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3. 3. Behavioural Paradigm 

 

Single-photon microendoscope widefield calcium imaging in mice freely navigating in a 
linear track. 

 

During the imaging sessions, the microscope head was clipped to the metallic ring protruding 

from the imaging cannula (Snap-in Surface Fluorescence Microscope Body-L, SFMB_L_458, 

Doric Lenses in n=1 animal with a DG implant and n=1 animal with a CA1 implant or eFocus 

Snap-In Fluorescence Microscope Body-L, eSFMB_L_458, Doric lenses in n=4 animals with 

DG implants, n=3 animals with CA3 implants and n=3 animals with CA1 implants). A fiber-

optic patchcord transmitting LED light and an HDMI cable collecting the digital signal 

connected the mouse to the microscope (Fluorescence microscope driver, FMD_L, Doric 

Lenses). Cable lengths were optimized to allow unrestricted movement of the mouse. In order 

to obtain high spatial sampling of the physical environment, we chose to expose the animals 

to a linear track similarly to previous studies (Ziv et al., 2013). The mice were freely 

navigating in a 60 cm-long, 6 cm-wide and 31 cm-high linear track made of PVC and 

enriched with visual cues: 3 playing cards placed on one wall and a sheet of paper placed onto 

the opposing wall, a Lego brick positioned at each end of the linear track and a drawing 

positioned on each extremity of the linear track made up the visual cues. A plexiglass lid with 

a linear opening allowing the passage of the microscope cables was placed on top of the linear 

track.  

 

The imaging recordings were carried out using Doric Neuroscience studio software and the 

behaviour of the animal was recorded using a camera (Doric, Sony IMX290 sensor) to allow 

tracking of the animal’s trajectory. Doric Neuroscience studio software triggered the 

behavioural camera by sending a TTL signal for each frame to synchronize the 2 recordings. 

The exposure time for each frame was set to 50ms (20Hz) and the illumination power setting 

was optimized for each animal and imaging region, and maintained throughout the 

experiments. 

 

The imaging field of view (FOV) was first inspected 2-3 weeks following the implant to 

check for the presence of fluorescent neurons. If fluorescence signals were observed in the 

FOV, the mice were handled daily the week prior to the start of recordings in order to reduce 

the animals’ stress during the experiments.  
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Navigation in the linear track 

 

The activity of hippocampal neurons was recorded while the mouse navigated back and forth 

in opposite directions along a linear track (length: 60cm). The mice were spontaneously 

exploring the environment without being given any reward. During imaging sessions, mice 

completed 17.0 ± 2.5 (n = 33 sessions from DG implants), 20.3  ± 2.1 (n = 28 sessions from 

CA3 implants), or 23.8 ± 4.0 (n = 28 sessions from CA1 implants) continuous runs (“laps” 

according to the definition given below) across the linear track. Imaging sessions lasted 734 ± 

77 s (DG implants), 801  ± 73 s (CA3 implants), or 1034 ± 103 s (CA1 implants). 

 

Odor-cued pattern separation paradigm 

 

We implemented an odor-cued pattern separation paradigm to record the activity of 

hippocampal neurons of freely navigating mice in two environments that differed only by 

their olfactory information, to assess whether spatial representations of the hippocampal 

neurons were modulated by novel contextual information. The mice were first recorded in the 

linear track described above, devoid of additional odor cues during 10-minute recording 

sessions over 4 consecutive days to measure baseline activity data. These baseline recordings 

were carried out in n=1 mouse with a DG implant; n=3 mice with CA3 implants and n=4 

mice with CA1 implants. In n=3 mice with DG implants, this set of recordings was skipped to 

prevent photobleaching of DG granule cells. The mice were then exposed to a first odor (odor 

A: Benzaldehyde, Sigma Ref: B1334, diluted 1/100 in mineral oil, Sigma Ref: M5904) while 

freely navigating in the linear track during 10 minute-recording sessions over 4 consecutive 

days. The odor was homogeneously diffused by placing drops of the odor solution onto a 

filter paper underneath the metallic floor of the track enabling widespread diffusion of the 

odor into the linear track. Holes in the metallic floorboard allowed the odor to diffuse through 

the open field and a plexiglass lid maintained the odors inside the box, thereby creating a non-

spatially bound olfactory cue. The odor was allowed to spread for 3 minutes before the start 

the recordings. On the 5th day, the mice were exposed to the familiar odor for 10 minutes 

while navigating in the linear track, after which they were allowed a 45min break to rest in a 

neutral housing cage. They were then re-placed into the linear track where a new odor had 

been diffused (odor B: Carvone, Sigma Ref: 22060, diluted 1/100 in mineral oil, for n=3 mice 

with DG implants, n=3 mice with CA3 implants and n=4 mice with CA1 implants or odor C:  

Isoamyl Acetate, Sigma Ref: W205508, diluted 1/100 in mineral oil for n=1 mouse with a DG 

implant) and navigated 10 minutes before being granted another 45 minute-break in the 

resting cage. Finally, the mice were exposed to odor A once again for 10 minutes as a control 
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measure to rule out temporal drift of neural activity. Sessions without artificial odors, with 

familiar odor A and familiar odor B were included in the study of hippocampal spatial 

representations. 

 

3. 4. Post-hoc analysis 

 

Upon completion of the experiments, the animals were perfused with 4% formaldehyde 

(Sigma) after lethal injection with pentobarbital (150 mg/kg). The brain tissue was collected 

and sliced into 60-μm thick sections using a vibratome (Leica). The cell bodies were stained 

using Hoechst 33342, Trihydrochloride, Trihydrate - FluoroPure Grade. Images of the lens 

position in the tissue and viral injection sites were obtained with confocal microscopy 

(Bruker, Zeiss). 

 

3. 5. Data analysis 

 

Behavioural analysis 
 

Analysis of behavioural and imaging data was performed using established procedures in the 

laboratory (Allegra et al., 2020), with some adaptations to account for the specific properties 

of single-photon widefield imaging. 

 

To track the position of the animal, we filmed the linear track using a camera (Doric, Sony 

IMX 290 sensor) operating at the same frame rate as the microscope sensor (typically 20Hz). 

For every frame captured by the microscope sensor, the acquisition software emitted a TTL 

pulse to trigger a corresponding frame capture with the behavior camera. Animal motion was 

analyzed with the marker-less pose estimation software DeepLabCut (Mathis et al., 2018). 

Four labels (snout tip, left and right ear, tail base) were identified across all captured frames. 

The position of the animal was computed as the mean of the coordinates of the four labels. 

“Laps”, i.e. continuous runs at a speed of >0.5 cm/s in a single direction along the linear 

track, were identified after low-pass filtering positional data at fc=0.5Hz. We were stringent 

with the lap definition and only included periods of active running to discard large 

synchronous patterns of population activity observed prior to movement onset in the dentate 

gyrus, consistently with previous findings (Pofahl et al., 2021). Only continuous runs in one 

direction that covered at least 70% of the full length of the track were considered a lap. 

Neuronal activity data were assigned one of two directions (“IN” or “OUT”). Neuronal 

activity data outside of any laps, including resting periods, were not used for analysis. 
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Imaging data processing  

 

Recordings of neural activity were first motion corrected in the xy plane to account for 

artefacts induced by the movement of the animal using an algorithm built into the Doric 

Neuroscience Studio software. Segmentation into regions of interest (ROIs) was carried out 

using a singular value decomposition algorithm built into the suite2p software 

(Pachitariu_Harris16). In order to select DG granule cells, we only selected ROIs 

corresponding to small and densely packed cell bodies to discard inhibitory interneurons and 

mossy cells. The fluorescent signal from the neuropil was subtracted from the extracted 

fluorescence using the suite2p software. The quantification of neuronal activity was based on 

previously reported methods (Dombeck_Tank10). ‘Events’ were defined as regions in the 

normalized fluorescence changes (dF/F) exceeding a threshold of mean +1.0 standard 

deviations of the overall dF/F signal, a minimum duration above threshold of 300 ms (which 

corresponds roughly to the GCaMP6f half decay time (Dana_Kim19)), and exceeding an 

integral of 50 dF/F x 1s. Visual inspection of the event detection result confirmed these 

parameters (Allegra et al., 2020). 

 

During some recordings of populations of CA1 neurons, we rarely observed large generalised 

fluorescence transients which saturated the whole field of view, likely caused by motion 

artefacts as they were typically related to certain movement patterns of the animal, such as 

exploring the side walls on their hind paws. We discarded these periods manually from 

further analysis. 

 

Identification of spatially modulated cells 

 

Spatial activity maps were computed based on data from continuous running periods. The 

linear track was split into 20 spatial bins. The sum of events in each spatial bin was divided 

by the occupancy of the animal in that bin; spatial maps were smoothed with a Gaussian filter 

(sigma = 4 bins). 

 

Spatially modulated neurons were defined as cells firing consistently at the same location of 

the linear track across lap crossings in the same running direction. We identified spatially 

modulated cells by computing the mean pairwise Pearson’s R correlation between spatial 

maps across lap crossings. Outbound and Inbound lap crossings were analysed separately. To 
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obtain a null model for the mean cross correlation and selectivity, we dissociated firing 

activity for each neurons and spatial position by shuffling the recorded position in chunks of 

300 ms and repeated this bootstrap procedure 10 times. The neurons whose mean cross-

correlation value exceeded the bootstrap with a Z-score higher than 1.0 in at least one 

direction of running were identified as spatially modulated cells. This approach accounts for 

both coherence and stability of spatially modulated cells, since it will not identify as spatially 

modulated a cell that fires in a single lap (low stability), or if it fires in different locations 

across laps (low coherence), or if it fires sparsely yielding a high mean pairwise correlation 

by chance (low stability, giving low Z score from the bootstrap procedure). 

 

Spatial correlations and decorrelations  

 

To quantify session-wise correlations between spatial activity maps in the running direction 

(In/In or Out/Out), we split even and odd laps crossings in the same direction of motion. We 

calculated mean spatial activity maps for each cell for even and odd laps and computed 

correlations (Pearson’s R) between mean spatial activity maps for either all or only neurons 

that were spatially modulated (see above). We then computed the mean correlation values for 

each session. To quantify session-wise correlations between spatial activity maps in Inbound 

and Outbound directions, we computed correlations between spatial activity maps in Inbound 

and Outbound directions as described above. To quantify distance-coding, we measured 

correlations between spatial activity maps for lap crossings in the opposite directions after 

inverting the order (“flipping”) of the maps for the outbound direction. 

 

Population vector (PoV) analysis 

 

Population vectors (PoV) were defined as the collection of event rates of the population of all 

spatially modulated neurons measured in a spatial bin. PoV correlations were obtained by 

computing Pearson’s R between corresponding PoVs of different running directions (OUT vs 

IN) or of the same running direction split into even and odd lap crossings. PoV correlation 

matrices depict color-coded PoV . 

 

Rate vector and selectivity  

 

In order to compute contextual selectivity, the event rate for the i-th cell ri was defined as the 

number of neural events of a cell divided by the amount of running time in a given direction. 
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For each recording session, selectivity of the i-th neuron was defined as the normalized 

difference of event rates r of that neuron computed during inbound and outbound running: 

|ri
I – ri

O| / (ri
I + ri

O). The rate vector was defined as the entirety of event rates of a population 

of neurons during a lap crossing or a session. 

 

Statistics  

 

Data are presented as Mean ± SEM across animals, unless otherwise stated. Statistical 

significance was assessed using using Wilcoxon signed-rank tests for paired data and Mann-

Whitney U tests for unpaired data. When comparing more than two groups, we first 

performed an analysis of variance (ANOVA) followed by Bonferroni post-hoc correction of 

the test results.  
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IV. Results 
_____________________________________________ 

 

 

 

To explore how different hippocampal subregions construct a representation of space, we 

recorded neuronal activity from the dentate gyrus, CA3 and CA1 hippocampal subregions 

using microendoscope single-photon calcium imaging in freely-navigating mice. We first 

implanted a gradient-index (GRIN) lens above the hippocampal subregion of interest (Figs 

3.1 and 3.2). We then proceeded to record neuronal population activity while the mice 

navigated spontaneously back and forth along a linear track during 10-minute sessions on 

multiple days (Figs. 3.3 and 3.4). The 60-cm linear track was enriched with visual cues (eg. 

playing cards) on the walls as well as Lego bricks at the extremities of the track. This 

approach allowed us to record neuronal activity from all three identified hippocampal 

subregions in freely navigating animals. 

 

1. Spatial representations are modulated by the running direction in the 

dentate gyrus, CA3 and CA1 
 
To identify how spatial activity is modulated by the running direction, we split the neuronal 

activity depending on the direction of motion of the animal (Inbound/Outbound) (Fig 4.1). 
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Figure 4.1. Spatial activity maps according to running direction. (left) Pairs of spatial activity maps of all spatially 
modulated neurons in DG, CA3 and CA1 sorted by the position of maximal activity in the left maps (inbound 
direction). (right) spatial activity maps of four sets of example neurons.  
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We first quantified the fraction of spatially modulated cells, which was similar across the 

three regions (Fig 4.2).  

 

 

 

 

 

 

 

 

 

 

Figure 4.2. Fraction of spatially modulated cells in the DG, CA3 and CA1. (DG, 0.26 ± 0.03; CA3, 0.31 ± 0.03; CA1, 
0.31 ± 0.04; DG vs CA3, p = 0.78; DG vs CA1, p = 0.86; CA3 vs CA1, p = 1.00). ns, not significant. 

 

We then compared spatial activity maps in the same running direction by splitting laps into 

odd and even traversals and comparing map correlations for even laps with correlations for 

odd laps for a given direction (IN (odd-even) and OUT (odd-even)). The dentate gyrus 

showed a pronounced correlation for spatial activity maps in the same direction. (Fig 4.3 (top) 

and (bottom); p > 0.05 between IN (odd-even) and OUT (odd-even)). We then compared 

correlations between spatial activity maps for traversals in the same direction with 

correlations between spatial activity maps for traversals in opposite directions and found a 

lower correlation in opposite directions in the dentate gyrus (Fig 4.3 (top) and (bottom); p < 

0.01)). Comparable results were found for both spatially modulated and unmodulated cells 

(Fig 4.3 (bottom)). 
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Figure 4.3. Spatial representations are modulated by running direction in the DG. (top) Left: Spatial population vector 
(PoV) correlation matrices for inbound (top) and outbound (bottom) running directions in the DG. PoV correlations 
were computed for each spatial bin in the even lap crossings (x axis) with each bin in the odd lap crossings (y axis). 
Right: Spatial PoV correlation matrices for same (left, SAME odd-even) and different (right, IN-OUT) running 
directions in the DG. (bottom) Left: Correlations between mean spatial activity maps across recording sessions 
within the same direction (SAME even-odd) and between different directions (IN-OUT) in the DG (left, spatial 
correlation: SAME even-odd, 0.39 ± 0.04; IN-OUT, -0.25 ± 0.17; Wilcoxon test, p = 7 x 10-7). PCs: spatially modulated 
cells. Right; Same as Left but including both spatially modulated and unmodulated cells in the DG (SAME even-odd, 
0.17 ± 0.03; IN-OUT, -0.16 ± 0.06; Wilcoxon test, p = 2 x 10-6). ns, not significant; **, p < 0.01; ***, p < 0.001. 
 

 

Similarly to the dentate gyrus, spatial activity maps in CA3 are more correlated in the same 

running direction than opposite directions, both in spatially and non-spatially modulated 

neurons (Fig 4.4 (top) and (bottom); p > 0.05 between IN (odd-even) and OUT (odd-even); p 

< 0.01 between IN and OUT)). 
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Figure 4.4. Spatial representations are modulated by running direction in CA3. (top) Left: Spatial population vector 
(PoV) correlation matrices for inbound (top) and outbound (bottom) running directions in CA3. PoV correlations were 
computed for each spatial bin in the even lap crossings (x axis) with each bin in the odd lap crossings (y axis). Right: 
Spatial PoV correlation matrices for same (left, SAME odd-even) and different (right, IN-OUT) running directions in 
CA3. (bottom) Left: Correlations between mean spatial activity maps across recording sessions within the same 
direction (SAME even-odd) and between different directions (IN-OUT) in CA3 (middle, spatial correlation: SAME 
even-odd, 0.549 ± 0.03. IN-OUT, -0.16 ± 0.08; Wilcoxon test, p = 3 x 10-6). PCs: spatially modulated cells. Right; 
Same as Left but including both spatially modulated and unmodulated cells in CA3 (SAME even-odd, 0.36 ± 0.03; IN-
OUT, 0.03 ± 0.06; Wilcoxon test, p = 4 x 10-6). ns, not significant; **, p < 0.01; ***, p < 0.001. 

 

 

 

We also applied this analysis to CA1 and similarly to the dentate gyrus and CA3, spatial 

activity maps in CA1 are more correlated in the same running direction that in opposite 

directions, both in spatially and non-spatially modulated neurons (Fig 4.5 (top) and (bottom); 

p > 0.05 between IN (odd-even) and OUT (odd-even); p <0.01 between IN and OUT)).  
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Figure 4.5. Spatial representations are modulated by running direction in CA1. (top) Left: Spatial population vector 
(PoV) correlation matrices for inbound (top) and outbound (bottom) running directions in CA1. PoV correlations were 
computed for each spatial bin in the even lap crossings (x axis) with each bin in the odd lap crossings (y axis). Right: 
Spatial PoV correlation matrices for same (left, SAME odd-even) and different (right, IN-OUT) running directions in 
CA1. (bottom) Left: Correlations between mean spatial activity maps across recording sessions within the same 
direction (SAME even-odd) and between different directions (IN-OUT) in CA1 (right, spatial correlation: SAME even-
odd, 0.41 ± 0.02; IN-OUT, -0.13 ± 0.04; Wilcoxon test, p = 3 x 10-6). PCs: spatially modulated cells. Right; Same as 
Left but including both spatially modulated and unmodulated cells in CA1 (SAME even-odd, 0.17 ± 0.03; IN-OUT, 
0.01 ± 0.03; Wilcoxon test, p = 0.002). ns, not significant; **, p < 0.01; ***, p < 0.001. 

 

To determine how directional spatial representations evolve along the hippocampal circuits, 

we directly compared the three hippocampal subregions by measuring the spatial 

decorrelation (e.g. the reduction in correlation). No significant difference was observed 

between the three hippocampal subregions, regardless of whether only spatially modulated or 

all cells were included (Fig 4.6). Overall, these results indicate that all three hippocampal 

subregions show directional spatial representations along the linear track. 
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Figure 4.6. Spatial decorrelation in the DG, CA3 and CA1. (left) Spatial decorrelation, quantified as the difference 
between spatial correlations within the same direction (even-odd) and between different directions (inbound and 
outbound) in spatially modulated neurons in the DG (0.64 ± 0.17), CA3 (0.71 ± 0.08) and CA1 (0.55 ± 0.04). No 
differences have been found between the three hippocampal subregions (DG vs CA3: ANOVA with Bonferroni 
correction, p = 0.99; DG vs CA1: ANOVA with Bonferroni correction, p = 0.99; CA3 vs CA1: ANOVA with Bonferroni 
correction, p = 0.16). (right) Same as left but including both spatially modulated and unmodulated cells in the DG 
(0.35 ± 0.08), CA3 (0.33 ± 0.05) and CA1 (0.16 ± 0.05). No differences have been found between the three 
hippocampal subregions (DG vs CA3: ANOVA with Bonferroni correction, p = 0.99; DG vs CA1: ANOVA with 
Bonferroni correction, p = 0.25; CA3 vs CA1: ANOVA with Bonferroni correction, p = 0.08). Bars represent mean ± 
SEM. Circles represent recording sessions color-coded for each animal (DG, n = 10 sessions from 5 animals; CA3, n 
= 13 sessions from 3 animals; CA1, n = 18 sessions from 4 animals). ns, not significant; **, p < 0.01; ***, p < 0.001. 

 
 

 

2. Selectivity for running direction is higher in the dentate gyrus and CA3 

than in CA1 
 
Activity in the dentate gyrus has been reported to be highly selective for the environmental 

context (Allegra et al., 2020; Neunuebel and Knierim, 2014). We wondered whether such 

selectivity would also be reflected by overall changes in firing rates across running directions. 

To assess whether distinct hippocampal subregions show selective activity for different 

running directions within the same environment, we quantified relative differences in event 

rates during runs in one vs the other direction, without accounting for the spatial modulation 

of individual neurons. We found that context (directional) selectivity was highest in the 

dentate gyrus and CA3 (Fig 4.7 (left); DG vs CA3, p > 0.05)). Consistent with previous 

reports of CA1 showing low context selectivity (Allegra et al., 2020; Neunuebel and Knierim, 

2014), CA1 selectivity for running direction was lower than in the dentate gyrus (p < 0.01) 

and in CA3 (p < 0.01). Sparse firing in the dentate gyrus may contribute to its high selectivity, 

as we found lower activity in the dentate gyrus compared to CA3 and CA1 (Fig 4.7 (right); 

DG vs CA3, p < 0.05; DG vs CA1, p > 0.05; CA3 vs CA1, p > 0.05)). In contrast, activity 

rates in CA3 and CA1 were similarly high.  
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Figure 4.7. Selectivity for running direction is higher in DG and CA3 than CA1. (left)  Absolute selectivity for running 
direction in DG (0.65 ± 0.03), CA3 (0.60 ± 0.03) and CA1 (0.48 ± 0.03). Absolute selectivity was higher in both DG 
and CA3 compared to CA1 (DG vs CA1: ANOVA with Bonferroni correction, p = 0.0008; CA3 vs CA1, ANOVA with 
Bonferroni correction, p = 0.008), whereas DG and CA3 showed comparable levels (DG vs CA3, ANOVA with 
Bonferroni correction, p = 0.99). (right) Event rate in the three hippocampal subregions (left; DG, 0.020 ± 0.002; 
CA3, 0.028 ± 0.002; CA1, 0.028 ± 0.003. DG vs CA3, ANOVA with Bonferroni correction, p = 0.04; DG vs CA1, 
ANOVA with Bonferroni correction, p = 0.08; CA3 vs CA1, ANOVA with Bonferroni correction, p = 0.99). 

 

 

To verify whether the higher selectivity for running directions in the dentate gyrus arises from 

its sparse coding, we computed the expected selectivity from a shuffled version of the 

experimental dataset. We found that selectivity in the dentate gyrus was comparable to the 

selectivity expected from the shuffled dataset (Fig 4.8; DG vs bootstrap > 0.05). By contrast, 

selectivity in CA3 was higher than expected from the bootstrap dataset (p < 0.001). Together, 

these results reveal that selectivity for running directions is highest in the dentate gyrus and 

CA3. Furthermore, sparse firing can explain selectivity in the dentate gyrus but not in CA3, 

which may inherit selectivity from the upstream dentate gyrus.  
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Figure 4.8. Expected selectivity in the DG, CA3 and CA1. Absolute selectivity for running direction compared to a 
bootstrap dataset (expected selectivity) within each region (left) DG, same as fig 4.7(left); expected, 0.59 ± 0.01, p = 
0.14; middle: CA3, same as fig 4.7(left); expected, 0.46 ± 0.01, p = 7 x 10-6; right: CA1, same as fig 4.7(left); 
expected, 0.44 ± 0.01, p = 0.26). Bars represent mean ± SEM. Circles represent recording sessions color-coded for 
each animal (DG, n = 33 sessions from 5 animals; CA3, n = 28 sessions from 3 animals; CA1, n = 28 sessions from 
4 animals). ns, not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001. 

 

3. The dentate gyrus uses distance-coding to build spatial representations 
 
While spatial representations in all regions were uncorrelated between different running 

directions, we noticed that population vector correlations in the dentate gyrus were correlated 

when one of the running directions was reversed (Fig. 4.9). This observation suggests that 

representations at corresponding distances measured from the starting point of a track 

traversal are preserved, indicating that spatial firing is tuned to the distance covered by the 

animal rather than to allocentric positional coordinates.  

 

 

 

 

 

 

 

 

Figure 4.9. Flipping spatial activity maps. (top) Schematic of a mouse freely navigating along a linear track in 
outbound (OUT) and inbound (IN) running directions. (bottom) Spatial activity maps for an example cell in inbound 
(IN, left), outbound (OUT, middle) and flipped outbound running directions (FLIP, right).  
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To quantify this observation, we measured correlations between spatial activity maps for 

traversals in opposite directions after reversing the order (“flipping”) of the maps for the 

outbound direction (Fig 4.10). We found that the dentate gyrus showed substantial 

correlations between flipped maps that were on the order of the correlations observed 

between maps for the same running direction (p > 0.05). The same result was obtained when 

including all cells, both spatially modulated and unmodulated (p> 0.05). This finding is 

consistent with the notion that neuronal activity in the dentate gyrus encodes covered distance 

along the track in either running direction. 

 

 

 

 

 

 

 

 

Figure 4.10. Spatial information in DG reflects distance coding in egocentric coordinates. (left): pair of spatial activity 
maps of all spatially modulated neurons in the DG sorted by the position of maximal activity in the left map (inbound 
direction). (middle left) spatial population vector (PoV) correlation matrices for inbound and flipped outbound running 
direction in the DG. PoV correlations were computed for each spatial bin in the inbound lap crossings (x axis) with 
each bin in the flipped outbound lap crossings (y axis). (middle right) Correlations between mean spatial activity 
maps across recording sessions within the same direction (SAME even-odd), between different directions (IN-OUT) 
and between inbound and flipped outbound directions in the DG (left, spatial correlation: same dataset as Fig 4.3 
bottom, FLIP, 0.21 ± 0.15; SAME odd-even vs IN-OUT, p = 0.005; IN-OUT vs FLIP, p = 0.17; SAME odd-even vs 
FLIP, p = 0.78). (right) Same as middle right but including both spatially modulated and unmodulated cells in the DG 
(same data as Fig 4.3 bottom, FLIP, 0.24 ± 0.07; SAME odd-even vs IN-OUT, p = 0.0003, IN-OUT vs FLIP, p = 
0.0006; SAME odd-even vs FLIP, p = 0.99. Bars represent mean ± SEM. Circles represent recording sessions color-
coded for each animal.  
 
 

 

By contrast, no substantial correlations between flipped maps were observed in the 

downstream region CA3. In this region, the correlation of the flipped maps was lower than 

correlation in the same direction, independently of whether all cells or only spatially 

modulated cells were included in the analysis (Fig 4.11; p < 0.01 in both cases). 
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Figure 4.11. Spatial information in CA3 does not reflect distance coding in egocentric coordinates. (left) Pair of 
spatial activity maps of all spatially modulated neurons in CA3 sorted by the position of maximal activity in the left 
map (inbound direction). (middle left): spatial population vector (PoV) correlation matrices for inbound and flipped 
outbound running direction in CA3. PoV correlations were computed for each spatial bin in the inbound lap crossings 
(x axis) with each bin in the flipped outbound lap crossings (y axis). (middle right) Correlations between mean 
spatial activity maps across recording sessions within the same direction (SAME even-odd), between different 
directions (IN-OUT) and between inbound and flipped outbound directions in CA3 (middle, spatial correlation: same 
data as Fig 4.4 bottom, FLIP, 0.12 ± 0.06; SAME odd-even vs IN-OUT, p = 7 x 10-8; IN-OUT vs FLIP, p = 0.04; SAME 
odd-even vs FLIP, p = 5 x 10-). (right) Same as middle right but including both spatially modulated and unmodulated 
cells in CA3 (same data as Fig 4.4 bottom, FLIP, -0.001 ± 0.06; SAME odd-even vs IN-OUT, p = 1 x 10-5; IN-OUT vs 
FLIP, p = 0.99; SAME odd-even vs FLIP, p = 2 x 10-). Bars represent mean ± SEM. Circles represent recording 
sessions color-coded for each animal. 
 

In CA1, a significant difference was observed between flipped maps and maps of the same 

direction when including spatially modulated cells only (Figs 4.12; p<0.01), but the 

correlation between flipped maps was not significant when including all cells (Fig 4.12 p = 

0.05).  

 

 

 
 
 
 
 
 
 
 
 
Figure 4.12. Spatial information in CA1 does not reflect distance coding in egocentric coordinates. (left) Pair of 
spatial activity maps of all spatially modulated neurons in CA1 sorted by the position of maximal activity in the left 
map (inbound direction). (middle left): spatial population vector (PoV) correlation matrices for inbound and flipped 
outbound running direction in CA1. PoV correlations were computed for each spatial bin in the inbound lap crossings 
(x axis) with each bin in the flipped outbound lap crossings (y axis). (middle right) Correlations between mean 
spatial activity maps across recording sessions within the same direction (SAME even-odd), between different 
directions (IN-OUT) and between inbound and flipped outbound directions in CA1 (right, spatial correlation: same 
dataset as Fig 4.5 bottom, FLIP, 0.16 ± 0.07; SAME odd-even vs IN-OUT, p = 1 x 10-12; IN-OUT vs FLIP, p = 0.003; 
SAME odd-even vs FLIP, p = 0.004). (right) same as middle right but including both spatially modulated and 
unmodulated cells in CA1 (same data as Fig 4.5 bottom, FLIP, 0.05 ± 0.04; SAME odd-even vs IN-OUT, p = 0.004; 
IN-OUT vs FLIP, p = 0.99; SAME odd-even vs FLIP, p = 0.99). Bars represent mean ± SEM. Circles represent 
recording sessions color-coded for each animal. 
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We defined a measure of distance-coding by subtracting the correlation value of the maps in 

opposite directions from the correlation values of the flipped maps, and found that when 

selecting spatially modulated cells exclusively, the measure of distance-coding in the dentate 

gyrus was not significantly different from that of other hippocampal subregions (Fig 4.13; 

p>0.05). However, when selecting all cells, the measure of distance coding was significantly 

more pronounced in the dentate gyrus than in other regions (Fig 4.13; p values <0.01). 

Overall, these results indicate that at the single-cell level, during track crossings in different 

directions, spatial firing fields appear at equivalent locations in egocentric coordinates, 

suggesting that they represent the distance that the animal has covered from its starting point 

rather than position in allocentric coordinates of the external world.  

 

 

 

 

 

 

 

 

 
Figure 4.13. The DG uses distance coding but not CA3 and CA1. (left) Quantification of the difference between 
spatial correlations within the flipped (inbound-flipped outbound, FLIP) and different (inbound-outbound, IN-OUT) 
directions in the DG (0.46 ± 0.15), CA3 (0.28 ± 0.06) and CA1 (0.29 ± 0.07). No statistically significant differences 
were found between the three hippocampal subregions (DG vs CA3: p = 0.77; DG vs CA1, p = 0.80; CA3 vs CA1, p 
= 1.00), (right) Same as left but including both spatially modulated and unmodulated cells in the DG (0.39 ± 0.07), 
CA3 (-0.03 ± 0.06) and CA1 (0.04 ± 0.04). The difference between the spatial correlations within flipped (FLIP) and 
opposite (IN-OUT) directions was significantly higher in DG than in CA3 and CA1 (CA3 vs DG, p = 7 x 10 -5; DG vs 
CA1, p = 4 x 10-5), whereas no difference was found between CA3 and CA1 (p = 0.85). Bars represent mean ± SEM. 
Circles indicate single recorded sessions color-coded for each animal (DG, n = 10 sessions from 5 animals; CA3, n = 
13 sessions from 3 animals; CA1, n = 18 sessions from 4 animals). ANOVA with Bonferroni correction: ns, not 
significant; *, p < 0.05; **, p ≤ 0.01; ***, p < 0.001. 

 

 

4. Representations of space are differentially modulated by novelty in 

hippocampal subregions 
 

We wondered whether the representations of space we observed in hippocampal subregions 

would be modulated by novelty. We used olfactory stimuli as novel contextual information by 

homogeneously diffusing odors of neutral valance throughout a linear track. Animals were 

exposed to an odor (odor A, familiar) during 10 minute-sessions on four consecutive days. On 
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the fifth day, the neuronal activity of the dentate gyrus, CA3 and CA1 was recorded in this 

now familiar olfactory environment followed by a novel olfactory environment (odor B, 

novel) (Fig 4.14). 

 

 

Figure 4.14. Schematic of the experimental paradigm illustrating a mouse freely navigating along a linear track while 
exposed to changing olfactory stimuli. Animals were habituated to an odor (odor A, familiar, light brown) during 10 
minute-recording sessions on four instances in the linear track. The animals were then exposed to the now familiar 
odor A as well as novel odor (odor B, novel, light green), each during a 10 minute-recording session in the linear 
track. 

 

We applied the previously introduced measure of selectivity for running direction (Fig 4.7) by 

quantifying relative differences in event rates during runs in one vs the other direction, and 

compared this selectivity for running direction across olfactory environments. These data are 

preliminary since the limited number of sessions does not allow statistical significance to be 

established or firm conclusion to be drawn. In the familiar environment, selectivity for 

running direction is higher in the dentate gyrus and CA3 than in CA1 (Fig 4.15), consistently 

with our previous results (Fig 4.7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.15. Mean absolute selectivity for running direction in the familiar olfactory environment in the DG (0.365 ± 
0.035), CA3 (0.438 ± 0.078) and CA1 (0.214 ± 0.068). Absolute selectivity seemed higher in both DG and CA3 
compared to CA1 but not significant (DG vs CA1: ANOVA with Bonferroni correction, p = 1.0, CA3 vs CA1, ANOVA 
with Bonferroni correction, p = 0.35), whereas DG and CA3 showed comparable levels of selectivity (DG vs CA3, 
ANOVA with Bonferroni correction, p = 0.41). 
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We then measured selectivity for running direction in a novel contextual environment by 

homogeneously diffusing the novel odor B into the linear track. Selectivity for running 

direction remains high upon exposure to the novel odor in the dentate gyrus (Fig 4.16; p > 

0.05) but shows a pronounced decrease upon exposure to the novel odor in CA3 (p > 0.05). 

Moreover, CA1 selectivity for running direction seems to increase with novelty, consistent 

with previous reports that activity of CA1 neurons are modulated by olfactory stimuli 

(Anderson and Jeffery, 2003). 

 

 

 
Figure 4.16. Mean absolute selectivity for running direction in DG, CA3 and CA1 in familiar and novel olfactory 
environments. Absolute selectivity for running direction in DG in odor B (0.306 ± 0.066; p > 0.05), CA3 (0.119 ± 
0.039, p > 0.05) and CA1 (0.317 ± 0.110, p > 0.05), light brown: familiar olfactory environment (odor A); light green: 
novel olfactory environment, odor B. 
 

 

To verify whether the changes in selectivity for running direction observed upon exposure to 

contextual novelty resulted from changes in overall firing rates, we quantified firing rates in 

the dentate gyrus, CA3 and CA1 in both the familiar and novel odor and found that the firing 

rates remain constant across olfactory environments in the three hippocampal regions. 

 



 91  

 

 
4.17. (right) Event rate in the three hippocampal subregions in familiar and novel olfactory environments (left). Event 
rate in DG with novel odor, B and familiar odor, A (A, 0.019 ± 0.006; B, 0.018 ± 0.007; A vs B, p > 0.05); (middle) 
Event rate in CA3 with novel odor, B and familiar odor, A (A, 0.036 ± 0.013; B, 0.033 ± 0.001; A vs B, p > 0.05); 
Event rate in CA1 with novel odor, B and familiar odor, A (A, 0.027 ± 0.008; B, 0.027 ± 0.006; A vs B, p > 0.05). light 
brown: familiar olfactory environment (odor A); light green: novel olfactory environment, odor B. 
 

 

 

In summary, our results indicate that the direction of running modulates spatial firing patterns 

in all hippocampal subregions and that the dentate gyrus and CA3 are more selective for 

running direction than CA1 based on changes in firing rates. Also, we show that in the dentate 

gyrus, spatial representations reflect distance coding. Preliminary evidence further suggests 

that the selectivity for the spatial environment is differentially modulated by novelty in 

hippocampal regions. 
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V. Discussion 
_____________________________________________ 

 
 

1.  Summary and discussion of the main findings  
 

 

In this study, we explore how representations of spatial position, running direction, and 

distance evolve along the hippocampal circuit. By performing single-photon calcium imaging 

from the dentate gyrus, CA3 and CA1, we provide one of the first descriptions of these 

representations in all major hippocampal subregions under the same task conditions in freely 

moving animals. In mice spontaneously running back and forth along a linear track, all 

regions display directionality in their spatial firing patterns, with spatial activity maps for the 

two opposing running directions being almost completely uncorrelated. We find that neuronal 

activity in the dentate gyrus and in CA3 is more selective for the direction of running than 

activity in CA1 based on changes in firing rates. Furthermore, activity in the dentate gyrus 

shows pronounced correlations of spatial activity maps after aligning them to the running 

direction, indicating that it encodes covered distance in egocentric coordinates. We also find 

that selectivity for running direction in the dentate gyrus, CA3 and CA1 is differentially 

modulated by contextual novelty. 

 

1. 1. Directional modulation of spatial activity in hippocampal subregions 

 

Hippocampal neurons are known to change the location of their spatial fields to represent a 

novel environment or contextual changes within a given environment (Anderson and Jeffery, 

2003; Muller and Kubie, 1987). Here, we measured the ability of neuronal populations to 

discriminate distinct environments by quantifying the correlations of spatial activity maps 

across directions. We find that in the dentate gyrus, CA3 and CA1, spatial activity maps are 

modulated by the direction of running of the animal (Figs 4.3-6) (inbound and outbound), 

consistently with previous reports (Jung and McNaughton, 1993; Navratilova et al., 2012; 

Schwindel et al., 2016). These data indicate that the directional modulation of spatial 

representations is implemented through changes in the location of firing fields in an 

allocentric coordinate system, in a process called ‘global remapping’. The hippocampus 
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might therefore construct, at least partially, a spatial representation of the inbound and 

outbound trajectories as two distinct contexts anchored in an allocentric coordinate system. 

 

1. 2. Directional selectivity of neuronal activity 

 

To assess directional discrimination independently of the spatial modulation of individual 

neurons, we quantified ‘directional selectivity’ as the relative difference in firing rates 

between the two running directions. Our findings show that this directional selectivity varies 

along the hippocampal circuit and is more pronounced in the dentate gyrus and CA3 than in 

CA1 (Fig 4.7). This observation is consistent with previous reports of high context selectivity 

in the dentate gyrus (Allegra et al., 2020; Neunuebel and Knierim, 2012) and selectivity for 

running direction in the dentate gyrus, CA3 and CA1 (Jung and McNaughton, 1993; 

Navratilova et al., 2012; Schwindel et al., 2016). We show that in the dentate gyrus, 

selectivity is not significantly different from that expected from a bootstrap dataset. This 

result agrees with previous experimental evidence that selectivity in the dentate gyrus is 

implemented by sparse coding. Sparse coding allows the dentate gyrus to orthogonalize 

ambiguous spatial inputs by mapping spatial environments onto non-overlapping pools of 

active cells. Conversely, selectivity in CA3 and CA1 differ significantly from that expected 

from the bootstrap, suggesting that another neural mechanism is at play in CA3 to generate 

high selectivity for running direction. It is possible that the high selectivity for running 

direction observed in CA3 is generated by the dentate gyrus through sparse coding and 

transferred to CA3.  

 

Our data show that CA1 is less selective for running direction than CA3 and the dentate gyrus 

but don’t rule out that CA1 might represent changes in contextual information by subtle 

changes in its firing rates (McNaughton et al., 2006; Navratilova et al., 2012). However these 

firing rate changes might take place to a lesser extent than firing rate changes in CA3 and in 

the dentate gyrus, which can reach up to an order of magnitude (Leutgeb, 2005; Leutgeb et 

al., 2007), possibly to limit interference between resembling environments and events (Colgin 

et al., 2008). It is important to note that fine-grained rate changes are difficult to assess with 

single-photon in vivo calcium imaging, as individual spikes cannot easily be resolved. Also, 

while such directional selectivity has been previously reported in CA1 (Navratilova et al., 

2012), it was shown to decrease upon exposure to multimodal local cues (Battaglia, 2004). 

Since most recording sessions take place in an environment that is familiar to the mice, 

experience-dependent directionality might explain why we observe a lower selectivity in 

CA1. Lower selectivity for running direction in CA1 than in CA3 and dentate gyrus is 
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consistent with recent work showing that CA1 is less selective for context than the dentate 

gyrus and responds to environmental features common to both environments (Allegra et al., 

2020; Leutgeb, 2004; Leutgeb et al., 2007). Low selectivity for running direction might 

therefore indicate that CA1 constructs a global representation of the environment, consistent 

with reports that CA1 represents abstract information relative to the environment such as 

recent behaviour (Keinath et al., 2020), future path (Ito et al., 2015) and shows activity that is 

correlated with the animal’s behaviour (Allegra et al., 2020). These findings offer a possible 

interpretation of our results, whereby directionally selective spatial maps in CA1 correspond 

to fragmented spatial maps of the global environment, consistent with previous work showing 

that CA1 switches between different stable spatial maps of the same environment (Sheintuch 

et al., 2020). In this scenario, CA1 would be switching between stable spatial maps for each 

running direction in order to construct a global representation of the environment. 

 

1. 3. Origin of directional signals 

 
One possible source of directionally tuned inputs to the hippocampus might be head-direction 

cells that are located in the MEC (Sargolini, 2006). Alternatively, directionally tuned inputs to 

the hippocampus might be provided by grid cells. Even though grid cells are not tuned to a 

single direction, they show modulation by head direction in a location-dependent manner 

(Gerlei et al., 2019). Grid cells are most abundant in layer II of the MEC and while they only 

represent a minority of MEC neurons (10/20%) that project to the hippocampus (Diehl et al., 

2017; Sargolini, 2006; Sun et al., 2015; Zhang et al., 2013), the MECII projects heavily to the 

dentate gyrus and provides the main source of the entorhinal cortical inputs to CA3 

(Deshmukh, 2020; Kerr et al., 2007; Witter and Amaral, 1991; Witter et al., 2000). A second 

type of grid cells might also provide directionally tuned inputs to the hippocampus: a majority 

of grid cells located in MEC III and V show conjunctive coding of position and direction 

(Sargolini, 2006). The MEC III projects to CA1 (Li et al., 2017) and this might provide CA1 

with a source of directionally tuned inputs. By contrast to the dentate gyrus and CA1, the 

source of directionally tuned inputs to CA3 remains to be elucidated since the connectivity 

patterns between the entorhinal cortex and CA3 vary across species: the rat CA3 receives 

inputs from layer II of the entorhinal cortex (Deshmukh, 2020; Dolorfo and Amaral, 1998; 

Kerr et al., 2007; Steward, 1976; Witter et al., 2000), while the mouse CA3 receives inputs 

from the entorhinal cortex layer III (van Groen et al., 2003). It is possible that hippocampal 

neurons receive multiple sources of inputs such that the dentate gyrus and CA3 receive 

directionally tuned inputs from grid cells in MEC II while CA1 receives directionally tuned 

inputs from conjunctive coding grid cells in MEC III. Such a dual nature of directionally 
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tuned inputs to the hippocampus might explain why the dentate gyrus and CA3 are selective 

for running direction based on firing rates but not CA1. 

 

By contrast to head-direction cells in other brain regions, it is thought that directional tuning 

is not a fundamental firing property of hippocampal neurons and may instead arise from 

experience-dependent learning. This notion is based on the variability of directional firing in 

hippocampal neurons (McNaughton et al., 1996; Navratilova et al., 2012; Schwindel et al., 

2016) and the modulation of directional firing by different factors such as experience 

(McNaughton et al., 1983; Navratilova et al., 2012; Schwindel et al., 2016) and the 

availability of local cues (Battaglia, 2004). Directional tuning of hippocampal neurons may 

therefore arise from non-homogeneous distributions of head-direction signals caused by 

differences in the positions visited at different head directions, which may then lead to 

preferred firing in the running directions that have been encountered most (Muller et al., 

1994). Related theoretical work has proposed that directional firing can be interpreted as a 

predictive code that emerges from repeated visits of the same running direction (Stachenfeld 

et al., 2017).  

 

1. 4. Distance coding in the dentate gyrus 

 

Our finding that spatial activity maps were decorrelated for different running directions in all 

three hippocampal subregions indicates that the environment is not represented in a single, 

allocentric reference frame when it is encountered in different running directions. However, 

we find that spatial activity maps for the dentate gyrus show substantial correlations after 

aligning them to the direction of running, which were on the order of the correlations 

observed between maps for the same running direction (Figs 4.10 and 4.13). This finding 

indicates that rather than encoding position of the animal in allocentric coordinates, the 

dentate gyrus encodes distance run along the linear track. Such egocentric distance coding 

was not observed in other hippocampal regions. Interestingly, this observation is made when 

including all recorded cells, but not when selecting spatially modulated cells, indicating that 

neurons that are not apparently spatially modulated play an important role to encode distance 

run along the track to construct spatial representations. These results are consistent with 

previous reports of mixed selectivity and multiplexed coding in the dentate gyrus (Morris et 

al., 2013a, 2013b; Murano et al., 2020; Stefanini et al., 2018). However, at first sight high 

directional selectivity and distance coding appear contradictory, as distance coding requires 

neuronal activity at equivalent distances in both directions of running, and would therefore 

counteract directionally selective firing. We hypothesize that the two observations can be 
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reconciled by rate changes of the distance coding, “flipped” firing fields - i.e. the firing fields 

appear at equivalent distances, but with different rates. In addition, a separate population of 

dentate gyrus neurons shows complete selectivity (selectivity = 1) by only firing during runs 

in one direction, but not in the other, as has been described by previous reports about context 

selectivity in dentate gyrus neurons (Allegra et al., 2020; Cholvin et al., 2021). Our results are 

consistent with a prediction that the dentate gyrus creates a unified representation of space 

and task. Indeed, the observation that disruption of the dentate gyrus local circuit prevents 

visual inputs to drive selective and stable spatial firing in CA1 led to the hypothesis that the 

dentate gyrus builds a representation of physical space by binding an internal representation 

of space and external landmarks that is required for a stable spatial code in CA1 (Lee et al., 

2012b). 

 

1. 5. What is the source of distance information? 

 

While directional signals to the dentate gyrus might be provided by the MEC, where does the 

information about distance arise? One possible answer is that distance signals arise as a result 

of spatial signals also conveyed to the hippocampus by the MEC. During exploration of an 

environment, animals integrate information relative to self-movements to determine their 

position within the environment through a process named ‘path integration’ (Knierim et al., 

2014), enabling them to find their homes after a convoluted journey devoid of external 

sensory information (Whishaw and Tomie, 1997). MEC neurons generate a dynamic 

representation of the animal’s position during navigation by integrating information about 

self-motion (Campbell et al., 2018; Savelli et al., 2008; Solstad et al., 2008). Specifically, 

some MEC neurons are tuned to the distance travelled and integrate self-motion information 

to modulate estimates of position (Campbell et al., 2018). MEC neurons are also sensitive to 

the distance that separates an animal from an object, which led to categorising a 

subpopulation of MEC neurons as ‘object-vector cells’ (Høydal et al., 2019). Integration of 

self-motion information was also reported in grid cells, which constitute a subpopulation of 

MEC neurons (Hafting et al., 2005; Jacob et al., 2019; Kraus et al., 2015). Grid cells exhibit 

spatial representations that are highly dynamic and display mixed selectivity (Hardcastle et 

al., 2017) and it is thought that conjunctive coding of position, direction and distance updates 

grid coordinates during self-motion-based navigation (Sargolini, 2006). The MEC projects to 

the dentate gyrus via the medial perforant path that contacts granule cell dendrites (Dolorfo 

and Amaral, 1998; van Groen et al., 2003; Kerr et al., 2007; Steward, 1976). The conversion 

of inputs from the entorhinal cortex to dentate gyrus is thought to enable fast encoding and 

efficient recall of spatio-temporal information (Cholvin et al., 2021). Consistent with the 
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notion that distance signals are conveyed to the DG by the MEC, the MECII-DG pathway 

was shown to create a persistent representation of the behavioural task performed by the 

animal, based on learned visual cues and integration of positional and spatial information 

suggesting that the MECII-DG pathway plays a crucial role in the representation of non-

allocentric information (Cholvin et al., 2021; Qin et al., 2018). 

 

1. 6. Decoding position, direction and distance in the dentate gyrus, CA3 and CA1 

 

Our analysis of spatial correlations of ‘flipped’ maps indicates that in the dentate gyrus, but 

not in CA3 and CA1, individual neurons produce spatial representations consistent with an 

egocentric spatial representation, encoding the distance that the animal has travelled from its 

starting point rather than its allocentric position along the track. However, a low egocentric 

map correlation at the single-cell level does not imply that travelled distance is not 

represented in CA3 and CA1 activity, as these neural populations could employ different 

encoding schemes to jointly represent position and travelled distance. For example, separate 

coding schemes could be used to encode travelled distance at different running directions, 

resulting in low spatial “flip” correlations despite a high discriminability of different running 

distances. 

 

To evaluate the extent to which egocentric and allocentric coordinates are represented along 

the hippocampal circuit, a collaborator of ours isolated population activity vectors from the 

first and the last 20% of the track and labelled them according to both position and distance 

travelled. He then used a linear decoder to predict the value of these labels from population 

activity in a cross-validated decoding scheme (Stefanini et al., 2018) (Fig 5.1). To ensure that 

the two variables were independently assessed, the decoder for one variable was performed 

on a balanced training set that did not favor any of the two values of the second variable. To 

do so, the decoder for position (0 vs 1) was trained on a balanced mix of distance (start and 

end) for each of the two position values: (0-start + 0-end) vs (1-start + 1-end) - and vice versa 

for the distance decoding analysis. Consistent with the findings on single-cell spatial 

remapping (Fig. 5), this decoding analysis revealed that information on egocentric distance is 

more decodable than allocentric position in the dentate gyrus (p < 0.001), whereas the 

opposite is true for CA1 activity (p < 0.001). Interestingly, despite the low flipped spatial 

correlation, he found that neuronal activity in CA3 represents both variables similarly well p 

> 0.05), suggesting that CA3 employs different coding strategies for egocentric and 

allocentric position in different running directions, while DG and CA1 primarily encode 

egocentric and allocentric position, respectively. 
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Figure 5.1. Transformation of population codes for position and distance along hippocampal circuits. (A) Schematic 
of the different labeling of the neural data used for the decoding analysis of allocentric position (left) and egocentric 
traveled distance (right). In the two cases, neural data is the same but the label is changed according to different 
behavioral correlates. (B) Decoding performance obtained by the analysis in A for activity in the DG (mean decoding 
performance: Position 0.65; Distance: 0.81, p < 0.001), CA3 (mean decoding performance: Position 0.915; Distance: 
0.925, P>0.2) and CA1 (mean decoding performance: Position 0.83; Distance: 0.73, P<0.001). Box plots show the 
distribution for n=25 cross-validation folds using pseudo-simultaneous activity built from all animals combined. Grey 
violin plots show decoding results for a shuffled dataset (see Methods). Significance levels are computed by a Mann–
Whitney U test (NS: P>0.05, ***: P<0.001). 
 

 

1. 7. Coherence with theoretical predictions 
 

Our findings provide direct experimental evidence for several theories of how the 

hippocampus constructs the cognitive map along its circuits. First, they are consistent with the 

parallel maps theory, which predicts that the dentate gyrus constructs primarily a “bearing 

map” from self-movement and directional cues, whereas CA1 constructs a “sketch map” from 

positional cues (Jacobs and Schenk, 2003). In addition, our results are also compatible with 

the two-stream hypothesis, which describes a separation between the processing of 



 100 

information relative to the content (‘what’) and the location (‘where’) of an event within 

hippocampal subregions . These predictions were made based on functional and anatomical 

distinctions between the ‘what’ and ‘where’ pathway in the dentate gyrus, CA3, and CA1 

subregions (Amaral and Witter, 1989; Burke and Barnes, 2011; Chawla et al., 2005; 

Henriksen et al., 2010). Consistently with this hypothesis, previous reports using immediate 

early genes (IEG) expression showed that distal CA1 and proximal CA3 respond to positional 

(discrete cues) but not the dentate gyrus. By contrast, the dentate gyrus and proximal CA3 but 

not CA1 respond to directional cues (general, obvious cues) (Hoang et al., 2018). Our results 

provide direct evidence for these predictions for the differential roles of the dentate gyrus, 

CA3 and CA1 in representing space. In particular, our results for distance coding are coherent 

with a representation of space based on navigational signals in the dentate gyrus. 

 

1. 8. Cells that are not strongly spatially modulated contribute to represent the 

environment 

 
The finding that in the dentate gyrus, neurons that are not spatially modulated also contribute 

to distance coding is relevant to the process of selecting spatially modulated cells, a 

widespread practice in recent studies of spatial navigation. The definition of spatially 

modulated cells was developed as a result of the discovery of spatial coding in hippocampal 

neurons and is based on an arbitrary threshold that is at least in part guided by arbitrary 

criteria. Recent work revealed that neurons that fail the spatial modulation criteria also 

contribute to building representations of the physical environment (Liu et al., 2021; Sheintuch 

et al., 2020; Stefanini et al., 2018). Our finding of distance coding in non-spatially modulated 

neurons is coherent with these previous studies and with the view that non-spatially 

modulated neurons contribute to the representation of the spatial environment. 

 

 

1. 9. Representations of space are differentially modulated by novelty in 

hippocampal subregions 
 

My work also addresses whether the selectivity we observed for running direction is 

modulated by novelty. We used olfactory information as a form of contextual novelty and 

recorded neural activity in hippocampal regions while animals navigated in the linear track 

and were exposed to changing olfactory stimuli. In the familiar environment, selectivity for 

running direction was higher in the DG and CA3 than in CA1 (Fig 4.15), confirming our 

results showing that the dentate gyrus and CA3 are more selective for running direction (Fig 

4.7). In the dentate gyrus, selectivity for running direction remains similarly high upon 
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exposure to the novel odor. Constant levels of selectivity in the dentate gyrus might be 

explained by sparse firing in the dentate gyrus, whereby the capacity of the circuit to 

disambiguate contextual information based on firing rates would remain stable regardless of 

contextual changes (Danielson et al., 2017; GoodSmith et al., 2019; Neunuebel and Knierim, 

2012).   

 

Our preliminary data also suggest that in CA3, selectivity for running direction drops upon 

exposure to novel contextual information, suggesting that CA3 is sensitive to contextual 

novelty. This is coherent with previous reports indicating that CA3 implements changes in 

firing rates immediately upon changes in sensory cues (Leutgeb et al., 2006). CA3 pyramidal 

neurons are thought to support the formation of neuronal ensembles that generate rapid and 

arbitrary combinations of inputs, for instance between landmarks and objects (Rebola et al., 

2017; Rolls et al., 1998), which might lead to an initial and fast encoding of memories 

(Kesner and Rolls, 2015; Kornblith et al., 2013; Nasr et al., 2011; Piette et al., 2020). This 

fast encoding of novel contextual information would therefore be consistent with role of CA3 

as an autoassociative network (Leutgeb et al., 2006). 

 

Finally, consistently with our previous results, CA1 selectivity was lowest in the hippocampal 

subregions but seems to increase upon exposure to novel contextual information. This is 

consistent with previous reports of the modulation of CA1 activity by contextual information 

(Muller and Kubie, 1987) such as olfactory stimuli (Anderson and Jeffery, 2003). Olfaction is 

a powerful sensory modality for rodents and olfactory stimuli may signal environmental 

changes that impact the animal’s behaviour. An increase in selectivity for running direction 

would be consistent with the idea that CA1 produces an abstract representation of the 

environment (Ito et al., 2015; Keinath et al., 2020) that is relevant to the behaviour of the 

animal (Allegra et al., 2020). It would also be coherent with recent work showing that 

repeated exposures to different contexts enhance generalization in CA1 neurons, possibly to 

enhance the predictability of new contexts (Liu et al., 2021).  

 

Overall, our preliminary results suggest that contextual novelty differentially modulates 

representations of space in hippocampal regions, suggesting that the dentate gyrus, CA3 and 

CA1 might play specific functional roles during processing of contextual novelty. Larger 

sample numbers will be required to draw final, statistically robust conclusions. 
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1.10. Non-measured variables may impact neuronal firing 

 

The present behavioural paradigm did not include any quantification of the amount or 

concentration of the odor inhaled by the animal, the animal’s breathing rate or behavioural 

differences across olfactory environments, and therefore fails to take into account possible 

variability in the amount of olfactory information available to the animal. Similarly, variables 

that are not being measured might impact the neuronal activity recordings obtained in this 

study, such as attention of the animal, goal or thirst. Future work will require more precise 

experimental setups to assess the effect of these variables (Schmidt-Hieber, 2018). 

 

1.11. Variability in neuronal responses 

 
Throughout this study, differences may arise because of functional differences within regions, 

linked to structural differences that have not been characterized yet. The wide range of 

selectivity and spatial correlation values obtained within each hippocampal subregion might 

be caused by different factors. First, variability in the results obtained within hippocampal 

subregions might be caused by variability in the positioning of the GRIN lens in the neural 

tissue. The high spatial precision required by GRIN lens implants for microendoscope 

calcium imaging combined with morphological differences across animals and variability 

during the experimental procedure generates variability in the position of the GRIN lens in 

the neural tissue. A second explanation for the variability observed might be the naturally 

occuring structural and functional heterogeneity. Strong evidence of structure-function 

relationship in the hippocampus was provided by the characterisation of inhibitory 

interneuron circuits (Preston-Ferrer and Burgalossi, 2018) but while it is now possible to 

identify broad cell groups such as granule cells and mossy cells in the dentate gyrus, a more 

precise neuronal classification is needed. Identified neuronal populations are heterogeneous 

and can display different connectivity, genetics, morphologies, functional roles (Anderson 

and Jeffery, 2003; Deshmukh, 2020; Erwin et al., 2020; Henriksen et al., 2010; Hunt et al., 

2018; Lee et al., 2015; Li et al., 2017; Schoenfeld et al., 2021; Vandael et al., 2020), as well 

as differential theta modulation and innervation patterns by the entorhinal cortex (Oliva et al., 

2016). Neuronal classification must therefore be refined in order to resolve structure-function 

relationships and reveal cellular mechanisms underlying hippocampal circuit computations. A 

third explanation for the variability observed is that neurons within a population may be tuned 

to different variables and some may respond more strongly to the variables measured by the 

experimenter than others (Preston-Ferrer and Burgalossi, 2018). 
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2. Strength and limitations of the study 
 

2.1 Strengths of the study 

 

Single-photon microendoscope calcium imaging allows the recording of neural activity from 

identified neuronal populations in freely-moving animals. Here, we recorded the activity from 

identified dentate gyrus granule cells, and pyramidal neurons in CA3 and CA1 while animals 

navigated freely in a linear track. Compared to many modern techniques where animals are 

head-fixed or navigating in virtual reality, microendoscope single photon imaging allows the 

investigation of neuronal processes associated with a wide-range of naturalistic animal 

behaviour (Jennings et al., 2015; Resendez and Stuber, 2015). Specifically, microendoscopes 

allow unrestrained navigation of the animals, which is more ethologically sound for rodents 

that evolved to navigate in the wild (Ghosh et al., 2011; Resendez and Stuber, 2015). Here, 

we investigated spatial representations in hippocampal neurons in mice that navigated 

spontaneously back and forth along a linear track. The mice were quick to habituate to the 

weight of the microscope and already showed good mobility during their first exposure to the 

linear track. By performing single-photon calcium imaging from the dentate gyrus, CA3, and 

CA1, we provide one of the first descriptions of representations of spatial position, running 

direction, and distance in all major hippocampal subregions under the same task conditions in 

freely moving animals.  

 

 

2.2. Limitations of the study 

 

Calcium imaging lacks sufficient temporal resolution to distinguish bursts from single spikes 

under typical in vivo recording conditions (Danielson et al., 2016b; GoodSmith, 2017; 

Hainmueller and Bartos, 2018). Furthermore, because of scattering of light by brain tissue, 

signal-to-noise ratio of single-photon imaging is relatively low, and it is therefore under most 

conditions, including ours, not possible to identify silent cells as their baseline fluorescence 

emission is too low. In addition, while microendoscopes allow unrestrained navigation of the 

animals, which is more ethologically sound for rodents that evolved to navigate in the wild, 

microendoscope single photon imaging does not allow precise control of the many stimuli 

that might modulate neural activity. 

 

Single-photon microendoscope calcium imaging requires the implant of a GRIN lens (500 um 

diameter in this study). The implant of a 500um GRIN lens causes undeniable tissue damage 
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and might impact neuronal activity observed when a subregion is lesioned (for example a 

lesion of the CA1 hippocampal subregion during recordings of the dentate gyrus). It is 

important to note however that the tissue damage resulting from an implant is smaller 

compared to other types of implants such as imaging cannulas for 2-photon imaging, whose 

diameter is larger. 

 

We did not investigate the long-term dynamics in the same populations of identified 

hippocampal neurons. Previous work has revealed that spatial representations are dynamic 

and that a stable representation of the environment is maintained despite a substantial 

turnover in spatially modulated neurons (Ziv et al., 2013). Future experiments should explore 

long-term stability of representations of spatial position, running direction and distance in 

hippocampal subregions and investigate whether processing of distinct spatial variables 

evolves over time.  

 

Lastly, we did not identify the elements of the hippocampal circuits that support processing of 

spatial position, running direction and distance and their transformation along the 

hippocampal axis. Future work should manipulate the activity of different elements to 

disentangle the circuit mechanisms at play. For instance, blockade of MEC neurons located at 

different depths would enable the identification of the input source giving rise to the 

selectivity for direction that we observe in the dentate gyrus and CA3 and the directionally 

selective spatial representations observed in all regions. Similarly, blockade of MEC neurons 

would indicate whether they are the source of the distance coding that we observed in the 

dentate gyrus. Furthermore, sequential inactivation of principal cell populations in the 

hippocampal regions would also provide a valuable insight into the transformations of spatial 

representations along the hippocampal circuit, and whether they arise as a result of 

hierarchical processing or rather, by direct inputs from extra-hippocampal regions. 

 

3. Concluding remarks  
 

In this study, we explore how representations of spatial position, running direction, and 

distance evolve along the hippocampal circuit. By performing single-photon calcium imaging 

from the dentate gyrus, CA3, and CA1, we find that in mice spontaneously running back and 

forth along a linear track, all regions display directionality in their spatial firing patterns, 

neuronal activity in the dentate gyrus and in CA3 is more selective for the direction of 

running than activity in CA1 and activity in the dentate gyrus encodes covered distance in 

egocentric coordinates. We also find that selectivity for running direction in the dentate gyrus, 
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CA3 and CA1 is differentially modulated by novelty. Overall, we provide one of the first 

descriptions of these representations in all major hippocampal subregions under the same task 

conditions in freely moving animals. Future work should involve chronic recordings of the 

same neuronal populations to assess the stability of neuronal representations over time, as 

well as manipulation of neuronal activity to identify the sources of positional, directional and 

distance-tuned inputs to the hippocampus and confirm hierarchical processing along the 

hippocampal circuit. 
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ABSTRACT 

Forming a precise memory of our spatial environment is essential for our 

survival, as we depend on our ability to store and recall important locations. 

The hippocampus is thought to provide the brain with a cognitive map of the 

external world by processing various types of spatial information along its 

circuits. How essential spatial variables such as direction and position are 

hierarchically transformed along hippocampal subregions to construct this 

global map is unclear. To address this question, we perform single-photon 

widefield microendoscope calcium imaging of the dentate gyrus, CA3 and CA1 

hippocampal subregions in mice freely navigating along a linear track. We find 

that neurons throughout the hippocampus show directionality in their spatial 

responses, with particularly strong selectivity for the running direction in the 

dentate gyrus and in CA3. In addition, spatial activity maps in the dentate 

gyrus are correlated after aligning them to the running directions, suggesting 

that they represent the distance covered along the track in egocentric 

coordinates. In combination with decoding of population activity, our data 

suggest that along the hippocampal circuit, spatial representations develop 

from contextually selective, egocentric distance coding to segmented 

allocentric representations of the environment. 

  



 

INTRODUCTION 

Neuronal activity in the hippocampus is thought to provide the brain with a cognitive 

map of its spatial surroundings. This map is constructed from the collective firing of 

place cells, which fire spikes at one or more specific locations of the environment 

termed their place fields (O’Keefe and Dostrovsky, 1971). To produce the striking 

place cell code, anchored in allocentric coordinates of the external world, various 

sources of spatial information need to be processed in hippocampal circuits, 

including external cues such as landmarks and boundaries, as well as internal 

information such as vestibular and proprioceptive stimuli. 

How is the cognitive map built from this information along the hippocampal circuit? 

While best described and studied in area CA1 of the hippocampus, place cells have 

been found in all hippocampal subregions, including the dentate gyrus and CA3. 

Different types of spatial variables are processed and contribute to spatial 

representations. The location of the animal in the environment was first identified as 

a determinant of place cell activity. The basic properties of place cells differ between 

hippocampal regions. Compared to CA3 and CA1, place cells in the dentate gyrus 

more often have multi-peaked firing fields, low spatial information content, and high 

stability across recording sessions in the same environment (Hainmueller and 

Bartos, 2018; Jung and McNaughton, 1993; Leutgeb et al., 2007). Place cells in 

these regions also differ in the way they respond to changes in the spatial 

environment. When either a new environment is encountered or the context of the 

present environment changes, some place cells respond with changes in the location 

of their firing field (“global remapping”), while others retain the location of their firing 

fields, but change the rate of firing at this location (“rate remapping”). Global and rate 

remapping are found to different degrees among the place cell populations in the 

three regions. While a substantial fraction of place cells in the dentate gyrus (Allegra 

et al., 2020; Hainmueller and Bartos, 2018; Jung and McNaughton, 1993; Leutgeb et 

al., 2007; Neunuebel and Knierim, 2012, 2014) and in CA3 (Leutgeb et al., 2007, 

2004, 2005; Schwindel et al., 2016) show global remapping, rate remapping 

dominates among CA1 place cells (Anderson and Jeffery, 2003; McNaughton et al., 

1983; Navratilova et al., 2012). These differences in both static and dynamic aspects 

of the place cell code suggest that hippocampal subregions serve different purposes 

in constructing the cognitive map. 

What type of spatial information is required to build the cognitive map? When 

animals navigate in open 2-dimensional environments, the spatial firing of place cells 

is anchored in a global, “allocentric” coordinate system that is centered in the outside 

world and largely independent of an animal’s orientation. However, to make use of 
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e.g. spatial landmarks that have been visually identified, additional information is 

required about the position relative to a body-centered, egocentric coordinate system 

so that one’s position in world-centered coordinates can be computed.  Egocentric 

information is also required to produce directional representations in place cells, 

which are increasingly encountered when the environment is narrowed from open 2-

dimensional surroundings to a linear track, where the presence and location of place 

fields depend on the direction of running (McNaughton et al., 1983; Navratilova et al., 

2012). Ego- and allocentric information is thought to be conveyed to the 

hippocampus by distinct input sources (Lisman, 2007). The lateral entorhinal cortex 

(LEC) represents information relative to external cues in egocentric coordinates, 

while the medial entorhinal cortex (MEC) processes information about self-motion in 

an allocentric coordinate system (Hafting et al., 2005; Wang et al., 2018). As the 

entorhinal cortex shows different projection patterns to hippocampal subregions, 

these information streams will be differentially available along the hippocampal 

circuit. 

In addition to neurons that are spatially modulated at the single-neuron level, such as 

place cells, neurons with no apparent spatial tuning may also contribute to spatial 

coding at the population level. Non-spatial neurons in both the dentate gyrus and 

CA1 have been shown to contribute to a population code of space that contains 

information about position, direction, and speed of an animal (Stefanini et al., 2020). 

Similarly, when exposed to a familiar or a novel environment, a substantial fraction of 

dentate gyrus neurons selectively only fire in one of the two environments at all, 

allowing to decode the spatial environment from neuronal activity without accounting 

for the spatial modulation of the individual neurons (Allegra et al., 2020). Thus, the 

cognitive map can be built not only from place cells, but also from neurons that 

individually do not show any apparent spatial modulation. 

Previous theoretical work has predicted that the cognitive map is built from distinct 

contributions from different hippocampal subregions, where CA1 relies on positional 

cues, while the dentate gyrus uses navigation-relevant landmarks (Hoang et al., 

2018; Jacobs and Schenk, 2003; Lee et al., 2012). Furthermore, it has been 

proposed that the content (‘what’) and the location (‘where’) of an event are 

differentially processed within hippocampal subregions (Chawla et al., 2005; Hoang 

et al., 2018). These predictions were made based on functional and anatomical 

distinctions between the ‘what’ and ‘where’ pathway in the dentate gyrus, CA3, and 

CA1 subregions (Amaral and Witter, 1989; Burke et al., 2011; Chawla et al., 2005; 

Henriksen et al., 2010). Consistent with this hypothesis, immediate early gene (IEG) 

expression indicates that distal CA1 and proximal CA3, but not the dentate gyrus, 
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may respond to positional cues. By contrast, the dentate gyrus and proximal CA3, 

but not CA1, may respond to directional cues (Hoang et al., 2018). However, these 

predictions have not been directly tested yet by assessing how variables such as 

contextual selectivity, directional, and positional information are processed and 

transformed along the hippocampal circuit. Given the projection patterns of the 

sources of this information to different hippocampal subregions, we hypothesize that 

these information streams are processed differently along the hippocampal circuit, 

similarly to other brain systems that show hierarchical processing (Felleman and Van 

Essen, 1991). Testing this hypothesis requires recording neuronal activity from 

identified hippocampal subregions during navigation under identical task conditions. 

To tackle this challenge, we perform single-photon widefield microendoscope 

calcium imaging from the dentate gyrus, CA3 and CA1 hippocampal subregions in 

mice freely navigating along a linear track. We find that spatial representations in all 

areas depend on the direction of travel. Furthermore, representations in DG and CA3 

are significantly more selective for directional context than area CA1. In addition to 

strong selectivity, spatial representations in the dentate gyrus are also highly 

correlated after aligning them to the direction of travel, indicating that distance 

covered is represented in egocentric coordinates in this region. Together with 

decoding of population activity, our results suggest that spatial representations 

evolve from egocentric representations in the dentate gyrus towards segmented 

allocentric maps in area CA1. Our findings are consistent with the notion that the 

dentate gyrus and CA3 regions are highly selective for spatial context. They are also 

compatible with theories of the cognitive map where the dentate gyrus provides 

egocentric information, while downstream regions then construct an allocentric 

positional cognitive map of space. 

 

 

RESULTS 

Single-photon microendoscope calcium imaging in mice freely navigating 

along a linear track. 

To explore how different hippocampal subregions construct a representation of 

space, we recorded neuronal activity from the dentate gyrus, CA3 and CA1 

hippocampal subregions using microendoscope single-photon calcium imaging in 

freely navigating mice. We first implanted a gradient-index (GRIN) lens above the 

hippocampal subregion of interest (Fig 1). We then proceeded to record neuronal 

population activity while the mice navigated spontaneously back and forth along a 
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linear track during 10-minute sessions on multiple days (Fig. 2). The 60-cm linear 

track was enriched with visual cues (eg. playing cards) on the walls as well as Lego 

bricks at the extremities of the track. This approach allowed us to record neuronal 

activity from all three identified hippocampal subregions in freely navigating animals. 

 

 

 

 

Figure 1. Experimental approach for in vivo Ca2+ imaging through a microendoscope 

(A) Schematic of the microendoscope (Doric efocus) allowing electronic focussing. (B) Cartoon of a mouse implanted 

with a microendoscope for performing in vivo Ca2+ imaging through a GRIN lens. (C) Left, schematic of the imaging 

implant in the dentate gyrus. Right, representative confocal image of the GRIN lens position above GCaMP6f-

expressing neurons in the dentate gyrus. (D) Left, same as C left but for CA3. Right, same as C right but for CA3. (E) 

Left, same as C left but for CA1. Right, same as C right but for CA1. The dotted lines highlight the specific imaged 

region. gcl: granule cell layer; pyr: pyramidal layer. 

 

 



 

 

Figure 2. Single-photon imaging from hippocampal subregions in freely moving animals. 

(A) Schematic of the experimental setup illustrating a mouse freely navigating along a linear corridor (left) in 

outbound (OUT) and inbound (IN) running directions (right). (B) Trajectory of three example mice along the 60-cm 

linear track. (C) Top: schematic of the imaging implant in the dentate gyrus (left) and a representative maximum 

projection of GCaMP6f-expressing granule cells during an in vivo recording session (right). FOV: field of view. 

Bottom: representative imaging session showing animal speed and motion direction along the linear track. The 

bottom traces show fluorescence extracted from regions of interest (ROIs) of an example recording session in the 

DG. The black tick marks indicate detected activity events during running periods. The red and green vertically 

shaded regions highlight inbound or outbound running directions. (D) Same as C but for CA3. (E) Same as C but for 

CA1. 

 

 

 



 

Spatial representations are modulated by the direction of motion in DG, CA3, 

CA1 

To identify how spatial activity is modulated by the running direction, we split the 

neuronal activity depending on the direction of motion of the animal (Fig 3A, C and 

E). We first quantified the fraction of spatially modulated cells, which was similar 

across the three regions (Fig S1). We then compared spatial activity maps for the 

same running directions by splitting laps into odd and even traversals and comparing 

map correlations for even laps with correlations for odd laps for a given direction (IN 

(odd-even) and OUT (odd-even); Fig 3B,D,F left panels). The dentate gyrus, CA3 

and CA1 showed a pronounced correlation for spatial activity maps in the same 

direction (Fig 3B,D,F middle panel and Fig 3G; p > 0.05 between IN (odd-even) and 

OUT (odd-even)). We then compared correlations between spatial activity maps for 

traversals in the same direction with correlations between spatial activity maps for 

traversals in opposite directions and found a lower correlation in opposite directions 

in all three regions (Fig 3B,D,F and G; p <0.01). Comparable results were found for 

both spatially modulated and unmodulated cells (Fig 3I). To determine how 

directional spatial representations evolve along the hippocampal circuits, we directly 

compared the three hippocampal subregions by measuring the spatial decorrelation 

(e.g. the reduction in correlation). No significant difference was observed between 

the three hippocampal subregions, regardless of whether only spatially modulated or 

all cells were included (Fig 3H and 3J). Overall, these results indicate that all three 

hippocampal subregions show directional spatial representations along the linear 

track. 

 

Figure S1. Supplement to Figure 3. 

Fraction of spatially modulated cells in DG, CA3 and CA1 (DG, 0.26 ± 0.03; CA3, 0.31 ± 0.03; CA1, 0.31 ± 0.04; DG 

vs CA3, p = 0.78; DG vs CA1, p = 0.86; CA3 vs CA1, p = 1.00). ns, not significant. 



 

 



 

Figure 3. Spatial representations are modulated by running direction in all hippocampal subregions. 

(A) Left: pair of spatial activity maps of all spatially modulated neurons in DG sorted by the position of maximal 

activity in the left map (inbound direction). Right: spatial activity map of four example neurons. (B) Left: Spatial 

population vector (PoV) correlation matrices for inbound (top) and outbound (bottom) running directions in the DG. 

PoV correlations were computed for each spatial bin in the even lap crossings (x axis) with each bin in the odd lap 

crossings (y axis). Right: Spatial PoV correlation matrices for same (left, SAME odd-even) and different (right, IN-

OUT) running directions in the DG. (C, D) Same as A-B but for CA3. (E, F) Same as A-B but for CA1. (G) 

Correlations between mean spatial activity maps across recording sessions within the same direction (SAME even-

odd) and between different directions (IN-OUT) in the DG (left, spatial correlation: SAME even-odd, 0.39 ± 0.04; IN-

OUT, -0.25 ± 0.17; Wilcoxon test, p = 7 x 10-7), CA3 (middle, spatial correlation: SAME even-odd, 0.549 ± 0.03. IN-

OUT, -0.16 ± 0.08; Wilcoxon test, p = 3 x 10-6) and CA1 (right, spatial correlation: SAME even-odd, 0.41 ± 0.02; IN-

OUT, -0.13 ± 0.04; Wilcoxon test, p = 3 x 10-6). PCs: spatially modulated cells. (H) Spatial decorrelation, quantified as 

the difference between spatial correlations within the same direction (even-odd) and between different directions 

(inbound and outbound) in spatially modulated neurons in the DG (0.64 ± 0.17), CA3 (0.71 ± 0.08) and CA1 (0.55 ± 

0.04). No differences have been found between the three hippocampal subregions (DG vs CA3: ANOVA with 

Bonferroni correction, p = 0.99; DG vs CA1: ANOVA with Bonferroni correction, p = 0.99; CA3 vs CA1: ANOVA with 

Bonferroni correction, p = 0.16). (I) Same as G but including both spatially modulated and unmodulated cells in the 

DG (SAME even-odd, 0.17 ± 0.03; IN-OUT, -0.16 ± 0.06; Wilcoxon test, p = 2 x 10-6), CA3 (SAME even-odd, 0.36 ± 

0.03; IN-OUT, 0.03 ± 0.06; Wilcoxon test, p = 4 x 10-6) and CA1 (SAME even-odd, 0.17 ± 0.03; IN-OUT, 0.01 ± 0.03; 

Wilcoxon test, p = 0.002). (J) Same as H but including both spatially modulated and unmodulated cells in the DG 

(0.35 ± 0.08), CA3 (0.33 ± 0.05) and CA1 (0.16 ± 0.05). No differences have been found between the three 

hippocampal subregions (DG vs CA3: ANOVA with Bonferroni correction, p = 0.99; DG vs CA1: ANOVA with 

Bonferroni correction, p = 0.25; CA3 vs CA1: ANOVA with Bonferroni correction, p = 0.08). Bars represent mean ± 

SEM. Circles represent recording sessions color-coded for each animal (DG, n = 10 sessions from 5 animals; CA3, n 

= 13 sessions from 3 animals; CA1, n = 18 sessions from 4 animals). ns, not significant; **, p < 0.01; ***, p < 0.001. 

 

Selectivity for running direction is higher in DG and CA3 than in CA1 

Activity in the dentate gyrus has been reported to be highly selective for the 

environmental context (Allegra et al., 2020; Neunuebel and Knierim, 2014). We 

wondered whether such selectivity would also be reflected by overall changes in 

firing rates across running directions. To assess whether distinct hippocampal 

subregions show selective activity for different running directions within the same 

environment, we quantified relative differences in event rates during runs in one vs 

the other direction, without accounting for the spatial modulation of individual 

neurons. We found that context (directional) selectivity was highest in the DG and 

CA3 (Fig 4A ; DG vs CA3, p > 0.05). Consistent with previous reports of CA1 

showing low context selectivity (Allegra et al., 2020; Leutgeb et al., 2004; Neunuebel 

and Knierim, 2014), CA1 selectivity for running direction was lower than in the 

dentate gyrus (p < 0.01) and in CA3 (p < 0.01). Sparse firing in the dentate gyrus 

may contribute to its high selectivity, as we found lower activity in the dentate gyrus 

compared to CA3 and CA1 (Fig 4B; DG vs CA3, p < 0.05; DG vs CA1, p > 0.05; CA3 

vs CA1, p > 0.05). In contrast, activity rates in CA3 and CA1 were similarly high. To 

verify whether the higher selectivity for running directions in the DG may arise from 

its sparse coding, we computed the expected selectivity from a shuffled version of 

the experimental dataset. We found that selectivity in the DG was comparable to the 

selectivity expected from the shuffled dataset (p > 0.05). By contrast, selectivity in 
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CA3 was higher than expected from the bootstrap dataset (p < 0.001). Together, 

these results reveal that selectivity for running directions is highest in the DG and 

CA3. Furthermore, sparse firing can explain the high selectivity in the DG but not in 

CA3, which may inherit selectivity from the upstream DG.  

 

 

Figure 4. Selectivity for running direction is higher in DG and CA3 than CA1 

(A) Absolute selectivity for running direction in DG (0.65 ± 0.03), CA3 (0.60 ± 0.03) and CA1 (0.48 ± 0.03). Absolute 

selectivity was higher in both DG and CA3 compared to CA1 (DG vs CA1: ANOVA with Bonferroni correction, p = 

0.0008; CA3 vs CA1, ANOVA with Bonferroni correction, p = 0.008), whereas DG and CA3 showed comparable 

levels (DG vs CA3, ANOVA with Bonferroni correction, p = 0.99). (B) Event rate in the three hippocampal subregions 

(left; DG, 0.020 ± 0.002; CA3, 0.028 ± 0.002; CA1, 0.028 ± 0.003. DG vs CA3, ANOVA with Bonferroni correction, p 

= 0.04; DG vs CA1, ANOVA with Bonferroni correction, p = 0.08; CA3 vs CA1, ANOVA with Bonferroni correction, p 

= 0.99). (C) Absolute selectivity for running direction compared to a bootstrap dataset (expected selectivity) within 

each region (left: DG, same as A; expected, 0.59 ± 0.01, p = 0.14; middle: CA3, same as A; expected, 0.46 ± 0.01, p 

= 7 x 10-6; right: CA1, same as A; expected, 0.44 ± 0.01, p = 0.26). Bars represent mean ± SEM. Circles represent 

recording sessions color-coded for each animal (DG, n = 33 sessions from 5 animals; CA3, n = 28 sessions from 3 

animals; CA1, n = 28 sessions from 4 animals). ns, not significant; *, p < 0.05; **, p < 0.01; ***, p < 0.001. 

 

 



 

The dentate gyrus uses distance coding to build spatial representations 

While spatial representations in all regions were uncorrelated between different 

running directions, we noticed that population vector correlations in the dentate gyrus 

were correlated when one of the running directions was reversed (Fig. 3B). This 

observation suggests that representations at corresponding distances measured 

from the starting point of a track traversal are preserved, indicating that spatial firing 

is tuned to the distance covered by the animal rather than to allocentric positional 

coordinates. To quantify this observation, we measured correlations between spatial 

activity maps for traversals in opposite directions after reversing the order (“flipping”) 

of the maps for the outbound direction (Fig 5). We found that the dentate gyrus 

showed substantial correlations between flipped maps that were on the order of the 

correlations observed between maps for the same running direction (Fig 5C,F; p > 

0.05). The same result was obtained when including all cells, both spatially 

modulated and unmodulated (Fig 5H; correlation value: p > 0.05). This finding is 

consistent with the notion that neuronal activity in the dentate gyrus encodes covered 

distance along the track in either running direction. By contrast, no substantial 

correlations between flipped maps were observed in the downstream region CA3 

(Fig 5D,F). In this region, the correlation of the flipped maps was lower than 

correlation in the same direction, independently of whether all cells or only spatially 

modulated cells were included in the analysis (Fig 5F and H; p < 0.01 in both cases). 

In CA1, a significant difference was observed between flipped maps and maps of the 

same direction when including spatially modulated cells only (Figs 5E,F; p < 0.01), 

but the correlation between flipped maps was not significant when including all cells 

(Fig 5H; p > 0.05). We defined a measure of distance coding by subtracting the 

correlation value of the maps in opposite directions from the correlation values of the 

flipped maps, and found that when selecting spatially modulated cells exclusively, the 

measure of distance coding was not significantly different between hippocampal 

subregions (Fig 5G; p > 0.05). However, when selecting all cells, the measure of 

distance coding was significantly more pronounced in the DG than in the other 

regions (Fig 5I; p < 0.01). Overall, these results indicate that at the single-cell level, 

during track crossings in different directions, spatial firing fields in the DG appear at 

equivalent locations in egocentric coordinates, suggesting that they represent the 

distance that the animal has covered from its starting point rather than position in 

allocentric coordinates of the external world. 

 



 

 

Figure 5. Spatial information in DG reflects distance coding in egocentric coordinates. 

(A) Schematic of a mouse freely navigating along a linear corridor in outbound (OUT) and inbound (IN) running 

directions. (B) Spatial activity maps for an example cell in inbound (IN, left), outbound (OUT, middle) and flipped 

outbound running directions (FLIP, right). (C) Left: pair of spatial activity maps of all spatially modulated neurons in 

DG sorted by the position of maximal activity in the left map (inbound direction). Right: spatial population vector 

(PoV) correlation matrices for inbound and flipped outbound running direction in the DG. PoV correlations were 

computed for each spatial bin in the inbound lap crossings (x axis) with each bin in the flipped outbound lap crossings 

(y axis). (D) Same as C but for CA3. (E) Same as C but for CA1. (F) Correlations between mean spatial activity maps 

across recording sessions within the same direction (SAME even-odd), between different directions (IN-OUT) and 

between inbound and flipped outbound directions in the DG (left, spatial correlation: same dataset as Fig 3G left, 

FLIP, 0.21 ± 0.15; SAME odd-even vs IN-OUT, p = 0.005; IN-OUT vs FLIP, p = 0.17; SAME odd-even vs FLIP, p = 

0.78), CA3 (middle, spatial correlation: same data as Fig 3G middle, FLIP, 0.12 ± 0.06; SAME odd-even vs IN-OUT, 

p = 7 x 10-8; IN-OUT vs FLIP, p = 0.04; SAME odd-even vs FLIP, p = 5 x 10-6) and CA1 (right, spatial correlation: 

same dataset as Fig 3G right, FLIP, 0.16 ± 0.07; SAME odd-even vs IN-OUT, p = 1 x 10-12; IN-OUT vs FLIP, p = 

0.003; SAME odd-even vs FLIP, p = 0.004). Bars represent mean ± SEM. Circles represent recording sessions color-



 

coded for each animal. (G) Quantification of the difference between spatial correlations within the flipped (inbound-

flipped outbound, FLIP) and different (inbound-outbound, IN-OUT) directions in the DG (0.46 ± 0.15), CA3 (0.28 ± 

0.06) and CA1 (0.29 ± 0.07). No statistically significant differences were found between the three hippocampal 

subregions (DG vs CA3: p = 0.77; DG vs CA1, p = 0.80; CA3 vs CA1, p = 1.00). (H) Same as F but including both 

spatially modulated and unmodulated cells in the DG (same data as Fig 3I left, FLIP, 0.24 ± 0.07; SAME odd-even vs 

IN-OUT, p = 0.0003, IN-OUT vs FLIP, p = 0.0006; SAME odd-even vs FLIP, p = 0.99), CA3 (same data as Fig 3I 

middle, FLIP, -0.001 ± 0.06; SAME odd-even vs IN-OUT, p = 1 x 10-5; IN-OUT vs FLIP, p = 0.99; SAME odd-even vs 

FLIP, p = 2 x 10-6) and CA1 (same data as Fig 3I right, FLIP, 0.05 ± 0.04; SAME odd-even vs IN-OUT, p = 0.004; IN-

OUT vs FLIP, p = 0.99; SAME odd-even vs FLIP, p = 0.99). (I) Same as G but including both spatially modulated and 

unmodulated cells in the DG (0.39 ± 0.07), CA3 (-0.03 ± 0.06) and CA1 (0.04 ± 0.04). The difference between the 

spatial correlations within flipped (FLIP) and opposite (IN-OUT) directions was significantly higher in DG than in CA3 

and CA1 (CA3 vs DG, p = 7 x 10-5; DG vs CA1, p = 4 x 10-5), whereas no difference was found between CA3 and 

CA1 (p = 0.85). Bars represent mean ± SEM. Circles indicate single recorded sessions color-coded for each animal 

(DG, n = 10 sessions from 5 animals; CA3, n = 13 sessions from 3 animals; CA1, n = 18 sessions from 4 animals). 

ANOVA with Bonferroni correction: ns, not significant; *, p < 0.05; **, p ≤ 0.01; ***, p < 0.001. 

 

Transformation of population codes for position and distance along 

hippocampal circuits 

Our analysis of spatial correlations of “flipped” maps indicates that in the dentate 

gyrus, but not in CA3 and CA1, individual neurons produce spatial representations 

consistent with an egocentric spatial representation, encoding the distance that the 

animal has travelled from its starting point rather than its allocentric position along 

the track. However, a low egocentric map correlation at the single-cell level does not 

imply that traveled distance is not represented in CA3 and CA1 activity, as these 

neural populations could employ different encoding schemes to jointly represent 

position and traveled distance. For example, separate coding schemes could be 

used to encode traveled distance at different running directions, resulting in low 

spatial “flip” correlations despite a high discriminability of different running distances. 

To evaluate the extent to which egocentric and allocentric coordinates are 

represented in hippocampal populations, we isolated population activity vectors from 

the first and the last 20% of the track and labeled them according to both position 

and distance traveled. Then, we used a linear decoder to predict the value of these 

labels from population activity in a cross-validated decoding scheme (Stefanini et al., 

2020) (Fig 6A). To ensure that the two variables were independently assessed, the 

decoder for one variable was performed on a balanced training set that did not favor 

any of the two values of the second variable. To do so, the decoder for position 

(divided into two conditions labeled as 0 and 1) was trained on a balanced mix of 

distance conditions (labeled as start and end) for each of the two position values: (0-

start + 0-end) vs (1-start + 1-end) - and vice versa for the distance decoding analysis. 

Consistent with the findings on single-cell spatial remapping (Fig 5), our decoding 

analysis revealed that information on egocentric distance is more decodable than 
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allocentric position in the dentate gyrus (p < 0.001), whereas the opposite is true for 

CA1 activity (p < 0.001). Interestingly, despite the low flipped spatial correlation, we 

found that neuronal activity in CA3 represents both variables similarly well (p > 0.5), 

suggesting that CA3 employs different coding strategies for egocentric and 

allocentric position in different running directions, while DG and CA1 primarily 

encode egocentric and allocentric position, respectively. 

 

 

Figure 6. Transformation of population codes for egocentric position and allocentric distance 

along hippocampal circuits 

(A) Schematic of the different labeling of the neural data used for the decoding analysis of allocentric 

position (left) and egocentric traveled distance (right). In the two cases, neural data is the same but the 

label is changed according to different behavioral correlates. (B) Decoding performance obtained by the 

analysis in A for activity in the three recorded regions (mean decoding performance: DG, position, 0.65; 

distance, 0.81; p < 0.001; CA3, position, 0.91; distance, 0.92; p > 0.05; CA1, position, 0.83; distance, 

0.73; p < 0.001). Box plots show the distribution for n=25 cross-validation folds using pseudo-

simultaneous activity built from all animals combined. Grey violin plots show decoding results for a 

shuffled dataset (see Methods). Significance levels are computed by a Mann-Whitney U test (ns, not 

significant; ***, p < 0.001). 

  



 

DISCUSSION 

In this study, we explore how representations of spatial position, running direction, 

and distance evolve along the hippocampal circuit. By performing single-photon 

calcium imaging from the dentate gyrus, CA3, and CA1, we provide one of the first 

descriptions of these representations in all major hippocampal subregions under the 

same task conditions in freely moving animals. We find that in mice spontaneously 

running back and forth along a linear track, all regions display directionality in their 

spatial firing patterns, with spatial activity maps for the two opposing running 

directions being almost completely uncorrelated. However, when spatial modulation 

is not taken into account, neuronal activity in the dentate gyrus and in CA3 is more 

selective for the direction of running than activity in CA1. Furthermore, activity in the 

dentate gyrus shows pronounced correlations of spatial activity maps after aligning 

them to the running direction, indicating that it encodes covered distance in 

egocentric coordinates. Consistently, decoding of population responses suggests 

that hippocampal representations evolve from primarily egocentric representations in 

the dentate gyrus to allocentric representations in CA1. 

 

Directional modulation of spatial activity and selectivity in hippocampal 

subregions 

Hippocampal neurons are known to change the location of their spatial firing fields to 

represent a novel environment or contextual changes within a given environment 

(Anderson and Jeffery, 2003; McNaughton et al., 1983; Muller and Kubie, 1987; 

Navratilova et al., 2012). Here, we measured the ability of neuronal populations to 

discriminate distinct environments by quantifying the correlations of spatial activity 

maps across running directions. To promote directional representations, we make 

use of a narrow linear track, where directional modulation is known to be particularly 

pronounced (McNaughton et al., 1983; Navratilova et al., 2012). We find that in the 

DG, CA3 and CA1, spatial activity maps are modulated by the direction of running of 

the animal (outbound and inbound), consistent with previous reports (Jung and 

McNaughton, 1993; Navratilova et al., 2012; Schwindel et al., 2016). Our data 

indicate that the directional spatial modulation is implemented through changes in the 

location of firing fields in an allocentric coordinate system, in a process called ‘global 

remapping’. The hippocampus might therefore construct, at least partially, a spatial 

representation of the inbound and outbound trajectories as two distinct contexts. 

To assess directional discrimination independently of the spatial modulation of 
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individual neurons, we quantified “directional selectivity” as the relative difference in 

firing rates between the two running directions. Our findings show that this directional 

selectivity varies along the hippocampal circuit and is more pronounced in the 

dentate gyrus and CA3 than in CA1 (Fig. 3). This observation is consistent with 

previous reports of high context selectivity in the dentate gyrus (Allegra et al., 2020; 

Neunuebel and Knierim, 2012) and selectivity for running direction in both the 

dentate gyrus and CA3 (Jung and McNaughton, 1993; Schwindel et al., 2016). We 

show that in the dentate gyrus, selectivity is not significantly different from that 

expected from a bootstrap dataset. This result agrees with previous experimental 

evidence that selectivity in the dentate gyrus is implemented by sparse coding 

(GoodSmith et al., 2017; Jung and McNaughton, 1993; Neunuebel and Knierim, 

2012). Sparse coding allows the dentate gyrus to orthogonalise ambiguous spatial 

inputs by mapping spatial environments onto non-overlapping pools of active cells. 

Conversely, selectivity in CA3 differs significantly from the bootstrap, suggesting that 

another neural mechanism is at play in CA3 to generate high selectivity for running 

direction. For example, the high selectivity for running direction observed in CA3 

could be inherited from the DG. 

Our data show that CA1 is less selective for running direction than the DG and CA3, 

but do not rule out that CA1 might represent changes in contextual information by 

more subtle changes in its firing rates (McNaughton et al., 1983; Navratilova et al., 

2012). However, these firing rate changes might be less pronounced than firing rate 

changes in CA3 and in the dentate gyrus, where they can reach up to an order of 

magnitude (Leutgeb et al., 2007, 2005), possibly to limit interference between 

resembling environments and events (Colgin et al., 2008). It is important to note that 

fine-grained rate changes are difficult to assess with single-photon in vivo calcium 

imaging, as individual spikes cannot easily be resolved, and therefore smaller 

changes in firing rates might be missed. 

Lower selectivity for running direction in CA1 than in CA3 and DG is consistent with 

recent work showing that CA1 is less selective for context than the dentate gyrus and 

responds to environmental features common to both environments (Allegra et al., 

2020; Leutgeb et al., 2007, 2004, 2005; Schwindel et al., 2016). Low selectivity for 

running direction might therefore indicate that CA1 constructs a global representation 

of the environment, consistent with reports that CA1 represents abstract information 

relative to the environment and shows activity that is correlated with the animal’s 

behaviour (Allegra et al., 2020; Plitt and Giocomo, 2021). These findings offer a 

possible interpretation of our results of low selectivity for running direction, whereby 
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CA1 might construct a representation of the environment that is relevant to the 

animal’s behaviour, such as the entirety of the linear track, rather than one-way 

trajectories. CA1 could for example encode temporal parameters such as sequences 

and task phases (Dragoi and Buzsáki, 2006; Griffin et al., 2007), memories of recent 

experiences (Keinath et al., 2020) or future paths of the animal (Keinath et al., 2020; 

Leutgeb and Leutgeb, 2007; Miao et al., 2015; Stachenfeld et al., 2017). Such a 

coding scheme would result in relatively low selectivity for directions, yet strong 

directional modulation of the spatial activity maps, as similar aspects of the task 

would be encountered in both directions of the track, but at different allocentric 

positions. 

The notion that CA1 produces allocentric maps of the environment that are 

segmented by running direction, but bound together by task, experience, and 

predictions, can be related to previous work showing that CA1 switches between 

different stable spatial maps of the same environment (Sheintuch et al., 2020). These 

findings offer a possible interpretation of our results, whereby directionally selective 

spatial maps in CA1 correspond to fragmented spatial maps of the global 

environment. In this scenario, CA1 would be switching between stable spatial maps 

for each running direction in order to construct a global representation of the 

environment. 

 

Origin of directional signals 

One possible source of directionally tuned inputs to the hippocampus might be head-

direction cells that are located in the MEC (Sargolini et al., 2006). Alternatively, 

directionally tuned inputs to the hippocampus might be provided by grid cells. Even 

though grid cells are not tuned to a single direction, they show modulation by head 

direction in a location-dependent manner (Gerlei et al., 2019). Grid cells are most 

abundant in layer II of the MEC and while they only represent a minority of MEC 

neurons (10/20%) that project to the hippocampus (Diehl et al., 2017; Kitamura et al., 

2015; Sargolini et al., 2006; Zhang et al., 2013), the MECII projects heavily to the 

dentate gyrus and provides the main source of EC inputs to CA3 (Kerr et al., 2007; 

Witter and Amaral, 1991; Witter et al., 2000). A second type of grid cells might also 

provide directionally tuned inputs to the hippocampus: a majority of grid cells located 

in MEC III and V show conjunctive coding of position and direction (Sargolini et al., 

2006). The MEC III projects to CA1 (Li et al., 2017) and might provide CA1 with a 

source of directionally tuned inputs. By contrast to the DG and CA1, the source of 
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directionally tuned inputs remains to be elucidated, since the connectivity patterns 

between the EC and CA3 vary across species: the rat CA3 receives inputs from ECII 

(Dolorfo and Amaral, 1998; Kerr et al., 2007; Steward, 1976), while the mouse CA3 

receives inputs from ECIII (van Groen et al., 2003). It is possible that hippocampal 

neurons receive multiple sources of inputs such that the dentate gyrus and CA3 

receive directionally tuned inputs from grid cells in MEC II while CA1 receives 

directionally tuned inputs from conjunctive coding grid cells in MEC III. Such a dual 

nature of directionally tuned inputs to the hippocampus might explain why the 

dentate gyrus and CA3 are selective for running direction based on firing rates but 

not CA1. 

By contrast to head-direction cells in other brain regions, it is thought that directional 

tuning is not a fundamental firing property of hippocampal neurons, and may instead 

arise from experience-dependent learning. This notion is based on the variability of 

directional firing in hippocampal neurons (McNaughton et al., 1983; Muller et al., 

1994; Navratilova et al., 2012; Schwindel et al., 2016) and the modulation of 

directional firing by different factors such as experience (McNaughton et al., 1983; 

Navratilova et al., 2012; Schwindel et al., 2016) and the availability of local cues 

(Battaglia et al., 2004). Directional tuning of hippocampal neurons may therefore 

arise from non-homogeneous distributions of head direction signals caused by 

differences in the positions visited at different head directions, which may then lead 

to preferred firing in the running directions that have been encountered most (Muller 

et al., 1994). Related theoretical work has proposed that directional firing can be 

interpreted as a predictive code that emerges from repeated visits of the same 

running direction (Stachenfeld et al., 2017). Thus, directionality might also arise in 

hippocampal neurons de novo during experience, without necessarily requiring a 

precomputed directional signal as input. 

 

Distance coding in the dentate gyrus 

Our finding that spatial activity maps are decorrelated for different running directions 

in all three hippocampal subregions indicates that the environment is not represented 

in a single, allocentric reference frame when it is encountered in different running 

directions. However, we find that spatial activity maps for the dentate gyrus show 

substantial correlations after aligning them to the direction of running, which are on 

the order of the correlations observed between maps for the same running direction. 

This finding indicates that rather than encoding position of the animal in allocentric 
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coordinates, the dentate gyrus encodes distance run along the linear track. Such 

egocentric distance coding was not observed in other hippocampal regions. Notably, 

this observation is made when including all recorded cells, but not when selecting 

only spatially modulated cells, indicating that neurons that are not apparently 

spatially modulated play an important role in encoding distance run along the track to 

construct spatial representations. These results are consistent with previous reports 

of mixed selectivity and multiplexed coding in the dentate gyrus (Morris et al., 2013a, 

2013b; Murano et al., 2020; Stefanini et al., 2020). 

At first sight, high directional selectivity and distance coding appear contradictory, as 

distance coding requires neuronal activity at equivalent distances in both directions 

of running, and would therefore counteract directionally selective firing. We 

hypothesize that the two observations can be reconciled by rate changes of the 

distance-coding, “flipped” firing fields - i.e. the firing fields appear at equivalent 

distances, but with different rates. In addition, a separate population of dentate gyrus 

neurons shows complete selectivity (selectivity = 1) by only firing during runs in one 

direction, but not in the other, as has been described by previous reports about 

context selectivity in dentate gyrus neurons (Allegra et al., 2020; Cholvin et al., 

2021). Thus, a combination of “flipped” rate change signals along with a population of 

purely directional neurons allows the dentate gyrus to reconcile high directional 

selectivity with distance coding. 

 

What is the source of distance information? 

While directional signals to the dentate gyrus might be provided by the MEC, where 

does information about distance arise? MEC neurons generate a dynamic 

representation of the animal’s position during navigation by integrating information 

about self motion (Campbell et al., 2018; Savelli et al., 2008; Solstad et al., 2008). 

Specifically, some MEC neurons are tuned to distance travelled and integrate self-

motion information to modulate estimates of position (Campbell et al., 2021). MEC 

neurons are also sensitive to the distance that separates an animal from an object, 

which led to categorising a subpopulation of MEC neurons as ‘object-vector cells’ 

(Høydal et al., 2019). Integration of self-motion information was also reported in grid 

cells, which constitute a subpopulation of MEC neurons (Jacob et al., 2019; Kraus et 

al., 2015). Grid cells exhibit spatial representations that are highly dynamic and 

display mixed selectivity (Hardcastle et al., 2017) and it is thought that conjunctive 

coding of position, direction and distance updates grid coordinates during self-
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motion-based navigation (Sargolini et al., 2006). The MEC projects to the dentate 

gyrus via the medial perforant path that contacts granule cell dendrites (Dolorfo and 

Amaral, 1998; van Groen et al., 2003; Kerr et al., 2007; Steward, 1976). The 

conversion of inputs from the entorhinal cortex to dentate gyrus is thought to enable 

fast encoding and efficient recall of spatio-temporal information (Cholvin et al., 2021). 

Consistent with the notion that distance signals are conveyed to the DG by the MEC, 

the MECII-DG pathway was shown to create a persistent representation of the 

behavioural task performed by the animal, based on learned visual cues and 

integration of positional and spatial information, suggesting that the MECII-DG 

pathway plays a crucial role in the representation of non-allocentric information 

(Cholvin et al., 2021; Qin et al., 2018). 

 

Bearing versus sketch maps: the parallel maps theory 

Our decoding of population activity confirms that the DG primarily produces 

egocentric representations, whereas CA1 mainly builds an allocentric map of the 

environment. Notably, we found that neuronal activity in CA3 similarly represents 

both ego- and allocentric variables at the population level, but not at the level of 

spatial activity maps in individual neurons. These results indicate that CA3 

differentially encodes ego- and allocentric information as a function of running 

directions, and then binds these two streams of information together before 

transmitting them to CA1. 

Our findings provide direct experimental evidence for several theories of how the 

hippocampus constructs the cognitive map along its circuits. First, our finding that the 

dentate gyrus encodes distance supports the view that it is required for aligning 

internally generated spatial representations to external landmarks, as has been 

suggested based on lesion experiments (Lee et al., 2012). Second, our finding that 

CA3 uses separate and parallel coding strategies to represent position and traveled 

distance is compatible with theoretical models where the place cell population 

creates a cognitive map by parallel integration of two different input streams of 

allocentric and egocentric information (Laptev and Burgess, 2019; Posani et al., 

2018). Finally, our results are consistent with the parallel maps theory, which predicts 

that the dentate gyrus constructs primarily a “bearing map” from self-movement and 

directional cues, whereas CA1 constructs a “sketch map” from positional cues 

(Jacobs and Schenk, 2003). In addition, our results are also compatible with the two-

stream hypothesis, which describes a separation between the processing of 
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information relative to the content (‘what’) and the location (‘where’) of an event 

within hippocampal subregions (Hoang et al., 2018). Our results provide direct 

evidence for these predictions for the differential roles of hippocampal subregions in 

representing space, where the dentate gyrus provides egocentric navigational 

signals, CA3 binds ego- and allocentric streams of information and then transmits 

them to CA1, where a global segmented allocentric map of space is produced.  
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METHODS 

Mice 

All procedures were performed in accordance with European and French guidelines 

on the ethical use of animals for experimentation (EU Directive 2010/63/EU) after 

approval by the Institut Pasteur Ethics Committee (CETEA protocol number 160066). 

Wild-type male C57BL/6J mice from Janvier labs aged 6 to 39 weeks were used for 

all experiments. They were housed collectively or individually in a room maintained at 

21C with a 12 h inverted light/dark cycle, in polycarbonate individually ventilated 

cages, enriched with running wheels, and ad libitum access to food and water. A total 

of 12 mice were used in this study. 

  

Surgical procedures 

The surgical procedures were performed at least 7 days after the arrival of the mice 

in the animal facility, and were carried out using a stereotaxic apparatus (Kopf 

instruments). Mice were anesthetized with isoflurane throughout the surgery (3/4% 

during induction and 1/2 % to during the remainder of the surgery; 2 l/minO2 and 0.2-

0.5 l/minO2 respectively). An analgesic solution (buprenorphine, 0.05mg/kg i.p., 

Vetergesic) was administered at least 30 minutes prior to the surgical intervention. 

Incision sites were infiltrated with lidocaine at the start of the procedure. A second 

analgesic solution consisting of meloxicam (10 mg/kg s.c., Metacam) was 

administered prior to the end of the surgery. The body temperature of the mice was 

maintained at 36C using a heating pad, and their eyes were protected using a 

hydrating eye gel (Ocrygel). A postoperative analgesic solution (meloxicam 5mg/kg) 

was administered orally in combination with surgical recovery Dietgel (ClearH2O) for 

2 days. The recovery of the mice was monitored for 72h. 

  

Stereotaxic injections of viral vectors 

The skin was first covered with Providone-iodine (Betadine) and then cut using a 

scalpel blade. A small craniotomy was then carried out above the right dorsal 

hippocampus (1.5mm lateral and 1.9mm posterior to Bregma). An injection of 

AAV1.Syn.GCaMP6f.WPRE.SV4 (500 nL; 3.4x1012 TU/mL, Addgene) was made in 

n=5 animals with DG implants, n=1 animal with a CA3 implant and n=2 animals with 

CA1 implants and an injection of AAV-CamKII-GCaMP6f-WRPE-SV40 (500 nL; ≥ 

1×1012 vg/mL, Addgene) was made in n=2 animals with CA3 implants and n=2 

animals with CA1 implants. The injection was carried out using an oil injection pump 



 

and a glass micropipette at the injection site defined by the following stereotaxic 

coordinates: DG: 1.9 mm posterior from Bregma, 1.5 mm lateral from the midline and 

at 1.7 mm depth from the dural surface; CA3: 1.9 mm posterior from Bregma, 2.0 

mm lateral from the midline and at 2.1 mm depth from the dural surface; CA3: 1.9 

mm posterior from Bregma, 1.5 mm lateral from the midline and at 1.25 mm depth 

from the dural surface. Viral vector injection and GRIN lens implantation were either 

carried out simultaneously or separately to allow expression of the genetically-

encoded calcium indicator and implantation under visual control. In instances where 

the injection and implant were carried out separately, mice recovered from the 

injection for at least 1 day before undergoing subsequent procedures. 

  

Chronic GRIN lens implantation 

To perform in vivo calcium imaging from the dentate gyrus, a Gradient Refractive 

Index Lens (GRIN lens) was implanted above the granule cell layer of the dentate 

gyrus, the pyramidal cell layer of CA3 or CA1 (Fig 1A-1C). GRIN lens implants were 

performed two to three weeks after viral injection. Mice were anesthetized (see 

surgical procedure), and the head position and angle was closely monitored to target 

the region of interest. Following application of Betadine on the skin surface and local 

analgesic, the skin covering the skull was cut using scissors and removed. Following 

cleaning of the exposed skull with saline solution, all overlying connective tissue was 

then cleared out by applying a green and a red activator (Super-bond C&B, Sun 

Medical) onto the exposed skull for one minute and thirty seconds, respectively. A 

craniotomy was performed (600-900 µm diameter) and the dura mater was removed. 

First, a stainless steel needle (500 µm diameter, custom-made, Phymep) was 

lowered down to 1.9 mm for DG, 2.15 mm for CA3 and 1.35 mm for CA1, at a rate of 

400 µm/minute. Second, the imaging cannula was slowly lowered at a rate of 100 

µm/minute into the implant site at the following target coordinates: DG: 1.9 mm 

posterior from Bregma, 1.5 mm lateral from the midline and at 1.9 mm depth from the 

dural surface; CA3: 1.9 mm posterior from Bregma, 2.0 mm lateral from the midline 

and at 2.15 mm depth from the dural surface; CA1: 1.9 mm posterior from Bregma, 

1.5 mm lateral from the midline and at 1.35 mm depth from the dural surface. The 

procedure was performed blindly in n=1 animal with a DG implant and n=1 animal 

with a CA1 implant (using 0.5 mm diameter SICL_D_500_80 Snap-in Imaging 

Cannula, Model L-D Depth range: 0mm – 3.46 mm from Doric lenses) or under visual 

control of the microendoscope to increase the success rate of the implant in n=4 

animals with DG implants, and n=3 animals with CA3 implants and n=3 animals with 

CA1 implants (using eSICL_D_500_80 Snap-in Imaging Cannula, eFocus, Model L-



 

D Depth range: 0 mm – 3.46 mm from Doric lenses; Fig 1D-1F). A focussing ring was 

screwed around the metallic headpost attached to the lens to calibrate the implant 

depth and increase adhesion to the skull in n=2 animals with DG implants, n=2 

animals with CA3 implants and n=4 animals with CA1 implants. Metallic screws were 

used to stabilize the position of the GRIN lens in n=2 animals with CA3 implants. The 

lens and protruding metal headpost were then stabilized in all animals using opaque 

dental cement (Super-bond C&B, Sun Medical). 

  

Behavioural Paradigm 

Single-photon microendoscope widefield calcium imaging in mice freely navigating in 

a linear track. 

During the imaging sessions, the microscope head was clipped to the metallic ring 

protruding from the imaging cannula (Snap-in Surface Fluorescence Microscope 

Body-L, SFMB_L_458, Doric Lenses in n=1 animal with DG implants and n=1 animal 

with a CA1 implant or eFocus Snap-In Fluorescence Microscope Body-L, 

eSFMB_L_458, Doric lenses in n=4 animals with DG implants, n=3 animals with CA3 

implants and n=3 animals with CA1 implants). A fiberoptic patchcord transmitting 

LED light and an HDMI cable collecting the digital signal connected the mouse to the 

microscope (Fluorescence microscope driver, FMD_L, Doric Lenses). Cable lengths 

were optimised to allow unrestricted movement of the mouse. In order to obtain high 

spatial sampling of the physical environment, we chose to expose the animals to a 

linear track similarly to previous studies (Ziv et al., 2013). The mice were freely 

navigating in a 60 cm-long, 6 cm-wide and 31 cm-high linear track made of PVC and 

enriched with visual cues: 3 playing cards placed on one wall and a sheet of paper 

placed onto the opposing wall, a piece of lego positioned at each end of the linear 

track and a drawing positioned on each extremity of the linear track made up the 

visual cues. A plexiglass lid with a linear opening allowing the passage of the 

microscope cables was placed on top of the linear track. The imaging recordings 

were carried out using Doric Neuroscience studio software and the behaviour of the 

animal was recorded using a camera (Doric, Sony IMX290 sensor) to allow tracking 

of the animal’s trajectory. Doric Neuroscience studio software triggered the 

behavioural camera by sending a TTL signal for each frame to synchronize the 2 

recordings. The exposure used was 50 ms (20Hz) and the illumination power setting 

was optimised for each animal and imaging region, and maintained throughout the 

experiments. 

  

The imaging field of view (FOV) was first inspected 2-3 weeks following the implant 

https://paperpile.com/c/8ulFb2/tTTM


 

to check for the presence of fluorescent neurons. If fluorescence signals were 

observed in the FOV, the mice were handled daily the week prior to the start of 

recordings in order to reduce the animals’ stress during the experiments (Fig 2D-2F). 

  

Navigation in the linear track 

The activity of hippocampal neurons was recorded while the mouse navigated back 

and forth in opposite directions along a linear track (length: 60 cm). Mice were 

exposed to the linear track for 4 consecutive days: the first session was considered 

to be novel, subsequent exposures were considered to be familiar. On the first day of 

recording, mice were exposed to the linear track and recorded for 10 minutes. The 

mice were spontaneously exploring the environment without being given any reward. 

During imaging sessions, mice completed 17.0 ± 2.5 (n = 33 sessions from DG 

implants), 20.3  ± 2.1 (n = 28 sessions from CA3 implants), or 23.8 ± 4.0 (n = 28 

sessions from CA1 implants) continuous runs (“laps” according to the definition given 

below) across the linear track. Imaging sessions lasted 734 ± 77 s (DG implants), 

801  ± 73 s (CA3 implants), or 1034 ± 103 s (CA1 implants).  

 

Post-hoc analysis 

Upon completion of the experiments, the animals were perfused with 4% 

formaldehyde (Sigma) after lethal injection with pentobarbital (150 mg/kg). The brain 

tissue was collected and sliced into 60-μm thick sections using a vibratome (Leica). 

The cell bodies were stained using Hoechst 33342, Trihydrochloride, Trihydrate - 

FluoroPure Grade. Images of the lens position in the tissue and viral injection sites 

were obtained with confocal microscopy (Bruker, Zeiss; Fig 1D-1F). 

  

Data analysis 

Behavioural analysis (Fig 2G-2I) 

Analysis of behavioural and imaging data was performed using established 

procedures in the laboratory (Allegra et al., 2020; Zhang et al., 2021), with some 

adaptations to account for the specific properties of single-photon widefield imaging. 

  

To track the position of the animal, we filmed the linear track using a camera (Doric, 

Sony IMX 290 sensor) operating at the same frame rate as the microscope sensor 

(typically 20Hz). For every frame captured by the microscope sensor, the acquisition 

software emitted a TTL pulse to trigger a corresponding frame capture with the 

behavior camera. Animal motion was analyzed with the markerless pose estimation 

software DeepLabCut (Mathis et al., 2018). 4 labels (snout tip, left and right ear, tail 



 

base) were identified across all captured frames. The position of the animal was 

computed as the mean of the coordinates of the 4 labels. “Laps”, i.e. continuous runs 

at a speed of >0.5 cm/s in a single direction along the linear track, were identified 

after low-pass filtering positional data at fc=0.5Hz. We were stringent with the lap 

definition and only included periods of active running to discard large synchronous 

patterns of population activity observed prior to movement onset in the dentate 

gyrus, consistent with previous findings (Pofahl et al., 2021). Only continuous runs in 

one direction that covered at least 70% of the full length of the track were considered 

a lap. Neuronal activity data were assigned one of two directions (“IN” or “OUT”). 

Neuronal activity data outside of any laps, including resting periods, were not used 

for analysis. 

  

Imaging data processing (Fig 2G-2I) 

Recordings of neural activity were first motion corrected in the xy plane to account for 

artefacts induced by the movement of the animal using an algorithm built into the 

Doric Neuroscience Studio software. Segmentation into regions of interest (ROIs) 

was carried out using a singular value decomposition algorithm built into the suite2p 

software (Pachitariu_Harris16). In order to select DG granule cells, we only selected 

ROIs corresponding to small and densely packed cell bodies to discard inhibitory 

interneurons and mossy cells. The fluorescent signal from the neuropil was 

subtracted from the extracted fluorescence using the suite2p software. The 

quantification of neuronal activity was consistent with previously reported methods 

(Dombeck et al., 2010). ‘Events’ were defined as regions in the normalized 

fluorescence changes (dF/F) exceeding a threshold of mean +1.0 standard 

deviations of the overall dF/F signal, a minimum duration above threshold of 300 ms 

(which corresponds approximately to the GCaMP6f half decay time (Dana et al., 

2019)), and exceeding an integral of 50 dF/F x 1s. Visual inspection of the event 

detection result confirmed these parameters (Allegra et al., 2020). 

  

During some recordings of populations of CA1 neurons, we rarely observed large 

generalised fluorescence transients which saturated the whole field of view, likely 

caused by motion artefacts as they were typically related to certain movement 

patterns of the animal, such as exploring the side walls on their hind paws. We chose 

to discard these periods manually from further analysis. 

  

Identification of spatially modulated cells 

Spatial activity maps were computed based on data from continuous running periods. 
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The linear track was split into 20 spatial bins (3 cm bin width). The sum of events in 

each spatial bin was divided by the occupancy of the animal in that bin; spatial maps 

were smoothed with a Gaussian filter (sigma = 4 bins). 

  

Spatially modulated neurons were defined as cells firing consistently at the same 

location of the linear track across lap crossings in the same running direction. We 

identified spatially modulated cells by computing the mean pairwise Pearson’s R 

correlation between spatial maps across lap crossings. Outbound and inbound lap 

crossings were analysed separately. To obtain a null model for the mean correlation 

and selectivity, we dissociated firing activity for each neuron and spatial position by 

shuffling the recorded position in chunks of 300 ms and repeated this bootstrap 

procedure 10 times. The neurons whose mean correlation value exceeded the 

bootstrap with a Z-score higher than 1.0 in at least one direction of running were 

identified as spatially modulated cells. This approach accounts for both coherence 

and stability of spatially modulated cells, since it will not identify as spatially 

modulated a cell that fires in a single lap (low stability), or if it fires in different 

locations across laps (low coherence), or if it fires sparsely yielding a high mean 

pairwise correlation by chance (low stability, giving low Z score from the bootstrap 

procedure). 

  

Spatial correlations and decorrelations 

To quantify session-wise correlations between spatial activity maps in the running 

direction (In/In or Out/Out), we split even and odd laps crossings in the same 

direction of motion. We calculated mean spatial activity maps for each cell for even 

and odd laps and computed correlations (Pearson’s R) between mean spatial activity 

maps for either all or only neurons that were spatially modulated (see above). We 

then computed the mean correlation values for each session. To quantify session-

wise correlations between spatial activity maps in Inbound and Outbound directions, 

we computed correlations between spatial activity maps for the Inbound and 

Outbound directions as described above. To quantify distance-coding, we measured 

correlations between spatial activity maps for lap crossings in the opposite directions 

after inverting the order (“flipping”) of the maps for the outbound direction. 

  

Population vector (PoV) analysis 

Population vectors (PoV) were defined as the collection of event rates of the 

population of all spatially modulated neurons measured in a spatial bin. PoV 

correlations were obtained by computing Pearson’s R between corresponding PoVs 



 

of different running directions (OUT vs IN) or of the same running direction split into 

even and odd lap crossings. PoV correlation matrices depict color-coded PoV 

correlations between all spatial bins in one condition versus all spatial bins in the 

other condition. 

  

Rate vector and selectivity 

In order to compute contextual selectivity, the event rate for the i-th cell ri was 

defined as the number of neural events of a cell divided by the amount of running 

time in a given direction. For each recording session, selectivity of the i-th neuron 

was defined as the normalized difference of event rates r of that neuron computed 

during inbound and outbound running: 

|ri
I – ri

O| / (ri
I + ri

O). The rate vector was defined as the entirety of event rates of a 

population of neurons during a lap crossing or a session. 

 

Decoding of position and distance from population responses 

For the decoding analysis, we used custom-written Python scripts and the scikit-learn 

SVC implementation (Pedregosa et al., 2011). The neural decoder algorithm was 

based on linear classifiers trained on pseudo-simultaneous population activity 

created by combining 100 ms-binned neural patterns recorded from different animals 

performing the same behavioral task. The decoding algorithm was cross-validated 

and tested against a null model with shuffled trial condition labels. 

 

Data labeling: for each session, we labeled the recorded neural data according to the 

position of the animal along the track (denoted as position) and according to the ego-

centric distance traveled in the run event (denoted as distance). For each variable, 

we defined two classes which were used to train and test the decoding algorithm. 

Being L the length of the track, we labeled the data as follows: 

 

Position: 

- (0) := position < 0.2 L 

- (1) := position > 0.8 L 

Distance: 

- (start) := distance < 0.2 L  

- (end) := distance > 0.8 L 

 

To avoid that the two variables act as a confound to each other, we balanced the 

data so that the four combined classes (0-start, 0-end, 1-start, 1-end) contained the 
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same amount of data. Position decoding was therefore performed by training and 

testing a decoder to discriminate a balanced mix of distance values in the two 

position classes: (0-start, 0-end) vs. (1-start, 1 end). Similarly, distance decoding was 

performed on a balanced mix of positional values: (0-start, 1-start) vs. (0-end + 1-

end). Only data where at least n=1 neurons showed activity were considered for the 

decoding analysis. 

 

Cross-validation: All performance assessments were performed using n=10 cross 

validation (CV) folds. For each CV fold, we randomly selected 80% of the time bins of 

each condition and used them to build pseudo-simultaneous (PS) activity (see below) 

which was used to train a Support Vector Machine (SVM) with a linear kernel to 

classify PS patterns into one of the two conditions. Similarly, the remaining 20% of 

the trials were used to build PS activity that was used to test the trained SVM. When 

showing a single value, the decoding performance was then assessed as the mean 

accuracy on the test set over the CV folds. 

 

Pseudo-population: To build pseudo-populations, we randomly selected 100 ms 

binned neural patterns from training and testing trials of all animals and concatenated 

them to form a larger pseudo-simultaneous neural pattern. To obtain the training and 

testing data sets used in the cross-validation scheme, this procedure was repeated 

2N times per condition, where N is the total number of neurons. To increase the 

signal to noise ratio of the decoder, we used a procedure where the decoder is 

trained to classify groups of n=3 time bins (n = 1 corresponds to standard single time-

bin decoding). In practice, this was done at the moment of creating pseudo-

population activity by sampling and concatenating 3 random time bins for each 

individual animal, effectively creating pseudo-population vectors of 3N neurons, with 

N being the total number of recorded neurons across animals. 

 

Null model and p-value: All decoding performance values were tested against a null 

model created by shuffling the condition labels of individual trials. After each shuffle 

of the labels, the exact same 10-fold cross-validated decoding procedure described 

above was repeated on the shuffled data. The p-value of the decoding performance 

was computing the z-score of the performance of the data compared to the 

distribution of performances obtained by 20 repetitions of the shuffling procedure. 

  

Statistics 

Data are presented as mean ± SEM across sessions, unless stated otherwise. 



 

Statistical significance was assessed using Wilcoxon signed-rank tests for paired 

data and Mann-Whitney U tests for unpaired data. When comparing more than two 

groups, we first performed an analysis of variance (ANOVA) followed by Bonferroni 

post-hoc correction of the test results.  
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