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Abstract
With the fast integration of the Fifth Generation (5G) networks into the heteroge-

neous mobile networking Eco-system together with its wide range of service specifi-
cations along with the present advance into the next Sixth Generation (6G) standard
would require high levels of dynamic system control to handle the new challenges as-
sociated with increased data volumes and latency stringent service requirements.This
can be achieved through the enhancement of standard networking techniques, dis-
tributed cell architectures to improve cell coverage and through the intelligent inte-
gration of various promising mechanisms such as SDN (Software Defined Network),
NFV (Network Function Virtualization), massive MIMO (Multiple-Input Multiple-
Output) systems adoption, Time Sensitive Networking (TSN) technique application
and a host of other schemes.

To this end, in this thesis we proffer low-latency scheduling and resource usage
enhancements to various segments of the standard LTE/LTE-A network majorly to
encourage URLLC services in the application of 5G/6G broad use-cases such as
network slicing and RAN functions cloudification which require real-time guarantees
to execute.

Our main contributions are threefold, to begin we proposed a dynamic/fixed re-
source reservation and usage mechanism in a bid to control congestion in hetero-
geneous cellular networks as a result of densely populated mixed traffic scenarios
associated with the 5G networks. We also propose a new random access (RA) re-
source usage algorithm to efficiently schedule different priority class traffic.

In our second contribution we focus on implementing a dynamic load balancing
scheme among heterogeneous cell deployments within a 5G context. Our contri-
bution lends to the effective usage of mobile network heterogeneous cells, URLLC
scheduling and power savings. Additionally, we proposed a game-based C-RAN
computational resource usage scheme.

Our final contribution addressed the problem of time-sensitive networking along
5G fronthaul networks.We make use of the IEEE Time Sensitive Networking (TSN)
Burst Limiting Scheduler (BLS) algorithm by implementing our contribution to this
algorithm through a Dynamic Reserved capacity (DRC) scheduling scheme. With
our strategy, higher traffic output rates were recorded through simulation results
compared to the WRR strict priority scheduler for both high and low priority traf-
fic classes in different traffic load conditions.
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Résumé
L’intégration rapide des réseaux de cinquième génération (5G) dans l’écosystème
des réseaux mobiles hétérogènes, avec son large éventail de services définis, ainsi
que l’avancée actuelle vers un standard de sixième génération (6G), exigent un con-
trôle dynamique performant des systèmes afin de relever les nouveaux défis liés à
l’augmentation des volumes de données et aux exigences en terme de latence pour les
services temps-réel. Cet objectif ne peut être atteint qu’en améliorant les techniques
usuelles de mise en réseau, les architectures de déploiement distribuées qui opti-
misent la couverture cellulaire et par l’intégration intelligente de divers mécanismes
innovants, tels que SDN (Software Defined Network), NFV (Network function virtu-
alization). D’autres améliorations sont déjà réalisées via le déploiement de systèmes
MIMO (Multilple-Input Multiple-Output) massifs, l’application de la technique TSN
(Time Sensitive Networking), en plus d’une multitude d’autres mécanismes.

Dans cette optique, nous proposons dans cette thèse des améliorations pour un or-
donnancement à faible latence et une meilleure utilisation des ressources sur divers
segments du réseau 5G/6G, l’objectif étant principalement d’assurer un meilleur
support des services de type URLLC dans divers contextes d’application tels que
le découpage du réseau et la cloudification des fonctions RAN qui nécessitent des
garanties en temps réel pour pouvoir être exécutés.

Nos principales contributions sont au nombre de trois.Pour commencer, nous
avons proposé un mécanisme dynamique/fixe de réservation et d’utilisation des re-
sources dans le but de contrôler la congestion dans les réseaux cellulaires hétérogènes
en raison des divers scénarios de trafic mixte à forte densité d’usagers associés
aux réseaux 5G. Nous proposons également un nouvel algorithme d’utilisation des
ressources à accès aléatoire (RA) pour une allocation de ressources efficace pour les
trafics de différentes classes de priorité.

Dans notre deuxième contribution, nous nous concentrons sur la mise en œuvre
d’un schéma d’équilibrage dynamique de la charge dans le cadre d’un déploiement
radio cellulaire hétérogène dans un contexte 5G. Notre contribution permet d’utiliser
efficacement les cellules hétérogènes des réseaux mobiles, de planifier les URLLC et
de réduire l’énergie consommée. En outre, le schéma d’utilisation des ressources de
calcul C-RAN basé sur la méthode de la théorie des jeux que nous avons proposée
optimise les performances de l’algorithme d’allocation.

Enfin, notre dernière contribution porte sur le problème des délais d’accès dans
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les réseaux fronthaul de la 5G. Nous proposons de mettre en œuvre une part dy-
namique e de la capacité réservée (Dynamic Reserved capacity) afin d’améliorer
l’algorithme BLS (Burst Limiting Scheduler) de l’IEEE Time Sensitive Networking
(TSN) en terme de performances de l’accès sur le fronthaul. Avec cette stratégie, des
amélioration en terme de délai et de débit de trafic sont été mesurés par simulation
en comparaison avec l’ordonnanceur à priorité stricte WRR et ce aussi bien pour les
classes de trafic à haute et basse priorité, dans différentes conditions de charge de
trafic.
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Chapter 1

Introduction

1.1 Evolution toward Networks of The Future: A 5G
and beyond Context

Fifth generation (5G) cellular networks are expected to support a projected estimate
of 100 billion connections at near zero latency with end-to-end data rates of up to
10-20Gbps [122], [7] with diverse use-cases which are majorly categorized under
(i) ultra-reliable low latency communications (uRLLC), (ii) enhanced Mobile broad-
band (eMBB) and (iii) massive machine type communication (mMTC) [122].

FIGURE 1.1: 5G services and use cases. Source: ITU, 2018

The latency requirements for a number of 5G applications to be hosted on next
generation wireless communication networks require seamless connections owing to
stringent reliability and latency targets as depicted in Figure 1.1, represented under
uRLLCs. The most challenging end-to-end (E2E) design requirements are created by
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uRLLC which serves as the key enabler for numerous latency sensitive applications
to be hosted across diverse vertical industries. Examples of such delay sensitive
applications include healthcare applications (remote robotic surgeries), intelligent
transport systems, industry control/automation, and some classes of multi-media ser-
vices. mMTC on the other hand, are representative of a large class of low complexity,
narrow-bandwidth devices which transmit and receive small volumes of data. These
devices may require coverage range expansion functionality, and rely majorly on bat-
tery power supply. Major mMTC use cases include wireless sensors, smart meters,
actuators, trackers, and wearable devices. eMBB deals mostly with human-centric
use cases such as media delivery and mobile telephony which require high data rates
across wide coverage areas, thereby, enabling large volumes of data transfers.

In both academia and the industrial sector, solution proposals for a host of ultra
low latency 5G use cases have been extensively explored and as a result, various new
radio network architecture prototypes and frameworks have been developed with the
aim for vendors to successfully slice the network and deliver service based isolation
throughout all operational layers to customers in next generation networks.

The third generation partnership projects (3GPP) objective is to realise such
uRLLC applications with low latencys of 1ms and 10ms for user plane and control
plane, respectively, with ultra-high reliability of up to 99.999% in terms of packet
delivery. One of the most critical sources of latency in advanced LTE radio ac-
cess network (RAN), results from the initial link connection using random access
channel (RACH) procedure which can take several tens of milliseconds [34]. This
link establishment latency will potentially result in problems for factories-of-the-
future (FoF) and internet of things (IoT) applications contending for a fixed amount
of resources along with other applications. This results in severe congestion at the
LTE/5G medium access control (MAC) layer.

In light of the challenges described above associated with efficient 5G use case
function, present day architectures are unable to guarantee the end-to-end delay re-
quirements of around 60-100ms and the 1ms round-trip latency in addition to re-
quired jitter figures necessary to sustain latency-sensitive applications in 5G net-
works. To this end, end-to-end mobile network solutions are required to keep up
with next generation user QoS and QoE projections.

For the above described reasons, we focus throughout this thesis on proposals
geared towards the end-to-end optimization of network segments related to latency
reduction, load balancing and resource usage in order to meet the QoS and QoE
targets required for efficient utilization of 5G and beyond (5GB) network application
use-cases.
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Subsequently, we highlight the limitations of existing solutions and define our
research challenges and questions.

1.2 Problem Definition and General Approach

Problem Definition The use of SDN and NFV technologies in 5G networks to de-
couple control plain functions from data plain functions is lauded to be able to fa-
cilitate flexible and scalable network functions deployment in cloud environments
geared to specific service requirements. The cloudification in RAN domain remains
challenging due to the stringent time bounded critical functions of which if not sat-
isfied will adversely affect the QoS for a host of 5G use case applications. Also,
capacity concerns surrounding the the expected rapid growth in connected devices in
addition to the former described constraints clearly require advanced latency reduc-
tion techniques in addition to smart resource allocation techniques and load balancing
of heterogeneous multi-cell deployments.

Therefore, within the context of these defined limitations, this thesis focuses on
providing solutions along the lines of these identified problems as illustrated in figure
1.2.

General Approach Following the defined problem context, the general approach
we reflect in this thesis is made up of our proposed schemes in the domains of (i)
Random Access optimization in preparedness for massive traffic access analogous
to 5G IoT applications (ii) Load balancing in heterogeneous type cellular cell de-
ployments (iii) resource management and (iv) Fronthaul (FH) QoS scheduling. All
proposed optimization schemes are developed to promote latency reduction and en-
ergy conservation in future cellular networks. Fig. 1.2 further describes the wider
domains under which our target proposals fall under of which we briefly introduce.

1.2.1 Real-time Applications Support

5G networks are expected to deliver high-speeds, ultra-low latency, scalable and re-
liable mobile broadband in its preliminary deployment [1]. A mix of mobile edge
computing (MEC) technology and 5G will support time-stringent applications such
as latency-critical IoT manufacturing processes, autonomous vehicular technology,
video streaming, augmented and virtual reality (AR/VR). 5G and beyond networks
are expected to provide real-time services to new applications with more demanding
performance requirements such as
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FIGURE 1.2: Proposed solutions

- Ultra-high definition 4K display video provision: These applications will be
very sensitive and demanding in terms of reliability and latency and would require
wireless cellular network availability, ease and speed of deployment and largely
improved bandwidth

- Real-time support to formerly non-cellular network use-cases: applications
like remote surgery support (telemedicine) and self- determination medicine fall
into this category. therefore, the data transmission speeds required to support such
applications should be up to 100x more than more wide-spread LTE network data
speeds.

- Scalability challenge in terms of load

- Interactive applications QoE requirement: Interactive applications such as video
conferencing and video Telephony require extreme reliability to provide crystal
clear video streams with no lags and dropped connections, more so than most stan-
dard real-time applications.
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In order to effectively support these critical systems and applications which are
the hallmark in terms of the objectives of 5G networks, low latency connectivity
should be guaranteed.

In this thesis therefore, we proffer solutions to optimize the mobile network via
contributions to latency reduction in the random access (RA) procedure, through
a novel load balancing scheme and by way of a QoS based FH network solution
employing dynamic scheduling.

1.2.2 Resource Allocation

5G cellular networks will come with heterogeneous multi-tiered architectures con-
sisting of a host cells with different operational specifications existing within the
same coverage zones to meet the different QoS and QoE requirements for active mo-
bile and stationary devices. Radio resource allocation and interference management
as a result of this multi-cell architecture becomes a problem facing future networks.

In this thesis, we present a novel technique utilizing the concept of Almost Blank
Subframes (ABS) to balance traffic load among cells which leads to optimized cell
and resource usage. In addition, our first proposed scheme also contributes to opti-
mized Random Access preamble resource usage.

1.2.3 C-RAN

Cloud radio access network (C-RAN) a candidate for next generation access net-
work technology,also referred to as C-RAN or Cloud-RAN, is advantageous due to
its potential for handling increased mobile traffic, and to enhance energy efficiencies
[99]. Compared to the traditional distributed RAN, C-RAN is capable of instanti-
ating baseband units (BBUs) and allocating baseband resources to Remote Radio
Heads (RRHs) via Software Defined Networking (SDN) [116] and Network Func-
tions Virtualization (NFV) technology [108]. Compared to previous generations, 5G
provides an environment where a coalition of several radio access technologies, from
pico to macro cells heterogeneously co-existing within the same Network topology
and contributing to spectral efficiency, cell splitting gains, as well as optimized power
consumption as a direct result. This is achievable through the adoption of SDN, NFV
and cloud computing technologies [56, 138].
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C-RAN architecture and benefits

C-RAN as described earlier, consists a cellular network architecture where the base-
band signal processing and network functions of a radio access network are per-
formed in a cloud environment (data center) . The C-RAN architecture comprises of
three major components, i.e. the BBUs (located in the cloud), RRHs (acting as re-
mote antenna elements) and high-bandwidth, low latency (mostly optical) front-haul
links that interconnect the BBUs and the RRHs. This architecture fully enables vir-
tualisation, and is also known as virtual RAN (V-RAN) [57]. In C-RAN, traditional
Based Stations (BSs) are separated into two parts, the distributed RRHs and BBUs
clustered into a pool. The pool is located at a centralized site (cloud) housing a set
of BBUs. The instantiation of baseband functionalities over software without the
need for dedicated hardware, enables the implementation of the RAN as a Service
(RANaaS) feature. This arrangement allows the radio resources of various BBUs to
be shared to meet dynamic user demands.

The C-RAN architecture facilitates several advantages compared to legacy wire-
less architectures, such as [58] :

- Cost reduction in CAPEX and OPEX: The efficient utilization of BBU resources
is achieved through the pooling of BBUs in the cloud, and the centralization of
computational processing. This in effect, reduces the combined number of BBUs
needed to meet end-user demands. Furthermore, resulting in lower overall power
consumption and consequent cost reductions in both Capital Expenditure (CAPEX)
and Operational Expenditure (OPEX) [35].

- Energy efficiency and green deployment: Network energy efficiency can be opti-
mized through C-RAN by decreasing the number of active cell sites when needed,
thereby, decreasing the total system power consumption of the network. Moreover,
during low traffic periods, underutilized BBUs can be turned off and their traffic
can be redistributed to the active BBUs.

- Improved Spectral efficiency and decreased inter-channel interference: The cen-
tralized BBU can share the resources dynamically and cooperatively among het-
erogeneous cells. Therefore, resources can be utilized per service demand. The
inter-channel interference can also be greatly reduced as a result of joint schedul-
ing and processing.

- Capacity and coverage range improvement: The C-RAN architecture is pegged
to support a range of 10s to 1000s of cell sites. This capability will lend to im-
proved network capacity through cell range expansion, and serving much more
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user devices. As a direct result, the Quality of Service (QoS) for end-user is also
improved.

- Flexible BBU-RRH associations: Additionally, the C-RAN architecture allows for
flexible BBU-RRH associations, dynamically adjusting to varying network load
conditions. For instance, when network load conditions are low, several RRHs can
be dynamically handled by one or a few BBUs, reducing the number of running
BBUs and also promoting energy efficiency

- Inter-cell interference management and reduction:the co-location of BBUs in a
single place encourages easier adaptation of coordination and interference man-
agement techniques such as Coordinated Multi-Point (CoMP) [29] and enhanced
Inter-cell Interference Coordination (eICIC).

- New business model adoption: The evolved C-RAN concept will generate more
business models, such as the BBU pool resource rental system and cellular system
as a service (network slicing) [118] .

C-RAN Challenges

Despite the several advantages posed by the implementation of C-RAN architecture,
a number of challenges need to be addressed which can limit the facilitation and
deployment of C-RAN. In this section, we focus on some C-RAN challenges in par-
ticular which will be the focus of this work.

- Infrastructure Limitations: The Fronthaul (FH) network design which connects the
RRHs to the BBU pool, plays a crucial role in the overall system performance of a
virtualized wireless network. The FH network is required to carry a large amount of
data traffic in real time with high bandwidth and ultra low latency requirements so
as to meet Hybrid Automatic Repeat Request (HARQ) requirements. Furthermore,
as a rule of thumb, the end-to-end latency between the RRHs and the BBUs should
be an order of magnitude lower than the latency requirement of any service or
system algorithm [118].

- BBU Functional Split placement: The functional split concept consists of locat-
ing some baseband or protocol processing back from the centralized BBU to the
distributed RRH according to the applied functional split between them [128] . In
this way, the RRH will cease from being just a passive distributed antenna to an
active one.Therefore, there is a need to find the optimal placement of RAN base-
band functions (at centralized cloud or RRU) in order to effectively meet the strict
timing transport requirements and at the same time also benefit from centralization.
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- Cloudification and Virtualization of RAN Latency concerns: cloudification, virtu-
alization and network slicing are especially challenging in the RAN domain due to
the potential virtual network functions (VNFs) run-time in the cloud. When exe-
cuting RAN lower and upper layer functions in commodity hardware, the runtime
of lower physical layer functions such as, channel coding and large matrix inver-
sions which require on-demand resource provisioning, can result in problems due
to the bounded run-time requirements of these functions. In current LTE/LTE-A
networks, the coding of Physical (PHY) layer functions make use of FPGA ar-
chitectures to meet these delay requirements. We address this challenge in our
work in Chapter 5 by proposing a differential traffic based scheduling solution to
aid tackle latency concerns along the additional Fronthaul network added by the
C-RAN architecture.

- Resource management: In standard LTE/LTE-A distributed RAN architecture, var-
ious optimization algorithms are utilized for Radio Resource Management (RRM),
such as admission control, scheduling, interference mitigation and power con-
trol. Cloudification of RAN with its new architecture adds additional challenges
in RRM, requiring new optimization mechanisms and algorithms to be designed.
Such algorithms not only focus on spectral efficiency enhancement or interference
mitigation, but also allow optimized BBU-RRH associations.The adequate design
for BBU-RRH associations can be exigent and require careful implementation so
as to dynamically adapt to traffic changes and also deliver an acceptable level of
QoS for serviced devices.

On the basis of the above observations, this thesis focuses on latency reduction
techniques and efficient resource allocation schemes over the RAN domain in or-
der to ensure the effective implementation of cloudification and slicing techniques
analogous to future heterogeneous mobile networks.

1.3 Thesis Contributions

This section highlights the main contributions of this thesis. Our contributions are
three fold as displayed in Figure 1.3, to start with, we proposed a dynamic resource
reservation and usage approach to deal with congestion in heterogeneous cellular
networks as a result of densely populated mixed traffic scenarios analogous with the
Fifth Generation (5G) networks. Furthermore, within the same context, we propose
a new random access (RA) resource usage algorithm to efficiently assign RA pream-
bles to 3 distinct traffic types with different latency requirements. In our second
contribution, we propose and implement a dynamic load balancing scheme among
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heterogeneous cells deployment within a 5G context. Our proposed scheme lends to
the effective usage of mobile network cells, low latency scheduling and power sav-
ings. We also proposed a game-based C-RAN computational resource usage scheme.
In our third proposal, we focused on developing and implementing a service dif-
ferential based scheduling scheme suitable for latency reduction in C-RAN based
fronthaul networks.

FIGURE 1.3: Proposed enablers for Cloudification and Slicing

1.3.1 Partitioned Resource Usage Approach for Random Access
(RA) in 5G Cellular Networks

The ultra reliable and low latency connections required by mission critical applica-
tions to be hosted in future networks require fast data delivery services which can
guarantee latency’s of 10ms and under in the control plane and 1ms in the user plane
[7] . In order to achieve estimated delay figures for mission critical applications in
addition to overall system performance, advanced resource allocation schemes and
enhancements to the network architecture, in particular the Random Access (RA)
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and core protocols, need to be applied [10] . A first contribution to our work re-
lies on RA preamble reservation for 3 distinct traffic classes (High, Medium and
Low), where the reserved resources for the High priority class remains fixed, while
for the medium and low class, a conditional dynamic resource sharing mechanism
is introduced. Access delay figures are then compared with standard LTE/LTE-A
RA figures and results show that our partitioned resource reservation mechanism
significantly reduces the access delay figures in the control plane for both priority
and non-priority traffic, meeting the 5G ultra Reliable and Low Latency Commu-
nications (uRLLCs) requirement. In addition, we obtain through analytical means,
the optimum preamble partition for the reserved case which will also meet service
requirements for low-priority traffic.

1.3.2 An Optimized Approach to Load Balancing and Resource
Usage in 5G Multi-tiered Cellular Networks

Further more, in the context of end-to-end (E2E) latency reduction, we explore new
techniques for optimized device to cell associations as well as efficient load balanc-
ing among heterogeneous cells within multi-tiered networks expected to be common
place in 5G and future cellular network architectures. Our proposal in this part pri-
marily consists of a major contribution to the standard LTE/LTE-A hand-over (HO)
procedure by dynamically adjusting the Almost Blank Subframe (ABS) ratio (ABS
to non-ABS) of large macrocells within a multi-tiered network space, to the amount
of HO requests received from nearby user equipment’s (UEs). Our proposal aims
at encouraging attachment of devices to smaller powered nodes with less domineer-
ing reference signal received power (RSRP) as compared to larger powered nodes
within the same coverage area. Properly balanced traffic load invariably leads to
lower scheduling latency’s and power savings, which in turn is an enabling factor for
a scalable and virtual RAN. In addition to the load balancing scheme, a cooperative
gamified approach to RRH-BBU resource sharing was also proposed. The validation
of our proposal was done through Matlab simulations.

1.3.3 QoS based differential service provisioning for 5G New ra-
dio (NR) Fronthaul networks

With the planned data rate growth for 5G New Radio ( NR), very high-rate fronthaul
traffic patterns with different QoS requirements are to be expected which require
cost-efficient transport solutions given the size and economic impact of the access
network in the telecommunication business [123] . Therefore, we propose in this part
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of our work a scheduler based optimization of the fronthaul network for transport-
ing 5G NR signals. We implement a queue based prioritization of mobile traffic to
cope with the latency requirements of inelastic ultra Reliable and Low Latency com-
munication (URLLC) flows and non-URLLC flows associated with Networks of the
Future. We make use of the IEEE Time Sensitive Networking (TSN) Burst Limiting
Scheduler (BLS) algorithm by implementing our contribution to this algorithm by
way of a Dynamic Reserved capacity (DRC) scheduling scheme. We apply our pro-
posed algorithm and switching architecture to differential flows in a packet-switched
fronthaul aggregator node, in the bid to mitigate the waiting time for mission critical
data and thus maximize throughput. The simulation results show that our scheduling
scheme is able to mitigate delay and optimize throughput for delay sensitive traffic.

1.4 Thesis Organisation

The organisation of this thesis is outlined in Figure 1.4. Each chapter comprises of
the literature review, contributions and major results.

FIGURE 1.4: Thesis Organisation

Chapter 1 presents the introduction into the thesis, research challenges which are
addressed, objectives and proposals. Chapter 2 presents a comprehensive State-of-
the Art into 5G technology, from the background to standardization and its limita-
tions. We also present our position about these limitations together with our proposed
solutions.

Chapter 3 introduces our first contribution by way of a partitioned RA resource
usage mechanism, geared towards the optimization of RA preamble resource and to
meet up with acceptable 5G control plane latency figures.

Chapter 4 presents a joint optimisation algorithm for multi-tiered heterogeneous
5G networks consisting of two stages, the first being a novel contribution to standard
handover (HO) decision control mechanism in a bid to effectively balance traffic
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load in hierarchical or mixed cell structures analogous to networks of the future. We
also present a gamified approach to RRH-BBU association for C-RAN with optimal
convergence and utility guarantees.

Chapter 5 defines a novel FH network differential traffic scheduling architecture
to carry out optimized scheduling making use of a credit based shaper mechanism.
Our proposal is aimed at improving the overall throughput and latency figures for
each differential traffic class from the time constrained to best-effort traffic.

Chapter 6 presents a summarized version of the major findings of this thesis and
gives key directions into future work and open research questions.
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Chapter 2

State-of-the-art in 5G networks

This chapter provides an outline of 5G Networks and its features, recent updates
together with their constrains, technical aspects related to ultra-low latency provision,
optimal resource usage and end-to-end Quality of service provisioning. In addition,
this chapter provides an overview of the open issues related to future networks.

2.1 Introduction

As stated in the previous chapter, 5G cellular heterogeneous networks of which initial
roll-out and deployment began in 2020, are expected to support a very large number
of connections, from IoT devices to massive machine type communications (mMTC)
in addition to standard mobile devices. 5G networks are designed to support wide
host of applications with an extensive variety of requirements, including high user
data rates, lower latency, enhanced indoor coverage, improved resource usage in
addition to energy efficiency [63], [48], [162].

Performance targets and requirements for 5G networks have been addressed dur-
ing the standardization process, therefore making 5G networks more structured com-
pared to previous standards such as LTE/LTE-A and so on. These 5G specific perfor-
mance targets include ultra reliable and low latency response to meet up with the end
user QoS requirements, network densification through heterogeneous multi-tiered
cell structures, enhanced energy efficiency and capacity. Table 2.1 summarizes the
5G network performance targets.

In order for these service requirements to be fulfilled, 5G networks will need to
embrace multi-tiered heterogeneous architectures made up of cell nodes with diverse
characteristics and capacities, from the conventional macrocell to smaller nodes such
as femto, pico cells as well as device-to-device (D2D) UEs. As a result of the need for
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proper coordination and management among these cells, and in light of the large ex-
pected growth in traffic and connected devices associated with future networks, net-
work nodes will require smart self-organization capabilities to perform tasks such as
autonomous load balancing, enhanced inter-cell interference coordination (eICIC),
network resource allocation, power consumption minimization etc. [162], [88] .

Some of the more promising attributes associated with 5G networks is its ability
to be more responsive in terms of lower latency in addition to its ability to connect
more devices at once through advanced resource management schemes. In order to
effectively deliver projected latency and connection figures, novel algorithms as well
as improvements to RA and multiple access (MA) mechanisms and procedures need
to be designed in a way that would meet user QoS and QoE needs as well as system
performance requirements.

In light of all the described features, this chapter therefore will provide the State-

of-the-art of 5G networks with major focus on these features. We will begin with
the advancements to modulation technologies and solutions associated with the 5G
network standard in addition to the open issues confronting the standard and current
solutions. Subsequently, we will proceed to 5G radio resource allocation as it relates
to random access, cell deployments and differential service provisioning along the
extended FH network.

2.2 5G RAN : modulation technologies and solutions

The innovations 5G is meant to support have been categorized under three major
groups of applications by 3GPP known as enhanced mobile broad band (eMBB),
massive machine type communication (mMTC) an ultra reliable and low latency
communications (uRLLCs) [63], [136]. These service classes are considered as the
key focus under which the 5G network is designed of which we provide a brief
overview.

• eMBB: eMBB is a communication service that is representative of an evolu-
tion from long term evolution (LTE) which already provides impressive mobile
broadband speeds in the gigabit range in limited markets. However, the need
for much higher bandwidths, ultra-low latency for mission critical applica-
tions and greater connectivity exceeds the capacity of the more widely adopted
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5G Performance targets Trends/Proposals
Capacity and throughput improvement,
high data rate
(∼1000x of throughput improvement
over 4G, cell data rate ∼10 Gb/s, signal-
ing loads less than 1∼100%)

Spectrum reuse and use of different band
(e.g., mm-wave communication using
28∼GHz and 38∼GHz bands), multi-tier
network, D2D communication, C-RAN,
massive-MIMO

Reduced latency
(2∼5 milliseconds end-to-end latencies)

Full-duplex communication, C-RAN,
D2D communication

Network densification
(∼1000x higher mobile data per unit area,
100∼10000x higher number of connect-
ing devices)

Heterogeneous and multi-tier networks

Advanced services and applications
(e.g., smart city, service-oriented commu-
nication)

C-RAN, network virtualization, M2M
communication

Improved energy efficiency
(∼10x prolonged battery life)

Wireless charging, energy harvesting

Autonomous applications and network
management, Internet of Things

M2M communication, self-organizing
and cognitive network

TABLE 2.1: Performance targets of 5G networks

LTE, specifically with the number of connected devices worldwide on a high
increase.

To satisfy the requirements for new wireless networks, the other key use-cases
- uRLLC and mMTC work together with eMBB. One way 5G will be deployed
to effectively cover vast areas would be via fixed wireless access (FWA) using
spectrum bands in the mm range which were not utilized in 4G networks. The
number of eMBB enabled devices is projected to increase to 1 billion in the
year 2024 as compared to 15 million in 2019.

• mMTC: Machine type communication (MTC) technology is founded on the
idea that the growth value of machines are proportional to the number of net-
work units [85], leading to the Internet-of-everything (IoE) and IoT concepts
[70] and the prospect of developing a fully networked smart city society by
expanding the number of networked machines [138], [30], [24]. The annual
growth rate of networked machines is 25% with current numbers up to hun-
dreds of millions. In 5G networks, mMTC is expected to pave the way for an
increase in new innovative services and applications through the IoE concept
[56], [88].

• Ultra reliable and Low Latency Communications (URLLC) URLLCs are
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among the key service class cathegories in 5G networks expected to con-
tribute to heightened user experience through emerging services and applica-
tions which have both delay constrained and reliability requirements. Among
the 3 major groups of eMBB, mMTC and URLLC, the design and implementa-
tion in 5G networks of URLLCs is the most demanding due to its requirement
to jointly meet the design aspects of Ultra-high reliability and low latency [68]
. Improving reliability through added resources for re-transmission,redundancy,
signaling and parity results in a negative trade-off for the latency [139]. The
3GPP aims at providing URLLC with user plane latencies of ∼ 1ms and relia-
bility of 1−10−5 (99.999%). A symmetric latency budget of ∼0.5ms for both
UL and DL is required to ensure the aforementioned latency target [126], [86].

A more recent inclusion is enhanced Vehicle to everything communications (eV2X)
[31] . These applications require flexible connectivity with improved spectral effi-
ciency and system throughput, subjecting the architecture of general 5G networks
to significant design challenges. traditional orthogonal Frequency Division Multi-
plexing (OFDM) is unable to meet many new demands of 5G networks due to its
requirement for high synchronization to avoid out of band leakage (OOB) among ad-
jacent bands, whereas, in the case of technologies like mMTC, sensor nodes transmit
different data types which are mostly asynchronous in narrow bands [164] .

To combat the challenges associated with future wireless communications a num-
ber of modulation and waveform candidates have been considered for their prospec-
tive advantage for 5G network use-cases. In this chapter, we provide an overview of
some potential modulation and waveforms prototypes with promising interest in 5G,
due to their specific advantages. We highlight the major advantages of each modula-
tion scheme and waveform in accordance to identified design requirements. Various
modulation techniques have been proposed, some of which include;

- Filtering

- Pulse Shaping

- precoding

- Guard Interval (GI) shortening

These modulation schemes have the capacity to effectively reduce OOB leakage
of OFDM with the filtering technique being the most straightforward to reduce OOB
leakage over the stop-band [31] . The above mentioned modulation schemes can be
used with Orthogonal Multiple Access (OMA) in future networks. OMA is essential
to all previous and currently used wireless networks.
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2.2.1 New Orthogonal Multiple Access Modulation Schemes

OFDM is a structured multi-carrier modulation format developed for RF systems
used in 5G and most modern wireless communication systems. Its capability to
greatly increase the data rate in channels with bandwidth constraints allowing MIMO
integration and high spectral efficiency is one of its key advantages [160].

On the other hand, a major disadvantage associated with OFDM would be its sus-
ceptibility to OOB emissions. As a result of this shortcoming, new modulation tech-
niques for 5G networks are being proposed. However, due to its extensive use in
current wireless systems as a base standard and to encourage backward compatibil-
ity in future networks, we will first introduce it [31].

A. Traditional OFDM

dk, for k = 0,1,N−1, is the transmit complex symbol.The baseband OFDM signal,

s(t) =
N−1

∑
k=0

dke j2π fkt (2.1)

for 0 ≤ t ≤ Ts, where fk = k∆ f , ∆ f is the subcarrier bandwidth and Ts is the
symbol duration

Therefore,

dk =
1
Ts

∫ Ts

0
s(t)e j2π fktdt (2.2)

To address delay spread in wireless channels a cyclix prefix (CP) is used in
OFDM if the length of the CP is larger than the delay span, the OFDM demodu-
lated signal is given as

dk = Hkdk + nk (2.3)

Where, Hk is the frequency response of the wireless channel at fk = k∆ f and nk

is the impact of additive channel noise.

5G networks have to support a large host of different user types with different de-
mands. Traditional OFDM cannot hope to satisfy these lofty requirements, hence
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novel modulation techniques with much lower OOB leakage will be required. Mod-
ulation techniques for OMA include,phase shaping, subband filtering, precoding de-
sign, guard interval (GI) shortening etc.

B. Modulation based on Pulse Shaping

Filter Bank Multi Carrier (FBMC)

Future mobile communications beyond 2020 will require highly diverse and op-
timized architecture to fully accommodate a wide range of applications. The air
interface of 5G systems will provide more flexibility compared to present systems.
Advanced OMA schemes like FBMC and GFDM will be considered as key modula-
tion techniques for New Radio (NR). In light of this, these techniques are explored
in depth.

Presently OFDM is widely adopted due majorly to the schemes robustness against
multipath channels and easy implementation based on Fast Fourier transforms (FFT)
[102]

FIGURE 2.1: Filter bank multicarrier (FBMC)

As shown in figure 2.1 for FBMC to achieve the best SE, offset quadrature am-
plitude modulation (OQAM) is applied to make FBMC real-domain orthogonal in
time and frequency domains [20],[122],[31], [51] .

FBMC consists of IDFT and DFT synthesis and analysis polyphase filter banks.
The transmit signal for FBMC can be expressed as

s(n) =
K−1

∑
k=0

M−1

∑
m=0

dk,mΘk,mg(n−mk/2)e j2πnkn/k (2.4)
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Where k and M are the numbers of subcarriers and symbols respectively, dk,m is
the transmit symbol at subcarrrier k and symbol m, and g(n) is the prototype filter
coefficient at the nth time-domain sample. The parameter, Θk,m in (2.4) is defined as

Θk,m =

±1 if m+k is even,

± j if m+k is odd,
(2.5)

One of the main drawbacks for CP-OFDM is that it cannot provide NR required
degrees of freedom, in other words, a more adaptive and efficient solution other
than the fixed waveform configured to best compromise [31] . For FBMC schemes,
the modulated signal on each sub-carrier is shaped by a well designed prototype
filter different from traditional rectangular pulse in CP-OFDM. This is an important
addition, providing a new degree of freedom.

FBMC CP-OFDM
High grade prototype filter which spans over multiple symbol periods Rectangular pulse type filter
Better spectral efficiency due to absence of CP Additional overload due to use of CP necessary to support frequency domain channel equalization
Efficient spectrum thanks to confined power localization in frequency of the filter Less efficient spectrum due to poor localization in the frequency domain due to sinc-shaped spectrum of pulse
Better control of out-of-band properties of wave forms High sensitivity to frequency offsets between transmitters and receivers

TABLE 2.2: Comparison between FBMC and CP-OFDM

Disadvantages of FBMC

• Orthogonality concern: FBMC/OQAM transmission schemes inherit an intrin-
sic interference in time dispersive channels due to wave forms overlapping in
time domain and the absence of a CP. In order to properly mitigate these ef-
fects, suitable equalization and interference cancellation schemes have to be
employed.

• Packet transmission: theoretically speaking, FBMC/OQAM can achieve full
time frequency efficiency through the use of OQAM. However, this is capable
for symbol sequences with infinite length. Realistically, data transmission is
divided into smaller time bursts. The ramp-up and ramp-down times at the
edges of these intervals caused by filtering reduce the actual efficiency. This
may give rise to a big problem in applications such as machine type commu-
nications, where the packets to be transmitted are expected to be short. Some
solutions which include, burst truncation and packet transmission with special
processing at the edge have been proposed [2]

Generalised Frequency Division Multiplexing (GFDM)
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GFDM was initially proposed in 2009 by G. Fettweis et al as a flexible multicar-
rier technique for future wireless systems. More techniques for multi carrier commu-
nications are being researched for 5G network architecture and schemes like FBMC
interference avoidance transmission by partitioned frequency and time domain(IA-
PFT), and GFDM. All these techniques can be classified as filter bank techniques
and are related to OFDM.

With GFDM, a generalization of OFDM is proposed with additional degrees of
freedom in choosing system parameters. The GFDM scheme orders data in a two di-
mensional time-frequency block which introduces flexible pulse shaping for individ-
ual subcarriers reducing the amount of cp while still providing means for single-tap
equalization in frequency domain.

FIGURE 2.2: Generalized frequency Division Multiplexing (GFDM)

Figure 2.2 indicates the block diagram of GFDM. The difference between GFDM
and FBMC is that GFDM uses circular filters instead of the linear filter used in FBMC
to execute pulse shaping. By carefully choosing the filter, out-of-block leakage is
minimized, M frequency samples can be easily adjusted and K time samples for a
GFDM block according to application environment. The transmit signal for each
GFDM block can be expressed as

S(n) =
K−1

∑
k=0

M−1

∑
m=0

dk,mgk,m(n) (2.6)

for 0≤ n≤KM−1, where dk,m is the transmit symbol on subcarrier k at subsym-
bol m and gk,m(n) is the circular time and frequency shift version of the prototype
pulse shaping filter. From (2.6),
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gk,m(n) = g((n−mK)KM)e j2πkn/k (2.7)

where (.)KM denotes the KM modulo operation and g(n) is the prototype pulse
shaping filter similar to OFDM, both modulation and demodulation can be expressed
via matrix operations. However the transceiver structure for GFDM is different from
OFDM. Along with FBMC and GFDM, modulators based on pulse shaping, like
QAM-FBMC and pulse shaped OFDM [168], have been proposed for 5G networks.

C. Modulation based on sub-band Filtering

In addition to pulse shaping, one more technique used to reduce OOB leakage is
sub band filtering. Filtered OFDM (FOFDM) [167], [5] and Universal filtered multi-
carrier (UFMC) [134] are two classic modulation types built from sub band filtering.
Fig.4 displays the transmitter and receiver structures of UFMC. The bandwidth of
the filter in UFMC is much wider than that of the modulations derived from pulse
shaping; the length in time domain is much shorter. f-OFDM uses a CP and regularly
allows residual inter-symbol interference (ISI) [5]. In addition, the filter in f-OFDM
can be longer than that in UFMC and has better attenuation outside the band. One
more difference from UFDM is that the subcarrier spacing and the CP length do not
have to be the same for the different users in f-OFDM.

FIGURE 2.3: Universal Filtered Multi Carrier (UFMC)
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Assuming N subcarriers are divided into K subbands, each with L = N/K con-
secutive subcarriers, the transmit signal in UFMC can be expressed as

S(n) =
K−1

∑
k=0

Sk(n) ∗ fk(n), (2.8)

when fk(n) is the filter coefficient of subband k,and Sk(n) is the OFDM modulated
signal over subband k that can be expressed as

S(n) = ∑
M−1
m=0 Sk(n−m(N +Ng)) =

Sk,m(n−m(N +Ng)), m(N +Ng) ≤ (n) ≤ m(N +Ng)+N−1

0, otherwise
(2.9)

with Ng denoting the length of the zero-padding (ZP) [110], M denoting the number
of symbol blocks and Sk,m(n) denoting the signal at subcarrier k and symbol m. In
(9), Sk,m(n) can be expressed as

Sk,m(n) =
kL−1

∑
l=(K−1)L

dl,me j 2πln
N

, 0≤ n≤ N−1 (2.10)

Where dl,m is the l-th transmit symbol at the m-th symbol block. At the receiver, the
signal at symbol interval has the length N +Ng and is zero-padded to have a length
of 2N so that a 2N-point FFT can be performed

TABLE 2.3: comparisons of advanced multiple access and waveform
based solutions

KPI OFDM[31] GFDM[134][106] FBMC [122] UFMC[134]
Processing latency Low high Low Low
Computation complexity Low high Moderate Low
Flexibility High High High High
Spectral efficiency Low very high Low high

2.2.2 Adaptive Modulation and Coding (AMC) Implementation
in 5G

Compared to LTE/LTE-A networks, in 5G communication network systems, the
evolved NodeB will perform adaptive modulation and coding (AMC) in conjunc-
tion with the corresponding values of the channel state information which is fed back
by the user equipment (UE). This process helps to enhance spectral efficiency as well
as the throughput of the OFDM system through the selection of different code rates
and modulation methods.



2.2. 5G RAN : modulation technologies and solutions 23

The principle behind AMC as opposed to fixed modulation and coding, lies with
the ability to dynamically adjust the modulation and coding order, symbol coding rate
and coding method such as to maximize total transmission link throughput and main-
tain system stability [14]. Therefore, when channel conditions are optimal, higher
transmission rates are dynamically adopted for data transmission and in poor condi-
tions, lower rates are utilized in order to ensure correct signal reception at the receiver
end.

The 5G NR traffic channels (UL and DL) majorly adopt the Low Density Par-
ity Check (LDPC) coding, while control channels are encoded using Polar codes.
Modulation methods used include Quadrature Phase Shift Keying (QPSK), 16QAM
(Quadrature Amplitude Modulation), 64QAM and 256QAM.

Table 2.4 shows the Channel Quality Indicator (CQI) figures defined by 3GPP
Ts38.214 specification for Physical layer data procedures.

TABLE 2.4: 4-BIT CQI

CQI index modulation code rate *1024 efficiency
0 Out of range

1 QPSK 78 0.1523

2 QPSK 193 0.3770

3 QPSK 449 0.8770

4 16QAM 378 1.4766

5 16QAM 490 1.9141

6 16QAM 616 2.4063

7 64QAM 466 2.7305

8 64QAM 567 3.3223

9 64QAM 666 3.9023
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10 64QAM 772 4.5234

11 64QAM 873 5.1152

12 256QAM 711 5.5547

13 256QAM 797 6.2266

14 256QAM 885 6.9141

15 256QAM 948 7.4063

2.2.3 Requirements relating to modulation and waveforms for
5G networks

Some of the promising and key requirements in terms of waveform formats necessary
to reduce connection latencies and optimize general performance for 5G and beyond
application use-cases are reviewed in this section.

Summarized in figure 2.4 are the performance requirements associated with mmWave
transport over analog radio over fiber (ARoF) which are both top candidates for 5G
FH network transmission as well as general requirements for 5G wireless communi-
cations.

FIGURE 2.4: Relationships among requirements for candidate wave-
forms and 5G requirements [124]
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Requirements for general 5G wireless communications

The waveform format relating to wireless communications ideal for fifth genera-
tion and future network use-cases would require the following specific features:

1. Permitting asynchronous multiple access: The importance of asynchronous
multiple access comes with its ability to efficiently utilize resources. In both
time division duplex (TDD) and frequency division duplex (FDD) systems,
dynamic allocation of communication resources for varying bandwidths is of
the essence in order to effectively accommodate asymmetric traffic. Therefore,
it follows that waveform formats which enable asynchronous MA would utilize
channel resources optimally corresponding to higher total throughput figures
[135].

2. hardware complexity: Due to the increase in the heterogeneity of next gen-
eration mobile networks by way of multiple access adoption, the complexity
and cost of hardware present in each cell should be considered when deciding
the feasibility of a modulation format in order to manage OPEX and overall
system complexity.

3. Structured MIMO integration: MIMO systems are an appropriate technique
to overcome the low attenuation associated with mmWave wireless commu-
nications which is a key propagation candidate for 5G networks. mmWave
signals are only able to travel shorter distances as compared to current signals
utilized in LTE/LTE-A and would require a modulation format with efficient
MIMO integration [8].

4. Out of band emissions: In order to guarantee the high levels of spectral ef-
ficiency required to foster next level mobile communication networks which
will be shared by heterogeneous user type technologies and network operators.
It is important that OOB emissions be kept to a minimum so as not to interfere
with simultaneous service transmissions on adjacent channels. This restriction
of OOB leakage can be bounded through the use of considerable bandwidth as
guard band in order to obtain adequate service frequency multiplexing.
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5. Spectral efficiency: The increase in spectral efficiency has long been an im-
portant factor in the wireless communications sector, as it relates directly to
performance by way of achieved bit rate. Deploying 5G networks with tar-
geted service at peak spectral efficiency exceeding 30bps/Hz downlink (DL)
and 15bps/Hz uplink (UL), which doubles the 15bps/Hz DL provided by LTE-
Advanced is essential to meet the increased mobile data usage [159], [50],
[166].

6. Peak-to-average power ratio (PAPR): PAPR is the relation between the max-
imum power of a sample in a given transmit symbol and the average power of
the symbol [115]. In more simple terms, PAPR is the ratio of peak power to the
average power of a signal expressed in decibel (dB).Large power fluctuations
as a result of high PAPR figures lead to high power consumption which 5G
networks seek to effectively minimize [135].

2.3 Radio resource management in 5G HetNets

The ultimate goal of 5G NR is to support a wide range of services with diverse QoS
requirements. To arrive at this goal, an extensive range of techniques and models will
have to be adopted to effectively manage the performance degradation associated
with interrupted services. A host of novel algorithms and strategies, scheduling,
power allocation, interference coordination and link adaptation, optimization and
heuristic models, game theoretic models, AI/machine learning etc. [80],[73] which
leverage on utilizing limited spectral resource optimally would be employed in 5G.

Some of the enabling techniques which will contribute to efficient radio resource
management (RRM) which have been adopted in this thesis include; leveraging of
ABS techniques in heterogeneous multi-tiered networks, modified RA procedures,
game theoretic approaches and differential service scheduling in 5G FH networks.
The adoption of these techniques have been tailored to optimization objectives of
low control and user plane latencies, higher throughput and energy efficiency. Some
system performance metrics that require optimization for 5G and future networks are
listed below.



2.3. Radio resource management in 5G HetNets 27

FIGURE 2.5: 5G multi-tiered HetNet Architecture [103]

QoS based Scheduling

5G and beyond networks are expected to consist of ultra-high dense multi-cell de-
ployments necessary for optimized system capacity [15]. This upgrade to the 4G
network is not without its challenges which include cell boundary ICI challenges,
frequency reuse [112], and the efficient allocation of already scarce radio resource.
In light of these challenges, intelligent and dynamic scheduling of radio resource is
paramount to reaching system targets and satisfying QoS/QoE requirements of con-
nected devices.

The scheduling mechanism in LTE and LTE-A [83] systems is controlled by the
eNB which allocates resources to the active users in a cell every transmission time
interval (TTI) which is equal to 1ms. OFDMA is utilized in downlink transmission
and it divides available bandwidth into multiple sub-carriers which carry multiple
data flows, the uplink radio access scheme is single carrier frequency division mul-
tiple access (SC-FDMA). The allocated resources are expressed in terms of phys-
ical resource blocks (PRBs) or RBs. The RB is defined as seven OFDM symbols
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(one 0.5ms time slot) in time domain and 12 subcarriers in the frequency domain
(180KHz).

The major parameters utilized by the eNB to compute scheduling metrics are as
follows:

• QoS/QoE Parameters: When a user device runs an application, a logical
channel is created between UE and eNB referred to as a radio bearer which has
a defined QoS profile named QCI. In order to meet these QoS requirements,
the eNB uses the QCI parameters mapped to their flows to assign scheduling
priority to the flows.

• Channel quality: In LTE-A systems, the eNB makes use of the channel qual-
ity indicator (CQI) to obtain an estimation about a connected UEs channel
quality. The CQI has a value which ranges between 0 to 15 that indicates the
level of modulation and coding the UE could operate thereby allowing the eNB
to prioritize traffic scheduling based off this information.

• Resource allocation record: System fairness is an important aspect in mobile
networking whereby all connected devices require service. The records of past
achieved performance of UEs are utilized by the eNB to improve UE fairness
during the traffic scheduling process.

Some of the main scheduling strategies introduced in LTE/LTE-A which are still
adopted in 5G and beyond networks are summarized as follows (more extensive sur-
veys can be found in [81], [125])

1. First in First out (FIFO): This strategy falls under the cathegory of channel-
unaware scheduling strategies. As the acronym implies, FIFO allocates re-
sources to UEs on a first-come first-served basis.

2. Round Robin(RR)/Weighted Round Robin (WRR): RR scheduling tech-
nique is a starvation-free RBs algorithm which cyclically selects equal amounts
of data flows (allocates a fixed amount of RBs) from an ordered queue buffer
for transmission.This method ensures there is equality for all UE traffic. The
WRR on the other hand is a modification to standard simple RR whereby
weights are assigned to each queue or traffic class mostly in the order of prior-
ity.

3. Largest Weighted Delay First (LWDF): The LWDF scheduler is used to en-
sure Real-Time (RT) application packets are received within set worst-case
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deadlines to avoid dropped packets [93]. Users with more latency-stringent
requirements in relation to deadline expiration and acceptable loss rate are
granted scheduling priority. This scheduler also falls among the channel-
unaware strategies.

4. Blind Equal Throughput (BET): This scheduler attempts to provide through-
put fairness among UEs. To achieve this, the scheduler algorithm allocates re-
sources to traffic flows from UEs which have previously been served with the
lowest average throughput [74]. This scheduler also falls under the cathegory
of channel quality unaware schedulers.

5. Maximum Throughput (MT): The MT scheduler belongs to the channel-
aware cathegory of schedulers which take into cognisance candidate UE chan-
nel quality. The scheduler prioritizes UEs with the best channel conditions
which will in turn achieve maximum throughput [129]. One of the major draw-
backs with this scheduler is its lack of consideration to the fairness criterion
among UEs.

6. Proportional Fair (PF): This channel-aware scheduler was designed primar-
ily for downlink transmission and for Non-Real Time applications (NRT). the
PF scheduling algorithm offers a balance between achieved throughput and
fairness by taking into cognisance both resource allocation history and CQI
[72]. Therefore, the UE with an average past throughput and worst CQI ratio
are ensured to be served within a specific time frame.

From a 5G FH network scheduling point of view, during the transportation of
data packets between RRH and BBU, a considerable number of switches within the
FH network are utilized as aggregation and multiplexing points where the packets
are scheduled, de-queued and routed [52]. The fairness and latency of these packets
and connected RRHs are greatly affected by the packet scheduling policies applied
at these aggregate switch nodes [39], [40].

Therefore, optimized packet scheduling is required to better apply the trade-off
between fairness, QoS provisioning per traffic class and C-RAN multiplexing gains.

System throughput

This parameter is measured in bits per second (bps) and is referred to as the sum of
successful data rate being sent over all network devices and nodes [95]. Network
balancing affects overall system throughput and thus in hierarchical networks of the
future, careful planing and technique application should be carried out in order to
optimally benefit from the multi-cell architectures being adopted in 5G and beyond
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networks. In our work we have proposed a load-balancing based technique to achieve
optimized throughput and power optimization figures.

Other techniques adopted to achieve improved system throughput include, non-
cooperative and cooperative repeated games [27], markovian chain approximations,
linear programming based solutions, optimized power allocation [148], among a host
of other techniques.

Spectral efficiency

Optimized spectral efficiency (SE) falls among one of the key performance metrics
associated with resource allocation in 5G and future networks whereby the 5G stan-
dard targets 10x more spectral gains than the previous LTE standard. This would
be achieved partly through the adoption of more cell types compared to previous
standards.

SE represents the maximum amount of services to be obtained from a measure of
spectrum and is measured in bits per second per hertz (b/s/Hz). A few methods in
academia and industry that have adopted SE as one of the performance metrics for
optimal resource allocation include clustering game algorithms [157], [155], range
expansion and load balancing schemes [153], [117], stochastic optimization schemes
[153].

User association

In 5G and future network HetNets, users are associated with any available network
within their range. In order to select the most favourable network, a user association
mechanism is applied based on channel quality - channel quality indicator (CQI) and
proximity to the evolved node B (eNB). User association is also a key requirement
in load balancing optimization, energy efficiency (EE) and spectral efficiency (SE)
[92].

Load balancing

A key component of 5G multi-tier HetNets is the load balancing of user traffic be-
tween network cells. As part of our work, we proposed a dynamic load-aware bal-
ancing mechanism utilizing 3GPPs ABS mechanism [47], [117].
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2.4 5G: Towards a more flexible RAN

In order to effectively manage and control the integration of heterogeneous network
components and technologies hosted in networks of the future (NoF), 5G networks
have adopted the well established architectures and protocols associated with the
cloud-computing space, where virtualization software-centric techniques are com-
bined to abstract functionalities and services from the previous majorly hardware-
centric mobile network platforms [23].

Therefore, in 5G RAN and 5G core (EPC), openness and scalability through NFV
and SDN [13] has emerged as viable approaches to increase network flexibility in
order to reduce time to market deployment for new services etc. The sharing of data
centres and the use of open application interfaces will enable a large numbers of
applications and services to be provisioned cost-effectively over fixed mobile broad
band networks [133].

A major part of the cost of mobile networks lie in the large number of distributed
base stations and antenna sites. Future cloud and Open-RAN (O-RAN) architectures
[57],[13],[114] will compose of a combination of Virtualisation, Centralization and
coordination techniques all interacting with each other in the network.

2.4.1 5G RAN Architectures

A review of available C-RAN architectures being implemented and proposed for
NR, ranging from traditional distributed and centralized RAN architectures to new
options enabled by SDN and NFV are presented.

A. Distributed RAN

A fully distributed baseband deployment consists of an interface between RAN
and core network at the radio site. Majority of current LTE networks make use of
the distributed baseband model. Thanks to collaboration between base stations over
the X2 interface, LTE hand-overs are majorly seamless. X2 coordination is evolved
to support carrier aggregation as well as coordinated multi-point (CoMP) reception
across layers.
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FIGURE 2.6: Distributed baseband deployment

B. Centralized RAN

Centralized RAN deployments have become increasingly adopted by operators to
boost performance in traffic hot spot such as offices, city squares, malls, stadiums etc.
A fully centralized baseband deployment model consists of all baseband processing
(RAN L1,L2 and L3 protocol layers) located at central locations, serving multiple
distributed radio sites as shown in figure 2.7
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FIGURE 2.7: centralized BB deployment complementing a dis-
tributed BB deployment

Transmission between BBU’s and RRH’s use CPRI front-haul over dedicated fiber
or microwave links (DROF) [49]. In many situations, CPRI connectivity require-
ments will be too strict for centralized RAN architectures to be affordable.

C. Virtualized RAN

When introducing high bandwidth layers with partial coverage for 5G, the cur-
rently deployed distributed/centralized architecture for 4G networks will not be effi-
cient. Virtualized RAN addresses the issues which will arise due to vastly different
throughput capabilities and limited coverage exhibited by new spectrum [130].

Virtualized RAN architectures will exploit NFV techniques and data center pro-
cessing abilities and enables both coordination and centralization in mobile networks,
as highlighted in figure 2.8.
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FIGURE 2.8: Virtualized RAN with some BB functions in separate
environment

An important aspect of virtualized RAN is the fact that certain benefits from the
split separation of the higher asynchronous layers of the radio protocol stack can be
achieved, see figure 2.9.

FIGURE 2.9: RAN functional splits: Intra-PHY split; PHY-MAC
split; PDCP split
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In order to reduce the bandwidth requirements on the fronthaul link between BBU
and RRH (for base-band signal transmission ease), a host of diverse functional split
options have been explored for use by major standardization bodies in 5G NR.

The 3rd Generation Partnership Project (3GPP) have come up with eight main
functional split options see (TS 38.401, TS 38.806, TR 38.816), in addition to some
sub-options [84]. Enhanced Common Public Radio Interface (eCPRI) [66] propose
split options A to E as depicted in figure 2.10, while the Next Generation Fronthaul
Interface (NGFI) came up with split options 1 to 5 [39]. NGFI (xHaul) supports two
major functional split standards, the IEEE 1914.1 standard for packetized fronthaul
transport networks and the IEEE 1914.3 standard for Radio over Ethernet (RoE)
encapsulations and mappings [84]. The split options 1 through to 4 are termed Higher
Layer Splits (HLS), while lower (from 4 below) are Lower Layer Splits (LLS).

The different downlink (DL) split options proposed by 3GPP, NGFI and eCPRI
can be seen in figure 2.10

FIGURE 2.10: Functional split options proposed by 3GPP, NGFI and
eCPRI [22]

A more detailed look into the LTE/LTE-A protocol stack layers with the location
of functional split partitions adopted by 3GPP [84] is described in figure 2.11.
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FIGURE 2.11: Functional split options proposed by 3GPP

In figure 2.11, the red partition lines represent the different functional split op-
tions where the functions below the lines represent function implementation in the
distributed unit (DU) while those above the red lines will be performed at the central
unit (CU). The functions located in the DU are situated close to the UEs in remote
radio systems (RRS) while those located in the CU pool will be exposed to the ben-
efits of higher processing power, coordinated multi-point (CoMP) gains among cells
and processing centralization. With more baseband functionality located at the DU,
the less need for higher bandwidth on the fronthaul link.

It therefore sounds feasible to have all programmable OSI layers, but there is a
strong consensus among network owners about the danger it poses to allow low level
network programming by third parties due to network security and management is-
sues [31]. Also, advanced features such as CoMP and cooperative processing for
mMIMO will not be possible if keeping, for instance, layer 1 in dedicated hardware.
Communication between layers 1 and 2 will also become complex.



2.4. 5G: Towards a more flexible RAN 37

2.4.2 SDN for Cloud-RAN

The major focus of SDN technology is towards decoupling of the software-based
control plane from the hardware-based data plane of networking and switching pieces
of equipment [49]. SDN brings with it unprecedented ease in innovation, openness,
optimum resource utilization, support for virtualization, etc.,. However, many ex-
perts have stated that 5G may just see some point solutions with SDN in some places
[161], and the focus will more likely remain on densification, mm-wave technology,
and distributed antenna systems (DAS) to achieve 1000x capacity, 100x data rate,
and 100x active connections from the already deployed LTE network.

FIGURE 2.12: A generic SDN model of three layers

With 87% of the total Internet users now in possession of smart-phones, mobil-
ity is very important for global telecommunication networks. LTE Evolved Packet
Core (EPC) has done a remarkable job in simplifying the core and separating control
and user planes to a reasonable extent. 3GPP’s 5G NGC has further improved this
separation. The base station eNodeB, however, still contains both planes. A few ma-
jor issues hindering the progression of SDN technology in mobile cellular networks
particularly include;

- fronthaul
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- latency of general purpose platforms (majorly for lower layer RAN)

- disruptive deployment

- SDN specific security issues

- compelling business case

Fronthaul solutions

China mobile presented Next Generation Fronthaul Interface (NGFI) [64],[40] as
a NR FH solution which decouples the dependency of CPRI on a number of antenna
elements by putting all antenna related functionality such as, downlink antenna map-
ping, FFT/IFFT, channel estimation and equalization in the RRU. Currently NGFI is
being standardized under IEEE 1914.1 project.

FIGURE 2.13: C-RAN Network architecture with NGFI [49]

As presented in figure 2.13, NGFI was proposed to connect Radio Cloud Centre
(RCC) and new RRHs. The new RRHs contain not only radio processing but also
partial baseband processing.
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NGFI design principles

• Redesign of functional split between BBU and RRH

• Decoupling FH bandwidth from number of antennas

• Decoupling cell/ UE Processing

• Focusing on high performance gain collaborative technologies

• Reliable synchronization on packetized networks(SYNC-E)/1588v2 hybrid net-
work

FIGURE 2.14: Fronthaul Ethernet packet format to support NGFI [49]

Limitations for NGFI

- Careful design of SYNC-E and 1588v2 to support 5G technologies like CoMP

- Jitter and latency are key difficulties to overcome to finally realise NGFI



40 Chapter 2. State-of-the-art in 5G networks

- Limitations in the support of novel 5G RAN architectures such as the air interface
C/D decoupled RAN architectures

2.4.3 SDN architectures

A few proposed SDN based architectures for cloud-based wireless mobile networks
in literature are presented in this section.

CONCERT

In their work, Jingehu liu et al [94] propose a CONvergence of Cloud and cEllulaR
sysTems (CONCERT) a converged edge infrastructure for cellular networking and
mobile cloud computing.They introduce new design for physical resource placement
and task scheduling, so that CONCERT can overcome the drawbacks of existing
baseband-up centralization approach.

Virtualisation in this architecture is achieved through a control/data (C/D) decou-
pling mechanism by which a logical control plane entity dynamically coordinates
data plane physical hardware. They claim to overcome drawbacks of baseband-up
centralization by allowing flexible combination of distributed and centralized strate-
gies in allocating data-plane computational resources for signal processing functions.

Architectural Design

The infrastructure is divided into

• heterogeneous physical data-plane resources and

• decoupled control plane entity called conductor which is responsible for virtu-
alizing data-plane resources

FIGURE 2.15: conven-
tional cellular network

[94]

FIGURE 2.16: CON-
CERT architecture [94]
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Software-Defined Services

On top of the virtual resources, various services can be easily deployed in a soft-
ware defined way. Service developers should be able to remotely manage the virtual
resource, thus greatly simplifying services deployment and construction.

CONCERT is said to support virtual base stations (vBSs), the operator will have
to initiate an instance of vBS software, and the conductor will provision the required
resources so the network functions of the physical BS can be delivered. CONCERT
is said to support traditional mobile communication services on top of their vBSs.
CONCERT is said to also supports the deployment of centralized RAN, the con-
ductor provisioning radio resources for RIEs to form virtual antennas; virtualize a
portion of the underlay SDN as the fronthaul network; and virtualize some computa-
tional resources in a data center as the baseband processing pool.

SoftAir

I.F. Akyildie et al [11], in their work proposed a new software defined architecture
called softAir for 5G wireless systems. They proposed the utilization of SDN concept
for next generation 5G wireless networks. In their softAir architecture, the control
plane consists of network management and optimization tools and is implemented on
network servers. The data plane consists of software defined base stations (SD-BSs)
in the RAN, and software defined switches (SD-switches) in the core network. Their
control logic are implemented in software on general purpose hardware and remote
data centers.

In softAir, the service providers are provided with the ability to control, optimize,
and customize the underlying infrastructure without owning it and without interfer-
ing with the operations and performance of other service providers, leading to more
cost efficient operations and enhanced QoS. Thanks to the programmable data plane,
the network resources, e.g spectrum, can be dynamically shared among the service
providers.

SoftAir Architecture design

Consists of forwarding plane and control plane. The forwarding plane is an open,
programmable, and virtualizable network forwarding infrastructure which consists of
software defined core network (SD-CN) and software defined radio-access network
(SD-RAN). The control plane consists of two primary components
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1. Network management tools

2. customized applications for service providers or virtual network operations

FIGURE 2.17: SoftAir architecture [11]

FIGURE 2.18: SoftAir architecture [11]
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scalable Network function cloudification

1. Scalable SD-CN design: Their proposed softAir design adopts SD switches to
provide cellular core network with high flexibility as illustrated in figures 2.17
and 2.18. They propose to minimise the control message forwarding delay
between controllers and switches by their proposed control traffic balancing
scheme which employs emerging parallel optimisation theories, e.g the Alter-
nating Direction Method of Multipliers (ADMM) to achieve fast and reliable
control message forwarding.

2. Scalable SD-RAN: The proposed SD-RAN follows a distributed RAN archi-
tecture as shown in figure 2.17. Here each SD-Bs is split into hardware only
radio heads and software implemented BBUs on base band servers (BBS)
through fronthaul network using standardized interfaces. Centralizing base
band processing at data centers facilitates network wide cooperative process-
ing among different base stations. Existing distributed RAN architectures such
as cloud-RAN mainly focus on the high-performance computing of BB pro-
cessing functions at remote servers. This system is limited in that;

• They cannot achieve scalable PHY/MAC layer cloudification. The Sof-
tAir proposed SD-RAN offers significantly enhanced scalability and co-
operativeness via fine-grained base station decomposition. Through the
approach of a completely centralized BBU processing, digital I-Q sam-
ples must be transport between BBS and RRHs which demands high data
rates on fronthaul networks. With the introduction of massive MIMO,
full-duplex transceivers, mm- waves and Terahertz band, even more higher
data rates will have to be supported.To address this challenge, SoftAir
adopts a new base station decomposition architecture by leaving partial
baseband processing at the RRH(e.g modem), while implementing the
remaining BB functions at the BBS as shown in figure 2.18 In addition,
SoftAir decomposition still preserves sufficient flexibility offered by the
distributed RAN architecture.

Table 2.5 gives a summary of some cloud architecture based solutions in literature
as the technologies and frame works implemented in them.
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TABLE 2.5: Cloud architecture based solutions

Reference centralized NFV SDN MEC/Fog
[165] ✓
[149],[11] ✓ ✓ ✓
[121]-[62] ✓
[55],[105] ✓ ✓
[49] ✓ ✓ ✓

2.5 Conclusion

The need for smart networks capable of servicing the volumes of data predicted to
increase exponentially in the near future has given birth to the 5G heterogeneous
network architecture coupled with NR upgrades.

As we have extensively shown in this chapter, the migration from the previous gen-
eration of mobile networks into the 5th generation and beyond of mobile networks is
very essential to maintaining adequate QoS and QoE for the end user. As a way to
fulfil these high demands, 5G networks have introduced a wide range of mechanisms
aimed at increasing data volume by ∼1000 times, decrease latency by ∼5 times and
increased device-to-device (D2D) connectivity [107].

Therefore, in this thesis we have proposed effective strategies and schemes which
lends towards the optimization of URLL in various network segments, in addition to
energy reduction through unnecessary signaling control through our ABS adaptive
load balancing scheme. We have also contributed towards an optimized FH network
packet scheduling and resource allocation.

In the following chapters, we will further elaborate on our proposed strategies de-
veloped to improve network function associated with 5G and networks of the future.
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Chapter 3

Resource allocation for Random
Access in 5G Cellular Networks

This chapter presents a major contribution developed to optimize the Random Ac-
cess (RA) procedure in LTE/LTE-A networks in readiness for 5G and beyond 5G
(B5G) mobile wireless network use-cases. This contribution consists of a dynamic
preamble selection scheme to be applied to the grant-based RA adopted in current
5G wireless networks.

The performance of the proposed scheme has been evaluated through simulations
and compared to the base LTE scheme. The results show that our developed scheme
outperforms the standard LTE/LTE-A RA mechanism.

3.1 Introduction

From previous chapters, it has been established that the fifth generation of mobile
wireless communication networks are expected to support a wide range of new ser-
vices in addition to the data and voice services. Some of these emerging services
include IoT and IoE which can be applied to a broad array of fields such as traffic,
medicine, factories and agriculture [163],[9],[45],[67]. With an estimated 75.4 bil-
lion connections world-wide by the year 2025 [140], [54], advanced wireless access
technology capable of delivering communication reliability is a top priority in order
to effectively benefit from novel services such as M2M, IoE and IoT [36].

To this end, we address in this chapter, the problem associated with massive ran-
dom access for 5G and B5G networks through our contribution to the grant-based
random access procedure by way of an optimized preamble resource usage scheme
which lends to reduction in connection latency for both URLLC and non-URLLC
traffic.
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3.2 A Dynamic resource allocation scheme for 5G Ran-
dom Access

3.2.1 Context

In order to meet the QoS requirements for 5G applications, end-to-end enhancements
to current mobile networks have to be applied. In both Long Term Evolution Advance
(LTE-A) and 5G networks, before data transmission can be carried out by devices,
air interface connections are required to be established between these devices and the
network. The Random Access Channel (RACH) in particular is the transport layer
channel responsible for the management of this initial connection of uncoordinated
channel access requests from various user devices within the network.

Due to the nature of emerging services in future networks such as IoT with unique
requirements characterized by very large amounts of transmitted data with high rates
and also, MTC [132], with smaller transmitted data,low data rates, low computational
capabilities and an overall lower power consumption. As a result of the character-
istics of these services, significant changes need to be made to the air interface and
connection mechanism through enhancements to the RA channel preamble distribu-
tion among traffic classes in order to reduce connection latencies in readiness for new
services operation quality requirements.

As a result, we propose a partitioned dynamic/reserved Random Access pream-
ble resource allocation scheme geared towards reducing the latency incurred during
the RA process and meeting the 5G latency target of under 10ms for control plane
transmissions.

3.2.2 Related Work

To reduce network latency in LTE/LTE-A networks, several techniques have been
proposed for RA. In [37] a reserved Random Access Channel (RACH) resource for
enhanced mobile broadband (eMBB) and uRLLC traffic was proposed which are
both next generation network use cases. Their method was termed prioritized re-
source reservation, results showed a reduction in control plane access delay of below
10ms for 95% of uRLLC devices using their resource reservation method. Although
this scheme is very insightful, it does not specify the amount of preambles to be re-
served for the URLL traffic class which will result in optimized performance in lower
priority class.
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In their paper [146] proposed a RA enhancements for 5G latency sensitive traffic
from a Factory of the Future (FoF) perspective via the combination of a three-fold so-
lution which includes parallel preamble transmission, dynamic reserved preambles
and enhanced back-off. Simulation results reduced the access delay by 90% com-
pared to standard LTE solution. However, their strategy was focused on optimization
for high priority traffic alone.

Results from [142] show that the standard static Access Class Baring (ACB) can-
not support next generation congestion control and latency. They propose a dynamic
ACB which shows efficient congestion control aiding the coexistence of both human-
to-human (H2H) and machine-to-machine (M2M) traffic.

Among all these works, no one considered joint optimization for the lower priority
traffic classes in a bid to foster fairness and a more robust QoS solution across all
access traffic. We therefore in our proposed resource scheduling proposal take into
consideration access latency reduction for both URLLC and non-URLLC traffic.

3.2.3 Random Access Procedure

In a grant based LTE-A RACH procedure a preamble is selected out of 54 avail-
able orthogonal sequences. The RA procedure from start to finish consists of a
four-way handshake of exchanged messages between the device and next genera-
tion node B (gNB), this is used to establish uplink (UL) synchronization between
device and gNB, to further schedule a connection request, re-connect to a radio link
in the event of connection failure and carry out handovers (HOs) from one gNB to
another of which 10 preambles are reserved for HOs.The grant based RA occurs
over pre-defined time slots known as Access Grant time Interval (AGTI) or simply
RA opportunity.

The physical Random Access Channel (PRACH) is the time-frequency resource
through which the RA procedure is performed and has a minimum time based schedul-
ing duration of 1ms. The available set of PRACH resources for transmitting pream-
bles is broadcasted by the gNB periodically. The grant-based four-way RA procedure
is summarized bellow;
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Message 1: Preamble transmission

The user device seeking a network connection randomly chooses an orthogonal Fre-
quency Division Multiplexing (OFDM) based preamble randomly from a predeter-
mined set of 64 preambles. In LTE, 10 of these 64 preambles created by the Zadoff-
Chu sequence are reserved for contention-free access for events like HOs. This is
carried out through the PRACH and thus defining the RA-radio network temporary
identifier (RA-RNTI).

Message 2: Random Access Response (RAR)

Preamble detection by the gNB is carried out through cross-correlating received sig-
nals with all preambles from the set at each time epoch. Once there is a correlation
match, a Channel Impulse Response (CIR) occurs. Next, the transmitted access re-
quest will be decoded by the gNB and if more than one device selects the same
preamble, it will be interpreted by the gNB as a severely degraded signal which
is interpreted by the gNB as a collision and therefore discarded. Successful user de-
vices are sent a Random Access Response (RAR) over the Physical Downlink Shared
Channel (PDSCH) with an identification (ID) indicating the slot where the preamble
was sent, timing advance (TA), uplink scheduled resource grant following Message
(msg) 1 success, Physical Uplink Shared Channel (PUSCH) assigned resource and
Cell Radio Network Temporary Identifier (C-RNTI).

Message 3: Connection Request

Msg 3 is sent by the device requesting a Radio Resource Control (RRC) connection
through the PUSCH, including a random initial device identity after receiving the
time-frequency RB from msg 2. If the user device does not receive a RAR containing
its preamble and within a predefined time interval from the gNB, it flags its access
attempt as failed.

Message 4: Contention resolution

Finally, contention resolution is sent as message 4 by the gNB to the devices using
the Downlink shared channel (DL-SCH) with IDs of successfully decoded devices
which can proceed to transmit uplink data. For cases of collision, the device retries
the whole procedure after a back-off interval. In the event of a defined number of
failed access attempts, the network is deemed unavailable to the device and the issue
is subsequently raised to the upper layers for resolution.
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In current LTE and LTE-A systems, an increase in traffic load leads to an increase
in RA collisions, therefore standard LTE and LTE advanced systems may not be
able to effectively handle the load associated with massive Machine-Type commu-
nications (mMTC) which is a key use case associated with 5G and beyond wireless
networks [36].

FIGURE 3.1: Standard LTE/LTE-A RACH procedure

Figure 3.1 describes the four-way, grant based, LTE RA procedure between user
device and gNB, while figure 3.2 describes what occurs when two or more devices
select the same preamble and collision occurs.

FIGURE 3.2: Collision event in Msg 1
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3.2.4 Random Access Channel Congestion Control

Many solutions have been proposed in both industry and academia to tackle the is-
sue of congestion in LTE-A networks in readiness for 5GB networks massive traffic
expectations [86],[90],[6].

We therefore look at a few standardized solutions proposed to optimize RACH
load balancing for access channel congestion control.

Dynamic Resource Allocation

In the LTE RA system, an increase in the number of RA opportunities (slots) leads
to a decrease in the resources available for data transmission. Therefore in order to
make way for massive access for 5G and beyond traffic types, dynamic resource allo-
cation schemes through self-optimizing algorithms [42],[152], [96] and other novel
mechanisms are required. On this note, our proposed scheme falls within this cate-
gory of access channel congestion control

Access barring procedure

The idea behind this access control mechanism also known as Access Class Baring
(ACB) is that the gNB broadcasts an access probability which is mapped to the access
load on the system per time epoch and before every access attempt, the user device
draws a random number usually between 0 and 1 [164]. If this selected number
exceeds the access probability, the devices access attempt gets blocked, if it is below
this probability, access is granted.

ACB is efficient in its ability to reduce collisions but also leads to much longer
access delays which will be destructive to mission critical type traffic that require
stringent delay figures.

Back-Off Schemes

As mentioned above, UEs with failed access attempts can refrain from re-attempting
access in the next available RA opportunity. By delaying access through random
backoff times, the access attempts are dispersed over time and the number of colli-
sions is reduced. It follows that the random back-off time increases with an increase
in network load.
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Clustering

User device grouping or clustering as a way to monitor and control massive traffic
access can be achieved by considering several cluster specifications such as the av-
erage distance between devices and gNB, Channel State Information (CSI), type of
application, and so on. Each cluster or meshed area could be allocated a cluster head
charged with exchanging information with the gNB on behalf of every device within
the cluster, thus restricting the amount of access request and access failure rate as a
direct consequence.

3.2.5 Random Access with Priority Class Partitioning

In systems with high collision rates and subsequent re-transmissions, RA delay is
destructively affected. Therefore, the Msg 1 collision probability is the probability
that a preamble collides with another preamble sequence, and is dependent on the
number of available preamble sequences and terminal density in a cell.

We therefore analyse the successful access probability for the three traffic class
partitions of which is used to evaluate random access delay. According to [38], the
expected number of successful RA requests per PRACH slots is

P(N) = (1− 1
P
)N−1 (3.1)

Where N are the number of devices attempting to access the gNB and P is the
number of available preambles.

When the number of competing devices and available preambles are equal at the
start of a Random Access Opportunity (RAO), maximum successful access proba-
bility is achieved. In order to meet delay requirements on the RA front, we propose
to have 3 traffic classes with different preamble partition reservation policies which
are:

• High priority traffic (TH): This traffic class is dedicated to mission critical
traffic or latency critical data, with stringent delay requirements such as remote
surgeries, serious gaming applications, tactile internet apps etc. There will be
reserved preambles for this class and contention will be within high priority
traffic alone.

• Medium priority traffic (TM): This traffic class is dedicated to medium priority
level traffic which do not require as much precision in terms of delay as the TH
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class, e.g non-serious gaming, multimedia streaming, browsing, file transfer
etc.

• Low priority traffic (TL) This traffic class hosts the least priority level traffic

FIGURE 3.3: Traffic Based Preamble Resource Partition

Figure 3.3 illustrates the different traffic class preamble resource partitions where,

RH : High priority preamble resource partition

RM: Medium priority preamble resource partition

RL: Low priority preamble resource partition

TH : High Priority device traffic

TM: Medium priority device traffic

TL: Low priority device traffic and

P : Total number of RA preambles

We propose that the medium priority and low priority devices have dynamic access
to their respective preamble partitions, given that some load balancing conditions are
met.

Case Where TL Traffic Can Share RM Resources

In this condition, some TL traffic (starting with the re-transmitted TL traffic class
preambles) share in the TM class resources once the average number (Av2 in this
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case) of accessing TM devices per Random Access Opportunity (RAO) is below a
certain threshold th2. Figure 3.4 below illustrates this relation

FIGURE 3.4: resource partition with condition 1

Given the mixed traffic case between medium and some low priority traffic, the
access success probability for the TL with reference to equation 3.1 and with respect
to the reserved preambles for medium and low traffic classes can be written as;

Total successful access probability = successful access probability of low priority
nodes within its preamble partition + successful access probability of some low
priority nodes within medium priority partition

PTL
s = (1− 1

PL
) fTL−1(RL

PL
)+ (1− 1

PL
) fTL−1(RM

PM
(1− 1

RM
) fTM )

= (1− 1
PL
) fTL−1[RM

PM
(1− 1

RM
) fTM + RL

PL
]

where fTL represents low priority traffic flows and PL = P− (RH +RM)

PTL
s = (1− 1

PL
) fTL−1[

RM

PM
(1− 1

RM
) fTM +

RL

PL
] (3.2)
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FIGURE 3.5: Successful access probability of TL traffic within RM

partition for different RH reserved preambles

Figure 3.5 shows the successful access probability performance of TL traffic when
sharing in the medium priority resource (RM) for different high priority reserved
preambles, analytically represented by equation 3.2. As is to be expected, TL traffic
access probability reduces with increase in RH reserved preambles and vice-versa.

Case Where TM Traffic Can Share RL Resources

In this condition, some TM traffic (starting with re-transmitted TM traffic class
preambles) share in the RL class resources once the average number of accessing
TL devices per RAO is below a certain threshold th1. Figure 3.6 below illustrates this
relation

FIGURE 3.6: resource partition with condition 2
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The successful access probability of TM traffic within RL partition is given as;

PTM
s = (1− 1

Pa
) fTM−1[

RL

Pa
(1− 1

RL
) fTL +

RM

Pa
] (3.3)

where fTM represents medium priority flows.

FIGURE 3.7: Successful access probability of TL traffic within RM

partition for different RH reserved preambles

Figure 3.7 shows the successful access probability performance of TM traffic when
sharing in low priority resource (RL). Similar to figure 3.5, the access probability
reduces with increase in high priority reserved preamble.

In both cases, the high priority devices will have dedicated resources RH and hence
will not compete with the TM and TL for resources. The successful access probability
for TH traffic can be written as

PTH = (1− 1
RH

) fTH−1 (3.4)
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FIGURE 3.8: Successful access probability of Hp traffic with separate
resource

Figure 3.8 shows the successful access probability performance of the high prior-
ity traffic (TH) within its reserved preamble resource hence, the TH requests will not
compete with TM and TL traffic when a RAO appears.

Success probability can be seen to increase with increased reserved resource, with
overall better performance compared to the TM and TL success probabilities.

Dynamic resource usage algorithm

The dynamic resource usage mechanism between the medium and low priority traffic
priority effectively balances the load between these two traffic classes, optimizes the
usage of preamble resource and serves as a fairness metric.

Our resource usage method is implemented in the following steps as depicted in
Algorithm 1.

• Step 1: Initialize all parameters which include the new mid and low priority
devices (Nmid−p,Nlow−p) and the mid and low priority devices which previ-
ously failed the RACH procedure (Fmid−p,Flow−p).

• Step 2: For every System Information Block2 (SIB2) period ( 80ms) and Ran-
dom Access Opportunity (RAO) period (5ms), compute the moving average
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(AV1) of the number of devices in the mid-priority list and compare to dy-
namic schedulability threshold Th1.

• Step 3: Based on results from step 2, if AV1 is less than the dynamic schedu-
lability threshold Th1, then schedule new mid-priority devices, RACH failed
mid-priority devices and Msg 1 failed low-priority devices in that order.

• Step 4: else, schedule new and failed mid-priority devices.

• Step 5: else-if the moving average (AV2) of low-priority devices in the low
priority list for each SIB2 period is less than the dynamic threshold Th2 for
low-priority devices, then schedule new low-priority devices, RACH failed
low-priority devices and Msg 1 failed mid-priority devices, in that order.

• Step 6: else , schedule new and failed low-priority devices. end

Algorithm 1: Dynamic preamble usage algorithm
Input:
Nmid−p,Nlow−p,Fmid−p,Flow−p

Output: output the updated traffic profile N

while SIB2 period TSIB2=80 ms do
while RAO = 5ms do

if Av1 ≤ T h1 == ’true’ then
N = Nmid−p,Fmid−p,Flow−p;

else
N = Nmid−p,Fmid−p;
else if AV2 ≤ T h2 == ’true’ then

N = Nlow−p,Flow−p,Fmid−p;
else

N = Nlow−p,Flow−p;
end

end
end

end

Numerical Results and Analysis

In this section, we evaluate the performance of our three-way resource partition
scheme. We first determine the parameters threshold 1 (th1) from which the access
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of TM traffic can use the RL reserved preambles and threshold 2 (th2) from which the
TL traffic can use the RM preambles.

These values directly depend on PRACH collision values, the more collision, the
more re-attempts and access delay. Similarly, the drop probability can be analyzed
for re-transmission attempts with the maximum limitation Nmax [164].

The collision probability Pc for combined TM and TL traffic is given as

Pc = 1−Pacc

where Pacc is the access probability

Pc = 1− (1− 1
P−RH

)Neq−1 (3.5)

Where Neq is the equivalent number of flows in the system, NT M and NT L are the
flows for medium and low priority devices:

Neq = th1NTM + th2NTL

The average delay Tm depends on both the PRACH duration TPRACH and re-transmit
duration in case of collision Tc, both values approximated by [3] for early data trans-
mission (EDT) to be 10ms and 9ms.

The average delay Tm can therefore be computed via the the expected value E(t).

Tm = E(t) =
Nmax

∑
k=0

TPRACH + kTc(1−Pc)Pk
c (3.6)

Where, Nmax is the maximum number of reattempts.
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FIGURE 3.9: Average access delay

Packet drop rate is dependent on the maximum number of re-transmissions Nmax

as well as Pc and is given as

Pd = (Pc)
Nmax+1 (3.7)

The th1 and th2 dynamic access adjustments can be obtained from figures 3.9 and
3.10 for the access delay and drop rate.
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FIGURE 3.10: Drop Rate

From figures 3.9 and 3.10 we are able to appropriate values for th1 and th2 which
determines at what condition the TM traffic can access RL preamble resource and
vice-versa for th2. It can also be seen from figures 3.9 and 3.10, that the values of
th1 and th2 increase with increment in access delay and drop rate.

The conditions for dynamism between both traffic class resource partitions depend
on the considered Quality of Service (QoS) threshold for each traffic class.

Considering a threshold of 10ms for average access delay and ≤ 1% for drop
rate, the values for th1 and th2 are displayed in table 3.1.

TABLE 3.1: Parameters th1 and th2

QoS threshold TM TL th1 th2
Tm 10ms 0.3
Pd 1% 0.5
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FIGURE 3.11: Impact of increased reserved preambles RH and trans-
mission attempts (TA) on access delay for TM and TL

Figures 3.11 and 3.12 show the access delay figures using our scheme for high,
medium and low priority traffic with respect to various high priority preamble reser-
vations. We make the assumption that both TM and TL traffic have the same amount
of preambles for RA, and the total amount of preambles P, is 30.

FIGURE 3.12: Impact of increased reserved preambles RH and trans-
mission attempts on access delay for TH
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Figure 3.13 shows the traffic access delay for high, medium and low priority
classes in terms of RH reserved preambles and number of re-transmissions.

The results show that the access delay performance for reserved preambles RH =

14 performs the best across board, given that the number of transmission attempts
are the highest, with the delay for TH , TM and TL falling within the uRLLC delay
requirement of 10ms in the control plane.

FIGURE 3.13: Number of reserved high priority preambles vs access
delay for priority classes

In summary, for a mixed traffic case, with our proposed resource partitioning
scheme, given 10% high priority uRLLC devices and 90% mid and low priority de-
vices, figure 3.13 shows that by reserving 46% of preambles for high priority RA
procedure, a control plane access delay profile of 9ms for high priority traffic and
average of also 9ms for mid and lower priority traffic can be realised as compared to
an average of 30ms in standard LTE.
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FIGURE 3.14: Access delay for proposed approach vs Standard LTE

3.3 CONCLUSIONS

With the ushering in of next generation wireless networks, research is focused on im-
proving the latency figures with greater emphasis on URLLC applications via some
kind of preamble reservation for this high priority class in RA.

In this chapter, we derive through analytical means,the optimum preamble parti-
tion for the reserved case which will also meet service requirements (average to high
performance) by reducing the access delay for the non-URLLC traffic classes which
is of particular interest for FoF environments.

We also propose a dynamic resource sharing mechanism which can exist between
the medium and lower priority traffic, further reducing the delay for non-URLLC
traffic. Our results show that the proposed scheme can meet the 5G URLLC latency
requirements.

In the next chapter, we will present our novel scheme related to load balancing and
RRH-BBU association.
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Chapter 4

User association, Load balancing and
Resource Usage in 5G Networks

In this Chapter our main contributions designed to improve User-RRH association,
load balancing in heterogeneous cell clusters and RRH-BBU resource usage. Differ-
ent from past works, in particular, our load balancing proposition has the originality
to take into consideration the use of Almost Blank Subframes (ABS), an enhanced
Inter-cell Interference Coordination (eICIC) technique proposed in LTE release 10 as
a means to effectively balance device to cell association and hence traffic load among
heterogeneous cells within similar clusters. The objective is to optimize user offload-
ing among different cells, reduce transmission latencies fostering 5G uRLLCs and
enhance network power consumption which can be achieved through reduced control
signalling. We have also proposed a gamified solution to RRH-BBU resource usage.
The performance of our proposed joint optimization scheme is evaluated through
extensive simulations using MATLAB.

4.1 Introduction

Heterogeneous networks have been considered as a viable solution to maximize spec-
tral efficiency through improved spectral re-use [118],[47],[87],[59] and also im-
prove network performance by way of reduced connection latencies and improved
data rates. In heterogeneous clusters, the macrocell provides basic coverage while
the smaller cells are underlayed and serve as complimentary cells. This results in
improved user off-load latencys as compared to legacy single cell deployments.

One of the major concerns for successful implementation of heterogeneous net-
works is the inter-cell interference by macrocells on User Equipment’s (UEs) con-
nected to smaller cells especially users at the cell edge also known as cross-tier inter-
ference, due to the large transmitting power difference [98]. Therefore, this Chapter
elaborates on our work to address the problem of improving user offloading which is
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an important aspect of multi-tiered heterogeneous networks [17], in addition to the
issue of optimized resource usage in cloud based RAN architectures.

4.2 User Association and Load Balancing in HetNets

4.2.1 Context

As mentioned in previous chapters, heterogeneous networks have been considered
as a viable solution to maximize spectral efficiency through improved spectral re-use
[118], [46], [59] and also improve network performance by way of reduced connec-
tion latencies and improved data rates.

In order to choose the best network for a user device, a user association scheme
is implemented. The association of the user device is carried out according to their
service demands, channel quality and their distance from the eNodeBs. User associ-
ation is important to improve the spectral efficiency (SE), energy efficiency (EE) and
the load balancing in network sectors [92],[103].

One of the major concerns for successful implementation of heterogeneous net-
works is the sever interference by macro-cells on User Equipment’s (UEs) connected
to smaller cells especially users at the cell edge, due to the large transmitting power
difference thus hindering efficient cell-UE load balancing and consequently the gains
to be derived from dynamic UE offloading.

Due to the need for solutions to this problem, we propose an advancement to
the standard handover (HO) decision control mechanism, adopting the use of an en-
hanced inter-cell interference coordination technique (eICIC) [43], as a means to ef-
fectively balance traffic load between RRH and UEs for a more efficient 5G network
QoE.

4.2.2 Related Work

The efficient UE association, load balancing and resource allocation problem is one
that is being addressed in both academia and industry. In this section we focus on
current 5G optimisation techniques associated with these issues that have been pro-
posed and implemented.

Authors in [59] propose a sequentially distributed coalition formation game to
maximize the throughput in C-RAN architectures. Their proposed non-cooperative
model incorporates a handover or power control interference scheme. The authors
conclude that their proposed model produces better throughput and average interfer-
ence per RRH in C-RAN systems compared to two other tested models.
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A scheme for RRH clustering was proposed in the work of [28]. They tackle the
BBU-RRH re-association which in a centralised C-RAN architecture with a fronthaul
(FH) link constraint, can lead to costly HO’s resulting in signalling overheads which
further interrupts data flow, consequently reducing UE throughput. They proffer a
solution by means of a joint centralisation and gamification approach. Their results
demonstrated a good trade-off between power savings and re-association rate. In
contrast to [28] and [101], our work tackled specifically the air interface excessive
HO problem which would arise between high and low powered nodes in a multi-
tiered network scenario.

The authors in [101] define a Linear Integer Program which selects virtual BBUs
from different cloud services according to a price and failure probability metric. Au-
thors in [16] modeled the optimal resource allocation between RRH and BBU in
addition to a heuristic solution with less power consumption.

The joint optimization of almost blank sub-frame and user association was stud-
ied in [158] and [69], where each macrocell was assumed to have the same blank
sub-frames, but the joint optimization in their work is combinatorial and users can
only associate with one BS at a time. However, non of these works proposed a game-
based resource allocation algorithm which is uniquely guaranteed to global optimally
converge. Thus we propose in this chapter a new load balancing and user association
scheme in addition to a BBU-RRH resource usage approach. Our solutions con-
tribute to optimized average user throughput as well as energy conservation due to
the reduction of large signalling overheads.

4.2.3 Enhanced Inter-Cell Interference Coordination for HetNets

In multi-tiered heterogeneous cellular network deployments with macrocells, femto-
cells or picocells users may suffer from significant co-channel cross-tier interference
as seen in figure 4.1.
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FIGURE 4.1: Cross-tier Interference in HetNet scenario

To manage this interference several proposals have been made in both industry
and in research [32], [78], [71], [65], [154].

Almost Blank Subframes in Heterogeneous Cellular Networks

In a bid to address the need for increased capacity, particularly in more crowded
network environments and at cell edges which experience significant network per-
formance degradation, mobile operators are adding a lot of smaller cells together
with macrocells to effectively spread traffic load among heterogeneous cells, main-
tain network quality of service and optimize network efficiency.

Small cells are majorly deployed to enhance network capacity in locations with
high traffic activity and to fill in blind zones not covered by macrocells. They improve
network service quality by encouraging traffic offloading from large high powered
macrocells and therefore increase per unit area bit rates (see: Fig. 4.1)

In networks with frequency reuse of one (1), the user devices would normally
attach to the cell with the strongest DL reference signal received power (RSRP) or
strongest received DL signal (SSDL). An issue of major concern in heterogeneous
network planning comes from the ability to ensure that smaller powered nodes serve
an adequate number of user devices.
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Therefore, in order to obtain more offloading to smaller powered nodes, reducing
the scheduling load on macro-cells, and to improve connection latencies/performance
gain for attached devices in addition to mitigating interference among cells in Het-
Nets, 3GPP proposed the implementation of almost blank subframes (ABS), an en-
hanced inter-cell interference coordination (eICIC) technique [43] where only refer-
ence signals are transmitted through blanked subframes from the interferer tier and
at-risk users get a chance to be scheduled in ABSs as a means to reduce cross-tier or
cross-cell interference [120], [61], [117], [4].

Figure 4.2 describes a situation where 50% of DownLink (DL) macro cell sub-
frames are silenced for the ABS. In this described case, macro cells do not schedule
any UEs in even subframes, only in odd subframes, while UEs connected to small
cells, more particularly UEs at the cell edge are allocated downlink (DL) resources
in both [118], [61]. In addition to ABS, cell range expansion (CRE) techniques are
used to improve cell coverage for UEs connected to smaller cells. In CRE, a positive
bias is added to the measured signal strength of a small cell within range of a macro-
cell in order to shield UEs connected to the smaller cells from interference from high
powered macro cells as shown in figure 4.1 [97].

FIGURE 4.2: Almost Blank Subframes for range expansion in hetero-
geneous networks
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4.3 Dynamic Load Balancing Scheme for 5G HetNets

User association schemes in HetNets highly depend on the load balancing which is
an important part of multi-tiered HetNets [17] in addition to optimization metrics,
applied traffic models and network distribution.

Given a multi-tiered network which adopts the ABS mechanism to encourage
balanced user offloading and discourage inter-cell interference, if the ratio of ABS
to non-ABS is low, the average throughput of offloaded users might be lower due
to heavily loaded users within ABSs and vice-versa. As a result, mechanisms to
dynamically adapt this ABS ratio needs to be developed to cope with the massive
traffic load associated with networks of the future.

In a bid to address this issue, we propose an advancement to the standard handover
(HO) decision control mechanism based on our dynamic ABS ratio scheme which is
a function of the control signalling overhead component and aggregated HO rates for
each macro cell. The cell selected is chosen among those which give better rate which
largely depends on Signal to Interference and Noise Ratio (SINR) values which we
compute below.

4.3.1 System Model

Consider the downlink data transmission of a multi-tiered network, the coverage area
is hexagonally meshed into many discrete zones with each zone consisting of both
small and macro-cells. Therefore a zone is represented by a number of UEs u∈U and
high to average levels of radio conditions. A zone z, is associated to a mix of macro-
cells denoted as, m ∈ M and small cells s ∈ S. The SINRc,s,u of UE u, associated to
small cell s, which is mapped to serving BBU cluster c ∈ C (where c is an index of
BBU cluster C) can be represented as:

SINRc,s,u =
Gs,u.Ps

Nu +∑Pm.Gm,u.ϕ(n)
(4.1)

Where,

Ps : The power emitted by the serving small cell s

Gs,u : The channel gain from small cell s to UE u

Nu : Noise power of UE u
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Pm : The power emitted by macrocell m

Gm,u The channel gain from macrocell m to UE u

ϕ(n) =
{

0, i f sub f rame n is an ABS
1, otherwise (4.2)

Similarly, when UE u selects macrocell m, mapped to BBU cluster c, its SINRc,m,u

would be expressed as:

SINRc,m,u =
Gm,u.Pm

Nu +∑Ps.Gs,u
(4.3)

The expected peak throughput when the UE u ∈ U selects a macrocell m ∈ M

mapped to BBU c, can be expressed as:

E{Rm
u }= BW .(1−α)log2(1+ SINRm,u) (4.4)

Where α is the ABS ratio of the macrocell and BW is the total bandwidth of the
BBU mapped to the sector or sector cluster which contains macrocell m. Similarly,
the expected throughput when the UE u∈U selects a smallcell s∈ S mapped to BBU
c, can be expressed as:

E{Rs
u}= BW .(1−α)log2(1+ SINRs,unon−ABS)+αlog2(1+ SINRs,uABS) (4.5)

The effective SINR is dynamically mapped to the corresponding Modulation and
Coding Scheme (MCS) in table 2.4 (referenced in Chapter 2) which affects the re-
sulting expected bit-rate.

After comparing expected data rate of each cell, the cell of closest proximity to the
UE and which gives higher expected throughput will be chosen by the UE as defined
in [118].

i∗ = arg max
i∈M∪S

E{Ri
s} (4.6)
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Area decomposition

Our system model hinges on the classical meshing method [145]. The covered area
is meshed into 7 hexagonal zones with maximum cell radius of 250 meters (m) as
shown in Fig. 4.3. Devices with different service requirements are uniformly dis-
tributed within the cell with 6 small cells and 20 UEs per macrocell. We adopt Cost
Hata 231 to model the pathloss between cells/RRHs and UEs which covers a more
robust range of frequencies for urban environments associated with 5G networks.

FIGURE 4.3: Meshed heterogeneous cell layout

4.3.2 Dynamic ABS ratio

A large number of smaller cells within a sector containing macrocells will create
a large number of outbound handovers (HO’s) majorly for UEs at the edge of small
cells due to the stronger Reference Signal Received Power (RSRP) transmitted by
the larger macro cells, in addition to destructive massive signalling flows and macro
cell congestion as a direct consequence.

In coalition with the ABS approach, we propose to balance the UE load per cell
and meet the QoS requirements related to user throughput, reduced signalling over-
head due to excessive/unnecessary HO’s and optimised network power consumption
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by dynamically adjusting the ABS duration based off the number of HO requests
received by a macro cell from UE’s attached to nearby smaller cells every subframe
duration.This mechanism is expected to achieve a good balance between traffic load
balancing, traffic scheduling latencies and throughput maximization.

We therefore make the assumption that for every heterogeneous system S∪M ∈ r,
each sector contains an average number of UEs with average radio conditions. There-
fore, the ABS ratio α in equations 4.4, 4.5 and 4.6 increases or reduces subject to
a HO threshold θ where if it is surpassed the ABS duration will increase, conse-
quently balancing any excessive offloading of UEs to macrocells from smaller nodes
in addition to reduced HO air-interface signaling overhead and power consumption.

As a result, i∗ = argmaxi∈M∪S E{Ri
s}

is maximized subject to (s.t.):

M

∑
m=1

θ
HO
m ≥ Rh, ∀m ∈M (4.7)

where Rh denotes the rate of handover UEs from s to m.This procedure is described
in Algorithm 2.

Dynamic Load balancing algorithm

Algorithm 2 describes our dynamic load balancing algorithm which we derive using
the ABS mechanism

• Step 1: Initialize total number of UEs, small cells ad macrocells. Set the value
for handover threshold θ .

• Step 2: For every subframe period of 1ms and for every connected user device
to both macro and small cells solve equation 4.6.

• Step 3: For every UE connecting to a macrocell within cell layout, compute
equation 4.7.

• Step 4: if the hand-over (HO) request rate to macrocells (excluding mobility
cases) from UEs connected to smaller surrounding nodes is greater than HO
threshold (θ ) then increase current almost blank subframe (abs) to non-almost
blank subframe (non-abs) ratio by abs adjustment factor B.
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• Step 5: else-if θ is greater than UE HO rate (Rh), decrease current abs to
non-abs ratio by adjustment factor B.

• Step 6: else , current abs to non-abs ratio remains fixed.

• Step 7: Output abs to non-abs ratio. end

Algorithm 2: Dynamic ABS ratio for Handover Decision Control, Load
Balancing and Power savings

Input:
u = { 1, 2, ..., U }: Total number of UEs
s = { 1, 2, ..., S }: Total number of small cells
m = { 1, 2, ..., M }: Total number of macro-cells
Rh,θ , B(almost blank subframe)
Output: i∗: The cell expected to give higher expected data rate.
While Subframe period Ts = 1ms do
for s∪m ∈ r do
Solve equation (4.6)
Calculate i∗ from equation (4.6)

end for
for m ∈M do
Solve equation (4.7)

if θRh == ’true’ then
abs = abs+B;

else if θ Rh == ’true’ then
abs = abs−B

else
abs = abs;
Output abs

end if
end for

end While

4.4 A Gamified RRH-BBU Association Scheme

In this section, we formulate a cooperative game to model the function of a cloud
based centralised controller in the cooperation between individual BBU clusters and
their associated cells in the network side, connected through FH links, this descrip-
tion can be seen in figure 4.4. The BBU-RRH mapping as described in figure 4.4 can
be one-to-one or one-to-many mapping.
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Some BBU-RRH association optimization strategies in existence are categorized
as follows;

Graph based schemes

in this BBU-RRH mapping approach, RRHs are represented as clusters (nodes)
which can be associated to a single BBU or a collection of BBU’s. In [111] a clus-
tering algorithm was developed to reduce the HO rate of user devices between cells.

Results from graph based formulations proposed in [141] have RRH’s belonging
to the same clusters linked to each other through edges associated to similar BBU’s.
This is repeated till the primary BBU’s resources are completely depleted.

In [150], the authors propose a graph-based scheme which optimize energy effi-
ciency as compared to Fractional Frequency Reuse (FFR) [156] and reuse-1 schemes.

Knapsack approach

Not many works develop a BB-RRH association problem as a knapsack problem
[104]. This graph based approach category consists of combining the most important
objects into a set of fixed capacity bins. Therefore objects are mapped by value to
their respective weights.

A few works which adopt this principle to different degrees include [100], [99]
and [147].

Bin Packing method

Arguably one of the more widely adopted formulations in current research [79], the
bin packing method takes into consideration two finite sets of bins and objects. The
bins in this case are a fixed capacity while the objects are of variable volumes. The
goal is to optimize the object-bin utilization in a way to decrease bin usage.

Relating this to BBU-RRH association, the BBU’s are modeled as fixed capacity
bins, while the RRHs are the objects [109], [26], [148], [75]. Works in [33],[127],
[137], [12] and [109] utilize this approach in their formulations.
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Evolutionary methods

This comprises of providing sufficient enough results to optimization problems by
sampling a subset of solutions and applying iterative searches to them until a feasible
optimal solution is reached. works utilizing this meta heuristics based approach can
be found in [76], [77] and [44].

4.4.1 BBU-RRH Mapping and resource usage approach

The interaction between cloud based BBU clusters (players) that assign baseband
processing resources is modeled. The major components of the C-RAN architecture
are displayed in Fig. 4.4 with RRHs of different color schemes mapped to BBU
clusters of the same coloring showing their cell coverage domain.

Each physical machine is representative of a centralized BBU pool containing indi-
vidual BBUs of different capacities. The structural mapping between cells and BBUs
can be one BBU pool to one RRH/cell zone or one BBU pool to many RRHs/cell
zones.

Each BBU entity possesses computing capacities with a finite number of hetero-
geneous cells serving user devices. The BBU pool processing capacity is the total
computing resource required by the total cells in the associated/mapped network sys-
tem.
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FIGURE 4.4: BBU-RRH/cell mapping

Our game ⅁= [N,S,{Ui}i∈N] comprises of the following components:

• The set of N = {1, ......,N} players which are BBU clusters in the cloud tasked
at processing network cell traffic flows

• The Strategy profile space S where a strategy profile S, will consist of a cen-
tralised controller optimally assigning processing resources to scheduled net-
work flows from linked cells/RRHs in a way to ensure QoS metrics are main-
tained.

• The cooperatives game Utility function Ui

We assume K available multi-channel fronthaul (FH) links mapped to BBU clus-
ters N at any given time epoch t.

let A∈ 0,1N×K be the cloud processing resource assignment matrix whose element
ai,k,z ∈ {0,1} equals 1 when flows from cell/RRH zone z, in FH link k mapped to
BBU cluster i is scheduled, and 0 otherwise.
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Player i’s strategy is given by Si = aT
i , the 1×K ith row vector extracted from A.

Therefore, every cell/RRH zone mapped to a BBU cluster is represented by a vector.
Where,

aT
i =

[
ai1 ai2 .... aiK

]
The games strategy space S is equal to {0,1}N×K

Utility Function

The management and control system in the game seeks to maximize this QoS perfor-
mance metric given by

Qi,k,z =
αi,k,z

βi,k,z

K

∑
k=1

ai,k,z
R
li,k

, ∀i ∈ N (4.8)

Where

• αi,k,z is the binary connectivity decision coefficient.If the controller maps cell
zone z to BBU cluster i, αi,k,z = 1 otherwise αi,k,z = 0

• βi,k,z the hop count along FH link from cell zone z, to BBU processing cluster
i.

• R is the FH link data rate, defined by the chosen optimal modulation and coding
scheme (MCS) (refer to Table 2.4) and also the link type.

• li,k counts the number of interfering cells sharing link k with cell zone z,
mapped to BBU cluster i (player).

As the players are cooperative, a common network objective (Utility function) is
defined which is jointly maximized among all players and given as:

Ui(S) = P(S) =
N

∑
1=1

Qi ∀i ∈ N (4.9)
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Where

Ui(S) and P(S) are the utility and potential functions of our cooperative game, ⅁.

Our strategic resulting game is a game of identical interest and an exact potential
game with potential function P(s) equal to utility function Ui(S). Such games are
guaranteed to converge to a Nash Equilibrium (NE) using well known best and better
response dynamics [82].

The Nash Equilibrium concept

A Nash equilibrium (NE) is an key notion in predicting a game’s outcome. By def-
inition, it represents a strategy profile such that if opponent strategies remain un-
changed, no player would gain from moving away from their current strategy. Nash
Equilibrium is widely considered as the most important concept in game theory ap-
plication.

From a cellular systems context, when a NE is reached, no player would gain
from deviating from its current position and can be viewed as a "stable operating
point" [82]. Therefore, in an optimized resource allocation game, attaining Nash
Equilibrium is the ideal system goal and has an overall optimized effect on system
bit rate.

Best Response Optimization

Similar to the algorithm described in [28], the RRH chooses the BBU that provides
the highest utility (4.9).

A local optimum response is when all BBU clusters choose the same strategies as
in the previous round. The best response is described in algorithm 3.

Algorithm 3: Stage 2: Best Response
1 Initialize all vectors Si∈N(0) of pure strategies;
2 repeat
3 Each active BBU cluster is made to selects a strategy Q∗ that respects
Q∗ = argmaxI∈N Ui(eqn.4.8);
4 Actions ai∈N(i) of each instantiated BBU cluster is updated;
5 Until Attaining NE
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A centralized control host manager located where the BBU resides in the cloud,
provides a suitable configuration for BBU activation and deactivation according to
realized average user throughput per cluster.

A positive user throughput is easily a function of effectively balanced UE asso-
ciation to individual small and macro cells as provided in our solution in (4.6). If
a minimum average throughput and user connection latency per cluster is not real-
ized, the algorithm will activate more computational resources by way of additional
processing resource, and reverts back to the start of algorithm 2 in order to set new
strategies.

4.4.2 Performance analysis

To verify the performance of our proposed load balancing/cell selection and BBU-
RRH association scheme, we use MATLAB. The simulation results aim to compare
our novel joint optimization scheme to the base maximum Reference Signal Received
Power (RSRP) based scheme. The results obtained reveal the ability of our proposed
scheme to reduce scheduling latencies and improve average throughput values.

The simulation parameters are shown in table 4.1.

TABLE 4.1: SIMULATION PARAMETERS

Parameter Value
Scheduling Scheme Proportional fairness
Cell Layout 7 macro cells and 6 small cells per MC
UE number 20 (uniformly distributed)
propagation model Cost Hata 231
Shadowing Standard Deviation 6dB (Macro cell) 4dB (small cell)
Thermal Noise Power -174dBm/Hz
Meshing Step(a) 100 m
Cell Radius 200 m (Macro cell)
Transmit Power of eNB/sc 46dBM/30dBm

We evaluate the performance of the standard Max RSRP centralized cell selection
in comparison to our adaptive load balancing scheme. The results are obtained for
the aggregate signalling rate which is a function of the HO rate.
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FIGURE 4.5: HO rate Cost: Impact on standard Max RSRP vs Adap-
tive load bal. Algorithm

It can be seen from fig. 4.5 that our scheme shows improvement due to the
threshold our algorithm placed on excessive HOs, thereby reducing uplink (UL) in-
terference caused by high cell border crossing from small to macro cells.

Figure 4.6 shows the packet loss for different traffic load volumes for the Max
RSRP and our Adaptive load balancing and scheduling algorithm. Our algorithm
performs similarly to Max RSRP for UE traffic loads from 0 to 30 due to the un-
der load conditions. When the traffic load increases from 30 onwards, our scheme
outperforms the standard Max RSRP due to our methods robust user offloading onto
smaller cells. It is found that there is an approximately 2% improvement from our
scheme compared to standard Max RSRP.
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FIGURE 4.6: packet loss rate per traffic load for standard Max RSRP
vs Adaptive load bal. Algorithm

FIGURE 4.7: schedule response rate: Existing Max RSRP vs. Adap-
tive cell association with load balancing

Fig.4.7 shows the average user scheduling rate per cell cluster. This is computed
for low and high user load conditions. Our proposition is denoted as Adaptive load
balancing algorithm.It can be seen that our adaptive algorithm and the existing Max
RSRP realized similar scheduling rates for low load conditions.

The adaptive scheme however, shows a much better response for higher load
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conditions, this can be attributed to the fact that each cell per sector is effectively
utilized as a result of the load balancing component which discourages unnecessary
HOs from smaller cells to macro cells.

FIGURE 4.8: Average user throughput per UE: Existing Max RSRP
vs. Adaptive cell association with load balancing

Figure 4.8 displays the results of average user throughput for different user load
conditions. The proposed scheme outperforms the existing scheme due to the adap-
tive ABS ratio and load balancing component in both low load and high load condi-
tions.

4.5 Conclusions

In this Chapter, an optimized scheme for load balancing and resource usage in 5G
networks is proposed. The approach stems from an adaptive mechanism which op-
timizes user throughput and simultaneously balances user load among cells in the
network side, in addition to a centralized application which manages BBU computa-
tional resources as a function of balanced load.

The results are compared to the standard existing baseline approach and shows
that the performance of the adaptive scheme significantly improves network perfor-
mance in terms of the number of offloaded users and average user rate.

In the next chapter, we present our novel strategy related to efficient differential
traffic scheduling along the C-RAN based fronthaul network in 5G ans beyond het-
erogeneous networks.
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Chapter 5

Time-Sensitive Traffic Scheduling for
5G and beyond Fronthaul Networks

In this chapter, our major contribution is towards the design of a novel switch node
architecture to optimize scheduling for differential traffic flows with diverse QoS re-
quirements along the additional Fronthaul Network introduced by the 5G network
C-RAN. Our contribution utilizes the IEEE 802.1 Time Sensitive Networking Tech-
nology (TSN) in particular, the 802.1 cm Burst Limiting Shaper (BLS) scheduler
mechanism of which we optimize in order to account for more robust data rates and
latency figures which would enable the better adoption of novel mechanisms such as
Network Slicing, and will also aid to meet the stringent delay requirements of appli-
cations for heightened QoE for the end user. We evaluate our contributions ability to
provide guaranteed scheduling performance for both high and low priority traffic in
the region of ultra-low latency and achievable rates for the fronthaul network.

5.1 Introduction

To meet the throughput, jitter and latency stringent requirements of 5G and beyond
fronthaul networks, quite a number of solutions have been explored which revolve
around deterministic communications as well as Ethernet-based packet switched so-
lutions [22].

Some of the more promising 5G transport layer solutions have been proposed by
well known standardization bodies such as IEEE, ITU and 3GPP. Our main focus in
this chapter however, is on the IEEE 802.1 working groups TSN technology, and in
particular their event-triggered Burst Limiting Shaper mechanism [143], [60], [144].
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Networks

5.2 A novel Dynamic Reserved Capacity/BLS algorithm
for improved Fronthaul Traffic Scheduling

5.2.1 Context

The link between user devices (UEs) and radio equipment controllers is known as
the fronthaul (FH) in 5G Centralized Radio Access Networks (C-RAN) architecture
has very stringent requirements which are quite challenging to meet. As previously
mentioned in the introduction to this chapter, various research activities bordering
around Time Sensitive Networking (TSN) technology to combat these challenges
have been proposed in literature [18], [89], [91], [119]. One of particular interest
to us is the credit based shaping IEEE 802.1Qav mechanism [60]. In addition to
the connection latency requirement of traffic flows along the FH network that have
to be met, there is the problem of allocation of limited radio resource in the system
in an optimized fashion for all traffic flows. These scenarios present a challenge
for existing scheduling algorithms and solutions suitable for the C-RAN fronthaul
context in particular are to be developed.

Therefore, in this chapter we present the final contribution of this thesis by way
of a new scheduling algorithm for the fronthaul of 5G and beyond networks which
takes into consideration the efficient use of scarce radio resource and improves traffic
scheduling for both TSN high priority flows as well as lower priority flows in traffic
underload and overload scenarios. We implement our proposal as a scheduling mod-
ification to the TSN/BLS mechanism on top of a non-preemptive strict priority WRR
scheduler together with our analysis.

5.2.2 Related Work

Full-fledged solutions have been proposed in both academia and the industry to tackle
the problem of meeting 5G and beyond transport layer requirements. However, only
a few of these contributions have addressed the issue of improving C-RAN fronthaul
network scheduling for mixed criticality traffic flows.

The authors in [19] propose a core router traffic scheduling architecture used to
differentiate traffic flows with diverse QoS demands. They employ a rate scheduler
(e.g WFQ) between the default (DE) and assured forwarding (AF) traffic classes to
share the unused capacity of the highest priority class. The downside to this method
is highlighted in the absence of resource isolation for the lower priority traffic flows
in the event of expedited forwarding (EF) traffic fluctuations.
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In [52], the authors utilize the credit-based BLS to improve core network schedul-
ing for assured forwarding traffic with respect to expedited forwarding class of traffic.
They demonstrated that their scheme could isolate the AF class output rate in spite of
traffic variations in the EF class. However, this strategy did not address the impact of
limited resource for best- effort traffic in the presence of expedited forwarding traffic
overload scenarios.

The authors in [41] study the delay and jitter figures associated with employing
Common Public Radio Interface (CPRI) on Ethernet FH links for traffic scheduling.
Through simulations they were able to show that the delay associated with high pri-
ority delay stringent traffic can be significantly reduced. However, their focus was
solely on optimization for critical high priority traffic without ensuring fairness in
resource distribution. In comparison to the mentioned works, we provide a unique
means of addressing the trade-off between meeting the latency requirements of high-
priority fronthaul traffic through resource reservation and the resource usage effi-
ciency.

5.2.3 IEEE Time Sensitive Networking

Table 5.1 below shows the IEEE TSN standards in their various cathegories. Flow
management aspects of the standard are covered in 802.1Qcp , 802.1Qat, 802.Qcc
and 802.1CS. TSN flow synchronization is covered in IEEE 802.1AS and 802.1AS-
Rev. Flow control and delay guarantees are addressed in TSN mechanisms like Credit
Based Shaping (CBS) IEEE 802.1Qav [60], frame scheduler IEEE 802.1Qbv, frame
preemption IEEE 802.1Qbu and cyclic queuing IEEE 802.1Qch [113].

These industry standardized mechanisms define how frames belonging to differ-
ent traffic classes with different priority tags are processed in TSN enabled networks.

5.2.4 TSN BLS for 5G Fronthaul

The TSN Burst Limiting Shaper (BLS) is presented in this section, then our proposed
Dynamic Reserved Capacity (DRC) scheduling algorithm which is an advancement
to the BLS algorithm is also presented in section 5.3.2.

Some key notations used in this section are summarized in table 5.2.
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TABLE 5.1: Classification of IEEE TSN Standards

Category Standards
Latency & Jitter
Traffic class categorization, transmitting
& frame queuing according to traffic
classes

IEEE 802.1Qav (Credit Based Shaping)
IEEE 802.1Qbv (Scheduled Traffic)
IEEE 802.3br & IEEE 802.1Qbu (Frame
Preemption)
IEEE 802.1Qch (Cyclic Queuing)
IEEE 802.1Qcr (Asynchronous Traffic
Shaping

Flow Management
Resource allocation management & reg-
istration, network configuration, network
discovery and monitoring.

IEEE 802.1Qcp (YANG Models)
IEEE 802.1CS (Link-Local Reservation)
IEEE 802.1Qat & IEEE 802.1Qcc
(Stream Reservation)

Time Synchronization
Provides network wide stringent synchro-
nization of all network element clocks at
Layer 2.

IEEE 802.1AS & IEEE 802.1AS-Rev
(Network Timing & Synchronization)

Flow Integrity
Maintaining system wide integrity by en-
suring flows deliver their frames in spite
of dynamic network conditions.

IEEE 802.1CB (Frame Replication &
Elimination)
IEEE 802.1Qca (Path Control & Reserva-
tion)
IEEE 802.1Qci (Per-Stream Filtering)

Key design aspects

The BLS is part of the credit-based shapers class [21]. Each shaped queue is mapped
to a specified traffic class and is defined by an upper threshold M_L, a lower threshold
R_L and a reserved bandwidth BwF which is a fraction of the total link capacity C of
the system. The priority of an arbitrary class k shaped by the BLS, p(k) is designed
to vary from high priority p1(k) to low priority pn(k) (where priority value p = 1,
2, ...,n in descending order of priority) as the BLS credit in bits of the shaped traffic
goes from high to low.

In our fronthaul network design context, the BLS spaces out high priority time-
sensitive traffic packets TURLLC to reduce bursting and bunching effects thereby pro-
tecting lower priority flows Tnon−URLLC as the maximum high priority packets burst
is bounded. Fig. 5.1 below describes the scheduling architecture for our proposed
DRCS to be implemented on a FH network Ethernet switch.The total capacity is
shared between the URLLC high priority traffic TURLLC and the lower priority traffic
Tnon−URLLC. The BLS manages the TURLLC traffic flows which is mapped to a priority



5.2. A novel Dynamic Reserved Capacity/BLS algorithm for improved Fronthaul
Traffic Scheduling

89

TABLE 5.2: Notations

C Link Rate
Islope BLS idle slope
Sslope BLS send slope
BwF DRCS/BLS reserved capacity
qULLC shaped high priority queue
qnon−ULLC low priority queues
TURLLC Ultra Reliable Low latency Traffic
Tnon−URLLC Non-Ultra Reliable Low Latency traffic
M_L maximum credit Level
R_L resume credit level
MFSk Maximum Frame Size of flow k
△i

j defined DRCS/BLS windows with j ∈ {send, idle}
and i ∈ {max,min}

scheduler (PS). The Priority of TURLLC changes between one (1) and three (3) depend-
ing credit counter and traffic conditions in its queue. Therefore, the Tnon−URLLC is of
higher priority at some instances.

FIGURE 5.1: 2 hop fronthaul network topology example

The credit-based burst-limiting shaper implementing our DRCS algorithm sepa-
rates a queue into two traffic classes as illustrated in Fig. 5.2, High Priority class
(tighter delay bound) and Low Priority class (looser delay bound). When no frame
is available in either queue, the credit for the queue is set to zero. A queue is eligible
for transmission if the credit is non-negative (i.e R_L≥ 0).
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FIGURE 5.2: Proposed output scheduling architecture for TSN switch
with DRCS on top of Priority Scheduler

In our DRCS coupled with a Priority Scheduler at the output, packets are scheduled
with respect to the following conditions:

1. In order of priority, highest priority with non-empty queue first

2. The credit of the TURLLC class (assuming it has highest priority) increases lin-
early with rate Islope when there is at least a single packet in the queue qURLLC.

3. The credit of the URLLC class decreases linearly with rate Sslope when a packet
is transmitted.

4. Packets from Tnon−URLLC queues qURLLC can be scheduled during TURLLC Trans-
mission Period (TP) as long the DRCS condition is fulfilled where TURLLC has
right to preemption in the event of sudden traffic bursts.

5. Priority change occurs for TURLLC queue from #1 to #3 when its credit falls to
0 from M_L at the rate Islope and vice-versa when the shaped TURLLC traffic
begins to rises from 0 ( R_L) at the rate Sslope. This behaviour is illustrated in
Figs. 5.2 and 5.3.

6. The BLS throttles the shaped TURLLC class not to exceed their preconfigured
bandwidth limits.
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The behaviour of the DRCS/BLS is displayed in Fig.5.3. As described, the credit
interchanges between 0 (resume level R_L) and M_L (Maximum Level). The DRCS/BLS
shaper credit rates are defined as follows:

• The decreasing rate (Idle slope):

Islope =C.BwF (5.1)

Where C is the fronthaul link speed and BwF is the BLS high priority shaped
traffics reserved link capacity.

• The increasing rate (send slope):

Sslope =C− Islope (5.2)

Fig. 5.3 depicts the operation of the BLS for the two traffic classes TURLLC and
Tnon−URLLC,. The first transmission window denoted as△1, describes the case where
bursty high priority packets are sent and reaches the max. level (M_L) when its
priority is highest. The next transmission window △2, after M_L has been reached
by the TURLLC is the Tnon−URLLC packets transmission window with send rate Islope

and priority 2. The TURLLC class priority is 3 (the lowest) at this transmission time
window.

5.2.5 DRCS/BLS Output Scheduling algorithm

In order to guarantee low latency characteristics for high priority burst limited traffic,
the BLS mechanism reserves a percentage of link bandwidth or capacity (BwF in %
of total BW in Mbps)[60].

With any case of reserved (dedicated) resource, there always exists a trade-off be-
tween guaranteeing sufficient bandwidth for high priority traffic and scarce resource
wastage which could be optimally utilized for lower priority traffic classes. In our
dynamic reserved capacity (DRC) enhancement, the reserved capacity for the BLS
traffic can dynamically accommodate non-URLLC traffic in instances where the re-
served capacity is underutilized (after long periods of inactivity) by TURLLC packets



92
Chapter 5. Time-Sensitive Traffic Scheduling for 5G and beyond Fronthaul

Networks

FIGURE 5.3: Operation of URLLC traffic shaping algorithm in FH
switch output port

in every TURLLC transmission window△i
j. Therefore, the dynamic component of our

scheme is mapped to the periodic high priority class traffic load.

Therefore, our DRCS/BLS algorithm corresponds to a modification of the stan-
dard BLS algorithm and strict priority scheduler with our DRCS schedulability con-
dition being the main modification. The new output scheduling algorithm is pre-
sented in Algorithm 4.

The Resume Level credit is initialized to zero (line 9). If the priority of the high
priority traffic queue is low, it changes to high (line 10). Then with the updated
priority, the strict priority scheduler performs based on the update. If the high priority
traffic is not empty and the DRCS schedulability condition is not met (the number
of packets are above a certain threshold) then packets are transmitted from the high
priority queue by the WRR priority scheduler (lines 16 and 17). Else if the High
priority queue is empty and the DRCS schedulability condition is met, then some
low priority packets can be scheduled.
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Algorithm 4: Dynamic BLS output Scheduling
Input:
1: credit← credit in bits
2: M_L←Maximum credit Level
3: R_L← Resume credit Level
4: qURLL←Burst Limited (URLLC) queue
5: qnon−URLL← non-URLLC queues
6: Phigh,Plow ← high and low priority queues
7: K← Updated priority scheduled queue
8: DRCS← Dynamic reserved capacity scheduled condition
9: R_L← 0
10: for credit ≤ R_L do
11: if qURLL = Plow then
12: qURLL = Phigh
13: end if
14: end for
15: for qURLL = Phigh do
16: if qURLL ̸= NULL and DRCS == ’false’ then
17: K = qURLL: transmit packets from qURLL using WRR
18: else if qURLL ̸= NULL and DRCS == ’true’ then
19: K = qURLL,qnon−URLL: transmit packets from
20: qURLL,qnon−URLL using WRR
21: end if
22: end for
23: for credit ≥M_L do
24: if qURLL = Phigh then
25: qURLL = Plow
26: end if
27: end for
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5.2.6 Load Aware Scheduling component

In order to implement the DRCS the traffic in each URLLC queue has to be below a
certain threshold. Therefore, to monitor the traffic variations of each URLLC traffic
queue to ascertain when to schedule non-URLLC traffic we implement a dynamic
load computation.

Suppose at any given time t, the high priority traffic in queue i ∈ {TURLL} at a FH
network switching element/node n ∈ {sw} is given by loadi,t , where 1≤ i≤ N for a
class with N total queues. The queue variance at time t(αt) is computed as in [131].

αt =
1
N

N

∑
i=1

(loadi,t− (loadt))
2 (5.3)

the root mean square error (rms) at time t is given as:

βt =
√

αt (5.4)

The dynamic load coefficient of queue i at time t (li,t)

li,t =
loadi,t

βt + 1
(5.5)

The dynamic load in queue i at time t which we used as a sufficient condition to
implement DRCS is given by:

Li,t = li,tPi(t) (5.6)

Where Pi(t) is the number of packets in queue i at time t.

The DRCS condition is fulfilled if equation (5.6) falls below a load threshold θ

and thus is implemented subject to:

N

∑
i=1

Li,t ≤ θ ∀i ∈ TURLLC (5.7)
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DRCS Schedulability condition

To further elaborate on the load-aware scheduling component described in the previ-
ous section, we define more concisely our dynamic schedulability condition.

In order to optimally take advantage of the reserved capacity for the shaped high-
priority traffic, and to minimize the trade-off between reserved resource and resource
available to lower-priority traffic in service differential FH network systems, we in-
troduce our opportunistic scheduling scheme.

We first define a sufficient low-priority flow schedulability condition. This
consists of monitoring the arrival rates of the high priority shaped flows i at any
crossed switching node n along the FH transport link which has to be lower than
a defined arrival rate threshold θ to ensure system stability and service quality for
TURLLC flows. This constant θ is the arrival threshold:

∀node n ∈ FH network, ∑θi ≤ Rn (5.8)

Where,

Rn is the input cumulative function of shaped flows at any node n along the FH
network.

5.3 DRCS Response Time analysis

We present in this section the timing analysis utilizing Network Calculus (NC) theory
as adopted in [53] and applying this to our New Radio (NR) FH network use-case.
We compute the network switching node worst case delay bound for both traffic
classes and model the traffic flows/Ethernet switching element present at each hop of
the FH network.

In order to infer real-time guarantees on both URLLC and non-URLLC traffic
classes based on our proposed DRCS/BLS scheduler, a sufficient schedulability con-
dition is applied to verify that the delay bounds of each traffic class conforms to set
deadlines.

The expression for end-to-end delay of a flow k in the class 1∈{TURLLC,Tnon−URLLC},
EEDi,k along its path Pathk is given by [53]:
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EEDi,k = des
j + dprop + ∑

i∈pathk

dsw, j
i,k (5.9)

Where des
j is the end-system delay (es) contributed by the aggregate traffic of

class i, dprop represents the propagation latency along the path and dsw, j
i,k is the delay

within the switching element along the flow path.
For simplicity we are only concerned with the delay associated with the switching

elements (Dsw) along the FH flow path which houses the DRCS/BLS coupled with
the strict priority scheduler (PS). Therefore, equation (5.8) is reduced to

Dswi,k = ∑
i∈pathk

dsw, j
i,k (5.10)

5.3.1 Fronthaul Ethernet Switch Modeling

In order to compute the response time associated with our DRCS/BLS on top of the
strict priority scheduler (PS) located in the FH switch component (see Fig. 5.2) we
model both traffic class flows using Network Calculus (NC) parameters [25] to obtain
the maximum arrival and minimum service curves at the crossed switch.

Network Calculus Model

As earlier described, we utilize Network Calculus theory timing analysis to compute
the delay bounds on arrival and service traffic defined in NC as both arrival curve
α and minimum service curve β . The definitions of these curves are elaborated as
follows.

Definition 1 (Arrival Curve). [25] A function α(t) is used to denote an arrival
curve for a data flow with input cumulative function given by, R(t), which represents
the number of received bits until time epoch t, iff :

∀t,R(t) ≤ R⊗1 α(t)
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Definition 2 (Strict Minimum Service Curve). [25] The function β is used to repre-
sent the minimum strict service curve for a data flow with output cumulative function
R∗, if for any backlogged period

]s, t]2,R∗(t)−R∗ ≥ β (t− s)

Definition 3 (Maximum Service Curve).[25] The function γ(t) represents the max-
imum service curve for a data flow with input cumulative function R(t) and output
cumulative function R∗(t)

∀t,R∗ ≤ R⊗ γ(t)

According to [53], the arrival curve of the aggregate traffic at any time t made
up of each flow k in class i at the input of a jth node n ∈ {sw} or component n ∈
{DRCS,PS} is:

α
n, j
i (t) = ∑

k∈i
α

n, j
i,k (t) (5.11)

For the Ethernet-based switches along the FH network between RRH and BBUs,
we model the impact of our DRCS/BLS on top of the strict priority scheduler (PS)
on the TURLLC and Tnon−URLLC traffic classes.

• TURLLC Class: As detailed in figure 5.2, the high priority TURLLC traffic adopts
two credit dependent positions; (I) the case where the priority is low at (3). The
guaranteed minimum service curve within the Ethernet switch at this instant is
based primarily on the strict priority scheduler (PS) denoted as β PS

URLL3
at the

output. (II) the second case where the priority switches to the high position (1).
Thus, the minimum service curve guaranteed within the switch is as a result
of the combination of service curves within the DRCS/BLS component β DRCS

URLL

and the PS component β PS
URLL1

.

Therefore, the expression for the service curves guaranteed within the switch for
the high priority traffic class TURLL is given as:
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β
sw
URLLC(t) = max(β PS

URLLC(3),β
PS
URLL(1)⊗β

DRCS
URLLC(1)(t)(1+

β DRCS
non−URLLC(2)

β DRCS
URLLC(1)

))

(5.12)

Where the last term in Eq. 5.12 accounts for the DRCS dynamic schedulability
condition.

• Tnon−URLLC Class: For this traffic class we model minimum service curve guar-
anteed within both the DRCS/BLS (when the schedulability condition accepts
some Tnon−URLLC flows ) and within the strict priority scheduler using cor.1
in [53] when considering the max output arrival curve of TURLLC and some
Tnon−URLLC from the DRCS/BLS component.

The expression for the minimum service curve guaranteed for the Tnon−URLLC

traffic at the strict Priority scheduler (PS) and some Tnon−URLLC within the DRCS/BLS
when taking into consideration the maximum output arrival curve of TURLLC traffic
from the DRCS/BLS component α

∗,DRCS
URLLC :

β
sw
non−URLLC(t) = [C.t−α

∗,DRCS
URLLC (t)(1+

αDRCS
non−URLLC

αDRCS
URLLC

)− Max
k∈i,p(i)≥p(non−URLLC)

MFSk]

(5.13)

To compute the delay associated with the switching component in each node
along a FH network flow path from (5.9), the unknown service curves from equa-
tions (5.12) and (5.13) relating to the DRCS/BLS scheduling component need to be
determined.

URLLC Traffic Service Curves

To compute the worst case cumulative traffic for TURLLC flows from the DRCS/BLS,
the strict minimum service curve β DRCS

URLLC which maximizes the latency within the
DRCS burst limiting scheduler and serves as an upper constraint for TURLLC flows.

To compute the min. service curve parameter we combine both minimum send-
ing window △min

send and maximum idle window △max
idle durations which combine to

make up the upper constraint/max. delay bound on cumulative TURLLC flows. △min
send

describes the time in the DRCS/BLS scheduler for the consumed credit to go from
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resume credit level R_L to maximum credit level M_L with increasing rate Ssend as
illustrated in fig. 5.3.

△min
send =

M_L−R_L
Ssend

(5.14)

On the other hand, the max idle window duration,△max
idle is the time for the credit

to go from M_LtoR_L with a decreasing rate Iidle together with the transmission
duration of the maximum frame of the Tnon−URLLC traffic which occurs when the
Tnon−URLLC frame starts its transmission just before the credit reaches the lower
threshold R_L.

It is worth noting that this non-preemption feature does not extend to some Tnon−URLLC

traffic scheduled during the DRCS scheduling window for TURLLC traffic. The max
idle window is thus given as:

△max
idle =

M_L−R_L
Iidle

+
MFSnon−URLLC

C
(5.15)

Therefore, the strict minimum service curve representative of the lower cumula-
tive service response time for TURLLC traffic in DRCS/BLS crossing a FH network
node with link capacity C is given as [53] :

β
DRCS
URLLC(t) =

△min
send

△min
send +△

max
idle

.C.(t−△max
idle)

+ (5.16)

where [y]+ is the maximum between y and 0.

The maximum service curve of TURLLC, γDRCS
URLLC offers the lower constraint and

best service to the TURLLC traffic within the DRCS/BLS compared to β DRCS
URLLC.

To compute γDRCS
URLLC, a combination of the maximum send window△max

send and the
minimum idle window△min

idle is carried out:

△max
send =

M_L−R_L
Ssend

+ MFSURLLC
C +min(MFSnon−URLLC

C . Iidle
Ssend

, R_L
Ssend

) (5.17)

The minimum idle window△min
idle, represents the duration for the consumed credit

to drop from M_L to R_L with a slope Iidle given as:
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△min
idle =

M_L−R_L
Iidle

(5.18)

The maximum service curve guaranteed to TURLLC traffic, γDRCS
URLLC is therefore

given as described in [53] as:

γ
DRCS
URLLC =


C.t : in the presence o f no Tnon−URLLC f lows

otherwise :
△max

send
△γnom

URLLC
.C.t +△max

send,0.C. △
min
idle

△γnom
URLLC

(5.19)

non-URLLC Traffic Service Curve

To compute the minimum service curve for the low priority flows β sw
non−URLLC as

defined in Eq. 10, the maximum output arrival curve of TURLLC from the DRCS/BLS,
α
∗,DRCS
URLLC from Eq. 10 is to be computed and is given as:

α
∗,DRCS
URLLC (t) = min(γDRCS

URLLC(t),α
DRCS
URLLC⊘β

DRCS
URLLC(t)(1+

β DRCS
non−URLLC

β DRCS
URLLC

)) (5.20)

Where the last term in Eq. 5.20 accounts for the DRCS dynamic schedulability
condition.

Therefore, Eq. 5.20 is imputed into Eq. 5.13 for the minimum strict service curve
β sw

non−URLLC guaranteed to Tnon−URLLC traffic with some crossing the DRCS/BLS and
majority flows crossing the SP scheduler at the switch output.

5.3.2 Results and Analysis

In this section, we implement our proposed switch output architecture (see Figs. 5.1
and 5.2) and compare the performance of our DRCS/BLS scheduling algorithm cou-
pled with a WRR strict priority scheduler in ns-3 [151]. We consider two broad traffic
flows with source nodes S1 and S2 which generate packets TURLLC and Tnon−URLLC

classes as described previously.
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For both traffic flows,we consider packet lengths of 1500 Bytes. We generate 100
UDP/TURLLC flows which in an experimental set-up for a TSN network would be an-
notated with 802.1Q VLAN tags to differentiate traffic flows and QoS requirements.
We consider traffic overload and underload scenarios with traffic of approximately
100% of the link-rate for overload, and just under 55% for under.

Fig. 5.4 shows that with increase in the reserved capacity BwF for the high priority
burst limited TURLLC flows, and increase in the relative weight wURLLC with respect to
the share allocated to Tnon−URLLC flows, the output rate R∗URLLC increases and vice-
versa for both our DRCS/BLS and WRR. Therefore, both schemes exhibit similar
results under average load conditions for high priority traffic.

The theoretical output rate [52] for TURLLC class is given by:

R∗,thWRR/TURLLC
= wURLLC.C (5.21)

where,
wURLLC is the relative weight of the URLLC traffic class to the non-URLLC class,

Lavg
i the average length of packets of both classes and Wi the weight of class i ∈
{URLLC,non−URLLC}.

wURLLC =
WURLLC.Lavg

URLLC
WURLLC.Lavg

URLLC +Wnon−URLLC.Lavg
non−URLLC

(5.22)

Therefore, from this behaviour we can deduce that:

R∗,sim
DRCS/URLLC = R∗,sim

WRR/URLLC = R∗,thWRR/URLLC

Fig. 5.5 describes the output rate R∗non−URLLC for Tnon−URLLC flows whereby the
residual link capacity left by the TURLLC is allocated for low priority traffic scheduling
by both DRCS/BLS and WRR schemes. The theoretical output rate is given by:

R∗,thDRCS,WRR/non−URLLC = (1−wURLLC).C (5.23)

It can also be seen from Fig. 5.5 that the output rate for DRCS/BLS scheduler
for Tnon−URLLC flows slightly outperforms the WRR. This is expected because in this
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FIGURE 5.4: URLLC traffic output rate

scenario, the DRCS schedulability condition accounts for more packet scheduling
for low priority flows.

Fig. 5.6 shows that for DRCS/BLS, the average latency for TURLLC flows de-
creases as the Max. credit level (M_L) which is a function of the burst limited
traffics reserved capacity, BwF. It outperforms the SP WRR scheduling mechanism
in both load conditions at just under 40% and above of burst-limiting max. credit
level and under performs WRR at below this level.

The latter is expected because when the high-priority packet arrives at an idle time
(Islope) which is when its priority has switched from high to the lowest level, it has
to wait for its priority change to high before it can send packets. Therefore, this re-
sult demonstrates that the DRCS/BLS reserved capacity parameter can be optimally
tuneable.
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FIGURE 5.5: non-URLLC traffic output rate

FIGURE 5.6: URLLC traffic Average Response time

Fig. 5.7 shows that the low priority traffic is also a function of the DRCS/BLS
reserved capacity. This is as a result of the opportunistic scheduling of low priority
flows with high priority reserved BLS capacity during periods of mostly long high
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priority traffic inactivity.

FIGURE 5.7: non-URLLC traffic Average Response time

Fig. 5.8 shows the average response latency for both WRR and DRCS scheduled
traffic in relation to different packet sizes. For high- priority traffic, we adjusted the
max-credit level to account for 60% link capacity (C = 1Gbps) and the low-priority
traffic is scheduled using 40% of the residual capacity. The packet sizes are varied
from 100 to 1500Bytes which is the maximum frame size for both traffic class flows..

Fig 5.9 shows the average response time performance for both traffic class flows
against the WRR mechanism. From our simulated experiment, we observe the aver-
age latency results for the low- priority traffic performs significantly better than the
WRR. This is as a result of our opportunistic scheduling contribution to the stan-
dard burst limiting shaper for TSN, thereby allowing for more robust scheduling of
low-priority traffic while effectively isolating high-priority flows.
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FIGURE 5.8: Average Response latency for different packet sizes

FIGURE 5.9: Average Response latency for priority class flows using
WRR and DRCS
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5.4 Conclusions

We have presented in this chapter, a new scheduling algorithm which is a contri-
bution to the scheduling and dequeing process of the IEEE 802.1Q Burst Limiting
Shaper algorithm. We apply our alternative architecture and algorithm in addition to
Network calculus based timing analysis to achieve latency and resource usage opti-
mized scheduling for service differential flows in 5G and onward to 6G Fronthaul
Network traffic associated with Cloud-RAN New Radio topologies.

We benchmark our proposal against the popular WRR scheme and utilize the BLS
reserved capacity for dynamic scheduling of low-priority traffic in order to increase
overall traffic throughput and reduce response latency. Simulation experiments were
carried out to evaluate our proposals performance and the results revealed that our
DRCS/BLS scheme outperforms WRR in terms of average response times for both
traffic classes.
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Conclusions and Future Perspectives

In the following two sections we present our conclusions related to this work and the
substantial additional research required relating to the general scope of our work.

6.1 Conclusions

With the rapid adoption of 5G and 6G in the works, there exists a wide range of
possibilities for mobile networking in conjunction with principles such as Software
Defined Networking (SDN), Network Function Virtualization (NFV), Time Sensitive
Networking (TSN) and Network slicing, techniques which will enable the application
of end-to-end virtual and logical networks and also enable more flexible and accurate
management of network resources.

On the Radio Access Network (RAN) side, the 5G standard came with the imple-
mentation of Cloud-RAN architecture in a bid to centralize RAN functionality and
processing in cloud-based environments in order to benefit from scalable and flexible
functional slit optimized adaptation, resource pooling, joint radio resource allocation
for enhance interference reduction and improved data rates. However, the implemen-
tation of all the above mentioned techniques including C-RAN present many issues
related to RRH and BBU placement, fronthaul network interface which connects the
distributed remote radio units to the centralized BBU pool, the power-distance bud-
get for the FH as well as efficient resource allocation for processing real-time traffic
in this new architecture.

To this end, this thesis investigates advancements to system wide issues related
to networks of the future, bordering around latency reduction and optimal resource
usage. We lay emphasis on novel techniques for Random Access resource usage and
RA traffic scheduling (Chapter 3), load balancing, optimized cell traffic offloading
and user/cell associations (Chapter 4) and finally TSN-based optimized scheduling
for NR fronthaul networks (Chapter 5). All contributions were developed with focus
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on latency reduction for URLLC applications as well as optimized resource manage-
ment to accommodate the mixed-traffic analogous with 5G and future networks as a
whole.

• The first contribution to our work in Chapter 3 addresses the problem of ran-
dom access scheduling amidst high traffic contention. We design an innova-
tive strategy which comprises of Random Access (RA) preamble reservation
for 3 distinct traffic classes (High, Medium and Low), where the reserved re-
sources for the High priority class remains static, while for the medium and
low class, a conditional dynamic resource sharing mechanism is introduced.
Access delay figures are then compared with standard LTE/LTE-A RA figures
and simulation results show that our partitioned resource reservation mecha-
nism significantly reduces control plane access delay figures in both priority
and non-priority traffic, meeting the 5G ultra Reliable and Low Latency Com-
munications (URLLCs) requirement of under 10ms. We also derived through
analytical means, the optimum preamble partition for the reserved case which
will also meet service requirements for low-priority traffic.

• The second contribution in Chapter 4 dealt with the problem of traffic load
balancing and user association to cells in 5G and beyond heterogeneous cell
type deployments in order to achieve E2E latency reduction. Our work in this
Chapter comprises of a unique contribution to the standard LTE/LTE-A hand-
over (HO) procedure by dynamically adjusting 3GPPs Almost Blank Subframe
(ABS) ratio (ABS to non-ABS) of large macrocells within a multi-tiered net-
work space, to the amount of HO requests received from nearby user equip-
ment’s (UEs) mostly attached to smaller cells. Our technique contributed to-
wards encouraging attachment of devices to smaller powered nodes with less
domineering reference signal received power (RSRP) as compared to higher
powered nodes within the same coverage area. Properly balanced traffic load
invariably leads to lower scheduling latency’s and power savings, which are
in turn enabling factors for a scalable and flexible virtual RAN. In addition to
our load balancing technique, we proposed a cooperative gamified approach to
RRH-BBU resource sharing. Finally, the performance of our joint optimiza-
tion schemes were validated by simulations and the results demonstrated its
effectiveness in load balancing and overall user throughput.

• Finally, a QoS based differential service scheduling technique for 5G an on-
wards Fronthaul networks using an IEEE 802.1 Time Sensitive Networking
(TSN) mechanism to tackle the problem of robust traffic scheduling along the
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additional fronthaul link introduce by the C-RAN architecture for future mo-
bile networks. To address this issue we leverage on IEEE 802.1Q Burst Lim-
iting Shaper algorithm and introduce our Dynamic Reserved Capacity (DRC)
schedulability condition to it. The Key Idea to our proposal consists of dy-
namically scheduling some low priority traffic class flows within the reserved
capacity for the Burst Limiting Shaped traffic (high priority URLLC flows)
when the shaped traffic is underutilized (after long periods of inactivity) in
every shaped traffic transmission window. The dynamic component of our
scheme is therefore mapped to the periodic shaped traffic class load. We fur-
ther derive the timing characteristics of both high and low priority flows within
the switching component of the packet-based fronthaul architecture which we
model, using Network Calculus framework. With our proposed scheduling
strategy which we bench-marked against the WRR scheduling algorithm, our
schemes performance was more robust compared to WRR with more notice-
able improvements in output rates for the lower priority traffic flows.

From this thesis we were able to propose and implement novel traffic schedul-
ing mechanisms in addition to a unique load balancing an resource usage strategies.
Our work so far can be served as the foundation or contribution to a host of novel
optimization techniques in 5G/6G heterogeneous mobile network systems.

6.2 5G and onwards to 6G

Currently adopted and future emerging techniques for 5G and 6G networks such as
SDN, NFV and Artificial Intelligence (AI) are highlighted and can be relied upon
to provide the adopted C-RAN system with much required flexibility and network
service scalability. Through the foundation and synergy of the above mentioned
techniques, a host of novel services can be developed in both industry and the aca-
demics to be able to meet the demands of 5G and beyond multi-tiered heterogeneous
networks.

In line with this context, promising directions to further expand our work in this
thesis are highlighted

Further RA procedure enhancements

In our work we considered the idealized interference-free RA scenario, which gives
rise to convex optimization problems. The adoption of enhanced techniques for RA
procedure such as parallel preamble transmissions and upgrade back-off schemes to
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guarantee first attempt preamble success rates at the same time taking into consid-
eration open- air interference should be investigated. This will go a long way in
providing deterministic service guarantees for 5G URLLC applications in particular.

Load balancing and Interference management

In this thesis we considered the use of 3GPPs Almost Blank Frames (ABS) technique
which is part of the eICIC standard to effectively balance traffic load by encouraging
user association to smaller cells. However, with the rapid expansion and increasing
heterogeneity of wireless mobile networks, low complexity algorithms which would
also encourage low transmission latency would be required to further leverage on our
technique

Limited Fronthaul Capacity

In our work, we considered a high-speed Ethernet based fronthaul link enabled with
TSN based Ethernet switches and VLAN differential traffic tags. However, consider-
ing densely deployed C-RANs with delay bounded service requirements, cable-based
FH installations might incur high CAPEX. Therefore, the investigation into mmWave
transmission links are a promising research direction. The low attenuation associated
with mmWaves frequencies should be factored in as well.

Further delay sources

In this thesis we considered the delay associated with the RA mechanism, user-
cell association and fronthaul link component delay. The total E2E delay including
the added delay brought on by the cloud located BBU pool processing of queued
baseband functions should be taken into consideration with reliable test-beds. The
URLLC stringent delay requirement for 5G/6G networks would also require more
advanced traffic scheduling algorithms to carter for the ever expanding network.
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Acronyms

3GPP Third Generation Partnership Project

4G Fourth Generation

5G Fifth Generation

5GB Fifth Generation and Beyond

ABS Almost Blank Subframes

ACB Access Class Baring

ACK Acknowledgement

AI Artificial Intelligence

AMC Adaptive Modulation and Coding

ARoF Analog Radio over Fiber

BBU baseBand Unit

BLS Burst Limiting Shaper

BS Base Station

C-RAN Cloud Radio Access Network

CAPEX CApital Expenditure

CBS Credit Based Shaper

CIR Channel Impulse Response

CN Core network

CoMP Coordinated Multi-Point
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CP Control Plane

CP Cyclix Prefix

CPRI Common Public Radio Interface

CRE Cell Range Expansion

CQI Channel Quality Indicator

CU Centralized Unit

D2D Device-to-Device

D-RAN Distributed Radio Access Network

DFT Discreet Fourier Transform

DL Downlink

DL-SCH Downlink shared channel

DRCS Dynamic Reserved Capacity Scheduler

DS Dynamic Scheduling

DU Distributed Unit

E2E End-to-End

eICIC Enhance Inter-Cell Interference Coordination

eMBB Enhanced Mobile BroadBand

eNB Evolved Node B

FBMC Filter Bank Multi Carrier

FDD Frequency Division Duplexing

FFT Fast Fourier Transform

FH Fronthaul

FIFO First-in-First-Out

FOFDM Filtered Orthogonal Frequency Division Multiplexing

FPGA Field Programmable Gate Array
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GFDM Generalized Frequency Division Multiplexing

GI Guard Interval

gNB next Generation Node B

HARQ Hybrid Automatic Repeat Request

HO Hand Over

IA-PFT Interference Avoidance transmission by partitioned frequency and Time
Domain

I/Q In-Phase and Quadrature

ICI Inter Cell Interference

IDFT Inverse Discrete Fourier Transform

IEEE Institute of Electrical and Electronics Engineers

IoT Internet of Things

IMT International Mobile Telecommunications

ITU-R International Telecommunication Union Radio communication sector

KPI Key Performance Indicator

LDPC Low Density parity Check

LTE Long Term evolution

LTE-A Long Term Evolution-Advanced

M2M Machine-to-Machine

MAC Medium Access Control

MANO Management and Orchestration

MEC Multi-access Edge Computing

MIMO Multiple-Input Multiple-Output

mMTC Massive Machine-Type Communication

NACK Negative ACKnowledgement
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NC Network Calculus

NFV Network Function Virtualization

NGFI Next Generation Fronthaul Interface

OFDM Orthogonal Frequency-Division Multiplexing

OPEX OPerating EXpense

O-RAN Open Radio Access Network

PAPR Peak-to-Average Power Ratio

PDCP Packet Data Convergence Protocol

PDSCH Physical Downlink Shared Channel

PHY PHYsical layer

PF Proportional Fair

PS Priority Scheduler

PRACH Physical Random Access CHannel

PRB Physical Resource Block

QoE Quality of Experience

QoS Quality of Service

RA Random Access

RACH Random Access Channel

RAN Radio Access Network

RAR Random Access Response

RAT Radio Access Technology

RB Resource Block

RF Radio Frequency

RLC Radio Link Control

RoE Radio over Ethernet
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RRC Radio Resource Control

RRH Remote Radio Head

RRU Remote Radio Unit

RR Round Robin

RSRP Reference Signal Received Power

SDN Software-Defined Networking

SIB2 System Information Block 2

SINR Signal to Interference plus Noise Ratio

TA Timing Advance

TN Transport Network

TSN Time Sensitive Networking

TTI Transmission Time Interval

UE User Equipment

UL Uplink

URLLC Ultra-Reliable and Low Latency Communication

V2X Vehicular-to-everything

VNF Virtual Network Function

WRR Weighted Round Robin
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Publications

International Conferences

• Ogechi Akudo Nwogu, Gladys Diaz, Marwen Abdennebi, A Combined Static/Dynamic

Partitioned Resource Usage Approach for Random Access in 5G Cellular Net-

works, 2019 International Conference on Software, Telecommunications
and Computer Networks (SoftCOM), September 2019 Split, Croatia.

• Ogechi Akudo Nwogu, Gladys Diaz, Marwen Abdennebi, An Optimized Ap-

proach to Load Balancing and Resource Usage in 5G Multi-tiered Cellular

Networks, 2020 Global Information Infrastructure and Networking Sym-
posium (GIIS), October 2020 Tunis, Tunisia.

• Ogechi Akudo Nwogu, Gladys Diaz, Marwen Abdennebi, Differential Traf-

fic QoS Scheduling for 5G/6G Fronthaul Networks, accepted in 2021 Interna-
tional Telecommunication Networks and Applications Conference (ITNAC),
November 2021 Sydney, Australia.
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