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Résumé

La région arctique se réchau�e plus rapidement que toute autre région de la planète en

raison de l’e�et des gaz à e�et de serre, notamment le CO2, et des forçeurs climatiques à

courte durée de vie d’origine anthropique, comme le carbone suie (BC). Au cours des 20 à

30 dernières années, les émissions anthropiques lointain au-dessus des régions de latitude

moyenne ont diminué. Les émissions anthropiques dans l’Arctique y contribuent également

et pourraient augmenter à l’avenir et in�uencer davantage la pollution atmosphérique et

le climat de l’Arctique. Les émissions naturelles, telles que les aérosols d’origine marine,

pourraient également augmenter en raison du changement climatique en cours. Cependant,

les processus et les sources qui in�uencent les aérosols et les gaz traces dans l’Arctique sont

mal quanti�és, surtout en hiver. Dans cette thèse, des simulations quasi-hémisphériques et

régionales sont réalisées à l’aide du modèle Weather Research Forecast, couplé à la chimie

(WRF-Chem). Le modèle est utilisé pour étudier la composition atmosphérique sur la région

Arctique et lors de deux campagnes de terrain, l’une au nord de l’Alaska à Barrow, Utqiaġvik

en janvier et février 2014 et la seconde à Fairbanks, au centre de l’Alaska en novembre et

décembre 2019 lors de la campagne française pré-ALPACA (Alaskan Layered Pollution And

Chemical Analysis). Tout d’abord, les aérosols inorganiques et les aérosols de sel marin

(SSA) modélisés sont évalués sur des sites arctiques pendant l’hiver. Ensuite, le modèle

est amélioré en ce qui concerne les traitements des SSA, après évaluation par rapport aux

données de la campagne de Barrow, et leur contribution à la charge totale d’aérosols dans

la région arctique est quanti�ée. Une série d’analyses de sensibilité est e�ectuée sur le nord

de l’Alaska, révélant des incertitudes du modèle dans les processus in�uençant les SSA dans

l’Arctique, tels que la présence de glace de mer et de chenaux ouverts. Ensuite, une analyse

de sensibilité est e�ectuée pour étudier les processus et les sources qui in�uencent le BC

hivernale dans l’ensemble de l’Arctique et au nord de l’Alaska, en se concentrant sur les

traitements de dépôt et les émissions régionales. Des variations de la sensibilité du modèle

aux dépôts humides et secs sont constatées dans tout l’Arctique et pourraient expliquer les

biais du modèle. Dans le nord de l’Alaska, les émissions régionales provenant de l’extraction

pétrolière contribuent de manière importante au BC observée. Les résultats du modèle sont

également sensibles aux schémas de parametrisation de la couche limite. Troisièmement, la

version améliorée du modèle est utilisée pour étudier la contribution des sources régionales

et locales à la pollution atmosphérique dans la région de Fairbanks pendant l’hiver 2019.

En utilisant des émissions actualisées, le modèle donne de meilleurs résultats pour l’hiver

2019 que pour l’hiver 2014, lorsqu’on le compare aux observations e�ectuées sur des sites

de fond en Alaska. Les sous-estimations des aérosols modélisés de BC et de sulfate (SO
2−
4 )
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s’expliquent en partie par le manque d’émissions anthropiques locales et régionales. Dans

le cas du SO
2−
4 , des mécanismes supplémentaires de formation d’aérosols secondaires dans

des conditions sombres/froides doivent également être pris en compte.



Abstract

The Arctic region is warming faster than any other region on Earth due to the e�ect of

greenhouse gases, notably CO2, and short-lived climate forcers of anthropogenic origin,

such as black carbon (BC). Over the last 20-30 years, remote anthropogenic emissions over

mid-latitude regions have been decreasing. Anthropogenic emissions within the Arctic are

also contributing and might increase in the future and further a�ect Arctic air pollution and

climate. Natural emissions, such as sea-spray aerosols, also might increase due to on-going

climate change. However, the processes and sources in�uencing Arctic aerosols and trace

gases are poorly quanti�ed, especially in wintertime. In this thesis, quasi-hemispheric and

regional simulations are performed using the Weather Research Forecast model, coupled

with chemistry (WRF-Chem). The model is used to investigate atmospheric composition

over the wider Arctic and during two �eld campaigns, one in northern Alaska at Barrow,

Utqiaġvik in January and February 2014 and the second in Fairbanks, central Alaska in

November and December 2019 during the French pre-ALPACA (Alaskan Layered Pollution

And Chemical Analysis) campaign. First, modelled inorganic and sea-spray (SSA) aerosols

are evaluated at remote Arctic sites during wintertime. Then, the model is improved with

respect to SSA treatments, following evaluation against Barrow �eld campaign data, and

their contribution to the total aerosol burden within the Arctic region is quanti�ed. A se-

ries of sensitivity runs are performed over northern Alaska, revealing model uncertainties

in processes in�uencing SSA in the Arctic such as the presence of sea-ice and open leads.

Second, a sensitivity analysis is performed to investigate processes and sources in�uencing

wintertime BC over the wider Arctic and over northern Alaska, with a focus on removal

treatments and regional emissions. Variations in model sensitivity to wet and dry depo-

sition is found across the Arctic and could explain model biases. Over northern Alaska,

regional emissions from petroleum extraction are found to make an important contribu-

tion to observed BC. Model results are also sensitive to planetary boundary layer param-

eterisation schemes. Third, the improved version of the model is used to investigate the

contribution of regional and local sources on air pollution in the Fairbanks area in winter

2019. Using up-to-date emissions, the model performs better in winter 2019 than in winter

2014, when compared to observations at background sites across Alaska. Underestimations

in modelled BC and sulphate (SO
2−
4 ) aerosols can be partly explained by lacking local and

regional anthropogenic emissions. In the case of SO
2−
4 , additional secondary aerosol for-

mation mechanisms under dark/cold conditions also need to be considered.
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of Alaska, during January and February 2014 and CONTROL and HEM_NEW simulations at

100km. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

A.8 Biases and RMSEs, in µ g m
-3

, are calculated for sub-micron aerosols at Utqiaġvik, north of
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Introduction

Air pollution is a challenge that has a�ected human health from the early years of human

history (Fowler et al., 2020). During the industrial revolution, and due to the extensive use of

coal, air quality issues started to appear, such as the Great Smog of 1952 (Wang et al., 2016).

Coal combustion was the main contributor to air pollution, and major pollutants, such as

sulfur dioxide (SO2) and nitrogen oxides (NOx). Air pollution still a�ects millions of people,

especially in urban cities, such as Beijing in China, often exceeding World Health Organi-

sation (WHO) air quality guidelines (Cohen et al., 2004; Institute, 2019). WHO estimated that

8.8 million people die annually due to indoor and outdoor air pollution.

During the decade 2011—2020 the global mean surface temperature was 1.09
o
C higher

than during 1850—1900, and it is now known that this global warming, which has not oc-

curred equally everywhere, is caused by human activity (IPCC, 2021) due to anthropogenic

emissions such as transportation, combustion of fossil fuels for heating and power gen-

eration (Szopa et al., 2021; Wang et al., 2022). Increases in anthropogenic emissions led to

an increase in greenhouse gases (GHGs) which warm the atmosphere, primarily CO2, and

also methane (CH4), ozone (O3) and nitrous oxide (N2O) (AMAP, 2015; Szopa et al., 2021).

For example, according to National Oceanic and Atmospheric Administration (NOAA),

Intergovernmental Panel on Climate Change (IPCC) and World Meteorological Organiza-

tion (WMO) CO2 levels in the atmosphere are 149% of the pre-industrial level, while CH4

levels, are about 156% of the levels in 1750.

Air pollutants also act as Short-Lived Climate Forcers (SLCFs) since they contribute

to warming the atmosphere. They include aerosols, in particular, black carbon (BC), and

GHGs, notably CH4 and tropospheric O3 (e.g. Bindo� et al. (2013),Szopa et al. (2021)). SLCFs

do not act uniformly (cooling or warming) everywhere. BC causes a positive radiative

forcing (warming) on a global scale (Bond et al., 2013a). Other aerosols (also SLCFs), and

in particular sulphate (SO
2−
4 ), have o�set global warming since they re�ect solar radiation

and cool the climate (Horowitz et al., 2020; Masson-Delmotte et al., 2021; Szopa et al., 2021).

The Arctic is warming faster than any other region on Earth, with surface tempera-

tures rising more than twice compared the global average. In addition to CO2, SLCFs are

contributing to the Arctic warming, in particular, BC and CH4 (IPCC, 2021; AMAP, 2021).

Tropospheric O3 also contributes to Arctic warming, including that produced from CH4

oxidation (AMAP, 2021). SLCFs contribute to Arctic warming either directly in the Arctic

or following warming further south followed by heat transport. BC deposited on snow in

the Arctic also leads to additional warming since it accelerates snow melting by absorbing

solar radiation (AMAP, 2015). An increase in air pollutants might also lead to an increase in
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Arctic surface warming via indirect cloud-aerosol e�ects (AMAP, 2015). Early reports, such

as Brøgger (1881), and studies over the last century showed that Arctic air pollution orig-

inated primarily from mid-latitude regions transported into the Arctic during winter and

spring (Rahn and McCa�rey, 1980; Quinn et al., 2002b), a phenomenon called Arctic Haze.

Other emissions, such as boreal �res, are also important in the summer months. However,

over the last 20-30 years, mid-latitude emissions have been declining due to regulations,

especially in Europe and North America (e.g. Sharma et al. (2019),Szopa et al. (2021)). At the

same time, it has become apparent that there are important local sources within the Arctic,

which might increase in the future, due to future warming and increased human activity

(Schmale et al., 2018).

Arctic warming is largest in autumn/winter and aerosol indirect radiative warming ef-

fects are stronger in winter (Boisvert and Stroeve, 2015; AMAP, 2015). However, wintertime

air pollution is less studied compared to other seasons, and uncertainties remain about lo-

cal sources and the extent to which they contribute to air pollution in the Arctic and their

e�ect on Arctic warming (AMAP, 2015; Schmale et al., 2018). For example, due to very cold

conditions in the Arctic wintertime, the use of fossil fuels, e.g. for domestic/commercial

heating and industrial activities, is extensive (Simpson et al., 2019). A further increase in

the Earth’s population and possible population movements to higher latitudes due to on-

going climate warming could increase the demand for further industrial development in

the Arctic, such as resource extraction (AMAP, 2021; IPCC, 2021). It is therefore essential

to improve quanti�cation of local emissions and processes in�uencing Arctic atmospheric

composition during winter to better communicate to policymakers what actions are needed

to reduce local impacts on air quality and climate (AMAP, 2021).

Models are the tools used to study air pollution and its impacts. However, models still

have di�culties simulating the seasonal cycle of natural and anthropogenic trace gases

and aerosols in the Arctic, and often underestimate observed aerosol composition during

wintertime at remote Arctic sites (Eckhardt et al., 2015; Whaley et al., 2022b). For exam-

ple, models tend to lack mechanisms essential for sea-spray aerosol (SSA) production not

only during summertime, but also during wintertime. Other uncertainties in the models

are linked to treatments of dry and wet removal, e.g. Mahmood et al. (2016), Shen et al.

(2017). It is important to better quantify the e�ect on aerosols in the Arctic in order to im-

prove these processes in the models. Also, models may be missing important reactions and

pathways for wintertime formation of secondary aerosols (Simpson et al., 2019). Uncertain-

ties in anthropogenic emissions as well as processes in�uencing natural emissions are also

contributing to model biases and uncertainties.

Given the wider context described above the overall goal of this thesis is to improve our
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understanding about local and remote Arctic air pollution in winter. These main scienti�c

questions are addressed in this thesis:

(i) What is the contribution of natural and anthropogenic sources to aerosol composition

during the Arctic winter? Can models simulate wintertime aerosol composition in the

Arctic?

(ii) How sensitive are modelled aerosols to removal treatments and physical processes

during wintertime?

(iii) To what extent are local Arctic anthropogenic sources contributing to wintertime

atmospheric composition?

In this thesis, the regional transport model, coupled with chemistry Weather Research

and Forecasting (WRF)-Chem is used (Grell et al., 2005; Fast et al., 2006; Marelle et al., 2017).

The model is run on quasi-hemispheric scale and evaluated against observations over the

wider Arctic for winters 2014 and 2019. It was also run for shorter periods over Alaska

and evaluated against data collected during �eld campaigns over northern Alaska in Jan-

uary and February 2014 (Kirpes et al., 2018) and central Alaska in November and December

2019 (Simpson et al., 2019; Maillard et al., 2022). Model sensitivities to emissions, removal

treatments and boundary layer dynamics are examined. Improvements are made to the

treatment of SSA aerosols in the model.

This thesis is organised as follows. Chapter 1 introduces the scienti�c context and mo-

tivation for this thesis. It describes Arctic warming and atmospheric circulation linked to

the main pathways for air mass transport from mid-latitudes to the Arctic, as well as re-

mote (outside the Arctic) and local sources of air pollutants within the Arctic. The scienti�c

context related to Alaska, the focus of this thesis, is also described. Chapter 2 introduces

tropospheric aerosols, including anthropogenic and natural aerosols, their precursors and

emissions, focusing on the Arctic. This chapter also describes aerosol properties and pro-

cesses. Chapter 3 describes the main tools used in this thesis namely the model, including

the main physics and chemistry parametrizations, emission inventories, as well as the ob-

servations and �eld campaigns. Chapters 4, 5 and 6 present the main results of this thesis.

Chapter 4 presents a study investigating wintertime air pollution in the wider Arctic

and over northern Alaska focusing on the contribution of inorganic and, in particular, SSA

aerosols to the total Arctic aerosol burden. The ability of the model to capture background

anthropogenic and natural aerosols over the wider Arctic, including Alaska, is evaluated.

The focus of this study is on SSA aerosols, and in particular on the physical processes
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in�uencing their emissions over the wider Arctic and regionally over northern Alaska in

winter. This chapter has been submitted as (Ioannidis et al., 2022).

Chapter 5 investigates processes and sources a�ecting BC in the Arctic. The sensitivity

to wet and dry removal is examined over the wider Arctic as well as over northern Alaska.

The in�uence of regional and local Alaskan anthropogenic emissions, such as those related

to petroleum extraction in northern Alaska, is also examined (Ioannidis et al. 2022, to be

submitted).

Chapter 6 presents a study focusing on local urban pollution in Fairbanks, central Alaska,

during the pre-ALPACA campaign (winter 2019). The ability of the model to capture back-

ground aerosols over Alaska, and over Fairbanks, is investigated. Uncertainties linked to

removal treatments, boundary layer dynamics, and aerosol precursor emissions are inves-

tigated. The latter are used as an indicator to examine the extent to which the model maybe

lacking wintertime secondary aerosol formation.

Chapter 7 summarises the main results of this study and discusses future perspectives.



Chapter 1

Arctic climate change, meteorology and

air pollution

The Arctic is sensitive to on-going climate change (IPCC, 2013) and is warming faster than

any other region on Earth, with severe e�ects on local ecosystems and the environment

(IPCC, 2021). For example, Arctic warming is leading to a decline in summer sea-ice frac-

tion, and less and thinner sea-ice is forming during wintertime (Stroeve et al., 2012b). This

will impact local air pollution during summertime, for example an increase in ship cruises

(Marelle et al., 2018) or during wintertime when new sources of SSA may contribute more

to the total aerosol burden in the Arctic.

Figure 1.1: Arctic Boundaries. Source: Arctic Monitoring and Assessment Programme Monitoring et al.
(1998). This map shows also the main measurement sites used in this thesis.

The Arctic region can be de�ned as the region in the northern part of the Northern
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Hemisphere, in which there is at least one day without daylight in the winter and one night-

less night in the summer. However, due to political, vegetation and permafrost boundaries,

and important oceanographic features, there is no uniform de�nition of the Arctic. Figure
1.1 shows the di�erent boundaries of the Arctic region. For example, the Arctic Council

Arctic Monitoring and Assessment Programme (AMAP), for it is scienti�c purposes, de�nes

the Arctic region as the land and sea areas north of the Arctic Circle (66
o
32

’
N), north of 62

o
N

in Asia and 60
o
N in North America. The Arctic region is often divided into high, low, and

subarctic based on vegetation boundaries (Linell et al., 1981). In this thesis, the Arctic is

de�ned as the region north of 60
o
N.

This chapter �rst focuses on the wider Arctic and describes the main features of Arctic

climate and weather during wintertime, as well as Arctic air pollution. Then, a detailed

analysis is presented for Alaska, the main focus in this thesis.

Figure 1.2: Monthly averaged zonal-mean temperature in January 2013 from the ERA-Interim data.
From (Li et al., 2021b).

1.1 Arctic climate

Low air temperatures characterise the Arctic during wintertime compared to the mid-

latitudes due to the uneven distribution of solar radiation on Earth. This drives the Arctic

climate combined with the ocean and air currents that warm the Arctic. For example, this

is illustrated in Fig. 1.2. The surface temperature (1000 hPa) in the Arctic is around -33
o
C,
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around 60
o
C lower than at the Equator. In the lower atmosphere, known as the troposphere

(�rst 10km - between 1000 and 200 hPa) the temperature changes with altitude. To quantify

this change the the tropospheric lapse rate Γ is used. Γ is de�ned as −dT/dz, where T is

temperature and z altitude and shows the temperature di�erence for a speci�c atmospheric

layer and is given usually in K/km. Akperov et al. (2018), using ERA-Interim reanalysis

data, showed that Γ decreases from 5.3 K/km in sub-polar latitudes to 4.7 K/km near the

pole during winter. The lapse rate is 6.5 K/km near to the Equator. The top boundary of

the troposphere is called the tropopause. The tropopause height decreases in the area of

the subtropical and polar front jets (Hirschberg and Fritsch, 1991). The tropopause height

is lowest at the poles (7–10 km above the Earth’s surface), while its highest (around 17–18

km) near the Equator (e.g. Brasseur and Jacob (2017)).

Figure 1.3: Mean annual surface air temperatures (SAT) anomalies (in degrees C [oC]) for terrestrial
weather stations located in the Arctic (60-90oN, red line) and globally (blue line) for the 1900–2020
period, relative to the 1981-2010 means. From Ballinger et al. (2020).

1.1.1 Arctic ampli�cation

Foote (1856) was the �rst to report that an increase in CO2 will lead to an increase in air

temperature; the �rst scienti�c evidence that CO2 is responsible for global warming.

Arrhenius (1896) also suggested that changes in the concentration of CO2 in Earth’s atmo-

sphere could alter surface temperatures, with these changes being especially large at high

latitudes. Temperatures have increased 2-3 times as fast in the Arctic compared to the rest

of the world, especially since 2000, as shown in Fig. 1.3, a phenomenon known as “Arctic

ampli�cation” (Ballinger et al., 2020). According to the summary for policy-makers AMAP

report on Arctic climate change, observations show that the average increase in Arctic sur-

face temperature between 1979 and 2019 was 3 times higher than the global average during

the same period (AMAP, 2021). Rapid Arctic warming is more intense during autumn and

winter months (Boisvert and Stroeve, 2015).
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Figure 1.4: Mean sea ice anomalies, 1953-2018. Image by Walt Meier and Julienne Stroeve: National
Snow and Ice Data Center, University of Colorado, Boulder, State of the Cryosphere. https://www.
e-education.psu.edu/earth103/node/999

Arctic ampli�cation was predicted using early climate model simulations (Kellogg, 1975;

Manabe et al., 1990), and more recent modelling studies (Barnes and Polvani, 2015) or anal-

ysis of observations (Serreze and Francis, 2006; Cohen et al., 2014) con�rm that the Arctic is

experiencing an enhanced warming. Arctic sea ice decrease has accelerated over the last

years, and most models predict that the Arctic could become an ice-free region by mid-

century (Notz, 2015). From 2011 to 2020, the annual average Arctic sea ice area reached its

lowest level since 1850 (IPCC, 2021). Figure 1.4 shows the Arctic sea ice extent anomalies,

with a decrease in summertime sea ice extent since the beginning of 2000. Winter Arctic

ice extent has decreased by about 3% per decade relative to the 1981-2010 average (Cavalieri

and Parkinson, 2012). The sea ice loss in the Arctic creates a feedback loop that accelerates

global warming (Hinzman et al., 2013). Ice re�ects short-wave radiation back to space be-

cause it is highly re�ective. As sea-ice is melting, less solar radiation is re�ected, and as

a result, the absorption of solar radiation by the darker ocean increases, the so-called ice-

albedo feedback (Hall, 2004; Kashiwase et al., 2017). Arctic ampli�cation is stronger during

autumn and winter, as the newly created open water areas generates warmer air masses

over the Arctic ocean and the atmosphere also responds to warmer ocean currents (bringing

heat from mid-latitudes) (Screen and Simmonds, 2010; Cohen et al., 2014).

Sea-ice loss appears to be the dominant driver of Arctic ampli�cation, but other factors

also contribute to the Arctic’s energy imbalance (Stroeve and Notz, 2018). Global warming

is caused by GHGs, notably CO2, and warming aerosols, such as BC (Samset et al., 2013;

AMAP, 2015; Notz and Stroeve, 2016; Stjern et al., 2019). This is partly o�set by cooling

https://www.e-education.psu.edu/earth103/node/999
https://www.e-education.psu.edu/earth103/node/999
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aerosols such as SO
2−
4 and OA. Arctic warming is due to e�ects of GHGs and warming

aerosols in the Arctic and due to heat transport from lower latitudes. AMAP (2015) estimated

that about half of surface temperature warming is due to Arctic e�ects and half is due to

warming at lower latitudes followed by heat transport. Transport of heat by the oceans is

also important (Polyakov et al., 2005). SLCFs, such as O3, maybe responsible for increase in

air temperature by +0.12
o
C (AMAP, 2015). BC radiative warming within the Arctic could

increase surface temperatures by +0.4
o
C due to BC in the air. BC on snow reduces albedo

and causes extra warming, increasing in temperatures by +0.22
o
C (AMAP, 2015). In contrast

OA and SO
2−
4 strong radiative cooling e�ect maybe contributing to a decrease in Arctic air

temperatures by 0.04 and 0.23
o
C, respectively (AMAP, 2015). A recent study by Ren et al.

(2020) estimated that 20% of the observed Arctic warming since the early 1980s is due to

combined e�ects of BC and SO
2−
4 . In the recent years, SO

2−
4 might cause less cooling, due

to SO2 reductions (Szopa et al., 2021). Atmospheric water vapour and cloud cover are also

contributing to Arctic’s energy imbalance (Serreze et al., 2012; Jun et al., 2016). Cloud cover

traps longwave radiation and warm the surface, but also has a cooling e�ect re�ecting

incoming solar radiation. Cloud cover in the Arctic is extensive during summer and shows

a minimum during winter (Curry et al., 1988, 1996). Winter clouds contain mostly ice and as

result are emissive compared to summer liquid containing clouds. However, mixed-phase

clouds have the same micro-physical characteristics throughout the year (Morrison et al.,

2012). Uncertainties are still remain to what extent Arctic cloud cover is changing due to big

di�erences in in-situ and satellite measurements (Chan and Comiso, 2013; Kay et al., 2016).

1.2 Wintertime Arctic meteorology

This section describes the location of low and high pressure systems during winter and

the position of Arctic Front. This theoretical background is discussed in order to discuss

the transport pathways of pollutants into the Arctic. Also, a �rst discussion is included

on temperature inversions during wintertime focusing on the wider Arctic, with a more

detailed description over Alaska in section 1.3.

1.2.1 Arctic wintertime circulation

The presence and location of low and high-pressure areas, linked to the position of the jet

stream, a�ect the regional and local climate and weather in the Arctic. Jet streams, are

regions of strong winds that blow from west to east in the upper troposphere (7 to 15 km).

There are two types of jet streams: (i) the subtropical jet which forms at the poleward edge
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of the Hadley cell (circulation) and (ii) the polar jet embedded in the upper troposphere polar

front, located above the polar front zone (Bluestein, 1992; Holton, 2016). More speci�cally,

these two types of jet-streams form where air masses of di�erent temperatures converge.

Larger di�erences in the temperature leads to stronger winds. Jet streams in�uence surface

winds and associated with high and low pressure systems.

During winter, the lower tropospheric circulation of the northern polar region is dom-

inated by high pressure over the continents and low-pressure systems over the northern

Paci�c and Atlantic Oceans. There is a low-pressure system over the North Atlantic Ocean

around southern Greenland and Iceland, namely the Icelandic Low, and its in�uence ex-

tends to the North Pole. Also, there is a low-pressure system over the Paci�c Ocean, south

of the Aleutians, the Aleutian Low, which is e�ectively blocked by the mountains of Alaska

and northeast Siberia (Fig. 1.5) (Serreze and Francis, 2006; Ives and Barry, 2019). The Aleu-

tian and Icelandic Lows are climatological features re�ecting the high frequency of lows in

these areas. These Lows are separated by areas of high pressure composed of the intense

Siberian High and the weaker Beaufort High.

Figure 1.5: Field of mean sea level pressure (hPa) over the period 1958-2005 for January, based on Na-
tional Center for Environmental Prediction (NCEP)/ National Center for Atmospheric Research (NCAR).
From Serreze and Barrett (2008). The arrows indicate the surface.

The prevailing winds in the lower troposphere between Iceland and Scandinavia are

westerly or south-westerly, transporting warm and humid air from lower latitudes toward

the Arctic. Farther north, around the North Pole, the circulation is generally anticyclonic

with prevailing winds from the east and northeast. Strong winds are most frequent in the

Atlantic sector of the Arctic, where they follow a path from Iceland to the Barents Sea

in the winter. In January, anticyclones are more frequent and stronger over Siberia and
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Alaska/Yukon, with a weaker system over the central Arctic Basin and Greenland. Anticy-

clones are characterized by relatively low wind speeds and thus stagnant conditions. The

Siberian High is an intense, shallow, cold anticyclone that forms in response to radiative

cooling over eastern Siberia in winter. It is associated with frequent cold air outbreaks over

East Asia (Hordon, 2005). Near the surface, the relative lack of cloud cover and low in-

coming solar radiation during the Arctic winter can produce extended periods with surface

inversions due to strong radiative cooling. These factors reduce the e�ectiveness of verti-

cal mixing, and can result in the accumulation of pollution in the lower Arctic atmosphere

(Barrie, 1992; Iversen, 1996).

Figure 1.6: Position of the Arctic front in winter (blue line) and summer (yellow line) (Li et al., 1993).
Superimposed on the percentage frequency of major transport routes (Iversen, 1996).

Air masses from mid-latitudes usually rise along surfaces of constant potential temper-

ature (isentropic transport) forming the so-called polar "dome", which isolates the lower

Arctic troposphere from the mid-latitudes and synoptic systems can lead to a shift of the

polar dome boundary (Stohl, 2006). The southern boundary of cold Arctic air masses, the

Arctic front, is located much further south during winter (down to 40
o
N) than in summer,

especially over Eurasia (Barrie (1986), Figure 1.6). This allows emissions from high-latitude

Eurasia to enter the Arctic (see discussion in the following section). The polar front, is the

frontal zone separating warm mid-latitude and sub-tropical air masses from colder polar

air masses. It is in general located further south compared to the Arctic front and displaced
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towards the equator in summer and the poles in winter. The polar jet �ow is stronger when

it is located above the polar front, where there is a large di�erence in temperature between

the equator and poles. The size of this temperature gradient in�uences the velocity of the

jet stream, so it is also strongest in winter, when temperatures di�erences are larger. During

winter removal processes are lower in Eurasia and in the Arctic due to strong atmospheric

stability and reduced precipitation (Garrett et al., 2011). On the contrary, removal processes

are higher during summer, transport from Eurasia is much weaker as the Siberian high

disappears, isolating the Arctic atmosphere from pollution in the mid-latitudes. The main

transport pathways, which vary seasonally (Figure 1.6) are illustrated in Figure 1.7 and

discussed in the following section.

1.2.2 Wintertime temperature inversions

Surface-based inversions (SBIs) are a frequent feature of the atmospheric boundary layer in

the Arctic during winter, where atmospheric temperature increases with the height above

the surface (Brooks, 1931) (Fig. 1.2). Wexler (1936) was the �rst to point out the physi-

cal control behind the formation of Arctic inversions. There are di�erent inversion types:

radiation and elevated inversion due to advection or subsidence (Busch et al., 1982).

Busch et al. (1982) and Bradley et al. (1992) showed that two locally-driven mechanisms

dominate the formation of low-level and surface-based inversions. They may form due

to radiation imbalance between outgoing (surface) longwave radiation, down-welling solar

(low or zero during polar winter) and infrared radiation, and surface cooling or due to warm

air advection over a cooler surface layer, depending on the synoptic situation (Bradley et al.,

1992). However, other processes such as turbulent mixing and surface �uxes of heat and

moisture (Curry, 1983; Serreze et al., 1992) also a�ect SBIs. For example, turbulence near

to the surface can destroy SBIs (Bradley et al., 1992). In return, strong SBIs may in�uence

vertical mixing of pollutants and moisture, cloud formation, surface destruction of ozone

and sea-ice variability (Andreas, 1980; Barrie et al., 1988; Mernild and Liston, 2010; Pavelsky

et al., 2011).

Also, depending on the synoptic condition, the large-scale synoptic �ow above the SBI

may lead to the development of elevated inversions (EIs) (May�eld and Fochesatto, 2013).

Mechanisms that a�ect EIs are either warm-air-advection �ows or anticyclonic or subsi-

dence inversion (Csanady, 1974; Busch et al., 1982; May�eld and Fochesatto, 2013). Inver-

sions tend to be surface-based in winter and elevated in summer (Kahl et al., 1992). SBIs

mainly occur during winter and polar night (40%) than during the polar day (20%) (Seidel

et al., 2010) and they are deeper and more intense in winter and autumn (polar night) than



44

spring and summer (polar day) (Zhang et al., 2011). Detailed studies based on radiosondes

show that in the Arctic, SBI frequency, depth, intensity, and temperature di�erence across

the inversion layer increase from the Norwegian Sea eastward toward the East Siberian Sea

probably due to gradients in turbulent mixing, cyclonic activity and cloud cover in�uenc-

ing down-welling longwave �ux (Serreze et al., 1992; Zhang et al., 2011). Strong inversions

occur in Eastern Siberia also due to the in�uence of local topography (Serreze et al., 1992).

Figure 1.7: Schematic illustration of transport pathways of pollutants into the Arctic based on the
study by Stohl (2006). From (Quinn et al., 2011).

1.3 Wintertime Arctic air pollution

Emissions of anthropogenic and natural origin from high-latitudes enter the Arctic via the

low-level transport route in winter (pathway 3, Figure 1.7). The enhanced concentrations

of air pollutants in the Arctic winter (Arctic Haze) is discussed in section 1.3.1. The north-

ward movement of the Arctic front is one of the reasons why aerosol concentrations in the

Arctic are much lower in summer than winter (Stohl, 2006). Pollution emitted south of the

Arctic front can reach the Arctic following the isentropic surfaces, upwards into the Arctic

middle or upper troposphere (pathway 1 and 2, Figure 1.7) (Carlson, 1981; Iversen, 1984;

Barrie, 1986). Air masses can also penetrate the polar dome by slow descent from above

(several weeks, pathway 4 – Figure 1.7) and via mixing into the polar dome (pathway 5,

Figure 1.7). Agricultural and wild�re plumes (pathway 7 and 8, Figure 1.7) from various

mid-latitude source regions can reach the Arctic region (Stohl, 2006; Warneke et al., 2009;

Brock et al., 2011), later in the spring and summer months.

During winter and spring, Eurasian (Europe and Russia) pollution is transported to the

Arctic at low altitudes (low level transport) (Rahn, 1981). Pollution from Asia and North
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America is transported at higher altitudes (frontal transport) to the Arctic (more in the

mid-troposphere). However, the emissions from mid-latitude sources have been decreasing

in the last years (e.g. Sharma et al. (2019)). There are also local anthropogenic and natural

sources within the Arctic, which are in�uencing local communities and adding to air pol-

lutants transported from mid-latitudes during wintertime (e.g. Quinn et al. (2007a);Kirpes

et al. (2018)). Local sources of pollution include oil extraction, �aring, or metal smelting

(see Fig. 1.12) a�ecting human health and atmospheric composition at local and regional

scales (Law and Stohl, 2007). However, their contribution to local air quality and impacts on

climate and ecosystems are poorly quanti�ed (Hodson et al., 2010; Law et al., 2017; Schmale

et al., 2018).

Figure 1.8: Map showing the type of settlements by population size in the
Arctic in 2017. From NORDREGIO (https://nordregio.org/maps/
settlements-by-size-in-the-arctic/).

https://nordregio.org/maps/settlements-by-size-in-the-arctic/
https://nordregio.org/maps/settlements-by-size-in-the-arctic/
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Figure 1.8 shows the di�erent types of settlements by population size in the Arctic.

Most Arctic settlements (90.5%) are less than �ve thousand inhabitants. Large settlements

(bigger than �ve thousand inhabitants) are scattered in every Arctic nation. There are large

cities in, for example Alaska (e.g. Fairbanks) and in Siberia, especially south of Kara sea.

These settlements are a�ected by air pollution, due to enhanced emissions in winter, for

example heating, combined with strong wintertime temperature inversions which occur

under stable conditions (see sections 1.2 and 1.4).

Figure 1.9: Time series of temperature andweekly-integratedmass concentrations of OM, EC, nss-SO2−
4

and Na+ for the period: 10 April 2012 to 14 October 2014. From Leaitch et al. (2018a).

1.3.1 Arctic Haze

Greenaway (1950) and Mitchell (1957) �rst noticed that the visibility in the Arctic was not

clear during springtime over Alaska. More studies followed, showing that this reduced

visibility is due to enhanced air pollutants in the Arctic region, of anthropogenic origin, and

observed every winter and spring (Rahn et al., 1977; Barrie et al., 1981). This phenomenon

is called Arctic Haze (Mitchell, 1957). Arctic Haze is due to enhanced levels of SO
2−
4 , NO

−
3 ,

OA, BC (Quinn et al., 2002a), but also CO, and volatile organic compounds (VOCs) (Solberg

et al., 1996).

To illustrate this, Figure 1.9 shows the time-series of non-sea-salt (nss) SO
2−
4 OM, ele-

mental carbon (EC) and sodium (Na
+
) mass concentrations at Alert. Each species shows

similar seasonal patterns; increased concentrations of nss-SO
2−
4 and OM during winter

coexist with low temperatures, while nss-SO
2−
4 and OM are lowest during summer. EC

is higher at the end of winter (January–February) and early spring (March), coinciding
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with the Arctic Haze period. Na
+

, sea-spray origin, is higher in February and May, when

winds are stronger over the northern oceans and the biological activity is lower (Lana et al.,

2011). Previous studies, for other sites and time periods, show maximum concentrations of

nss potassium (K
+
, indicating a combustion source), magnesium (Mg

+2
) and calcium (Ca

+2
)

(dust) and NO
−
3 during winter and spring, indicating also long-range transport to the Arctic

(Quinn et al., 2002a, 2007a; Eckhardt et al., 2015).

Figure 1.10: Weekly surface-based atmospheric concentrations (ngm-3) of SO2−
4 for the dark mid-

winter months (November to February), at Alert, Canada, between 1980 and 2013. In the upper right-
hand side, the percentage change between the �rst 5 years and the last 5 years means is shown. From
Sharma et al. (2019).

Figure 1.10 shows SO
2−
4 mass concentrations at Alert from a recent study about Arctic

aerosol trends by Sharma et al. (2019). There has been a decrease in SO
2−
4 by 47% since 1980,

due to decreasing SO2 emissions especially in Europe and North America has contributed to

enhanced warming, since SO
2−
4 aerosols cool the atmosphere. Sharma et al. (2019) reported

that di�erent aerosol components such as NH
+
4 and BC also decreased as emissions declined

in northern Eurasia during the early 1990s. On the other hand, NO
−
3 increased possibly due

to a decline in aerosol acidity. These results generally agree with a more recent study by

Schmale et al. (2022), in which trends for BC, NH
+
4 , SO

2−
4 , are calculated for di�erent Arctic

sites, showing a decrease, and an increase for NO
−
3 during the last decades (1970–2010) and

wintertime.

1.3.2 Remote versus local sources of Arctic Haze

One of the main focuses of the scienti�c community has been to investigate the contribution

of remote (outside the Arctic) anthropogenic and natural sources versus sources within
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the Arctic Circle, during wintertime and springtime, since the anthropogenic emissions

are decreasing over China, India, Europe, and America. In contrast, Arctic sources might

increase in the future due to ongoing climate change (Szopa et al., 2021).

Figure 1.11: Location of di�erent gas, oil and mining sources in the Arctic. From NORDREGIO
(https://www.eea.europa.eu/data-and-maps/figures/arctic-resources).

Figure 1.11 shows oil, gas and mining sites within the Arctic circle, such as in northern

Alaska (e.g. North Alaskan Slope (NSA) oil�elds, including Prudhoe Bay), in Siberia (e.g.

Nenets and Yamalo-Nenets regions) and in the Canadian Arctic Archipelago. There are

also sites in the sub-Arctic region, such as Norway, central Siberia and south of Canada.

These sites are located near to Arctic settlements (Fig. 1.9), a�ecting regional air pollu-

tion, for example contributing to Arctic BC, SO
2−
4 , and as result human health (e.g. AMAP

(2015);Schmale et al. (2018);Whaley et al. (2022b)). These local Arctic emissions are not well

represented in global emission inventories and as result leads to uncertainties in air pollu-

tion modelling (investigated in Chapter 5). Local Alaskan sources are discussed in detail in

section 1.4.3.

Oil and gas extraction in northern Russia is an important source of BC, with a contri-

https://www.eea.europa.eu/data-and-maps/figures/arctic-resources
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Figure 1.12: Monthly variations of source contributions to surface BC mass concentration (MBC_SRF)
(upper plot) and vertically integrated BC mass concentration (MBC_COL) (lower plot), in the Arctic. The
�lled and shaded areas indicate anthropogenic and biomass burning sources, respectively. The black
lines (right axis) show total BC concentrations from all sources. Europe(blue), Siberia(green), Green-
land(black), North America(light blue, north of 50o N, light green, south of 50o N), Central Asia(orange),
East Asia(red), Southeast Asia(purple), and others(grey). From Matsui et al. (2022).

bution of up to 66% to the total Arctic BC emissions (Stohl et al., 2013b, 2015a). In contrast,

emissions from transportation, domestic heating, power generation combustion (coal, oil,

wood), which signi�cantly increase during very cold Arctic winters, contribute to the at-

mospheric BC concentrations (Winiger et al., 2017; Sobhani et al., 2018). For example, fossil

fuel combustion sources are dominant at Utqiaġvik (northern Alaska) between December

and February, with the air masses originating from northern Russia, the Arctic Ocean and

northwest Canada (Barrett et al., 2015). The contribution of anthropogenic BC from Siberia

to Arctic surface BC reaches up to 75% during wintertime (December to February), while

the contribution of Asia (East, Central, and Southeast Asia) is less than 15% following a

recent study by Matsui et al. (2022) (see Fig. 1.12). On the other hand, the Asian emissions

are contributing more to vertically integrated BC (MBC_COL) during winter and spring, by

54% (Matsui et al., 2022). This is linked to di�erences in transport pathways, as discussed

earlier. Overall, anthropogenic emissions from Russia account for 61% to 76% of total BC in
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the Arctic from October to May, based on this analysis. The largest part of these emissions

is coming from gas �aring (28%–57%) and secondary from residential burning (13%–25%),

based on another study (Zhu et al., 2020).

A modelling study by Yang et al. (2018) examined SO
2−
4 source attribution in the Arctic

considering 14 anthropogenic geographical source regions: East Asia, Europe, North Amer-

ica, Russia/Belarus/Ukraine, South Asia, the Middle East, Paci�c/Australia/New Zealand,

North Africa, Central America, Central Asia, Southern Africa, South America, Southeast

Asia, and the rest of the world, including oceans, polar continents and Arctic local emis-

sions. This study showed that the relative contributions to Arctic surface SO
2−
4 are mainly

from within the Arctic. Secondary source regions were Russia/Belarus/Ukraine, followed

by central Asia, Europe and East Asia during wintertime. At higher altitudes, this study

found that the main source regions contributing to Arctic SO
2−
4 were East and South Asia,

followed by the Arctic itself, Russia/Belarus/Ukraine, volcanic SO2 and Europe.

During wintertime OA in the Arctic are dominated by anthropogenic emissions mainly

from Eurasia (Moschos et al., 2022a). A detailed positive matrix factorization analysis by

Moschos et al. (2022a) showed that during wintertime the dominant factor in�uencing OA

at Alert (Canada) and Zeppelin (Norway) (up to 46% and 49% respectively) is due to Arc-

tic Haze with a secondary contribution (up to 31% and 36%) from primary-anthropogenic

organic aerosol (POA). At other Arctic sites, such as Pallas, Finland, Baranova, Siberia,

Utqiaġvik, Alaska, Villum Research Station, Greenland the Arctic Haze factor ranges be-

tween 13% and 37%, while the POA factor ranges between 30% and 40%. POA is mainly

related to gas �aring and a major source region for POA during wintertime is West Siberia.

Other factors contributing to the total OA are oxygenated organic aerosol (OOA), primary

biological organic aerosol (PBOA) and biogenic secondary organic aerosol (BSOA). The to-

tal OA concentration at the discussed sites ranged between 0.05 and 0.48 µgm
-3

. Chapter 4

investigates the possible contributions of marine organics to OA in northern Alaska during

winter 2014.

Natural sources are also an important component of sub-micron aerosols with diame-

ters (rd) less than 1.0 µm (rd ≤ 1.0) and super-micron aerosols (1.0 µm< rd < 10.0 µm) in the

Arctic including dust and volcanic emissions (Huang et al., 2015; Stone et al., 2014; Zwaaftink

et al., 2016; Dagsson-Waldhauserova et al., 2019) during winter and spring. A recent study by

Moschos et al. (2022b) showed that coarse-mode (rd ≤ 10.0) SSA are an important contrib-

utor to PM10 at remote Arctic coastal sites, such as Alert (56%), Utqiaġvik (66%), Baranova

(Russia) (41%), Villum (Greenland) (32%), during wintertime. Chapter 4 examines the contri-

bution of modelled and observed SSA to wintertime Arctic aerosol composition, including

marinε organics.
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1.4 Alaska

This thesis focuses on northern and central Alaska. Detailed observations and �eld cam-

paigns have taken place recently in Alaska, which can help to better constrain regional

models and understand processes in�uencing wintertime aerosols (Kirpes et al., 2018; Simp-

son et al., 2019). Alaskan sites can represent the wider Arctic, such as Siberia where �eld

campaign and continuous monitoring sites are less available. This section discusses brie�y

Alaskan warming and focuses on the connection between the large-scale oscillations and

synoptic conditions with wintertime Alaskan weather patterns. It builds on the necessary

theoretical background to understand wintertime temperature inversions over Alaska, an

important feature which a�ects local air pollution.

1.4.1 Alaska warming

Over the last 60 years, the average air temperature during wintertime has increased by

6
o
C in Alaska (Agency, 2016). A recent study by Sulikowska et al. (2019) showed that min-

imum and maximum temperatures at Utqiaġvik, Fairbanks, Bethel (southwest of Alaska)

and Juneau (southeast of Alaska) increased by up to 6
o
C between 1950 and 2010, based on

observations.

Figure 1.13: Annual average temperatures for Alaska between 1900 and 2018 relative to 1951–1980
average. From Thoman and Walsh (2019).

In northern Alaska, the temperature at Utqiaġvik increased by 1.6
o
C, between 1949 and

1998 (Sta�ord et al., 2000), in agreement with Curtis et al. (2003) showing that Utqiaġvik
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warmed by 2
o
C, between 1990 and 2000. Figure 1.13 shows that the temperature in Alaska

has been rising since 1970, with the ten warmest years reported mostly after 2010. In Fair-

banks, a city located in continental Alaska, in the central Tanana Valley, with a sub-Arctic

climate, the air temperature increased by 1.4
o
C, compared to 0.8

o
C worldwide (Wendler

and Shulski, 2009). Around 45% of the observed changes in air temperature have been ex-

plained by the increased concentration of CO2 and also circulation changes such as the

Paci�c Decadal Oscillation (PDO) (see below). If the temperatures continue to rise, this will

lead to severe e�ects on Alaskan permafrost, ecosystems and local communities (Chapin

et al., 2014). Thoman and Walsh (2019) also showed that there had been fewer cold days

(temperature -35
o
C) in Alaska in the last years, including interior Alaska locations, such as

Fairbanks.

1.4.2 Wintertime meteorology

1.4.2.1 Role of large-scale oscillations on Alaskan wintertime weather patterns

Temperature anomalies over Alaska are in�uenced by synoptic-scale �ow in�uenced by

large-scale climate oscillations (Papineau, 2001). PDO and North Paci�c index (NPI) re�ect

two types of large-scale climate variability that in�uence the low-frequency variability of

lower troposphere inversion parameters in Alaska (Bourne et al., 2010) (see next section

for details about wintertime temperature inversions). A shift from the negative to positive

mode of the PDO, could mean a deepening and eastward movement of the Aleutian Low, es-

tablishing a steadier pressure gradient with the semi-permanent Beaufort Sea anticyclone,

causing more frequent easterly winds (Papineau, 2001). The PDO is correlated with winter-

time Fairbanks inversion depth (Bourne et al., 2010). More speci�cally, positive PDOs are

better correlated with weaker inversions, while negative PDO with stronger inversions. On

the other hand, the North Atlantic Oscillation (NAO) and Alaska surface inversion param-

eters are correlated on decadal and longer time scales. Moreover, synoptic-scale patterns

cause warm temperature anomalies in central Alaska. In contrast, cold temperature anoma-

lies result from local conditions, such as radiative cooling at the surface and orographic

blocking by the Alaska and Brooks mountain Ranges (Bourne et al., 2010).

1.4.2.2 Wintertime synoptic conditions over Alaska

A study by Cassano et al. (2016), using surface-level pressure from the ERA-Interim, showed

that a low-pressure system to the south of Alaska and an eastward extension of the Siberian

High is responsible for low wintertime temperatures in southern Alaska. This pattern was
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also found in a recent data analysis study by Maillard et al. (2022) focusing on Fairbanks in

December 2019, during which winds were low and there were clear skies. Maillard et al.

(2022) also reported that later in December, the surface temperature increased by 15 K due

to the presence of several low-pressure systems moving northeast into Alaska, bringing

southerly winds and clouds. Similar patterns were also reported by Cassano et al. (2016).

Figure 1.14: Composite for all widespread cold extreme days. The �gure on the left shows the sea level
pressure, in hPa, one day before the extreme cold event, while the �gure on the right shows the sea level
pressure during the extreme day. This example shows the Gulf of Alaska low, in which the center of the
low is east of Kenai Peninsula. From Cassano et al. (2016).

Figure 1.14 shows an example of the Alaskan Λow prior to and during an extreme cold

episode during wintertime over Alaska. Before and during the cold episode, there was a

low-pressure system in the Gulf of Alaska and over the northern Beaufort Sea and a high-

pressure system over eastern Siberia, extending across northern Alaska. The surface winds

over Alaska weaken over time, allowing strong surface-based inversions to develop towards

the coldest day. During winter synoptic activity in the Alaskan Arctic basin is dominated

by anticyclones (Beaufort High) (Kahl, 1990). The skies are typically clear, with low precip-

itation and increased stability slowing dispersion of air pollutants (stagnate episodes) (e.g.

Thishan Dharshana et al. (2010)). The in�uence of synoptic-scale meteorology is investi-

gated further in Chapter 6.
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Figure 1.15: Monthly average (1957–2008) vertical temperature pro�les in oC for Fairbanks, Alaska
from October to March. From Bourne et al. (2010).

1.4.2.3 Wintertime Alaskan temperature inversions

Inversions are mostly surface-based along the Alaskan Arctic coast, e.g. at Utqiaġvik and

are more frequent during winter (Busch et al., 1982; Zhang et al., 2011). However, even

during winter months, EIs can occur above the surface as discussed earlier (Kahl, 1990).

Along the Alaskan Arctic coast the inversion depth follows the annual cycle of clear-sky

percentages, showing that the development and maintenance of an inversion is the result

of complex interactions between radiative forcing, synoptic activity and sea-ice dynamics

(Kahl, 1990; Zhang et al., 2011).

Detailed analysis of SBIs have been performed in the Fairbanks area (Wendler andNicpon,

1975; Bourne et al., 2010; Zhang et al., 2011). Wintertime (December) inversions, which de-

velop in Fairbanks, are the strongest, with a temperature di�erence of 20
o
C in the lowest 200

m (Wexler, 1941; Ohtake, 1967; Wendler, 1969). More speci�cally, strong inversions have

been observed between October and March in Fairbanks (Fig. 1.15). During the cooler

months (November to February, Fig. 1.15), inversions have a more complicated structure,

with shallow SBIs and a deeper elevated inversion aloft (Bourne et al., 2010; Zhang et al.,

2011). When the surface air temperature is cold (warm), the inversion depths are deep

(shallow), and inversion temperature di�erences are large (small). Throughout wintertime

(Dec-Feb), SBIs are very common in Fairbanks, Alaska, occurring 77% of the time, while
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23% are elevated (Hartmann and Wendler, 2005). The strength of the inversions increases

with negative net radiation, decreasing cloud cover and wind speed (Wendler and Nicpon,

1975; Hartmann and Wendler, 2005). Also, during wintertime, northerly winds, up to 1.5

ms
-1

, are associated with stronger inversions (Wendler and Nicpon, 1975). In general, during

wintertime, winds are less than 0.5 ms
-1 (Kankanala, 2007). During wintertime, these strong

inversions trap pollution near the ground and lead to air quality problems (Benson, 1970;

Bowling, 1986; Mölders et al., 2011).

Figure 1.16: (a) Size-resolved number fractions of observed particulate matter (PM1.0), when samples
were in�uenced by the Arctic Ocean (left panel) or Prudhoe Bay (right panel). From Kirpes et al. (2018),
(b) Fractional mass composition of PM2.5 in Fairbanks and North Pole, Alaska during wintertime. The
species shown here are: OCM – organic carbonaceous materials (1.4 x OC), EC, SO2−

4 , NO−
3 NH+

4 . Data
used for this plot cover three winters, from November 2011 to February 2014. From Simpson et al. (2019)
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1.4.3 Alaskan sources of air pollution

Previous studies showed that oil/gas emissions from Russia industrial source areas from

Eurasia and fossil fuel combustion sources (northern Russia, Arctic Ocean and northwest

Canada) contribute to BC burden at Utqiaġvik, northern Alaska during winter (October –

February) (Polissar et al., 1999, 2001; Barrett et al., 2015; Winiger et al., 2019). Pollution from

mid-latitudes, such as that due to combustion a�ects Utqiaġvik during winter and winter-

spring transition (Quinn et al., 2009). However, there are important local sources that maybe

a�ecting air pollution during wintertime over Alaska, such as are oil/gas extraction on the

NSA (e.g. at Utqiaġvik, Alaska Kirpes et al. (2018)) or combustion sources and power plants

at Fairbanks (Simpson et al., 2019).

As an example, Figure 1.16a shows the size-resolved number fractions of sub-micron

particles sampled at Utqiaġvik during days where air masses were in�uenced more by the

Arctic Ocean (left panel) and by Prudhoe Bay (NSA) (right panel). Aerosol samples were

collected during �eld campaigns in January and February 2014 (Kirpes et al., 2018). SSA

were always internally mixed with secondary SO
2−
4 , or with both SO

2−
4 and NO

−
3 . The

samples were in�uenced by air masses originating from the Arctic Ocean to the north and

Prudhoe Bay oil�elds to the east. This suggests, aerosols were in�uenced by Arctic Haze

and regional oil �elds. Figure 1.16a also highlights the signi�cant contribution of SSA to

total sub-micron particles (see Chapter 4). An example of a city with a severe wintertime air

pollution, under cold/dark conditions, combined with calm winds, is Fairbanks, Alaska (e.g.

Tran and Mölders (2011)). In Fairbanks, during wintertime, PM2.5 concentrations exceed the

limit of 35 µgm
-3

(e.g. Cesler-Maloney et al. (2022)), implemented by the United States (US)

Environmental Protection Agency (EPA).

Figure 1.16b shows an example of the fractional composition of wintertime PM2.5 in

Fairbanks and North Pole, a residential community southeast of Fairbanks (Simpson et al.,

2019). Organic carbonaceous material (OCM) species are the majority of PM2.5 mass frac-

tion, more than 60% and 80%, at the North Pole site and Fairbanks, respectively, due to high

domestic heating emissions (Ward et al., 2012). The contribution of inorganic ions (SO
2−
4 ,

NO
−
3 , NH

+
4 ) and EC is smaller. SO

2−
4 in Fairbanks could be due to higher sulphur emissions

from combustion for residential and commercial heating (Ward et al., 2012), however there

are uncertainties in SO
2−
4 due to missing sources of SO2 (Shakya and Peltier, 2013). Between

2013 and 2019, SO
2−
4 and NO

−
3 contributions to PM2.5 increased compared to 2005–2012 pe-

riod, while wood smoke and diesel contributions decreased, probably due to emission con-

trol measures (Ye andWang, 2020). In addition, it is still unclear how secondary aerosols are

produced under cold/dark winter conditions in Arctic polluted environments and in Arctic
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Haze (Simpson et al., 2019). This is discussed further in Chapter 6.

1.5 Modelling wintertime Arctic air pollution: Uncer-

tainties and limitations

Di�erent climate and regional models can be used to simulate atmospheric transport, me-

teorological conditions, atmospheric chemistry and aerosol dynamics and deposition losses

during transport to and within the Arctic. One of the motivation for this thesis is to eval-

uate and improve the simulation of Arctic aerosols. However, models have di�culties rep-

resenting wintertime temperature inversions and aerosols in the Arctic during winter and

spring. A detailed analysis by Mölders and Kramm (2010) showed that the WRF model had

di�culties capturing surface temperature and elevated dew-points inversions during cold

episodes. They tested two di�erent combinations of physical packages, and regardless of

the combinations, the model was biased compared to the observations in the Fairbanks re-

gion. These biases in the meteorology (temperature, relative humidity) can have an impact

on chemistry and be partly responsible for model underestimates of air pollutants under

cold/dark conditions in the presence of strong temperature inversions (Mölders et al., 2011).

Models also underestimate SO
2−
4 and BC at remote Arctic sites (Shindell et al., 2008; Lee

et al., 2013; Whaley et al., 2022b). This can be due to a variety of reasons including wet

or dry removal (Browse et al., 2012; Wang et al., 2013; Whaley et al., 2022b) or due to un-

derestimation of anthropogenic sources in emissions inventories (Eckhardt et al., 2015). A

multi-model inter-comparison study by AMAP (2015) showed that models also underesti-

mate CO (a good tracer of anthropogenic emissions) in the Arctic during winter and spring

due to emission de�ciencies, modelled oxidants and chemical processing. A more recent

multi inter-comparison study indicated that a combination of model di�culties could ex-

plain the uncertainties of aerosols in the Arctic (Whaley et al., 2022b). Such uncertainties

could be due to, for example excessive BC deposition in mid-latitudes, transport or emis-

sions uncertainties (e.g. for SO
2−
4 ), missing reactions (e.g. aqueous phase reactions for SO

2−
4

in WRF-Chem), problems simulating the boundary layer. Figure 1.17 shows an example

of monthly observed BC at Arctic sites evaluated against di�erent models, including WRF-

Chem (Whaley et al., 2022b). During wintertime, most models still underestimate BC at

Utqiaġvik or Alert, while mixed patterns occurred at the other sites.

In addition, local anthropogenic sources in the Arctic are poorly quanti�ed (Schmale

et al., 2018). Missing sources, formation mechanisms and pathways during wintertime, un-

der dark conditions, are likely contributing to poor model performance during wintertime
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Figure 1.17: Modelled (thin colored lines) andmeasured (thick black line) monthlymean BC concentra-
tions (in µg m-3) at surface Arctic measurement sites in 2014–15. The dashed line shows the multi–model
mean. From Whaley et al. (2022b).

(Schmale et al., 2018; Simpson et al., 2019). Chapter 4 focuses on the model missing natural

sources, in particular marine organics and the formation and physical processes in�uencing

SSA in the Arctic and northern Alaska. Chapter 5 addresses the model uncertainties linked

to removal treatments, representation of boundary layer dynamics and regional sources on

BC in the Arctic and northern Alaska. Chapter 6 also examines the role of wintertime mete-

orological conditions and removal treatments on regional air pollution over the Fairbanks

area and investigates the extent to which limitations in emission inventories can explain

discrepancies in modelled aerosols and precursor gases.
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Chapter 2

Tropospheric aerosols in the Arctic

Aerosols are short-lived climate forcers that a�ect air quality and, as a result, human health.

It is critical to identify sources, formation pathways and processes governing aerosols glob-

ally, including in the Arctic and during wintertime, and to understand their impacts on

climate change. This chapter presents anthropogenic and natural sources of primary and

secondary aerosols and their precursors, their formation pathways (Section 2.1), and their

properties and physical processes (Section 2.2, 2.3 and 2.4, respectively).

2.1 Aerosol formation and sources

Tropospheric aerosols derive from anthropogenic and natural sources. They are liquid,

solid or mixed particles with highly variable chemical composition and size distributions.

There are two types of aerosols: (i) primary aerosols, which are emitted directly, and (ii)

secondary aerosols, formed by nucleation from precursor gases. Nucleation is the forma-

tion of aerosols from precursor gases. The chemical reactions taking part in the forma-

tion of secondary aerosols can be classi�ed as homogeneous or heterogeneous. Homoge-

neous reactions involve reactants in the same phase, and heterogeneous reactions involve

reactants in two or more phases. Nucleation processes can be homomolecular (involving

a single species) or heteromolecular (involving two or more species). Four types of nu-

cleation processes can be identi�ed: (i) homogeneous–homomolecular, (ii) homogeneous–

heteromolecular, (iii) heterogeneous–homomolecular and (iv) heterogeneous–heteromolecular

(Seinfeld and Pandis, 2006). New particle formation involves binary (by sulphuric acid-water

vapour) or ternary (sulphuric acid-ammonia-water vapour) nucleation. Further details are

provided in the following sections.

Aerosol composition can be categorised into the following categories: carbonaceous

60
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Table 2.1: Emissions of global anthropogenic and natural primary aerosol, secondary aerosol produc-
tion and their precursor emissions, in Tg year-1 (1: Boucher et al. (2013), 2: Granier et al. (2011), 3:Seinfeld
and Pandis (2013). 4:Tsigaridis et al. (2006), 5:Delmas et al. (2005), 6: Andreae and Rosenfeld (2008), 7:
Liao et al. (2003), 8: Steinfeld (1998), 9: Adams et al. (1999), 10:Spracklen et al. (2011))

Source
Emissions

(Tg year
-1

)

Anthropogenic

Primary aerosols
BC 3.6-6.0

(1)

Primary Organic Matter (POM) 6.3-15.3
(1)

Aerosol precursors
SO2 43.3-77.9

(1)

NOx 70
(2)

NH3 34.5-49.6
(1)

Non-methane volatile organic compounds

(NMVOCs)
98.2-157.9

(1)

Secondary aerosols
Nitrate from NOx 21.3

(3)

Sulphate from SO2 120
(5)

Ammonium from NH3 20.2
(9)

Secondary organic aerosols (SOA) from VOC 100
(10)

Natural

Primary aerosols
Sea-spray 1400-6800

(1)

Marine POM 2-20
(1)

Mineral dust 1000-4000
(1)

Volcanic dust (coarse mode) 30
(8)

Biogenic POM 15-70
(6)

Aerosol precursors
Volcanic SO2 9.2

(4)

Volatile organic compounds (VOCs) 265.2
(4)

Dimethyl sulphide (DMS) 10-40
(1)

Secondary aerosols
Sulphate from DMS 12.0

(7)
-18.5

(4)

Sulphate from volcanic SO2 21
(8)

Ammonium from NH3 13.4
(9)

Nitrate from NOx 4
(5)

SOA from biogenic VOC 20-380
(1)

Biomass burning organic aerosols 26-70
(6)
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(e.g. BC, OC), and inorganic secondary aerosols, such as SO
2−
4 , NO

−
3 , NH

+
4 , SSA (Na

+
, chlo-

ride (Cl
-
)), which are hydrophilic, and other aerosols, including dust, ash. Anthropogenic

emissions originate primarily from (a) fuel combustion, (b) industrial processes, (c) non-

industrial fugitive sources and (d) on and non-road transportation. Table 2.1 shows the

global anthropogenic and natural emissions of primary and secondary aerosols and their

precursors. Secondary aerosols with high emissions anthropogenic origin are SO
2−
4 , NO

−
3

and NH
+
4 . Natural emissions are higher than anthropogenic emissions, mainly due to SSA

and mineral dust emissions. Other signi�cant natural sources of primary aerosols are bio-

genic and volcanic emissions. Natural secondary aerosols are composed mostly of sulphates

and nitrates formed through condensation of sulphur and nitrogen and may condense onto

existing particles or form new particles with sizes smaller than 0.01 µm (Steinfeld, 1998).

Details about anthropogenic and natural emissions of each aerosol species and their pre-

cursors are discussed in the following sections.

2.1.1 Carbonaceous aerosols

The incomplete combustion of carbon-containing particles leads to the formation of ele-

mental carbon (EC) particles (mostly rb ≤ 2.5 µm). EC is de�ned as a "substance" contain-

ing only carbon, and examples of EC are soot, diamond and graphite. BC is mostly made of

EC atoms, but it also includes other light-absorbing compounds (Petzold et al., 2013). The

terms EC and BC refer to materials with di�erent optical and physical properties (Petzold

et al., 2013). The term Equivalent black carbon (EBC) is also used in many studies (e.g.

Sharma et al. (2013), Popovicheva et al. (2022)). It refers to observations obtained from op-

tical absorption methods in which a speci�c mass absorption cross-section factor (MAC) is

applied to convert absorption coe�cient into mass concentration. Primary organic matter

(POM), or organic matter (OM) as de�ned in Chapter 4, is a mixture of many compounds,

either emitted directly or produced through atmospheric reactions involving gaseous or-

ganic precursors. OC refers to the carbon fraction in numerous organic compounds that

contain hydrogen and, usually, oxygen and are emitted to the air as particles (Bond et al.,

2013a). To obtain OM mass concentrations, OC is often multiplied by a fraction that de-

pends on the mix of compounds emitted and varies between emission sources. OM to OC

fraction for primary emissions varies between 1.3 and 2.1 (Tissari et al., 2007; Aiken et al.,

2008).

Secondary Organic Aerosols (SOA) originate in the atmosphere via the mass transfer of

low-pressure products. Organic and carbonaceous aerosols are produced by gas to particle

(g-to-p) conversion of volatile organic compounds (VOCs). Three major chemical species
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families are involved in g-to-p conversion processes and contain sulphur or nitrogen or

organic and carbonaceous substances. The organic gases are oxidized in the gas phase by

species such as the hydroxyl radical (OH), O3, and the nitrate radical (NO3). Currently,

global carbonaceous aerosol emissions originate primarily from Asia and Africa, repre-

senting about 80% of total global emissions (IPCC (2021) and references therein). Important

sources of BC are �aring emissions linked to oil and gas extraction, such as in Russia or

Alaska (Stohl et al., 2013b, 2015a; Böttcher et al., 2021), surface transportation (AMAP, 2015),

domestic heating (Stohl et al., 2013b; Winiger et al., 2017), industry (e.g. mining industry,

Evans et al. (2015)), shipping emissions (Marelle et al., 2016), biomass burning, liquid fossil

fuel and coal combustion (Winiger et al., 2016). The BC lifetime ranges between 4 and 11

days (Sharma et al., 2013; Samset et al., 2014; Ikeda et al., 2017b; Lund et al., 2018; Liu and

Matsui, 2021). OC can be emitted directly into the atmosphere from vehicular emissions

(He et al., 2008), incomplete or uncontrolled combustion in residential and commercial

settings (Bond et al., 2013a), residential, such as woodsmoke sources at Fairbanks, Alaska

(Ward et al., 2012), waste, energy and industrial activities (McDu�e et al., 2020), biomass

burning (Xu et al., 2018). There are anthropogenic sources of VOCs, such as energy and in-

dustrial activities, residential, road transportation, and solvents (McDu�e et al., 2020). Oil

production distribution, especially in North America, and transport are the dominant an-

thropogenic VOC emissions. On the other hand, anthropogenic VOCs emissions in China

are due to solvent use and the industrial sector. Half of the anthropogenic VOCs emissions

in many European cities are due to wood-burning (Szopa et al., 2021). There are also indi-

cations that chemical products (i.e. household chemicals, personal care products, solvents)

contribute to anthropogenic VOCs emissions in the US (McDonald et al., 2018). There are

also two sub-groups: (i) semi-volatile organic compounds (SVOCs) and (ii) intermediate-

volatile organic compounds (IVOCs). SVOCs (e.g. pesticides) are less volatile compared

to VOCs (Quality, 1989). There are also anthropogenic emissions of SVOCs, from mobile

sources (Gordon et al., 2013; Zhao et al., 2016) and aircraft engines (Cross et al., 2013, 2015).

IVOCs are important SOA precursors (Ma et al., 2017; Lu et al., 2020). IVOCs are emitted

from anthropogenic and biogenic sources, such as mobile emissions (Lu et al., 2018; Drozd

et al., 2018; Qi et al., 2019), coal combustion (Cai et al., 2019), biomass burning (Hatch et al.,

2018) and volatile chemical products (McDonald et al., 2018).

2.1.2 Inorganic aerosols

This section summarises the main formation pathways of inorganic aerosols, including SSA,

as well as their precursors and their emissions.
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Sulphate aerosols: SO
2−
4 aerosols are emitted directly or are formed from the gas-

phase oxidation of SO2 by OH radicals to form sulphuric acid (H2SO4) which can condense

onto pre-existing aerosols. OH can be produced in the atmosphere by photo-chemical reac-

tions involving photolysis of O3 and water vapour (H2O) (R1–R5). SO
2−
4 can also be formed

from the heterogeneous aqueous-phase oxidation of SO2. Under sunlight conditions, aque-

ous oxidation in-clouds by hydrogen peroxide (H2O2) or O3 is a major pathway for SO
2−
4

formation from SO2 (R6-R8) and it is dominated by oxidation by H2O2 (Alexander et al.,

2012). In the reactions below M is a third body, O(
1
D) is the oxygen atom in its single

excited state, HSO3 is hydroxysulphonyl radical, and SO3 is sulphur trioxide (in the gas

phase).

O3 + hv
λ<320nm

O2 + O(1D) (R1)

O(1D) + H2O 2 OH (R2)

SO2(g) + OH + M HSO3 + M (R3)

HSO3 + O2 + M SO3 + HO2 (R4)

SO3 + H2O + M H2SO4(g) + M (R5)

During wintertime, in the absence of sunlight, SO
2−
4 could be produced from metal catal-

ysed O2 oxidation of S(IV) (McCabe et al., 2006; Alexander et al., 2009). S(IV) stands for total

dissolved SO2 (≡ SO2 · H2O + HSO
−
3 + SO

2−
3 ). S(IV) can also be oxidized in the aqueous-

phase by other oxidants including O3, O2 catalysed by transition metal ions (Fe(III), which

refers to the element iron in its third oxidation state and Mn(II), Manganese(II) oxide) (Hof-

mann et al., 1991), NO2 (Lee and Thiemens, 2001), or peroxynitric acid (HNO4) (Dentener

et al., 2002). Other wintertime oxidation pathways could include in-cloud/fog formation

of hydroxy methane sulphonate (HOCH2SO
−
3 or HMS) (Kok et al., 1986; Kovacs et al., 2005;

Moch et al., 2018). Wintertime SO
2−
4 formation is addressed further in Chapter 6.

SO2(g) SO2 ·H2O (R6)
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SO2 ·H2O + H2O HSO
–

3 + H
+

(R7)

HSO
–

3 (aq) + H2O2(aq) + H
+

SO
2–

4 (aq) + 2 H
+

+ H2O (R8)

The primary anthropogenic sources of SO2, the main SO
2−
4 precursor, are the burning of

high-sulphur coals and heating oils in power plants, industrial boilers and metal smelting.

Additional smaller sources of SO2 are released from the burning of fuels with a high sul-

phur content by locomotives, large ships and non-road equipment. In the Arctic, important

anthropogenic sources of SO2 are in Siberia and linked to copper (e.g. Karabash, Russia,

Kalabin and Moiseenko (2011)) and nickel (e.g. Ufaleynikel, Norilsk, Kola Peninsula Russia,

Baklanov et al. (2013); Stohl et al. (2013b)) smelting. Iron re�ning activities are another source

of SO2 (e.g. iron mine and ore dressing mill in Kostomuksha, Russia, Fioletov et al. (2016)).

Also, oil re�neries are a source of SO2 emissions (e.g. Alaska - Prudhoe Bay, Administration

(2015)), Canada, Russia, North of Europe). For example, in 2014, over 80% of anthropogenic

SO2 emissions originated from power plants and industry, with Asian sources contributing

more than 50% to the total emissions (Szopa et al., 2021). The global lifetime of SO
2−
4 is about

5 days (Langner and Rodhe, 1991). The lifetime of SO
2−
4 formed by gas-phase oxidation is

6.1 days. Estimates of modelled and in-situ observations SO2 lifetimes di�er. Modelled SO2

lifetime estimated to by 48h and observed 58h, a di�erence by 10h during wintertime (Lee

et al., 2011), while SO2 lifetime is shorter in summer (Lee et al., 2011).

Nitrate aerosols: NO
−
3 is formed in the atmosphere from the main precursor species

(i) NH3 and (ii) nitric acid (HNO3). HNO3 during daytime is formed through the gas phase

reaction (R9) and can then form NO
−
3 aerosols in the aqueous-phase (R10):

NO2 + OH HNO3 + M (R9)

HNO3(g) H
+
(aq) + NO

–

3 (aq) (R10)

Reactions involving NOx and O3 also contribute to NO
−
3 aerosols. Tropospheric O3 is pro-

duced from the photo-chemical reactions of anthropogenic and natural precursor emissions

of NOx, CO, CH4, and other VOCs. The main chemical reaction producing O3 in the tro-

posphere involves the photolysis of NO2 (R11,R12). O3 can also react with NO to produce

NO2. In the reactions below O(
3
P) is the oxygen atom in its triplet state.

NO2 + hv
λ<424nm

NO + O(3P) (R11)
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O2 + O(3P) + M O
3

+ M (R12)

During nighttime HNO3 can be formed from reactions involving NO3 radicals and O3 to

form dinitrogen pentoxide (N2O5) (R13–R15), followed by heterogeneous hydrolysis, on an

aerosol surface to from HNO3 (R16). N2O5 has short lifetime (6 minutes) during night-time

and winter in the Arctic (Apodaca et al., 2008). N2O5 can also react with Cl
-
, to form nitryl

chloride (ClNO2) and NO
−
3 aerosols (R17):

NO + O3 NO2 + O2 (R13)

NO2 + O3 NO3 + O2 (R14)

NO2 + NO3 N2O5 (R15)

N2O5 + H2O
surface

2 HNO3 (R16)

N2O5 + Cl
– surface

ClNO2 + NO
–

3 (R17)

Previous studies have measured NO3 and N2O5 during night-time (Ayers and Simpson,

2006; Chang et al., 2011; Riedel et al., 2012; Wagner et al., 2013). Dark NOx oxidation requires

O3, which is typically absent at the surface in urban areas and during night-time, due to

the e�cient titration of O3 by NO and the absence of NO2 photolysis during night-time

(Simpson et al., 2019).

NOx is emitted primarily as NO from combustion-related emissions sources, such as

fossil fuel combustion (coal- and gas- power plants) and the operation of motor vehicles.

Fuel-burning appliances, like home heaters and gas stoves, produce substantial amounts of

NOx in indoor settings. Important sources of NOx in the Arctic are oil production (Peters

et al., 2011; Böttcher et al., 2021), surface transportation (AMAP, 2015), and power generation

(Roiger et al., 2015). Furthermore, nitrate photochemistry in the snow can be a signi�cant

source of NOx at the Arctic surface (Grannas et al., 2007). NOx has a long lifetime in the

Arctic, 29h during daytime and 6.3h during night-time due to lower dry deposition caused

by snow and ice and the lack of vegetation (Kenagy et al., 2018). Overall, global emissions of
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NOx have been increasing in the last years, even though in regions such as North America,

Europe, Japan and Korea, the emissions from vehicles are reduced (Szopa et al., 2021).

Ammonium nitrate (NH4NO3) is formed in areas with high NH3 emissions and HNO3

concentrations in the presence of low SO
2−
4 concentrations. Depending on the ambient

relative humidity, NH4NO3 may exist as a solid or aqueous solution of NH
+
4 and NO

−
3 . NH

+
4

(R18–R19) and NO
−
3 (R20) can be formed in the aqueous phase.

NH3(g) NH3(aq) (R18)

H2O(aq) + NH3(aq) OH
–
(aq) + NH

+

4 (aq) (R19)

HNO3(g) H
+
(aq) + NO

–

3 (aq) (R20)

Ammonium bisulfate ((NH4)HSO4) is formed in areas characterized by low NH3 to neutral-

ize the available SO
2−
4 . Thus, the aerosol phase will be acidic.

Figure 2.1: Mechanism for sea-salt aerosol generation by bubbles (indirect production). From Gong
et al. (1997).

There are sources of NH3 from industrial processes and fossil fuels (Bouwman et al.,

1997), waste and commercial and residential fuel combustion (Roe et al., 2004; McDu�e et al.,

2020). Other anthropogenic sources of NH3 include animal livestock, synthetic fertilizers,

energy and transport sectors (Riddick et al., 2012; Behera et al., 2013). High NH3 emissions
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also are present within the Arctic and sub-Arctic region, such as in Russia, Canada, Europe,

India, China (Behera et al., 2013; Whaley et al., 2018; Lutsch et al., 2019).

Sea-spray aerosols: SSA are produced from the ocean into the air through the bub-

ble bursting (jet-drop and �lm-drop formations) mechanism during whitecap formation

(Fig. 2.1) (Monahan et al., 1986b). Whitecaps are generated by wave breaking, but other

processes contribute to wave breaking, such as current–wave interactions (Massel, 2007).

The production of SSA due to winds is proportional to the whitecap coverage (W). SSA are

mainly constituted of Na
+
, Cl

-
, but other chemical ions can be found such as magnesium

(Mg
2+

), potassium (K
+
), calcium (Ca

2+
), sodium nitrate (NaNO3), sodium sulphate (Na2SO4)

and silicates. In the Arctic aged SSA is found to be internally mixed with secondary SO
2−
4 ,

or with SO
2−
4 and NO

−
3 and reduced Cl

-
, due to a background (Arctic Haze) or regional (oil-

�eld emissions) anthropogenic in�uence as mentioned earlier (Song and Carmichael, 1999;

Kirpes et al., 2019). The presence of SSA may favour the formation of coarse NO
−
3 aerosol,

for example sodium nitrate (NaNO3) (R21) instead of �ne NH4NO3 or ammonium chloride

(NH4Cl) (Campbell et al., 2002). Other reactions on SSA to form NO
−
3 are the heteroge-

neous R22 and R23 (Mamane and Gottlieb, 1990; Abbatt and Waschewsky, 1998; Dasgupta

et al., 2007). SO
2−
4 can also form on SSA via aqueous phase reactions (Sievering et al., 1991;

Zhuang et al., 1999) following the uptake and oxidation of sulphur compounds (R.24). SO
2−
4

formed on SSA has short lifetime, around 0.5-1.7 days (Alexander et al., 2005).

NaCl(s) + HNO3(g) NaNO3(s) + HCl(g)↑ (R21)

2 NO2(g) + NaCl(s) NaNO3(s) + ClNO(g) (R22)

HNO3(g) + Cl
–
(aq) NO

–

3 (aq) + HCl(g) (R23)

H2SO4(aq) + 2 NaCl(aq,s) Na2SO4(aq,s) + 2 HCl(g) (R24)

Other sources of SSA are blowing snow and frost �owers (Shaw et al., 2010; Frey et al.,

2020). Super-micron SSA lifetime is less than 12h (Williams et al., 2002). Sub-micron SSA

in the Arctic originating from the open ocean have a shorter lifetime (3.5 days) than those

originating from blowing snow (6.6 days) and frost �owers (7.0 days) (Huang and Jaeglé,

2017). Marine organics can also emitted with SSA (Ho�man and Duce, 1976; Frossard et al.,

2014; Kirpes et al., 2018).
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2.1.3 Dust

Industrial dust is mainly emitted from (i) vehicles, (ii) cement manufacturing, (iii) coal and

fuel combustion in industrial processes, (iv) metallurgy and (v) waste incineration. Indus-

trial activities, such as mining generate local dust emissions in the Arctic (Groot Zwaaftink

et al., 2016). Mineral dust originates from desert regions (e.g. Sahara, Africa) and semiarid

land surfaces (Gobi Desert). In addition, dry lakes are sources of atmospheric dust (Pros-

pero, 1999). Mineral particles can be internally mixed with SSA components (Trochkine et al.,

2003) or sulphur and organic matter (Falkovich et al., 2001; Gao et al., 2007). Mineral dust

in the Arctic originates from Asia (38%) and Africa (32%) (Takemura et al., 2009; Zwaaftink

et al., 2016). However, there are also local sources of dust within the Arctic (Bowen and

Vincent, 2021). Arctic sources of dust are mostly from retreating glaciers (Crusius et al.,

2011). Lakes in Canada, dunes in Denmark and glaciers in Greenland and Iceland are im-

portant sources of dust in the Arctic (Meinander et al., 2021). There are high dust emissions

in Siberia, including Apatity and Tiksi, originating from mining, dumps and tailing pits

(Amosov and Baklanov, 2015; Meinander et al., 2021). The main Alaskan dust sources are

glaciers, re-suspension of ash from past volcanic eruptions and glacial sediments carried

by major rivers (Meinander et al., 2021).

2.1.4 Other natural aerosols

Primary biogenic aerosols are released into the atmosphere from plants and animals.

They consist of plant debris (leaf fragments), microbial particles (fungi, algae, seeds), marine

colloids and humic matter. Their shape and size (0.1 to 250 µm) vary due to di�erent origins.

Biogenic aerosol particles are 1% of the total aerosols in remote oceanic regions and around

2-3% in continental areas (Pósfai et al., 2003; Winiwarter et al., 2009). OC also has a natural

origin. This includes sources such as plant debris, fungal spore (Liang et al., 2017; Li et al.,

2018b).

Biomass burning originates from �res in forests, Savannah grass, and other vegetation

types. Emissions from �res include EC, OC, CO2, CO, NOx, CH4, and VOCs. Open biomass

burning represent about 30%, 10%, 15% and 40% of present-day global emissions of CO, NOx,

BC, and OC, respectively (Van Marle et al., 2017; Hoesly et al., 2018). Boreal forest �res emit

large amounts of VOCs which can produce OA (Akagi et al., 2011).

Volcanoes emit particles and gases into the atmosphere during their eruptions. Volca-

noes contribute signi�cantly to the main SO
2−
4 precursor, SO2 in the upper troposphere

(Graf et al., 1997; Pattantyus et al., 2018). There are active volcanoes in the Arctic, es-

pecially in Iceland. Fore example, the Holuhraun volcanic eruption between September
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2014 and February 2015 emitted large amounts of SO2, which quickly spread over Ice-

land (Ilyinskaya et al., 2017), and a�ected Greenland (McCoy and Hartmann, 2015) and

Western Europe (Boichu et al. (2016) and references therein). There are also active vol-

canoes in Alaska. For example, three volcanoes, located in the Aleutians islands, south

of Alaska, erupted simultaneously in Alaska in 2021 (source Alaska volcano observatory,

https://avo.alaska.edu/), possibly a�ecting background SO
2−
4 .

Figure 2.2: SLCFs emissions by major economic sectors in 2010, derived from ECLIPSE v5. The Arctic
Council nations are: Canada, Denmark, Finland, Iceland, Norway, Russia, Sweden, and United States.
From AMAP (2015).

Secondary biogenic aerosols: Organic and carbonaceous aerosols are formed from

naturally VOCs. For example, the primary natural sources of carbonaceous aerosols are

atmospheric oxidation of biogenic VOCs (BVOCs), such as isoprene (Claeys et al., 2004).

A wide range of BVOCs are emitted from vegetation, and the dominant compounds are

isoprene and monoterpenes, sesquiterpenes, alkenes, alcohols, aldehydes and ketones. NOx

emitted from soil (biogenic/microbial nitri�cation and denitri�cation processes, Ciais et al.

(2014)) and lightning (around 10% of the total NOx emissions, Murray (2016)), can also lead

to the formation of HNO3 and then NO
−
3 aerosols.

Chemical reactions which produce SO
2−
4 aerosols in the atmosphere involve gaseous

precursors (e.g. hydrogen sulphide – H2S, carbonyl sulphide – COS, carbon disulphide –

CS2 ). SO
2−
4 aerosols are formed from SO2 produced by volcanoes and dimethyl sulphide

(DMS), emitted by biogenic sources. DMS is produced from dimethylsulphoniopropionate

(DMSP) and is linked to marine algae (Ishida, 1996; Ackman et al., 1966).

Recent studies show that there are natural emissions of NH3 in the Arctic region, origi-

https://avo.alaska.edu/
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nating from seabirds (Riddick et al., 2012; Croft et al., 2016) and chicken farming (Jiang et al.,

2021).

Figure 2.3: Time series concentration and contribution of di�erent sectors to (a)BC concentration, (b)
PM2.5 concentration, (c) and di�erent PM2.5 species. OPM2.5 is the acronym for other PM2:5 and refers to
other primary emitted non-carbonaceous particles with aerodynamic diameters less than 2.5 µm such
as �y ash, road dust, and cement. SSA were not included in this analysis. From Sobhani et al. (2018).

2.1.5 Aerosol emissions in�uencing the Arctic

The Arctic is in�uenced by aerosols emitted or produced from precursor emissions, outside

or withing the Arctic. For example, the primary anthropogenic sources and the emissions

of SLCFs produced globally and regionally, per economic sector, and geographical area are

shown in Figure 2.2. The most important sources of BC and OC in the Arctic Council

nations are residential, commercial and surface transportation, with secondary sources be-

ing power plants, agriculture and industries. The industry and power sectors are the most

important contributors to SO2 emissions in every region. For NOx emissions the most im-

portant contributors are the surface transportation, industry and power sectors. Total oil

production increased rapidly in the Arctic west Russia from 1970s and until the collapse

of Soviet Union in the early 1990s (AMAP, 2015). Oil production in Alaska also started to

increase from late 1970s. Primarily west Russia, followed by Alaska were the two regions

with the highest Arctic oil and gas production from 1990 to 2004 (Peters et al., 2011). Arctic
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oil and gas activities, including oil re�neries, are also another important source of BC and

SO2 (Stohl et al., 2013a; AMAP, 2015). These sectors are expected to keep a�ecting local air

quality in the future, however their current emissions remain uncertain (Peters et al., 2011;

AMAP, 2015). Further discussion is provided in Chapters 4 and 5.

Figure 2.3 shows results from a source attribution model study investigating the emis-

sion sectors contributing to di�erent aerosols in the Arctic. The contribution to BC from

the residential sector signi�cantly increases during wintertime since the burning of biofuels

and coal is the main heating source at higher latitudes. Power, industry, and transportation

sectors are the largest contributors to PM2.5 (particulate matter, rd ≤ 2.5 µm) during win-

tertime, re�ecting the increased energy consumption for domestic and industrial heating

(Fig. 2.3b). Also, during wintertime SO
2−
4 and �ne dust are the main contributors to PM2.5

(Fig. 2.3c). SO
2−
4 peaks during the wintertime due to a large contribution from European

emissions, resulting in higher use of fossil fuel and coal burning and SO2 emissions for in-

dustry, power, and residential purposes. More details about the emission inventories used

in this thesis are presented in Chapter 3.2.

Figure 2.4: Anthropogenic emissions of (a) SO2, (b) NO2, and (c) BC. Anthropogenic emissions are
based on ECLIPSE v6b (Höglund-Isaksson et al., 2020). Data before 1990 are based on CMIP6 (Van Marle
et al., 2017; Hoesly et al., 2018). TheWestern Arctic (purple) region refers to the following countries: USA
and Canada; Eastern Arctic (pink) region: Kingdom of Denmark, Finland, Iceland, Norway, the Russian
Federation, and Sweden. The plots also include Asia (yellow), the rest of the world (grey) and Europe
(blue). From Schmale et al. (2022).
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Figure 2.4 shows a more recent example of anthropogenic emissions for SO2, NO2 and

BC for di�erent regions (Schmale et al., 2022). SO2 and NO2 emissions are rapidly decreas-

ing in the Western (USA and Canada) and Eastern Arctic (Kingdom of Denmark, Finland,

Iceland, Norway, the Russian Federation, and Sweden), with Asia being an important con-

tributor to NO2. On the other hand, there was a large increase in BC due to emissions from

Asia and the rest of the world, while in the Arctic and Europe, BC emissions are steadily

decreasing.

Figure 2.5: (a) Chemical composition (average) of sub-micron (PM1.0) at ground level at Utqiaġvik
during winter months (October-May). Green: non-sea-salt sulfate and nitrate, blue: sea salt, yellow:
mineral dust, grey: black carbon, and red: water-soluble organic matter. Figure from Udisti et al. (2020),
(b) Percent contributions of sea salt (purple), ammonium (orange), nitrate (blue), non-sea-salt (nss)
sulphate (red), EC (black), and OA (green) to the average PM10 at eight Arctic stations. A: Alert, Canada,
B: Baranova, Russia, G: Gruvebadet, Norway, P: Pallas, Finland, T: Tiksi, Russia, U: Utqiagvik, United
States of America (USA), V: Villum, Greenland and Z: Zeppelin, Norway. First column of each letter
corresponds to wintertime, while second column to summertime. G is only for summertime. T is only
for wintertime. From Moschos et al. (2022b).
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2.2 Aerosol properties

Aerosol particles vary in size, source and chemical composition. This section describes the

main aerosol properties and provides examples for sites within the Arctic.

2.2.1 Chemical composition

Table 2.1, presented in the beginning of this Chapter, illustrates the chemical variety of

anthropogenic and natural aerosols. Aerosol composition varies not only between seasons

and aerosols size, but also depends on the location of the site, re�ecting the di�erent sources

and formation mechanisms (Frossard et al., 2011; Schmale et al., 2011; Frossard et al., 2014;

Kirpes et al., 2019). To illustrate this, the most important components of sub-micron particles

in an Arctic remote site, such as Utqiaġvik, during wintertime, is SSA (35%), followed by

nss-SO
2−
4 and NO

−
3 (31.7%) and mineral dust (23.3%) (Fig. 2.4a), while BC is almost 15

times less (2.4%). Fig. 2.4b shows that at all coastal sites in the Arctic, SSA are the major

component of PM10, following by SO
2−
4 and then OA. The only exceptions are Pallas (P) and

Tiksi (T) sites, where during wintertime, SO
2−
4 is the main contributor to PM10, followed by

SSA and OA, respectively. A signi�cant component of sub-micron SSA is organic matter of

marine origin (Frossard et al., 2014; Kirpes et al., 2019).

2.2.2 Size distribution

Atmospheric aerosol particles exhibit a wide range of sizes, ranging between 0.002 and 100

µm (Fig. 2.6). Aerosols are often non-spherical, and an equivalent diameter is introduced,

such as the aerodynamic diameter or the Stokes diameter.

Aerosol distributions are typically characterised by two modes: (i) �ne mode when the

diameter is smaller than 2.5 µm and (ii) coarse mode when the diameter is bigger than 2.5

µm. Fine mode is divided into three categories: (i) nucleation mode (about 0.0001 µm < rd

< 0.01 µm), (ii) Aitken mode (0.01 µm < rd < 0.1 µm) and (iii) accumulation mode (0.1 µm <

rd < 2.5 µm). For example, dust and SSA are mostly bigger than 1 µm, while BC and OA are

often �ne mode (Fig. 2.6).

Aerosols are de�ned as Particulate Matter (PM) mass for air quality and health studies.

PM1.0 (sub-micron) is any particulate matter or aerosol in the air with an aerodynamic di-

ameter less than 1.0 µm. Sources of PM1.0 could be combustion activities (motor vehicles,

power plants, wood burning) and industrial processes. PM2.5 and PM10 are also used and de-

�ned as any particulate matter in the air with an aerodynamic diameter less than 2.5 and 10

µm, respectively. Sources of larger particles include crushing or grinding operations, dust
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Figure 2.6: Size distribution of surface area of aerosols. The graph also shows the di�erent aerosol
processes occurring at di�erent particle sizes. From Whitby (1978).

from paved or unpaved roads or deserts, and bubbles bursting from the ocean producing

SSA particles.

Number size distribution is used to describe the number of particles (population) which

exist in a speci�c volume of air at di�erent diameters. To illustrate the number size distri-

bution it is common to plot dN/dlogDp in cm
-3

, as a function of Dp in nm, where dN is the

number of particles, dlogDp is the diameter di�erence between the upper and lower limit

in log and Dp is the particle diameter, usually aerodynamic, given in nm.

Figure 2.7 shows an example of monthly average number size distributions at Zeppelin,

Norway and Villum Research Station, Station Nord, during wintertime (Dall’Osto et al.,

2019). During January and February (Fig. 2.7a,b), particle number concentrations are low

and mostly in accumulation mode (250 nm for Zeppelin and 180 nm for Villum). Also, low

particle number concentrations are observed during November and December, with Villum

experiencing less new particle events than Zeppelin. Statistical analysis revealed that the

accumulation mode is dominant during the winter months at Zeppelin and peaks during

February and April (not shown here) associated with enhanced aerosol concentrations at

both stations (Arctic Haze, see Chapter 1, section 1.3.1).
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Figure 2.7: Monthly (2013-2015) average number size distributions at Zeppelin and Villum Research
station (VRS), during wintertime. From Dall’Osto et al. (2019).

2.2.3 Mixing state

Aerosol mixing state shows spatial and temporal variations consistent with aerosol char-

acteristics and aerosol type over di�erent locations (Ramachandran and Srivastava, 2016).

There are di�erent mixing states, such as external, internal, core-shell and random spherical

inclusions. External mixing occurs when each particle size is associated with a single com-

position, while internal mixing assumes that aerosols of a given size have the same (mixed)

composition. In polluted regions in the Arctic during wintertime, such as the Alaskan Arc-

tic, analysis of single particles has shown that SO
2−
4 , NO

−
3 are internally mixed with OC or

SSA and soot with organic and SO
2−
4 compounds (Kirpes et al., 2018, 2019).

2.3 Aerosol processing and removal

Once formed aerosols can undergo coagulation, condensation as shown in Fig. 2.6 and loss

by dry deposition and wet removal. These processes are presented shortly in this section.
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2.3.1 Aerosol growth and ageing

Once formed, small aerosols can grow by coagulation or condensation (Fig. 2.6). Coagula-

tion is caused by particle collisions and coalescence, primarily by Brownian motion (Fuchs

et al., 1965). Larger particles can also coagulate due to di�erences in updraft speed during

sedimentation or turbulent motion. Aerosols can also grow by water uptake if they are hy-

drophilic. Coagulation and condensation are more e�cient for small particles and explain

the growth of aerosols up to the accumulation mode. Chemical ageing refers to oxidation

reactions occurring at the surface or in the interior of primary organic aerosol and could

a�ect hydrophobic-to-hydrophilic conversion (Rudich, 2003; Kanakidou et al., 2005). For

example, the ageing rate a�ects global BC concentrations and distributions (Petters et al.,

2006). Aged BC particles can act as cloud condensation nuclei (CCN) and be removed by

in-cloud scavenging. The time-scale of BC ageing is di�erent during daytime and night-

time under pollution conditions. Riemer et al. (2004) found that the time scale is less than

2 hours during daytime in polluted regions, while during night-time, it is longer, from 10

to 40 hours. Other aerosols can act also as CCN. For example, SSA contribution to CCN

is less than 30%, while the CCN population between 70
o
S and 80

o
S is mainly composed of

non-sea-salt (nss) SO
2−
4 aerosols (Quinn et al., 2017).

An example of condensation on pre-existing particles, includes gaseous NH3, HNO3,

H2SO4. More speci�cally, H2SO4 is non-volatile in the atmosphere and its condensation

on particles is irreversible, but other gases (HNO3, HCl, organic gases, e.g. R24) are semi-

volatile and could evaporate (Zaveri et al., 2008).

2.3.2 Aerosol dry and wet removal

Aerosols can be removed from the atmosphere through two di�erent processes: dry and

wet deposition. Dry deposition is a process that removes particles from the atmosphere

and deposits them on a surface through sedimentation, interception, and Brownian mo-

tion. Dry deposition includes the settling or falling-out of particles due to the in�uence of

gravity. An aerosol compound can be transported by turbulence close to the surface and

then by molecular di�usion through the laminar boundary layer (Wesely, 1989). Thus, dry

deposition is driven by turbulence and thus friction velocity and surface roughness, and

strongly depends on particle size (Mariraj Mohan, 2016). Aerosol precursor gases, such as

SO2, can also be removed by dry deposition. Dry deposition is highly a�ected by the type

of land surface. It is typically faster over vegetation due to uptake in plants (Erisman et al.,

1994). During the Arctic Ocean Expedition in 1996 dry deposition was measured over open

ocean, ice and open leads (Nilsson and Rannik, 2001a). Dry deposition was larger over open
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ocean than the other surfaces. A data analysis study by Macdonald et al. (2017b) showed

that dry deposition might be the dominant aerosol removal mechanism during wintertime

at Alert, Canada.

Wet deposition can be split into two scavenging mechanisms: in-cloud scavenging,

which removes aerosols from the cloud layer during precipitation formation and cloud

and ice droplets grow, and below-cloud scavenging, which removes aerosols by impaction.

Gaseous precursor gases also undergo similar scavenging processes. Most of wet deposi-

tion occurs along the North Atlantic or North Paci�c storm tracks (polar front - pathway 2,

see Chapter 1) (Iversen, 1984). During unstable atmospheric conditions, below-cloud scav-

enging is may be less important compared to in-cloud scavenging (Schumann et al., 1988).

Under stable conditions, when aerosols are trapped within the boundary layer, below-cloud

scavenging may contribute signi�cantly to wet deposition (Zinder et al., 1988). A data anal-

ysis study by Mori et al. (2020) showed that during wintertime wet removal is stronger at

Zeppelin, Norway than at Utqiaġvik, Alaska. Lower wet and dry removal in winter/spring

compared to summer, leads to longer aerosol lifetime (Barrie, 1986; Quinn et al., 2007a; Gar-

rett et al., 2011).

2.4 Aerosol optical properties and radiative e�ects

The optical properties describing the interaction between aerosol and solar radiation are

the extinction and scattering coe�cients, the single-scattering phase function, and the ver-

tical optical depth (Levoni et al., 1997). Aerosols interact with solar radiation by absorbing

(e.g. BC, mineral dust) and scattering (e.g. SO
2−
4 , NO

−
3 , SSA) solar radiation. This interac-

tion is de�ned as the direct radiative e�ect of aerosols on Earth’s radiation budget and is

low during Arctic wintertime due to a lack of incoming solar radiation (Haywood and Shine,

1995). Aerosol direct radiative e�ects depend on their size distribution, structure, and chem-

ical composition. For example, SO
2−
4 particles are more di�usive, while soot particles are

strong light absorbers. BC contributes to local warming in the Arctic, as it absorbs solar

radiation in the atmosphere (Wang et al., 2011). BC is also deposited onto the snow and ice,

which also contributes to local warming (Warren and Wiscombe, 1980; Quinn et al., 2008).

As a result, surface albedo may decrease, but BC can also a�ect the snow grain size, which

may increase (Flanner et al., 2007). BC deposition can trigger then snow albedo feedback

with snow melting faster, leading to a further warming (Flanner et al., 2009).

Aerosols also a�ect cloud droplet/particle number, e�ective radius, and cloud water

content, interactions called the aerosol indirect e�ect. An increase in aerosol concentra-

tion leads to an increase in droplet/particle concentration (cloud albedo e�ect), while the
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reduction in cloud droplet/particle size results in changes in precipitation e�ciency (cloud

lifetime e�ect) (Penner et al., 2001). The indirect e�ect is notable in the Arctic during win-

tertime due to cloud-aerosol interactions and can cause warming (e.g. Zhao and Garrett

(2015)). One study showed that cloud-aerosol interactions caused warming at Utqiaġvik,

Alaska between October and May and cooling between June and September (Zhao and

Garrett, 2015).



Chapter 3

Tools: Models, emission inventories and

observations

In order to quantify and examine the contribution and impacts of remote, regional and local

sources of air pollution on Arctic aerosols during wintertime it is necessary to use mod-

els combined with data analysis. Regional 3-D models consider meteorological, physical

and chemical interactions in the atmosphere, using emission inventories for aerosols and

trace gases as input data. Detailed representation of meteorological (e.g. wind speed and

direction, temperature) and chemical �elds, as well as removal processes are included in

3D models, which a�ect the transport of aerosols in the atmosphere and drive pollutant

composition. Also, a detailed representation of chemistry (gas-phase and aqueous-phase

reactions) is included in 3D models. To simulate Arctic air pollution and focus on speci�c

periods and regions, for example Alaska, it is preferable to use a regional than a global

model. An essential advantage of using regional instead of global models is linked to hor-

izontal resolution, as regional models allow the user to de�ne a domain, using higher grid

resolution combined with detailed aerosols and gas mechanisms. Regional simulations can

focus on speci�c regions/events at high resolution and with a representation of physics and

chemistry interactions, such as aerosol-clouds interactions.

This chapter describes the atmospheric models used in this thesis, the input data used

as initial conditions and to constrain boundary conditions, the emission inventories used

as input for the simulations, the Arctic measurements of aerosols and meteorological pa-

rameters used to validate the model and �nally, the �eld campaigns for which the model

is used to investigate case studies of wintertime Arctic meteorological conditions and air

pollution.

80
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3.1 Regionalmodel: WRF coupledwith chemistry (WRF-

Chem)

For the purposes of this thesis the regional WRF-Chem model is used (Grell et al., 2005; Fast

et al., 2006). More speci�cally, quasi-hemispheric and regional simulations are performed

using v.3.9.1.1, with updates discussed in Marelle et al. (2017). Details of the numerical

schemes used in WRF-ARW (Advanced Research WRF) can be found in the technical de-

scription by Skamarock et al. (2008a,b). Brie�y, the equations are prepared in Cartesian (hor-

izontal) coordinates and in a pressure-based terrain adjusted to “eta” (vertical) coordinates

(Laprise, 1992). A 5
th

-order scheme is used for horizontal scalar and momentum advection,

and a 3rd-order scheme for vertical advection. Advection schemes conserve mass, and use a

monotonic �ux limiter (Wang et al. (2009) and references within). Sub-grid-scale horizontal

turbulent mixing is calculated using a 2
nd

-order scheme, and vertical mixing is accounted

for in the chosen Planetary Boundary layer (PBL) scheme (see section 3.1.1).

The WRF-Chem model has been used for large-scale simulations (Eckhardt et al., 2015;

Whaley et al., 2022b,a), and also for regional modelling over the Arctic, e.g. during win-

tertime (Mölders and Kramm, 2010; Mölders et al., 2011) or during spring and summer (Raut

et al., 2017;Marelle et al., 2018, 2021), to investigate regional and local air pollution. WRF/WRF-

Chem is used by many international groups for simulations over di�erent regions, such as

Europe (Chen et al., 2016), Africa (Ade�san and Oghaego, 2018), North America (Bucaram

and Bowman, 2021), the Arctic region (Whaley et al., 2022b,a), Alaska (Mölders et al., 2011;

Monaghan et al., 2018b; Marelle et al., 2021), Siberia (Raut et al., 2017), Asia (Zeng et al., 2020;

Li et al., 2021a). As a result di�erent physical parametrisations, such as land surface mod-

els, e.g., National Centers for Environmental Prediction Oregon State University Air Force

Hydrology Lab (NOAH) land surface model (LSM)/ Multiparameterization (MP), Rapid Up-

date Cycle (RUC) and boundary layer schemes, e.g., Mellor-Yamada-Janjić (MYJ), Yonsei

University (YSU) have been developed and adapted to WRF. The above parametrisations

can be combined with aerosols/chemistry modules, such as Regional Atmospheric Chem-

istry Mechanism (RACM)-Modal Aerosol Dynamics Model for Europe (MADE)/ Secondary

Organic Aerosol Model (SORGAM), Model for Simulating Aerosol Interactions and Chem-

istry (MOSAIC)-4 bin/8-bin and gas mechanisms, e.g. Carbon-Bond Mechanism version

Z (CBM-Z), Statewide Air Pollution Research Center (SAPRC-99) to simulate meteorolog-

ical conditions and aerosol patterns in di�erent regions of the world. Further details are

provided in the following sections.
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3.1.1 WRF setup: Meteorological parametrisations

Part of this thesis examines the role of boundary layer dynamics on aerosols over the Arc-

tic, focusing on Alaska during wintertime. Di�erent schemes within WRF are tested to

understand in particular how the Arctic boundary layer is simulated and in�uences mix-

ing of aerosols under cold/dark conditions. It is essential to simulate the stable conditions,

with strong temperature inversions, which occur during winter in the Arctic, as they are

responsible for trapping pollution near to the surface.

The PBL is the part of the lower troposphere a�ected by the Earth’s surface via tro-

posphere–surface exchanges of heat, moisture, and momentum on sub-hourly time scales

(Stull, 1988). Figure 3.1 shows the boundary layer in high-pressure regions over land, con-

sisting of three major parts: a very turbulent mixed layer, a less-turbulent residual layer

containing former mixed-layer air, and a nocturnal stable boundary layer of sporadic tur-

bulence. The mixed layer can be divided into cloud and sub-cloud layers. The evolution of

the stable boundary layer is mostly driven by turbulent mixing, interactions between the

atmosphere and the surface, and radiative e�ects. At mid-latitude regions the boundary

layer is usually up to 1 km deep, while in the Arctic it is much more shallow, typically

a few hundred meters or less. The stable atmospheric boundary layer is common in the

Arctic during winter, where the absence of incoming solar radiation causes a negative net

radiation at the surface (Chapter 1). If conditions are anticyclonic for several days, then

stable strati�cation may develop. In this case, the residual layer may be completely eroded,

leaving the stable layer in direct contact with the free atmosphere. Dry deposition (and

local wet deposition) also depend on correct representation of the PBL structure. First the

schemes used in this thesis are presented, including a few examples showing the e�ect of

di�erent schemes used throughout the di�erent studies over Alaska and during winter.

Figure 3.1: Diurnal evolution of a boundary layer land surfaces in high pressure regions. From Stull
(1988).
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Land surfacemodels: Two land surface models are tested as part of this thesis: NOAH

LSM and NOAH MP. A detailed explanation about the di�erences between the two versions

of the land surface model (LSM and MP) can be found on Niu et al. (2011a); Chen and Dudhia

(2001) and references within. Brie�y, NOAH LSM calculates sensible and latent heat �uxes,

as well as ground heat �ux, considering parameters such as snow cover and soil, which in-

�uences the temperature and moisture of the land (Skamarock et al., 2008a). The snowpack

is considered as a single layer, while the soil is divided into four layers for which the heat

di�usion equation is solved. NOAH MP requires its own namelist with options for di�erent

physics parametrisations, such as turbulence exchange coe�cients, radiation. The NOAH

MP namelist used throughout this thesis is shown in APPENDIX A. NOAH MP is consid-

ered an evolution of NOAH LSM, including more detailed soil and snow parametrisations,

combined with improved canopy representation. More speci�cally, NOAH MP simulates

more accurate snow skin temperature diurnal variations and improves modelled runo� (Niu

et al., 2011b; Yang et al., 2011).

Surface-layer schemes: The surface-layer scheme determines friction velocities and

turbulent exchange coe�cients. In WRF, the surface-layer scheme is linked to a speci�c

boundary layer scheme. That being said, YSU is linked to Model Version 5 similarity (MM5)

surface-layer revised scheme (Grell et al., 1994; Jiménez et al., 2012), while MYJ is linked to

Eta "similarity theory" (Janjic, 1996; Janić, 2001) surface-layer scheme. In the MM5 scheme,

Monin-Obukhov similarity theory is applied (Monin and Obukhov, 1954).

Boundary layer schemes: WRF includes many di�erent boundary layer schemes and

a few are tested during this thesis for the analysis over central and northern Alaska. In this

thesis results from two commonly used schemes are presented: YSU, a �rst-order closure

model (Hong et al., 2006; Hong, 2010; Skamarock et al., 2008a) and MYJ, a 1.5 order closure

model (Mellor and Yamada, 1982; Janjic et al., 2001). Brie�y, the boundary layer schemes

parametrise turbulent mixing and can be categorized as local (e.g. MYJ) and non-local (e.g.

YSU). In local schemes, the thermodynamic properties of a layer interact only with the

neighbouring layers.

The MYJ scheme determines eddy di�usion coe�cients from prognostically calculated

turbulent kinetic energy (TKE), and determines the PBL height using the TKE pro�le. TKE

is the kinetic energy per unit mass and its associated with eddies in turbulent �ow. The TKE

is largest within the PBL. MYJ de�nes the top of the PBL as the height where TKE decreases

to a prescribed low value (Janjic et al., 2001). MYJ generates less turbulent mixing than non-

local schemes, which may lead to cold biases in more convective situations (Hu et al., 2010).

On the other hand, in non-local schemes, such as YSU, the e�ect of mixing by larger eddies is

considered by applying a counter-gradient (for unstable conditions only) �ux contribution
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Figure 3.2: (a) Model comparison between NOAH MP and LSM, against observed 2m temperatures,
in Kelvin, in Fairbanks during a simulation at 20km over northern Alaska during February 2014. Ob-
servations: US Environmental Protection Agency (EPA). (b) Model comparison between NOAH MP and
LSM, against 2m temperatures (upper plot), in oC, and snow depth, in cm, (lower plot) at a site located
north of Utqiaġvik during a regional simulation at 20km over northern Alaska in February 2014. Ob-
servations: Joshua Jones, Research Professional Geophysical Institute, University of Alaska Fairbanks.
For both comparisons NOAH MP and LSM are coupled to YSU boundary layer scheme.

for theta and momentum, so the properties of one layer may mix with those layers further

away, not just the adjacent layers. The YSU scheme was modi�ed in WRF version 3 using

the formulation by Hong et al. (2006) and increasing the critical bulk Richardson number,

which is the ratio of the density gradient to the velocity gradient and is used as a turbulence

indicator and an index of stability, from zero to 0.25 over land, thereby enhancing mixing in

the stable boundary layer (Hong and Kim, 2008). The YSU scheme uses the bulk Richardson

number for de�ning the top of the PBL and it is calculated starting from the surface (Hong

et al., 2006). Further details are given in Cohen et al. (2015) and references within.

Figure 3.2 shows an example of NOAH MP and LSM validation coupled with YSU at

regional scale (20km) over Alaska during February 2014. Over central Alaska (Fairbanks)

NOAH MP is warmer during the cold periods compared to NOAH LSM and in better agree-

ment with the observations, whereas, NOAH LSM is slightly warmer than MP when obser-

vations are closer to zero (273 K) (Fig. 3.2a). At a site north of Utqiaġvik in northern Alaska

the di�erences in 2m temperatures between NOAH MP and LSM are smaller compared to

Fairbanks (Fig. 3.2b). During this comparison there are also cases where either NOAH

MP or LSM performed slightly better. In terms of other physical parameters, such as snow

depth, both versions of land surface model have di�culties reproducing observed patterns,

however NOAH MP simulates more snow. Both NOAH MP and LSM, combined with dif-

ferent boundary layer schemes, were validated against detailed in-situ observations over
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Alaska for the di�erent studies. This analysis is not included in this thesis, however the

results revealed that NOAH MP coupled with di�erent boundary layer schemes captures

better than NOAH LSM wintertime meteorological conditions over Alaska. The results

presented in Chapter 4–6 of this thesis used the NOAH-MP scheme. Prior to this, compar-

isons and evaluations of di�erent set ups were performed, notably for winter 2014. These

parametrisation schemes can be used with the MOSAIC aerosol 8-bin scheme (see chapter

3.1.2 for more information) (Marelle et al., 2017).

Remaining physics parametrisations: For micro-physics parametrisation, the Mor-

rison 2-moment scheme is used, in which cloud formation, cloud properties, and precipi-

tation at the grid-scale are calculated (Morrison, 2009). For horizontal resolutions coarser

than 10 km, an additional parametrisation for sub-grid cumulus clouds, the Modi�ed Kain-

Fritsch scheme, an evolution of the initial Kain–Fritsch cumulus parametrisation is used

(Berg et al., 2013, 2015). The long-wave (LW) and the short wave (SW) radiation calcula-

tions are performed using the Rapid Radiative Transfer Model for GCMs (RRTMG), and it

is coupled with the aerosol optical properties calculated by the Mie code (Iacono et al., 2008;

Iacono and Nehrkorn, 2010). Mie calculations are performed assuming spherical aerosols

and an average refractive index within each bin.

Initial and boundary conditions: For meteorology they are derived from the National

Centres for Environmental Prediction Final (NCEP-FNL) meteorological reanalysis data

(0.1
o
x0.1

o
, http://rda.ucar.edu/datasets/ds083.2/) and the European Centre for

Medium-Range Weather Forecasts (ECMWF) Reanalysis v5 (ERA5,Hersbach andDee (2016)),

with a horizon/tal resolution of 0.25
o
x.25

o
and updated every 6 h. Brie�y, FNL �elds are used

in the models runs presented in Chapters 4 and 5 for winter 2014. They are produced from

the Global Data Assimilation System (GDAS), which uses the same data assimilation and

forecast system as the NCEP Global Forecast System (GFS). FNL provides the geopotential

height, temperature, relative humidity, and other parameters at 26 and more pressure levels

from 1.000 to 10 hPa. ERA5 data are used in the model runs presented in Chapter 6 for winter

2019. ERA5 is the latest generation European reanalyses produced by the ECMWF. Com-

pared to ERA-Interim former reanalysis data, ERA5 includes a higher spatial and temporal

resolution as well as a more recent model and data assimilation system. Parameters such

as precipitation, for example, are represented better at ERA5 than ERA-Interim (Albergel

et al., 2018). A recent detailed study by Chen et al. (2021), showed that ERA5 performs better

than FNL, on a global scale, for parameters such as weighted mean temperatures. Overall

ERA5 performs better than other reanalysis data (such as ERA-I, Modern Era Retrospective

analysis for Research and Applications-version 2 (MERRA-2)) for temperature, wind speed,

http://rda.ucar.edu/datasets/ds083.2/
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and speci�c humidity compared to observations in the high Arctic (79
o

N) (Graham et al.,

2019). However, it is known that perform less well over Arctic sea ice (Kayser et al., 2017;

Naakka et al., 2018). In this thesis, 50 pressure levels are used, with 10 levels in the PBL. It

would be advisable to use more pressure levels for simulations in the Arctic, however for

chemistry and aerosol simulations this is more computationally expensive.

Land use categories: Two di�erent databases of land use categories are provided with

the WRF version used in this study (https://www2.mmm.ucar.edu/wrf/users/docs/

user_guide_V3/). The default choice is Moderate Resolution Imaging Spectroradiome-

ter (MODIS) – International Geosphere-Biosphere Programme (IGBP) 20 category data,

which is based on data from January to December 2001 (Friedl et al., 2002). An alternative set

of land use categories data is provided based on 24 United States Geological Survey (USGS)

categories, which contains global imagery from April 1992 to March 1993 (Esteve and Sis-

tach). The data are provided in di�erent resolutions, such as 30”, 2’,5’and 10’, where ” stands

for arc seconds and ’arc minutes. MODIS land use categories are used in this thesis. USGS

data are tested regionally for simulations over central Alaska and the results are brie�y

discussed here.

Table 3.1 shows the di�erent land use categories in MODIS and USGS. In a simulation

for winter 2019 and at 33km over central Alaska, the model, using MODIS data, ’sees’ the

Fairbanks area as Evergreen Broadleaf Forest. On the other hand, when USGS data are used,

the model ’sees’ also Evergreen Broadleaf for Fairbanks, but mixed forest (#15 - USGS, Ta-
ble 3.1) to the north. At this coarse resolution, the model does not see urban areas, however

at higher resolutions (e.g. 1 km), the model distinguishes better urban, forests and tundra

(Maillard et al. in prep. for GMD). The di�erences in temperatures due to using di�erent

land use categories databases are small in Fairbanks, with USGS leading to higher winds

in the model (not shown here). Further investigation is needed to determine the reasons

for these discrepancies in model meteorology due to land use categories. Both databases

were generated a long time ago and since then land-use patterns have changed (Jiang et al.,

2008; Nguyen et al., 2020) and more recent studies have updated land use categories, using

remote sensing data, leading to improved simulated air temperature, winds and precipita-

tion (Chang et al., 2014; De Meij et al., 2014; Schicker et al., 2016; Li et al., 2020). Land-use

categories are used as input to calculate dry deposition velocities of aerosols and trace gases

for speci�c parametrisations in WRF-Chem (see section 3.1.2.1).

Nudging methods: Two di�erent nudging methods are applied: grid and spectral

nudging. In this thesis, the WRF temperatures and winds are nudged at each dynamical

step to the reanalysis above the atmospheric boundary layer. See Chapters 4, 5, 6 for fur-

ther discussion. A series of studies investigated the role of grid and spectral nudging, above

https://www2.mmm.ucar.edu/wrf/users/docs/user_guide_V3/
https://www2.mmm.ucar.edu/wrf/users/docs/user_guide_V3/
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Table 3.1: Land-use mapping using the 20-category MODIS–IGBP and 24-category USGS schemes.

MODIS USGS MODIS USGS

Evergreen Needeleleaf Forest Evergreen Needleleaf 1 14

Evergreen Broadleaf Forest Evergreen Broadleaf 2 13

Deciduous Needleleaf Forest Deciduous Needleleaf Forest 3 12

Deciduous broadleaf Forest Deciduous Broadleaf Forest 4 11

Mixed Forest Mixed Forest 5 15

Closed Shrubland Shrubland 6 8

Open Shrubland Mixed Shrubland/Grassland 7 9

Woody Savanna Savanna 8 10

Savanna Savanna 9 10

Grassland Grassland 10 7

Permanents Wetland Herbaceous Wetland 11 17

Cropland Irrigated Cropland and Pasture 12 3

Urban and Built-up Urban and Built-up Land 13 1

Cropland/Natural Mosaic Cropland/Grassland Mosaic 14 5

Snow and Ice Snow and Ice 15 24

Barren or Sparsely Vegetated Barren or Sparsely Vegetated 16 19

Water Water Bodies 17 16

Wooded Tundra Wooded Tundra 18 21

Mixed Tundra Mixed Tundra 19 22

Barren Tundra Bare Ground Tundra 20 23

the planetary boundary layer, on regional simulations (Miguez-Macho et al., 2004; Pohl and

Crétat, 2014; Omrani et al., 2015; Mai et al., 2017). Brie�y, for spectral nudging, proposed by

Waldron et al. (1996) and later improved by von Storch et al. (2000), a fast-Fourier transform is

used to transform the input analysis data for spectral analysis and then to nudge WRF �elds.

This technique ensures consistency between the simulated large-scale circulation and the

analysis �elds and allows small-scale details in the model to evolve without nudging. On

the other hand, an arti�cial tendency term is used for grid nudging in the prognostic equa-

tions to relax each grid point toward the di�erence between a value that is interpolated in

time from the analyses and the model values (Stau�er and Seaman, 1990). Spectral nudging

is applied in zonal and meridional directions, while grid nudging is conducted in every grid

cell (Liu et al., 2012). In a spring-summer study over China, Ma et al. (2016), using WRF,

reported that, compared to observations, spectral nudging improved simulated precipita-

tion, while grid nudging improved simulated air humidity and wind speeds. However, Liu

et al. (2012), also using WRF, reported that spectral nudging outperformed grid nudging at

large and small scales. It is an open research issue and further investigation is needed to

determine which method is more suitable for large/regional scale simulations.
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3.1.2 WRF-Chem: Aerosol and chemistry schemes

MOSAIC aerosol scheme: There are di�erent aerosol modules implemented in WRF-

Chem. In this thesis, the MOSAIC aerosol model is used (Zaveri et al., 2008). There are

eight discrete size bins between 39 nm and 10 µm in MOSAIC, representing the aerosol size

distribution. In the version used here, MOSAIC includes 176 aerosol species: 8 bins × 11

species (mass concentrations for 8 chemical species + 2 species for aerosol water + 1 bulk

number concentration) × 2 (activated or interstitial aerosol). As a result, MOSAIC is one

of the most computationally costly aerosol mechanisms available in WRF-Chem. In the

current form, MOSAIC cannot be used to perform high resolution simulations over long

periods and large domains. Aerosols are internally mixed within each bin. Within each

size bin and each grid cell, MOSAIC calculates aerosol number concentrations, as well as

mass concentrations of SO
2−
4 , NO

−
3 , NH

+
4 , BC, OA, Na

+
, Cl

−
, and “other inorganic” (OIN,

including silica, other minerals, and trace metals). Inorganic species such as potassium (K)

and magnesium (Mg) are not explicitly modelled in MOSAIC as they are usually present in

smaller amounts compared to other cations in aerosols. Coagulation is calculated following

the approach of Jacobson et al. (1994). Nucleation is based on the homogeneous H2SO4-H2O

scheme of Wexler et al. (1994), and new particles grow (as SO
2−
4 and NH

+
4 ) to the lower bin of

the MOSAIC 8-bin scheme (39 nm). Aqueous chemistry in clouds follows Fahey and Pandis

(2001) and includes oxidation of S(IV) by H2O2, O3 and other radicals, as well as uptake of

NH3, HNO3 and HCl. MOSAIC includes 18 irreversible heterogeneous reactions, including

reactions of solids and liquids with gases such as H2SO4 (nonvolatile), methanesulphonic

acid (CH3SO3H), HNO3, HCl and NH3 (Zaveri et al., 2008) (see discussion in Chapter 2). Gas-

particle partitioning in MOSAIC uses module called Adaptive Step Time-Split Euler Method

(ASTEM), described in detail in Zaveri et al. (2008). Further discussion is provided about

available and possible missing reactions on SSA in Chapter 4 and for secondary formation

of NO
−
3 and SO

2−
4 aerosols in Chapter 6.

Gas-phase chemistry schemes: MOSAIC 8-bin is coupled to three di�erent gas-phase

chemistry schemes available in WRF-Chem: CBM-Z (73 species, 237 reactions, Zaveri and

Peters (1999)), SAPRC-99 (79 species, 235 reactions, Carter (2000)) and Model of Ozone and

Related Chemical Tracers (MOZART) (85 species and 196 reactions, Emmons et al. (2010)).

In this thesis, SAPRC-99 scheme is used, as it is coupled to MOSAIC and SOA formation

(Shrivastava et al., 2011a; Marelle et al., 2017; Whaley et al., 2022b). MOSAIC is coupled with

a SOA formation mechanism, Volatility Basis Set with 2 volatility species (VBS-2) and uses

the “volatility basis set” approach (Robinson et al., 2007; Shrivastava et al., 2011a). The VBS-2

mechanism represents POA by two volatility species: (i) aerosol-phase POA and gas-phase
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POA species. The latter reacts with OH to produce SI-SOA(a) and SI-SOA(g). SI-SOA is a

component of SOA formed due to photochemical oxidation of all S/IVOC precursors. The

VBS-2 mechanism also includes 1-species treatment of traditional SOA (V-SOA), produced

by oxidation of biogenic and traditional anthropogenic VOCs. It also includes SOA forma-

tion from the oxidation of S/IVOCs. In total, there are 40 POA species (8 gas, 32 aerosols),

20 SI-SOA species (4 gas, 16 aerosols) and 10 V-SOA species (2 gas, 8 aerosols), which are

up to 5 times less than the species included in VBS-9 scheme, also implemented in MO-

SAIC, but not used due to huge computational burden. SOA formation from S/IVOC is not

included in this version of the MOSAIC/VBS-2 mechanism. There are uncertainties on the

way S/IVOC emissions are estimated, as POA or VOC emissions are multiplied by a factor

of 6.5, based on case studies in Mexico city (Hodzic et al., 2010), and cannot be used for

global studies (Shrivastava et al., 2015). Also, the current treatment of S/IVOC formation

in the model was found to be extremely computationally expensive for quasi-hemispheric

simulations (Marelle et al., 2017). Gas-phase chemistry equations in SAPRC-99 are solved

by a Runge-Kutta-Rosenbrock-type code (Rodas3 solver, Sandu et al. (1997)).

Initial and boundary conditions of trace gases and aerosols are derived from the

global chemical-transport model MOZART-4 (Emmons et al., 2010) and from the Community

Atmosphere Model with Chemistry (CAM-Chem) (Buchholz et al., 2019; Emmons et al.,

2020). Brie�y, MOZART-4 is a global chemical transport model for the troposphere and

requires meteorological �elds from either climate models or reanalysis data. MOZART-4

�elds are used in the model runs presented in Chapters 4 and 5 for winter 2014. The stan-

dard MOZART-4 mechanism includes 85 gas-phase species, 12 bulk aerosol compounds,

39 photolysis and 157 gas-phase reactions and the calculation of SO
2−
4 , BC, POA, SOA,

NH4NO3, and SSA. MOZART-4 simulations are run using �xed lower boundary conditions

constrained by observations, instead of direct emissions for CH4, H2 and N2O and mixing

ratios of several species (O3, NOx, HNO3, N2O5, CO, CH4) are constrained in the stratosphere

since MOZART-4 does not have complete stratospheric chemistry (Emmons et al. (2010) and

references within). CAM-Chem output based on simulations at 0.9 x 1.25 horizontal resolu-

tion simulation with 56 vertical levels, the meteorology is driven by speci�ed dynamics, by

nudging to Modern-Era Retrospective analysis for Research and Applications (MERRA2) re-

analysis and the anthropogenic emissions are from Coupled Model Intercomparison Project

round 6 (CMIP6). CAM-Chem �elds are used as input and boundary conditions in the model

runs presented in Chapter 6 for winter 2019. The MOZART-tropospheric chemistry scheme

(T1) mechanism is used, which includes 46 gas-phase species, 28 photolysis, 112 kinetic re-

actions and it is considered an improvement compared to previous versions (Emmons et al.

(2020) and references within). CH4 and CO2 in WRF-Chem are set to a single global value:
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1.7 parts per billion (ppb) CH4, 390 parts per million (ppm) CO2.

3.1.2.1 Removal treatments

In WRF-Chem, wet and dry removal treatments are included for gases and aerosols. Wet

removal of aerosols by grid-resolved clouds includes in-cloud and below-cloud removal by

rain, snow, and graupel by Brownian di�usion, interception, and impaction mechanisms

(Easter et al., 2004; Chapman et al., 2009). Wet-removal due to subgrid-scale convective

clouds (Berg et al., 2015) is also included in this MOSAIC version and described on previous

studies (Marelle et al., 2017; Raut et al., 2017). In-cloud wet removal occurs when cloud

droplets including aerosols are converted to precipitation. Modelled precipitation can also

remove a fraction of below-cloud aerosols by impaction. Also, wet removal in cumulus

parameterization is included, considering the e�ect of cumuli on aerosols and trace gases

in the model (Berg et al., 2015).

Dry deposition of aerosols and trace gases are also included in the model. For the dif-

ferent gas-phase schemes in WRF-Chem (e.g. SAPRC-99, MOZART), the dry deposition is

calculated following the resistance scheme of Wesely (1989) for di�erent seasonal categories

in the WRF-Chem. This version of WRF-Chem includes a modi�ed version of Wesely (1989)

to improve dry deposition on snow (Marelle et al., 2016). In this thesis, two di�erent aerosol

dry deposition schemes are used. Initially, the model is run using Zhang et al. (2001) dry

deposition scheme, calculating aerosol dry deposition velocities over di�erent land cate-

gories. The MOSAIC dry deposition scheme is also tested, which is based on Binkowski and

Shankar (1995). In both cases, factors for aerodynamic resistance, Brownian di�usion, im-

paction process, interception collection e�ciency are calculated, either taking into account

the di�erent land categories (Zhang et al., 2001) or by using uniform factors, e.g., for the

calculation of Stokes number in MOSAIC dry deposition scheme and applying an empirical

correction for convective velocity scale obtained fromWesely (1989). Aerosol sedimentation

in MOSAIC is calculated throughout the atmospheric column based on the Stokes velocity

scheme, as described in (Marelle et al., 2017). As mentioned earlier, land-use categories are

important for calculating dry deposition velocities. From version WRF-Chem 3.8 the default

choice to produce land use categories has changed, from USGS to MODIS data. However,

parts of WRC-Chem code were not adapted to this changes. To calculate the dry deposition

velocities using Zhang et al. (2001) parametrisation it is necessary �rst to map model land-

use categories with the categories used by Zhang et al. (2001). This mapping was based on

the assumption that USGS land use data are used in the model. As a result the calculated

dry deposition velocities were wrong, as the parameters applying to the calculations were
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based on the wrong land use category. In the version used here this bug is corrected and

the module now checks �rst which database is used before the mapping with the Zhang

et al. (2001) land categories. Further details for the dry deposition schemes are presented in

Chapter 4.

3.2 Anthropogenic emissions

In order to simulate Arctic Haze and investigate the contribution of regional and local

sources on aerosol composition in the Arctic region, it is essential to provide the model

with the necessary input emission data. These emissions are derived from two di�erent

emission inventories, and they are described in the following sub-sections.

3.2.1 ECLIPSE emission inventory

In the �rst half part of this thesis (Chapters 4 and 5) global anthropogenic emissions of

NOx, CO, BC, SO2, NH3, OC, OM, VOCs derived from Evaluating the Climate and Air Qual-

ity Impacts of Short-Lived Pollutants (ECLIPSE) version 6b, with initial resolution of 50×50

km are used (Fig. 3.3) (Klimont et al., 2017; Höglund-Isaksson et al., 2020). These emissions

were developed and used for the AMAP SLCF assessment report and evaluated in Wha-

ley et al. (2022b), including WRF-Chem. WRF-Chem, among other models, performed well

on simulating mid-latitude O3, NO2 and SO
2−
4 to within 10%–20% (Whaley et al., 2022b).

Brie�y, the ECLIPSE emission inventory was created with the Greenhouse gas – Air pollu-

tion Interactions and Synergies (GAINS) (http://gains.iiasa.ac.at) model (Amann

et al., 2011; Klimont et al., 2017), which provides emissions of long-lived greenhouse gases

and shorter-lived species, including information about key sources of emissions, environ-

mental policies, and mitigation scenarios. For more information, see Stohl et al. (2015b) and

references within.

Emissions from the energy, industrial, residential, transportation, agriculture, shipping,

waste processing, �aring and solvent sectors are included in ECLIPSE v6b. ECLIPSE v6b,

compared to previous versions, has improved regional resolution (e.g. Africa), updated

legislation and historical data, includes a new sector (waste) and soil emissions for NOx,

gridding patterns updated for several sectors, including power plants, �aring, transport, in-

dustry, and signi�cant sulphur emission reductions (Grennfelt et al., 2020). Figure 3.3 (a-g)
shows total annual emission �uxes for all mentioned species, and Figure 3.3 (h1,h2) shows

BC emissions from energy and industry and �aring sectors for 2014 (results presented for

winter 2014 in Chapter 5). Agricultural waste burning emissions from ECLIPSE v6b are

http://gains.iiasa.ac.at
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Figure 3.3: Yearly ECLIPSE v6b anthropogenic emission �uxes in the Northern Hemisphere for (a) NOx,
(b) NH3, (c) VOCs, (d) SO2, (e) OC, (f) OM, (g) CO and (h) BC in kgm-2year-1, including all the sectors, as
described in section 3.2.1. (h1) and (h2) show BC emissions only for energy, industry and �aring sectors,
respectively.

excluded to avoid double counting with biomass burning emissions which are discussed in

Section 3.3.

3.2.2 CAMS emission inventory

Copernicus Atmosphere Monitoring Service (CAMS) emission inventory, version 5.3, is

used also in this thesis, with initial resolution of 10×10 km ((Soulie, 2022)). Results pre-

sented for winter 2019 in Chapter 6) and sensitivity analysis comparing to ECLISPE v6b

in Chapter 5. Brie�y, CAMS anthropogenic emissions are based on Community Emissions

Data System (CEDS) version 2 and the di�erent sectors need to correspond to Emissions

Database for Global Atmospheric Research (EDGAR) version 5 emissions (McDu�e et al.,

2020). Anthropogenic emissions from energy plants, oil re�neries, industry, fugitives, road

and non-road transportation, residential, solvents, manure management, soil, and water

waste sectors are included in CAMS inventory. Agricultural waste burning emissions from

CAMS are also excluded. Figure 3.4 (a-g) also shows total emissions for all mentioned

species, and Figure 3.4 (g1,g3) shows BC emissions from energy (energy plants) and in-

dustry, fugitive and oil re�neries sectors for 2019 (see in Chapter 6 for further discussion).

3.2.3 ECLIPSE vs. CAMS anthropogenic emissions

Table 3.2 shows the sum of total emissions, in Mtyear
-1

, of NOx, NH3, CO, SO2, OC, OM,

VOCs, NMVOC, BC for 2014 and 2019, for ECLIPSE v6b and CAMS v5.3 emission inven-

tories. Also, the sum calculated for BC for speci�c only sectors, e.g., industry and energy
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Figure 3.4: Yearly CAMS 4.2 anthropogenic emissions in the Northern Hemisphere for (a) NOx, (b) NH3,
(c) NMVOC, (d) SO2, (e) OC, (f) CO and (g) BC in kgm-2year-1, including all the sectors, as described in
sub-section 3.2.1. (g1), (g2) and (g3) show BC emissions only for energy (energy plants) and industry,
fugitive and oil re�neries sectors, respectively.

Table 3.2: Total global emissions of NOx, NH3, CO, SO2, OC, OM, BC and BC �aring and industry and
energy emissions for 2014 (ECLIPSE v6b and CAMS v5.3 (in parenthesis) inventories) and 2019 (CAMS
inventory) in Mt year-1.

ECLIPSE v6b (CAMS) 2014 CAMS 2019

NOx 125.8 (77.9) 75.4

NH3 60.5 (48.4) 49.8

CO 540.2 (581) 558

SO2 78.2 (104) 90.6

OC 13.5 (11.8) 11.6

OM 21.8 (N/A) N/A

VOCs 110 (166) 163.3

NMVOCs N/A (144) 144

BC 6.3 (4.39) 4.15

BC-�aring (oil re�neries) 0.15 (0.834) 0.729

BC-fugitive N/A (0.0157) 0.0180

BC-industry-energy 0.64 (1.366) 1.256

sectors, �aring (ECLIPSE v6b) and fugitive (CAMS v5.3) sector. During 2014 ECLIPSE and

CAMS emissions report similar magnitude for NH3, CO, OC, BC, however ECLIPSE includes

almost double NOx emissions compare to CAMS. CAMS inventory includes more SO2 and

BC due to industry and energy sectors, compared to ECLIPSE for 2014.
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3.3 Biomass burning emissions

Biomass burning emissions are an important source of air pollution in the Arctic, during

spring (transported from low altitudes – (Warneke et al., 2010)) and summer or early autumn

(local �res in Alaska and Siberia – (Haque et al., 2021; Johnson et al., 2021)). While this thesis

focuses on the wider Arctic region and most speci�cally over Alaska during wintertime,

biomass burning emissions are included in the simulations since the model is run either

from early or mid–autumn at a quasi-hemispheric scale. WRF-Chem includes a �re plume

rise model (Freitas et al., 2007; Sessions et al., 2011). Global Fire Emissions Database (GFED)

emissions are used in Chapters 4 and 5. FINN emissions are used in Chapter 6 and both and

are described here.

GFED emission inventory (version 4.1), with a spatial resolution of 0.25 degrees, is

used in this thesis and speci�cally for the two out of three projects (Chapter 4 and 5) (RAN-

DERSON et al., 2017). GFED provides global estimates of monthly burned area, emissions

and fractional contributions of di�erent �re types and daily/3-hourly �elds to scale the

monthly emissions to higher temporal resolutions. It was used in the recent AMAP runs

for 2014/2015, including WRF-Chem (Whaley et al., 2022b).

3.3.1 FINN

FINN v2.4 emission inventory (Wiedinmyer et al. 2022 in prep.), with a spatial resolution

of 1 km, is also used in this thesis as part of the third project (Chapter 6). FINN emissions

are based on �re detections by Moderate Resolution Imaging Spectroradiometer (MODIS)

and Visible Infrared Imaging Radiometer Suite (VIIRS) space-born instruments.

3.4 Natural emissions

Natural emissions, such as SSA , have been identi�ed as an essential component of �ne

and coarse mode aerosols at remote Arctic sites, contributing to the total aerosol burden

in the Arctic region (Kirpes et al., 2019; Moschos et al., 2022b). This is investigated further

in Chapter 4. Dust and volcanic emissions also contribute to Arctic Haze and thus it is

important to include those emissions on our simulations (Huang et al., 2015; Stone et al.,

2014; Zwaaftink et al., 2016). The subsections below describe the natural emissions used in

this thesis.
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3.4.1 Sea-spray emissions

SSA emissions are calculated online in the model. The primary mechanism leading to the

formation of SSA is bubble bursting (jet-drop and �lm-drop formations) on the sea surface

due to wind stress during whitecap formation (Monahan et al., 1986a). SSA are calculated

for the available schemes in WRF-Chem, for example GOCART or MOSAIC. Brie�y, in the

base version of WRF-Chem for MOSAIC, SSA emissions are calculated using the source

function from Gong et al. (1997), which depends on the whitecap formation, by Monahan

et al. (1986a), and thus depends on modelled 10 m wind speed. The emission �ux scales

linearly with the fraction of ocean area covered by whitecaps. There are a variety of ways

to determine whitecap fraction, such as by using photos, videos from cruises, laboratory

experiments and using satellite data (De Leeuw et al., 2011). Also, a source function for

small particles, coupled to Gong et al. (1997) scheme, based on Fuentes et al. (2010, 2011) is

to include a source of marine organics. The whitecap fraction used in MOSAIC is based on

laboratory results by Monahan and Muircheartaigh (1980).

Results presented in Chapter 4 of this thesis show the importance of taking into account

di�erent mechanisms a�ecting SSA productivity, following more up-to-date studies. The

updates include a more realistic whitecap fraction based on satellite data (Salisbury et al.,

2014), a SST dependence of SSA emissions (Jaeglé et al., 2011), considering emissions from

open leads, by calculating SSA emissions from a grid which is not fully sea-ice covered,

including a local source of marine organics for simulations focusing on northern Alaska

(Kirpes et al., 2019) and a higher wind speed dependence for sub-micron SSA based on

results from an Arctic cruise (Russell et al., 2010).

3.4.2 Biogenic emissions

Biogenic emissions derived from the online Model of Emissions of Gases and Aerosols from

Nature (MEGAN, Guenther et al. (2006)), with a resolution of 1 km are used for simulations

in all Chapters. MEGAN estimates the net emission of gases and aerosols from terrestrial

ecosystems into the atmosphere. Moreover, WRF-Chem includes input land cover data,

derived either from U.S. Geological Survey (USGS) or MODIS and then parameters such as

green vegetation fraction and leaf area index are estimated (Li et al. (2014) and references

within).

Also, soil daily NOx emissions, 1.0
o

x 1.0
o
, are used in the model runs presented in this

thesis, which derived from POLar study using Aircraft, Remote sensing, surface measure-

ments and modelling of Climate, Chemistry, Aerosols, and Transport (POLARCAT) model

inter-comparison (POLMIP, Emmons et al. (2015)) project.
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3.4.3 Volcanic emissions

Daily volcanic daily SO2 emissions, 1.0
o

x 1.0
o
, are implemented in the model for simulations

presented in Chapters 4 and 5, and derived from POLar study using Aircraft, Remote sens-

ing, surface measurements and modelling of Climate, chemistry, Aerosols, and Transport

(POLARCAT) model inter-comparison (POLMIP, Emmons et al. (2015)) project.

Volcanic daily emissions, 1.0
o

x 1.0
o
, from CAMS are used in the 2019 runs (Chapter

6). The volcanic gas emission data are obtained from the Network for Observation of Vol-

canic and Atmospheric Change (NOVAC) network, and for each volcano, data are combined

with meteorological information to derive daily statistics of total SO2 emission for each

volcano. The gas emission is calculated using the Scanning di�erential optical absorption

spectroscopy (ScanDOAS) technique described in Galle et al. (2010).

3.4.4 DMS emissions

Dimethyl sulphide (DMS) emissions are also used in the runs presented in Chapters 4,5 6,

which is an important source of SO2 and SO
2−
4 . Monthly oceanic DMS emissions derived

from Lana et al. (2011) and the implementation in the model is described in Marelle et al.

(2017).

3.4.5 Dust and lighting NOx emissions

Dust emissions are also calculated online in the model, and they are based on the Goddard

Chemistry Aerosol Radiation and Transport (GOCART) emission scheme (Chin et al., 2002),

considering modelled 10 m wind speed and soil water content.

Online lightning NOx emissions are based on a scheme by Barth et al. (2014). However,

these are not essential emissions for regional simulations over Alaska and the broader Arctic

region due to a lack of lightning activity (lack of local thunderstorms) during wintertime.

3.5 Observations: Routinemonitoring sites and campaign

data

Di�erent in-situ databases are used at Arctic-wide or regional scale, providing detailed ob-

servations of meteorological and aerosol composition data to evaluate the di�erent sim-

ulations performed with WRF-Chem. All the di�erent databases used in this thesis are

described in detail in Chapters 4, 5 and 6.
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Brie�y, aerosol concentrations, such as total PM2.5 or speciated measurements such

as NO
−
3 , SO

2−
4 , Na

+
, Cl

−
, NH

+
4 , OC, EBC, and meteorological, such as temperature, wind

speed and direction, either at the surface or di�erent altitudes are used. This includes ob-

servations from Environmental Protection Agency (EPA), European Monitoring and Eval-

uation Programme dataBASE (EBAS, http://ebas.nilu.no), Interagency Monitoring

of Protected Visual Environments (IMPROVE, (http://views.cira.colostate.edu/

fed/QueryWizard/Default.aspx), NOAA / Earth System Research Laboratories (ESRL)

/ Global Monitoring Laboratory (GMD), University of Wyoming.

Case studies are also presented in Chapters 4, 5 and 6, focusing on particular periods

when �eld campaigns took place:

Field campaign at Utqiaġvik: This campaign focused on improving our understand-

ing about aerosol chemical composition and heterogeneous processing during wintertime

in the Arctic due to changes on marine emissions coupled with transported anthropogenic

pollution. During the �eld campaign (January – February 2014) at Utqiaġvik atmospheric

particles were collected northeast of Utqiaġvik town (Kirpes et al., 2018, 2019). The analysed

samples were collected either during daytime or nighttime, and only when wind directions

were between 75 and 225 degrees, to exclude local pollution. See Chapter 1 for the location

of Utqiaġvik.

pre-ALPACA campaign: Detailed observations of aerosols, trace gases and aerosol

distribution (e.g. BC, O3, NO2, CO, NO) were collected during the French pre-ALPACA

campaign (November – December 2019) at Fairbanks downtown and led by researchers

from six French laboratories and the University of Alaska Fairbanks (UAF) (Simpson et al.,

2019; Maillard et al., 2022; Cesler-Maloney et al.). It took place before the main ALPACA

campaign, in January–February 2022 as part of the PACES/IGAC (Pollution in the Arctic:

Climate, Environment and Societies/ International Global Atmospheric Chemistry) initia-

tive (Simpson et al., 2019). The aim of ALPACA is to provide insights on wintertime Arctic

air pollution in urban areas. Detailed observations will help us to better understand how

secondary aerosols are formed under dark/cold conditions and the in�uence of wintertime

meteorological conditions. This knowledge can be applied in the wider Arctic where de-

tailed observations are less available to address air pollution impacts due to increasing local

sources because of the rapid economic development in the Arctic. See Chapter 1 for loca-

tion of Fairbanks. Further information about the observations collected during and the aim

of the pre-ALPACA campaign are given in Chapter 6.

Statistical tools, such as bias and Root-Mean-Square Error (RMSE) are used through

out the thesis to evaluate the model performance with regard to observed meteorological

parameters and aerosols. Model output �les are every 3h, due to limited storage space. The

http://ebas.nilu.no
(http://views.cira.colostate.edu/fed/QueryWizard/Default.aspx
(http://views.cira.colostate.edu/fed/QueryWizard/Default.aspx
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model output parameters, such as temperatures, winds, aerosols are not averaged over the

3h, but the output model parameters are the value at the speci�c moment. Note that in the

model parameters such as precipitation or deposition are accumulated.

Observations are usually every 5 or 30 minutes, hourly or daily averages, but not always

available during all simulation days. For example, to compare the model results with daily

averaged observations, the corresponding model daily averages are calculated. In both

cases, only the model results which correspond to same observed date/period are used.

In case the observations are at higher resolution then the hourly averages are calculated

and observations and model output corresponding to the same period are used. Here, two

methods are used to calculate biases (Equations 3.1 and 3.2).

bias = model_average− observations_average (3.1)

biasi = modeli − observationsi (3.2)

In the �rst method (Eq. 3.1) �rst the average value of the model outputs and observa-

tions are calculated and then the di�erences. Note that the observations and model include

the same number of data points (i), which correspond to the same time and date periods.

For the second method (Eq. 3.2), �rst the di�erences (biases) between the model and obser-

vations are calculated point by point (for each i) and then the average of these di�erences

are calculated separately. These two methods generally lead to similar results, with only

very small di�erences between the two (less than 1%).

To calculate RMSE the following expression is used:

RMSE =

√
1

n

n∑
i=1

(xmod,i − xobs,i)
2

(3.3)

where xmod and xobs are the modelled and observed parameter and n the total number

of points.
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Chapter 4

Wintertime Arctic Haze and sea-spray

aerosols

The Arctic is in�uenced by enhanced concentrations of air pollutants from mid-latitudes

source regions, during winter and spring (Rahn and McCa�rey, 1980; Quinn et al., 2002a).

However, there are also local anthropogenic and natural sources within Arctic, which are

contributing to Arctic Haze during winter and the winter-spring transition (Schmale et al.,

2018; Kirpes et al., 2019). Regional and global models tend to underestimate wintertime Arc-

tic Haze composition, such as SO
2−
4 (Whaley et al., 2022b). SSA are an important contributor

to total aerosol burden at coastal Arctic sites, but their contribution to Arctic Haze has not

been examined in detail (Kirpes et al., 2019).

This study �rst investigates the ability of the model to simulate Arctic Haze at remote

Arctic sites during wintertime. A particular focus of is on SSA, to improve our understand-

ing about processes a�ecting modelled SSA and their contribution to Arctic Haze over the

wider Arctic. A more detailed regional study over northern Alaska, following a �eld cam-

paign which took place at Utqiaġvik during winter 2014 (Kirpes et al., 2018, 2019). The role

of processes, such as dry deposition and sea-ice fraction, on SSA are also examined, as well

as production of marine organics associated with SSA. It is discussed whether other sources

of SSA, such as blowing snow and frost �owers, might be important for sub-micron SSA at

coastal Arctic sites during wintertime.

This study is submitted as: Ioannidis, E., Law, K. S., Raut, J.-C., Marelle, L., Onishi, T., Kirpes,

R. M., Upchurch, L., Massling, A., Skov, H., Quinn, P. K., and Pratt, K. A.: Modelling winter-

time Arctic Haze and sea-spray aerosols, EGUsphere [preprint], https://doi.org/10.5194/egusphere-

2022-310, 2022. The paper is presented in the following sections. The Supplementary Material

is given in Appendix A.
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4.1 ModellingwintertimeArcticHaze and sea-spray aerosols

4.1.1 Abstract

Anthropogenic and natural emissions contribute to enhanced concentrations of aerosols,

so-called Arctic Haze in the Arctic winter and early spring. Models still have di�culties

reproducing available observations. Whilst most attention has focused on the contribution

of anthropogenic aerosols, there has been less focus on natural components such as sea-

spray aerosols (SSA), including sea-salt sulphate and marine organics, which can make an

important contribution to �ne and coarse mode aerosols, particularly in coastal areas. Mod-

els tend to underestimate sub-micron and overestimate super-micron SSA in polar regions,

including in the Arctic region. Quasi-hemispheric runs of the Weather Research Forecast

model, coupled with chemistry model (WRF-Chem) are compared to aerosol composition

data at remote Arctic sites to evaluate the model performance simulating wintertime Arctic

Haze. Results show that the model overestimates sea-salt (sodium and chloride) and nitrate

and underestimates sulphate aerosols. Inclusion of more recent wind-speed and sea-surface

temperature dependencies for sea-salt emissions, as well as inclusion of marine organic and

sea-salt sulphate aerosol emissions leads to better agreement with the observations during

wintertime. The model captures better the contribution of SSA to total mass for di�er-

ent aerosol modes, ranging from 20-93% in the observations. The sensitivity of modelled

SSA to processes in�uencing SSA production are examined in regional runs over northern

Alaska (United States) where the model underestimates episodes of high SSA, particularly

in the sub-micron, that were observed in winter 2014 during �eld campaigns at the Barrow

Observatory, Utqiaġvik. A local source of marine organics is also included following previ-

ous studies showing evidence for an important contribution from marine emissions. Model

results show relatively small sensitivity to aerosol dry removal with more sensitivity (im-

proved biases) to using a higher wind speed dependence based on sub-micron data reported

from an Arctic cruise. Sea-ice fraction, including sources from open leads, is shown to be a

more important factor controlling modelled super-micron SSA than sub-micron SSA. The

�ndings of this study support analysis of the �eld campaign data pointing out that open

leads are the primary source of SSA, including marine organic aerosols during wintertime

at the Barrow Observatory, Utqiaġvik. Nevertheless, episodes of high observed SSA are

still underestimated by the model at this site, possibly due to missing sources such as SSA

production from breaking waves. An analysis of the observations and model results does

not suggest an in�uence from blowing snow and frost �owers to SSA during the period

of interest. Reasons for the high concentrations of sub-micron SSA observed at this site,
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higher than other Arctic sites, require further investigation.

4.1.2 Introduction

The Arctic region is warming faster than any other region on Earth (IPCC, 2021). Green-

house gases, in particular carbon dioxide, and short-lived climate forcers like methane,

ozone and, aerosols have a signi�cant impact on the environment, with a particularly strong

warming e�ect in the Arctic region (AMAP, 2015; IPCC, 2021). This region is in�uenced by

enhanced concentrations of aerosols (including sulphate (SO
2−
4 ), nitrate (NO

−
3 ), black car-

bon (BC) and organic aerosols (OA)) during winter and spring, a phenomenon called Arctic

Haze (Rahn andMcCa�rey, 1980; Barrie et al., 1994; Quinn et al., 2002b). Transport of aerosols

and their precursors from mid-latitudes anthropogenic emissions contribute to Arctic Haze

(Heidam et al., 2004; Quinn et al., 2007b; Law et al., 2014). Local within and near-Arctic an-

thropogenic and natural sources also contribute to Arctic Haze during wintertime and the

winter-spring transition (Law et al., 2017; Schmale et al., 2018; Kirpes et al., 2019). During

wintertime 14% of organic mass at Alert originated from gas �aring in northern Russia

(Leaitch et al., 2018a). For example, gas �aring from Russia contributes to black carbon

at Alert (northern Canada) and Utqiaġvik (northern Alaska) (Stohl et al., 2013b; Qi et al.,

2017; Xu et al., 2017; Marelle et al., 2018). Metal industry and combustion sources, such as

power generation, from Siberia (e.g. Kola peninsula) were identi�ed as sources of pollution

at Villum station, Greenland during winter and spring (Nguyen et al., 2013). Metal smelt-

ing from Siberia also contributes to SO
2−
4 at Zeppelin during wintertime (Hirdman et al.,

2010). A more recent study by Winiger et al. (2019) showed that during wintertime Arctic

sites, such as Utqiaġvik, Alert, Zeppelin, are in�uenced by fossil fuel combustion emissions.

Petroleum extraction on the North Slope of Alaska, including Prudhoe Bay, was found to in-

�uence aerosol distributions, composition, and particle growth at Utqiaġvik, with enhanced

growth of ultra�ne particles (Kolesar et al., 2017; Kirpes et al., 2018).

Natural aerosol sources also contribute to Arctic Haze such as dust, volcanic emissions

and and sea-spray aerosols (SSA) (Rahn et al., 1977; Barrie and Barrie, 1990; Quinn et al.,

2002b; Stone et al., 2014; Huang et al., 2015; Zwaaftink et al., 2016; Kirpes et al., 2018). Dust

is not only transported from mid-latitudes sources (Asia, Africa), but it is also produced

within the Arctic, with local dust contributing up to 85% to total dust burden in the Arctic

(Zwaaftink et al., 2016). During wintertime, fresh SSA (including sodium ions (Na
+

), chlo-

ride ions (Cl
−

), sea-salt (ss)-SO
2−
4 and marine organics) can be a signi�cant fraction of par-

ticulate matter, 40% of super-micron (1 to 10 µm particle diameter) and 25% of sub-micron

(up to 1 µm particle diameter) (Quinn et al., 2002b). While studies have largely focused on
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anthropogenic sources of Arctic Haze in�uencing, in particular BC and SO
2−
4 , there have

been fewer studies on the contribution of SSA, the focus of this study. The primary mecha-

nism leading to the formation of SSA is bubble bursting (jet-drop and �lm-drop formations)

on the sea surface due to wind stress during whitecap formation (Monahan et al., 1986a).

For this reason, wind speed is a signi�cant parameter a�ecting SSA productivity (Russell

et al., 2010; Saliba et al., 2019). Arctic warming is leading to a decrease of sea-ice during

summertime and, as a result, less and thinner sea-ice is forming during wintertime (Stroeve

et al., 2012a). Thus, new SSA sources, such as open ocean and leads, may contribute more

in the future to the total aerosol burden over Arctic coastal regions, impacting CCN con-

centrations and radiative forcing (Ma et al., 2008).

A detailed analysis of in-situ aerosol composition in Utqiaġvik revealed that, due to

long-range transport from the North Paci�c (due to strong winds in source regions, such as

in the Paci�c Ocean), sub-micron SSA peaks in winter and early spring, while super-micron

SSA peaks in summer, due to sea-ice retreat (Quinn et al., 2002b). However in winter, super-

micron SSA mass concentrations increase in the presence of open leads, while sub-micron

SSA appear to be more in�uenced by long-range transport (May et al., 2016; Kirpes et al.,

2019). Kirpes et al. (2018) analysed atmospheric particle samples collected in winter 2014

in Utqiaġvik. They found that the samples were in�uenced by air masses from the Arctic

Ocean to the north and Prudhoe Bay oil�elds to the east. Aged SSA were always internally

mixed with secondary SO
2−
4 , or with both SO

2−
4 and NO

−
3 and reduced chlorine, suggesting

anthropogenic in�uence from background Arctic Haze or Alaskan oil �eld emissions.

Kirpes et al. (2019) concluded that fresh SSA, based on the presence of Na
+

and Cl
−

in ratios

similar to seawater, including marine organic aerosols, were produced locally from open

leads, with indications of secretions from sea ice algae and bacteria based on observed

enrichments in carbon/sodium (C:Na
+

) ratios. Previous studies of the Arctic and North

Atlantic during wintertime and the winter-spring transition also showed that the majority

of sub-micron organic mass (OM) is highly correlated with Na
+

concentrations (Russell et al.,

2010; Shaw et al., 2010; Frossard et al., 2011; Leaitch et al., 2018a). Frost �owers with organic-

salt coatings have also been proposed as a possible source of wintertime SSA (Xu et al.,

2013), although Kirpes et al. (2019) found no evidence of frost �owers or blowing snow as a

potential source, supporting the �ndings of older studies (Roscoe et al., 2011).

Regional and global models have di�culties capturing wintertime Arctic Haze compo-

sition and often underestimate SO
2−
4 and BC (Bond et al., 2013b; Eckhardt et al., 2015; Sato

et al., 2016; Schwarz et al., 2017; Whaley et al., 2022b), while the contribution of SSA to Arctic

Haze remains poorly evaluated (Kirpes et al., 2019). Representation of SSA concentrations
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in models has been improved over recent years, but with less focus on the Arctic winter.

For example, SSA source functions with updated dependencies on wind speeds, sea surface

temperatures (SSTs) or salinity (Revell et al., 2019; Jaeglé et al., 2011; So�ev et al., 2011) have

led to improve simulation of super-micron SSA. However, sub-micron SSA is often still un-

derestimated (So�ev et al., 2011; Huang and Jaeglé, 2017) and sub-micron emissions of SSA

from frost �owers and blowing snow have been included in models (Xu et al., 2013, 2016;

Huang and Jaeglé, 2017; Rhodes et al., 2017). Modelled SSA including a source of frost �ow-

ers captures better monthly SSA concentrations at Alert during wintertime, while a source

of blowing snow overestimates observations (Huang and Jaeglé, 2017; Marelle et al., 2021).

At Utqiaġvik during January and February a source of blowing snow improves modelled

SSA; however it still cannot explain the high observed SSA, while the blowing snow ex-

plains high observed SSA in the Antarctic (Huang and Jaeglé, 2017).

In this study, the performance of the Weather Research Forecast model, coupled with

chemistry (WRF-Chem), is examined with regard to its ability to simulate Arctic Haze com-

position as well as SSA components, including ss-SO
2−
4 and marine organics. The model

is �rst evaluated against available data over the wider Arctic, and the sensitivity to more

recent treatments of SSA wind speed and SST dependencies, is investigated. Inclusion of a

marine organic source is also examined (Fuentes et al., 2010, 2011). The �ndings of Kirpes

et al. (2019) are used as a basis for a more focused regional study to evaluate modelled Arc-

tic wintertime aerosol composition in northern Alaska. The sensitivity of model results to

processes in�uencing SSA production and concentrations are investigated including aerosol

dry deposition, wind speed dependence and sea-ice fraction. Missing local sources of ma-

rine organics are also examined based on the �ndings of Kirpes et al. (2019).

A companion paper, Ioannidis et al., (2022) (in prep.), examines the contribution of remote

and regional anthropogenic emissions to Arctic BC in northern Alaska and northern Russia

during wintertime.

The model setup, including the emissions are described in Section 4.2.3. The observed

aerosol composition used to evaluate the model performance are introduced in Section 4.2.4.

The model runs, including sensitivity simulations, together with results are presented in

Sections 4.2.5 and 4.2.6. First, in Section 4.2.5, simulated Arctic Haze, focusing on SSA,

is evaluated at remote Arctic sites. Second, in Section 4.2.6, the results from the regional

study over northern Alaska during wintertime and sensitivity of results to processes in�u-

encing SSA production in the model are presented. The implications of our �ndings for the

simulation of Arctic Haze aerosols and conclusions are presented in Section 6.
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4.1.3 WRF-Chem

4.1.3.1 Model Setup

WRF-Chem chemical transport model version 3.9.1.1 is used to simulate quasi-hemispheric

and regional Arctic Haze aerosols and to examine local SSA sources over northern Alaska.

WRF-Chem is a fully coupled, online meteorological and chemical transport mesoscale

model (Grell et al., 2005; Fast et al., 2006). Recent improvements in the WRF-Chem model

over the Arctic are included in the version used in this study (Marelle et al., 2017). The model

setup, including meteorological and chemical schemes, is shown in Table 4.1. Brie�y, Yon-

sei University (YSU - boundary layer), Model Version 5 similarity (MM5 - surface layer)

and Noah-Multiparameterization Land Surface Model (NOAH MP, land surface model) are

used. More details about the NOAH MP scheme are given in APPENDIX A.1.

All the various processes for aerosols in the atmosphere, like nucleation, evaporation,

coagulation, condensation, dry deposition, aerosol/cloud interactions and aqueous chem-

istry, are included in the Model for Simulating Aerosol Interactions and Chemistry (MO-

SAIC, Zaveri et al. (2008)) scheme. MOSAIC treats all the major aerosol species, such as

SO
2−
4 , NO

−
3 , Cl

−
, ammonium (NH

+
4 ), Na

+
, BC, and OA. The size distribution of each aerosol

species is represented by eight bins, from 39 nm to 10 µm. Each bin is assumed to be in-

ternally mixed, and both mass and number are simulated. The applied MOSAIC version

includes secondary organic aerosol formation (SOA) from the oxidation of anthropogenic

and biogenic species (Shrivastava et al., 2011b; Marelle et al., 2017) and is combined with

SAPRC-99 gas-phase chemistry. In the base model, OA is the sum of SOA and anthro-

pogenic emissions of organic matter (OM). Aerosol sedimentation in MOSAIC is calculated

throughout the atmospheric column based on the Stokes velocity scheme, as described in

Marelle et al. (2017).

4.1.3.2 Emissions

This section provides details about the emissions that are used in the simulations. More

details are provided about SSA emissions since this is the focus of this study.

Anthropogenic and natural emissions

Anthropogenic emissions are from the Evaluating the Climate and Air Quality Impacts of

Short-Lived Pollutants version 6 (ECLIPSE v6b) inventory, with a resolution of 0.5
o

x 0.5
o

(Whaley et al., 2022b), including emissions of OM. Emissions of dimethyl sul�de (DMS),
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Table 4.1: WRF-Chem model setup.

parametrisation scheme Options

Physics (WRF)

Planetary boundary layer Yonsei University (YSU) - (Hong et al., 2006)
Surface layer Pennsylvania State / NCAR Mesoscale

Model Version 5 (MM5) similarity

(Grell et al., 1994; Jiménez et al., 2012)
Land surface NOAH MP (Niu et al., 2011a)
Microphysics Morrison (Morrison, 2009)
SW & LW radiation Rapid Radiative Transfer Model

(RRTMG - Iacono and D. (2008))
Cumulus parameterization Kain-Fritsch with cumulus potential (KF-CuP)

(Berg et al., 2013)
Chemistry (WRF-Chem)

Aerosol model MOSAIC 8-bins (Zaveri et al., 2008)
Gas-phase chemistry Statewide Air Pollution Research Center SAPRC-99

modi�ed with added dimethyl sulphide chemistry

(Carter, 2000; Marelle et al., 2017)
Photolysis Fast-J (Wild et al., 2000)
Sea-spray emissions Gong et al. (1997)

mineral dust, and lightning NOx are calculated online in the model (see Marelle et al. (2017)

and references therein). Biogenic emissions for 2014 are calculated online using Model of

Emissions of Gases and Aerosol from Nature (MEGAN) model (Guenther et al., 2012).

Sea-spray emissions

In the control simulation, sea-salt emissions of Na
+

and Cl
−

are included. They are calcu-

lated per particle radius, with 1000 sub-bins per MOSAIC bin, using the density function

dF/dr (in particles m
-2

s
-1
µ m

-1
) from (Gong et al., 1997) (G97 from now on) which represents

the rate of seawater droplets form per unit area (sea surface) and per increase of particle

radius and its derived from the source function based on laboratory experiments described

in Monahan et al. (1986a) (MO86 from now on):

dF

dr
= 1.373× U10

3.41 × r
-3(1 + 0.057× r

1.05)× 10
1.19e

-B
2

(4.1)

where F is a function of U and r, r is the particle radius at relative humidity (RH) equal

to 80%, U the 10m-elevation wind speed andB = (0.380−logr)
0.650

. The source function is applied

for particles with dry diameters of 0.45 µm or more. For particles with dry diameters less
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than 0.45 µm, a correction is applied to the formula based on O’Dowd et al. (1997). This

approach is based on the whitecap method, where the emission �ux scales linearly with the

fraction of ocean area covered by whitecaps. Over open ocean, the whitecap fraction, W(U),

is determined as a function of wind speed (Monahan and Muircheartaigh (1980); MO80 from

now on):

W (U) = 3.84× 10
-6 × U10

3.41
(4.2)

This expression for W(U) is included implicitly in Equation (4.1) following details pro-

vided in MO80. In the base version of WRF-Chem SSA emissions are calculated for every

grid cell, which is open ocean or salt-water lakes. In this study, the grid cell which is cov-

ered by sea-ice is considered and then the fraction of that ice-free grid is used. In this way,

SSA emissions from open leads are taken into account.

Figure 4.1: WRF-Chem simulation domains: d1 is the 100km domain and d2 is the 20km domain.

4.1.3.3 Simulations

Two simulation domains on a polar stereo-graphic projection are used in this study, as

shown in Figure 4.1. The �rst (parent) domain (d1) covers a large part of the Northern

Hemisphere with 100 × 100 km horizontal resolution. The boundary and initial conditions,

are derived from National Centres for Environmental Prediction Final meteorological re-



110

analysis data (NCEP FNL 1
o
x1

o
), (National Centers for Environmental Prediction, National

Weather Service, NOAA, U.S. Department of Commerce (2000) and Model for OZone And Re-

lated chemical Tracers (MOZART, Emmons et al. (2010)) for atmospheric trace gases and

aerosols. The nested domain (d2), run at horizontal resolution of 20 × 20 km, covers conti-

nental Alaska, a small area of northwest Canada, and the Chukchi and Beaufort Seas (see

Figure 1). 50 vertical levels and grid nudging are used for the 100 km resolution domain,

while calculating spectral nudging parameters as in Hodnebrog et al. (2019), is implemented

in the nested domain. WRF-Chem temperatures and winds are nudged at each dynamical

step to the reanalysis, which are updated every 6 hours, above the atmospheric boundary

layer.

The simulations performed in this study are discussed in sections 4.2.5 and 4.2.6. Sim-

ulations at 100 km are run for 4 months from November 2013 until the end of February

2014, with the �rst two months considered as spin-up. The model is run at 20 km for two

di�erent periods (23–28 January 2014 and 24–28 February 2014) corresponding to the cam-

paign which took place in Utqiaġvik, and described earlier (Kirpes et al. (2018, 2019), KRP18

and KRP19 from now on, respectively, see also sub-section 4.2.4.2). For these simulations,

the initial, and boundary conditions are derived from the quasi-hemispheric simulation. A

series of sensitivity runs are performed to examine processes a�ecting SSA emissions over

northern Alaska. They are summarized in Table 4.3 and discussed in detail in Section 4.2.6.

At 20 km for all the simulations, 4 days prior to the beginning of the campaign considered

spin up. In all runs, the model results are output every 3h.

4.1.4 Aerosols

4.1.4.1 Routine monitoring sites

Surface mass concentration data (for aerodynamic diameters (de�ned as da)≤ 2.5 µm and da

< 10 µm), from EMEP (European Monitoring and Evaluation Programme) dataBASe (EBAS

- http://ebas.nilu.no) for Zeppelin, Ny-Ålesund, Norway (78.9N, 11.88W) and Alert,

Canada (82.5N, -63.3W), are used to evaluate the quasi-hemispheric model simulations to-

gether with data from Villum Research Station, Station Nord, Greenland (81.6N, -16.7W),

referred to as Villum from now on (reporting total suspended particulates). The data are

collected on a daily (Zeppelin) and weekly (Villum, Alert) basis. At Alert, and Zeppelin (Aas

et al., 2021), observations for Na
+

, Cl
−

, NH
+
4 , NO

−
3 and SO

2−
4 measured with ion chromatog-

raphy are used (Sharma et al., 2019). At Villum, the same observations are collected using

a �lter-pack over a week and analysed using by ion-chromatography (Cl
−

, SO
2−
4 ), cat-ion

ionchromatograph (Na
+

) and segmented �ow analysis (NH
+
4 ). For all the EBAS stations,

http://ebas.nilu.no
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the units of inorganic aerosols (NH
+
4 , SO

2−
4 , NO

−
3 ) are converted to model units (µgm

-3
),

using the ratio of molar weights of NH
+
4 , NO

−
3 , SO

2−
4 to molar weights of nitrogen or sul-

phur, respectively. With regard to measurement uncertainties, EBAS documentation notes,

in the case of Alert only, that there are uncertainties of around 33% and 36% in Na
+

, SO
2−
4 ,

NO
−
3 and Cl

−
, respectively, and higher uncertainties (43%) for NH

+
4 .

Surface mass concentration data, diameter less than 2.5 µm (rd ≤ 2.5 µm), from the

Interagency Monitoring for Protected Visual Environments (IMPROVE) database is also

used for model evaluation for Simeonof (55.3N, -160.5W), a sub-Arctic site on the Aleutians

islands, south of Alaska and an inland site, Gates of the Arctic (66.9N, -151.5W) which is

located south-east of Utqiaġvik. The samples are collected on-site (e.g. Simeonof site) over

24 hours every three days (http://views.cira.colostate.edu/fed/QueryWizard/

Default.aspx, Malm et al. (1994)). At these two sites observations of Na
+

, Cl
−

, OC, NO
−
3

and SO
2−
4 are used. To compare with the OC observations at the two Alaskan sites modelled

OA is divided by 1.8, the reported ratio of OM/OC in the documentation for these two

stations (Malm et al., 1994). In this study, mass concentration data with diameter ≤ 2.5 µm

are de�ned as �ne mode aerosols, while diameter < 10 µm then are de�ned as coarse mode

aerosols.

Sub-micron (da < 1.0µm) and super-micron (1.0 < da < 10 µm) surface mass concen-

tration data from the National Oceanic and Atmospheric Administration (NOAA) Barrow

observatory (71.3N, -156.8W), near Utqiaġvik town, is also used in this study, with daily

and weekly temporal coverage, respectively. The sampling site is located 8 km northeast

of Utqiaġvik, 20 m above mean sea level (msl), with a prevailing, east-northeast wind o�

the Beaufort Sea. Concentration data (Na
+

, Cl
−

, NH
+
4 , NO

−
3 and SO

2−
4 ) are determined by

ion chromatography (Quinn et al., 1998) and are sampled only for wind directions between

0 and 130 degrees (with 0 degrees indicating north). According to Quinn et al. (2002b) mea-

surement uncertainties of SSA components and SO
2−
4 are below 1%, while for NH

+
4 they

are 7.8%. Observed ss-SO
2−
4 is calculated from observed Na

+
concentrations and the mass

ratio of SO
2−
4 to Na

+
in seawater of 0.252 (Bowen et al., 1979; Calhoun et al., 1991).

The model Stokes diameter (rd) is converted to aerodynamic diameter using the Seinfeld

and Pandis (1998) formula. Thus, the diameter of modelled sub-micron particles is up to 0.73

µm (including the �rst four MOSAIC bins and a fraction of the 5th bin), and super-micron

particle diameters are between 0.73 to 7.3 µm (fraction 5th bin, 6th and 7th bins and fraction

8th bin). Seven MOSAIC bins and a fraction of the 8th bin are used (modelled stokes rd ≤
7.3 µm) to compare with Alert and Zeppelin observations (aerodynamic da < 10 µm, coarse

mode). All model aerosol bins are used to compare with observations at Villum, where the

observations are reported as total suspended particulates (TSP), i.e. there is no cuto�. For

(http://views.cira.colostate.edu/fed/QueryWizard/Default.aspx
(http://views.cira.colostate.edu/fed/QueryWizard/Default.aspx
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Figure 4.2: Evaluation of modelled aerosol composition (runs CONTROL and HEM_NEW) against
in-situ observations of (a) coarse mode aerosols (da < 10 µm) at Alert, Canada (standard temperature
pressure (STP) conditions), (b) TSP aerosols (da ≤ 10 µm) at Villum, Greenland and (c) coarse mode
aerosols (da < 10 µm) at Zeppelin, Norway in UTC. The black line shows model results from the CON-
TROL run; the red line shows the HEM_NEW run, while observations are shown as blue crosses. Villum
and Alert observations are weekly averages, and the corresponding model weekly averages are shown
as black diamonds for CONTROL and red pentagons for HEM_NEW. Zeppelin observations are daily
24h averages. Observations are shown only when they are available. See the text for details about the
observations and model runs.

each site, modelled aerosols are estimated at the same conditions (temperature, pressure)

as the reported observations. Overall, particles at di�erent size ranges (up to 1.0 µm, 2.5

µm, and 10 µm) are used to validate the model performance in each domain.

4.1.4.2 Campaign data

Details about the �eld campaign (January 23–27 and February 24–28, 2014) measurements

near Utqiaġvik, Alaska can be found in KRP18 and KRP19. Brie�y, atmospheric parti-

cles were collected using a rotating micro-ori�ce uniform deposition impactor located 2

m above the snow surface at a site located 5 km across the tundra from the NOAA Bar-

row Observatory and inland from the Arctic Ocean. The sampled particles were analysed

by computer-controlled scanning electron microscopy with energy scattering X-ray spec-

troscopy (CCSEM-EDX) to determine the individual particle morphology and elemental

composition. The analysed samples were collected either during daytime or nighttime and
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only when wind directions were between 75 and 225 degrees, corresponding to minimise

local pollution in�uence. Data analysis provided information about the di�erent chemical

components as a fraction of the total number of particles sampled.

4.1.5 Processes in�uencing SSA over thewider Arctic and their con-
tribution to wintertime Arctic aerosols

This section focuses on evaluating the capability of the model to simulate Arctic Haze

aerosols during wintertime and improving model treatments of SSA. Brie�y, in the base

simulation (CONTROL), sea-salt emissions are calculated using the G97 parametrisation

scheme, including the MO80 whitecap method. All the updates described below are in-

cluded in a new quasi-hemispheric simulation (HEM_NEW) with the aim to improve the

model. This includes addition of marine organics (Fuentes et al., 2010), using a more recent

whitecap method (Salisbury et al., 2014), including the dependence of SSA emissions on SST

(Jaeglé et al., 2011), and the addition of a ss-SO
2−
4 component, based on Kelly et al. (2010).

HEM_NEW simulation is then evaluated (sub-section 4.2.5.6) compared to CONTROL and

the observations at the di�erent sites followed by a discussion of the new results.

4.1.5.1 Anthropogenic and natural aerosols in the Arctic

First considering the observations, at remote sites such as Alert (Fig 4.2a), observed Na
+

,

Cl
−

and NO
−
3 coarse mode mass concentrations do not exceed 0.3, 0.5 and 0.09 µ g m

-3
,

respectively, during the study period. Total SO
2−
4 (sum of ss-SO

2−
4 and nss-SO

2−
4 ) reach 0.44

µ g m
-3

, which is mostly nss-SO
2−
4 , as ss-SO

2−
4 does not exceed 0.09 µgm

-3
, likely to be due to

long-rage transport from sources in north-central, western, northwest Russia and Europe

(Leaitch et al., 2018a). Similar magnitudes have been reported in previous studies during

winter months (Leaitch et al., 2018a). NH
+
4 peaks at 0.06 µgm

-3
and originates from Russia

and Europe during winter (Leaitch et al., 2018a). At Villum (Fig 4.2b), observed TSP Na
+

,

Cl
−

and NO
−
3 reach up to 0.12, 0.13 and 0.06 µ g m

-3
, respectively. These concentrations

are lower than at Alert which could be explained by the fact that during winter the sea

surrounding Villum station is frozen (Nguyen et al., 2013). Total SO
2−
4 does not exceed

0.2 µ g m
-3

and is mostly nss-SO
2−
4 (up to 0.18 µ g m

-3
), while ss-SO

2−
4 does not exceed

0.03 µ g m
-3

. At Villum, SO
2−
4 peaks during wintertime (Massling et al., 2015) and is the

dominant component of Arctic Haze at this site (Lange et al., 2018). NH
+
4 concentrations at

Villum are up to 0.1 µ g m
-3

. In the high Arctic, Na
+

could potentially also originate from

anthropogenic sources which could account for up to 35% of total Na
+ (Barrie and Barrie,

1990). Note that this source is not included in the model, or in models generally. Higher
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Na
+

, Cl
−

and NO
−
3 concentrations are observed at Zeppelin (coarse mode) reaching up to

3.0, 5.9 and 1.8 µ g m
-3

, respectively (Fig. 4.2c). Total SO
2−
4 does not exceed 0.8 µ g m

-3
and

might originate from metal smelting in Siberia (Hirdman et al., 2010). ss-SO
2−
4 contributes

up to 0.8 µ g m
-3

of the total SO
2−
4 . Note that, in some cases, nss-SO

2−
4 has small negative

concentrations, due to depletion of ss-SO
2−
4 through fractionation processes (Quinn et al.,

2002b). Observed NH
+
4 does not exceed 0.5 µ g m

-3
during the study period.

At Simeonof, an ice-free sub-Arctic island in south western Alaska, high concentrations

of �ne mode Na
+

and Cl
−

are observed of up to 2.1 and 1.0 µ g m
-3

, respectively (Fig.
4.3a), especially at the beginning of January 2014, with low values of NO

−
3 (peaking at 0.25

µ g m
-3

). Total SO
2−
4 reaches 1.0 µ g m

-3
and is mostly nss-SO

2−
4 (0.9 µ g m

-3
), while the

contribution of ss-SO
2−
4 is smaller (up to 0.3 µ g m

-3
). Lower concentrations of �ne mode

Na
+

and Cl
−

(up to 0.35 µ g m
-3

) are observed at Gates of the Arctic (Fig. 4.3b), a non-

coastal site located 404 km south-east of Utqiaġvik in the Brooks Range Mountains, while

NO
−
3 peaks at 0.45 µ g m

-3
. Total SO

2−
4 peaks at 0.64 µ g m

-3
and 0.56 µgm

-3
is nss-SO

2−
4

possibly due to local anthropogenic emissions originating from the North Slope of Alaska

oil�elds which may a�ect the measurements although this site is located inland (391 km)

south of the oil�elds. The contribution of ss-SO
2−
4 is insigni�cant (no more than 0.08 µ g m

-3
)

at this site.

At Utqiaġvik, observed super-micron (1.0 < da < 10.0 µm) Na
+

and Cl
−

concentrations

reach 1.2 µ g m
-3

(Fig. 4.4b), while NO
−
3 peaks at 0.2 µ g m

-3
. Super-micron SO

2−
4 and NH

+
4

do not exceed 0.16 and 0.009 µ g m
-3

, respectively. Super-micron NH
+
4 concentrations are

insigni�cant (Quinn et al., 2002b). However, there is more ss-SO
2−
4 (up to 0.18 µgm

-3
) than

nss-SO
2−
4 . On the other hand, observed sub-micron Na

+
, Cl

−
and NO

−
3 at Utqiaġvik peak at

2.0, 2.2, and 0.9 µ g m
-3

respectively (Fig. 4.4a). Note that based on the �ndings of KRP18,

only 1%, by number, of the particles across the 0.15-1.0 µm size range corresponded to �y

ash and dust, as compared to 50-90% from SSA across the same size range. This supports the

assumption of Na
+

being primarily from SSA during this study. High sub-micron observed

total SO
2−
4 (mostly nss-SO

2−
4 ) concentrations were measured at Utqiaġvik and peak at 2.4

µ g m
-3

, possibly due to local in�uence from Prudhoe Bay oil �elds to the east (KRP18,

KRP19), a magnitude much higher than super-micron SO
2−
4 , also reported for Utqiaġvik

by Quinn et al. (2002b). Enhanced nss-SO
2−
4 during this period at Utqiaġvik could also be

due to transport from mid-latitude sources, as well as due to transport and oxidation of

SO2 to SO
2−
4 near and within the Arctic region (Barrie and Ho�, 1984). Sub-micron ss-SO

2−
4

peaks at 0.5 µ g m
-3

. Observed NH
+
4 is higher compared to the other remote Arctic sites

(up to 0.34 µ g m
-3

). NH
+
4 temporal variation during January and February follows that of

nss-SO
2−
4 due to NH3 reaction with acidic SO

2−
4 aerosol near source regions outside of the
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Arctic (Quinn et al., 2002b) or due to regional sources of NH3, e.g. combustion of fossil fuels

(Whaley et al., 2018).

Finally, only two sites provide total organic carbon (tOC) observations. Here, observed

total organic carbon is assumed to include secondary organic aerosols, anthropogenic or-

ganic carbon emissions and marine organics. Thus, from now on it will be referred as tOC,

to distinguish from OA and OM de�ned earlier. tOC ranges between 0.15 and 0.3 µ g m
-3

at

Simeonof and 0.15 and 0.5 µgm
-3

at Gates of the Arctic during January and February 2014.

Evaluation of the CONTROL simulation shows that the model overestimates observed

�ne/coarse mode, super-micron and TSP Na
+

and Cl
−

at most sites, and especially at Sime-

onof (by up to 15 µ g m
-3

), Zeppelin (Fig. 4.2c) (by up to 5.0 µ g m
-3

), Utqiaġvik (by up to

0.3 µ g m
-3

) and Gates of the Arctic (Fig. 4.3b) (by up to 4.0 µ g m
-3

) site. The CONTROL

simulation also overestimates NO
−
3 by up to 0.5 µgm

-3
at each site. On the other hand,

this simulation captures NH
+
4 variability quite well at Alert, Villum and Utqiaġvik (super-

micron) (see also biases and RMSEs (Root Mean Square Error) in APPENDIX A3 and Tables

A2, A3 and A7 respectively), whilst it overestimates NH
+
4 at Zeppelin by up to 0.4 µ g m

-3
.

CONTROL includes only the nss-SO
2−
4 component, however it captures observed variabil-

ity of total SO
2−
4 at Zeppelin (coarse mode), Villum (TSP) and Utqiaġvik (super-micron), but

underestimates total SO
2−
4 at Gates of the Arctic (�ne mode) and Alert (coarse mode) by 0.5

and 0.2 µ g m
-3

, respectively. In addition, the model underestimates sub-micron Na
+

, Cl
−

,

SO
2−
4 and NH

+
4 at Utqiaġvik. It also underestimates OA at the two sites compared to the

measurements. In the following sections, model improvements are described. Biases and

RMSEs in µgm
-3

, are given in APPENDIX A3 for all sites and available aerosol species at

each location.

4.1.5.2 Marine organics

Recent data-analysis studies (Saliba et al., 2019; Kirpes et al., 2019), have suggested that ma-

rine organics contribute signi�cantly to natural aerosol composition as ocean biomass can

in�uence SSA number concentrations and diameter. In the CONTROL run, marine organics

are not activated; however a source code is included in the model by Archer-Nicholls et al.

(2014). For this reason, the parameterization, based on Fuentes et al. (2010, 2011) (F10 and

F11 from now on, respectively) is activated in the MOSAIC scheme to include a source �ux

for marine organics with dry diameters up to 0.45 µm. The scheme is based on an analysis

of data from a cruise in mid-latitudes investigating the in�uence of dissolved organic matter

on the production of sub-micron SSA. The F10 SSA source function also depends on MO80

whitecap coverage. In this study, organic fractions equal to 0.2 for the �rst and second MO-
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Figure 4.3: Evaluation of modelled aerosol composition (runs CONTROL and HEM_NEW) against
in-situ aerosol observations of �ne mode (rd ≤ 2.5 µm) (both sites) at (a) Simeonof, Aleutians Islands,
Alaska and (b) Gates of the Arctic, north of Alaska in local Alaskan time (AKST). The black line shows
model results from the CONTROL run; the red line shows the HEM_NEW run, while observations are
shown as blue crosses. Simeonof and Gates of the Arctic observations are 24h averages every three
days and the corresponding model daily averages are shown as black diamonds for CONTROL and red
pentagons for HEM_NEW. Observations are shown only when they are available. See the text for details
about the observations and model runs.
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SAIC bins, 0.1 for the third bin and 0.01 for the remaining bins are used following the high

biogenic activity scenario which assumes high C:Chlorophyll-a (Chl-a) ratios. F11 found

that higher particle organic fractions are expected in algal bloom regions with high C:Chl-a

ratios and Chl-a varying between 0.4-10 µg/L. The use of the F11 high biogenic activity op-

tion in our simulations is justi�ed since MODIS-Aqua satellite data (https://neo.sci.

gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=2014-12-01) for

January-February 2014 show that Chl-a south of Alaska and along the west coast of the

United States varied between 0.3 and 3.0 µg/L. Fujiki et al. (2009) also found that Chl-a var-

ied between 0.4 and 1.0 µg/L at six stations south of the Aleutian Islands, Alaska, during

a sub-Arctic cruise in autumn 2005. Details about the F10 SSA source function are given

in APPENDIX A2. In the case of the model uses a source for marine organics, then OA is

the sum of SOA, anthropogenic emissions of OM and marine organics. A more detailed

analysis of marine organics, focusing on northern Alaska, is presented in 4.2.6.2.

4.1.5.3 Whitecap method

In agreement with previous modelling studies, e.g. (Jaeglé et al., 2011), JA11 from now

on and (Spada et al., 2013; Revell et al., 2019; Hartery et al., 2020) the CONTROL simula-

tion produces too much coarse mode and TSP Na
+

and Cl
−

. The G97 parametrisation,

which depends on the whitecap method and thus has a high wind speed dependence (see

Eq. 4.1), has been widely adopted to simulate SSA emissions in global and regional mod-

els, e.g. JA11 and Barthel et al. (2019). Several studies tried to improve upon the whitecap

method (W(U10)), especially for super-micron SSA. Callaghan et al. (2008) used an auto-

mated whitecap extraction technique to derive two whitecap expressions that di�er from

MO80, which are based on cubed relationships for U10). Other factors, such as the wave

�eld (Salisbury et al., 2013), surfactant (amphiphilic organic material) activity (Callaghan,

2013) and fetch-dependent threshold for breaking waves (Revell et al., 2019; Hartery et al.,

2020), have also been shown to a�ect whitecap lifetime, with implications for SSA produc-

tion. Goddijn-Murphy et al. (2011) analysed Marine Aerosol Production (MAP) whitecap

data, in combination with analysis of in-situ and satellite data (from Quick Scatterometer,

QuikSCAT) for winds and waves. The satellite data were used to derive an expression with

a lower wind speed dependence compared to MO80 (Salisbury et al. (2014), SALI14 from

now on). Here, the SALI14 parametrisation is implemented instead of the MO80 whitecap

fraction expression:

W(U) = 4.60× 10
-5 × U10

2.26
(4.3)

Based on Figure 2 in SALI14, the seasonal mean of W(U10) using Eq. 4.3 is lower at high

(https://neo.sci.gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=2014-12-01)
(https://neo.sci.gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=2014-12-01)
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latitudes compared to MO80 during autumn and winter. By using this more recent whitecap

fraction expression in the quasi-hemispheric simulation, super-micron SSA concentrations

decrease overall within the Arctic (not shown here). More speci�cally, super-micron Cl
−

and Na
+

decrease more south of Alaska, by up to 20 µ g m
-3

(Aleutians Islands) and less

north of Alaska, by up to 0.5 µ g m
-3

. NO
−
3 also decreases slightly over continental Alaska,

by up to 0.5 µ g m
-3

, due to increased heterogeneous formation on SSA.

4.1.5.4 SST dependence

Recent data-analysis studies (Saliba et al., 2019; Liu et al., 2021) pointed out that wind speed

alone cannot predict SSA variability, and it is important also to include a dependence on

SSTs for SSA prediction. Recent modelling studies (Jaeglé et al., 2011; So�ev et al., 2011;

Spada et al., 2013; Barthel et al., 2019) showed that the application of SST dependence im-

proves simulated SSA concentrations compared to observations. More speci�cally, previous

studies (Spada et al., 2013; Grythe et al., 2014; Barthel et al., 2019) tested di�erent SSA source

functions, with and without SST dependence, and reported that including such a depen-

dence improves model results, regardless of the SSA source function employed. However,

uncertainties still remain about the role of SSTs on SSA production (Revell et al., 2019),

including the role of other factors, such as seawater composition (Callaghan et al., 2014)

or wave characteristics (e.g. wave speed and breaking wave type, Callaghan et al. (2012)),

which might be more important than SSTs alone. In this study, the JA11 SST correction

factor is applied when SSTs are between -2
o
C and 30

o
C to evaluate the e�ect of SST on sub-

and super-micron SSA emissions in the Arctic. In our simulations, SSTs are provided by

reanalyses data, in this case, FNL, and in the presence of sea-ice, SST is set equal to -1.75
o
C.

4.1.5.5 Sea-salt sulphate

Standard versions of the WRF-Chem model do not include ss-SO
2−
4 . The Community Mul-

tiscale Air Quality (CMAQ) model includes a ss-SO
2−
4 component estimating it to be 7% of

the total SSA emissions. The mass fraction of ss-SO
2−
4 can be estimated to be 0.25 of the

Na
+

mass fraction (Kelly et al., 2010; Neumann et al., 2016) and applied in WRF-Chem to

calculate ss-SO
2−
4 . Note that the total fraction of Na

+
, Cl

−
, marine organics and ss-SO

2−
4 is

equal to 1.0, and additional mass is not added. The mass fraction of ss-SO
2−
4 is estimated to

be 9.9% of the total SSA emissions in our simulations.
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Figure 4.4: Evaluation of modelled aerosol composition (runs CONTROL and HEM_NEW) against
in-situ observations at Barrow Observatory, near Utqiaġvik, Alaska for (a) super-micron and (b) sub-
micron in UTC and in STP conditions. The black line shows model results from the CONTROL run; the
red line shows the HEM_NEW run, while observations are shown as blue crosses. Sub-micron observa-
tions are daily averaged and super-micron observations are weekly averages. The corresponding model
daily/weekly averages are shown as black diamonds for the CONTROL simulation and as red pentagons
for the HEM_NEW. Observations are shown only when there are available. See the text for details about
the observations and model runs.
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Figure 4.5: Average di�erences in super-micron aerosol mass concentrations (µ g m-3) at the surface
between HEM_NEW and CONTROL during January and February 2014. The black star in northern
Alaska shows where Utqiaġvik is located. The black circle shows Alert, Canada, the black diamond
shows Villum in Greenland, while the black pentagon shows Zeppelin, Svalbard.

4.1.5.6 Discussion

Average di�erences in aerosol concentrations between the HEM_NEW and CONTROL sim-

ulations are shown in Figures 5 and 6 for January and February 2014 super-micron and

sub-micron aerosols, respectively. The updated model simulates less super-micron Na
+

by

up to 20 µ g m
-3

, and Cl
−

by up to 30 µ g m
-3

, especially south of Alaska and north of the

Atlantic Ocean (Fig. 4.5). These decreases lead to an overall decrease (up to 2.5 µ g m
-3

)

in super-micron NO
−
3 , over continental and coastal regions and the North Atlantic. This

is in agreement with Chen et al. (2016) who examined the in�uence of SSA on NO
−
3 and

reported that overestimation of SSA can lead to an overestimation of super-micron NO
−
3 ,

due to formation of NO
−
3 via heterogeneous uptake of nitric acid (HNO3) on SSA. Further-

more, due to the addition of ss-SO
2−
4 component in the model, there is more super-micron

SO
2−
4 , of up to 2 µ g m

-3
, over marine regions. Super-micron NH

+
4 also increases (by up to

0.2 µgm
-3

) in regions, such as Siberia and North of Europe, coinciding with decreases and

increases in NO
−
3 and SO

2−
4 , respectively. Super-micron OA increases by up to 0.6 µ g m

-3

due to the inclusion of marine organics. During winter, the Beaufort Sea, located north of

Alaska is covered by sea-ice. Here, the implemented changes lead to smaller decreases in

super-micron Na
+

and Cl
−

compared to ice-free regions such as the Aleutians islands, e.g.,

Simeonof site (Fig. 4.2a) further south. The local e�ect of sea-ice fraction and open leads

on SSA production is examined further in 4.2.6.4.
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Figure 4.6: Average di�erences in sub-micron aerosol mass concentrations (µ g m-3) and at the surface
between HEM_NEW and CONTROL during January and February 2014. The black star in northern
Alaska shows where Utqiaġvik is located. The black circle shows Alert, Canada, the black diamond
shows Villum in Greenland, while the black pentagon shows Zeppelin, Svalbard.

On the other hand, the e�ect of model updates on sub-micron Na
+

is smaller, with

decreases of up to 0.25 µ g m
-3

south of Alaska and the North Atlantic (Fig. 4.6) due to use

of lower wind speed dependence (SALI14 instead of MO80). The lifetime of SSA, estimated

to be between 1 to 4 days over open ocean, in the Arctic and during wintertime (Rhodes

et al., 2017; Xu et al., 2016; Huang and Jaeglé, 2017; Hoppel et al., 2002), could explain the

small decrease of sub-micron Cl
−

over continental coastal areas (e.g. south of Alaska) in

HEM_NEW. This could also a�ect long range transport of sub-micron SSA from oceanic

regions leading to decreases over continental regions, such as northeast United States of

America (USA) and Siberia. Sub-micron OA increases by up to 1.5 µ g m
-3

due to inclusion

of the F10 parametrisation. Note that including ss-SO
2−
4 leads to a decrease in Na

+
and

Cl
−

fractions per bin since no additional mass is added. In contrast to super-micron NO
−
3 ,

sub-micron NO
−
3 increases by 3.5 µgm

-3
over sources regions and total SO

2−
4 increases due

to ss-SO
2−
4 component. Also, sub-micron NH

+
4 slightly increases, showing similar patterns

to sub-micron NO
−
3 and SO

2−
4 , probably due to a potential shift in the balance between

(NH4)2SO4 and NH4NO3.

To investigate the variations in modelled NO
−
3 , SO

2−
4 and NH

+
4 , the mean neutralized

factor (f) is calculated (not shown here) as the ratio of NH
+
4 to the sum of (2SO

2−
4 + NO

−
3 ), in

molar concentrations, following, for example Fisher et al. (2011), for sites in the Arctic with

available observations of these aerosols. When f is equal to 1 aerosols are more neutralized,

while when f < 1 then aerosols are acidic, and more acidic when f is closer to 0 (Fisher
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et al., 2011). At all sites, except Zeppelin, higher molar concentrations were observed for

SO
2−
4 compared to NO

−
3 and NH

+
4 . At Utqiaġvik, the average observed value of f is equal

to 0.15 for super-micron aerosols, whilst in the model f decreases from 0.7 to 0.66. This

implies that observed super-micron aerosols are more acidic while in the model they are

more neutralized (Fisher et al., 2011), probably because modelled NH
+
4 decreased more than

SO
2−
4 and NO

−
3 (Fig. 4.4a) between the two simulations. There is less super-micron NH

+
4

in the model than the sum 2SO
2−
4 + NO

−
3 , as in observations, however observed 2SO

2−
4 +

NO
−
3 is much higher than modelled. Observed super-micron aerosols at Utqiaġvik are more

acidic compared to sub-micron aerosols for which f equals 0.34. For sub-micron aerosols,

HEM_NEW has an average f value of 0.08 compared to 0.01 in the CONTROL run. The

increase in modelled sub-micron f could be due to the bigger increase in modelled NH
+
4

between the two simulations (Fig. 4.4b). However, in the observations, the higher sub-

micron f is because the sum 2SO
2−
4 + NO

−
3 is much higher than NH

+
4 . At Alert (coarse mode),

model f increases from 0.14 (CONTROL) to 0.19 (HEM_NEW), with observed f equal to 0.21,

implying that model and observations are acidic, in contrast to Utqiaġvik modelled super-

micron aerosols. Similar values of f are found for Zeppelin (coarse mode) and Villum (TSP)

(0.12 for CONTROL, 0.13 and 0.18 for HEM_NEW, respectively) with observed aerosols (0.34

and 0.36 respectively) being less acidic at these sites. Overall the model inorganic aerosols

are mostly too acidic compared to the observations. This could be due to underestimation

of anthropogenic sources of NH3 on the above sites, originating from mid-latitudes. It can

be noted that in the model is assumed that all of the aerosol species are internally mixed.

However, in reality some of the NO
−
3 and SO

2−
4 are observed to be mixed with SSA (KRP18).

Based on that, the calculated f for observations would be biased (too acidic), as some of the

NO
−
3 and SO

2−
4 are present as Na2SO4 and NaNO3.

Figures 4.2 and 4.3 show the e�ect of all the modi�cations (HEM_NEW) compared to

CONTROL and the observations at four Arctic and one sub-Arctic sites. At the two remote

high-Arctic sites surrounded by sea-ice (Alert and Villum, Figure 4.2a,b), HEM_NEW cap-

tures better Na
+

and Cl
−

variability, with a small overestimation at Villum (maximum 0.2

µ g m
-3

). Biases, in µ g m
-3

, at Alert for Na
+

and Cl
−

decrease from 0.81 to 0.12 and from

1.05 to -0.03, respectively. Model results also improve at Villum for Na
+

and Cl
−

with biases

reduced from 1.3 to 0.25 and from 1.9 to 0.22 µ g m
-3

, respectively. The high variability in

SSA at Villum at the end of January and the middle of February is likely to be due to �uc-

tuations in sea-ice fraction around the site, as seen in the FNL sea-ice reanalysis product

(varies between 0.93 and 1.0-fully covered, in January and February). Also, HEM_NEW cap-

tures better NO
−
3 and NH

+
4 at Alert while slightly overestimates total SO

2−
4 (see APPENDIX

A3, Table A2). At Villum, HEM_NEW captures better SO
2−
4 compared to CONTROL run,
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slightly underestimates NH
+
4 end of February, but still overestimates NO

−
3 (see APPENDIX

A3, Table A3). Similar results are found for Zeppelin where HEM_NEW simulates better

Na
+

, Cl
−

, NO
−
3 and NH

+
4 , but overestimates SO

2−
4 . More speci�cally, HEM_NEW slightly

underestimates observed Na
+

, Cl
−

and NH
+
4 , but the model results improve in this site. SSA

updates also improve modelled NO
−
3 (see APPENDIX A3, Table A4).

At Simeonof, HEM_NEW captures better Na
+

, Cl
−

and NO
−
3 variability during winter

2014 and, due to the inclusion of marine organics, the model simulates more tOC, although

it still underestimates observed variability. Calculated biases decrease from 1.4 to 0.3, 2.0 to

0.1, 0.12 to 0.08, -0.08 to -0.05 µ g m
-3

for Na
+

, Cl
−

, NO
−
3 and tOC, respectively. Also, the ad-

dition of ss-SO
2−
4 in HEM_NEW leads to improvements (biases, RMSEs) in simulated SO

2−
4

even if the model occasionally underestimates by up to 0.6 µ g m
-3

. Similar patterns are

found for the Gates of the Arctic in northern Alaska. Na
+

and Cl
−

are lower in HEM_NEW

while modelled NO
−
3 and tOC also improve, with biases decreasing for all the four species

(0.56 to 0.16, 0.70 to 0.09, 0.26 to 0.18 and -0.24 to -0.21 µ g m
-3

for Na
+

, Cl
−

, NO
−
3 and tOC,

respectively, see also APPENDIX C for RMSEs). HEM_NEW simulates more total SO
2−
4 at

this site but still underestimates the observations, in particular nss-SO
2−
4 . Here, the contri-

bution of ss-SO
2−
4 is minimal, as shown in Fig. 3b. Thus, the model underestimation could

be due to issues related to long-range transport of nss-SO
2−
4 , such as wet deposition, or to

missing local anthropogenic sources (e.g. Prudhoe Bay oil�elds). Additional wintertime

production of SO
2−
4 via mechanisms not requiring sunlight may also contribute. For exam-

ple, McCabe et al. (2006) suggested that there is secondary SO
2−
4 at Alert during wintertime

from metal catalyzed O2 oxidation of S(IV) (10–18%). Results from HEM_NEW also under-

estimate tOC at Gates of the Arctic, possibly due to underestimation of marine organics

(see discussion in next section) or missing regional or remote sources.

Figure 4.4 compares results from CONTROL and HEM_NEW with observations for

super-micron (weekly averages) and sub-micron (daily averages) aerosols at Utqiaġvik.

While CONTROL overestimates SSA and NO
−
3 and underestimates SO

2−
4 (only non-ss-

SO
2−
4 ), in general, HEM_NEW captures better observed super-micron Na

+
, Cl

−
, NO

−
3 and

NH
+
4 aerosols during the simulation period (Fig. 4.4a) (see also Appendix A3). The Na

+

bias decreases from 0.3 to -0.07 µ g m
-3

but Cl
−

is now underestimated (bias decreases from

0.27 to -0.26 µ g m
-3

), due to the introduction of the SST dependence (not shown). Also, there

is more super-micron SO
2−
4 in HEM_NEW and the model slightly underestimates observed

SO
2−
4 by about 0.1 µ g m

-3
. Super-micron OA is smaller in magnitude compared to the other

aerosol components. However, super-micron OA mass concentration measurements are

not available in winter 2014 to evaluate the model. Overall, modelled super-micron SSA

concentrations decrease in HEM_NEW, as at other remote sites (Fig. 4.2 and 4.3) in better
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Table 4.2: Calculated fractions of observed and modelled (HEM_NEW) SSA to total aerosol mass con-
centrations (summed from available observations at each site). For each site SSA are de�ned as the
sum of Na+, Cl− and ss-SO2−

4 . Total is de�ned as the sum of SSA and inorganic aerosols. Inorganic
is the sum of nss-SO2−

4 , NH+
4 and NO−

3 for each station except for Simeonof and Gates of the Arctic
where inorganic is the sum of nss-SO2−

4 and NO−
3 . Note that NH

+
4 is rarely internally mixed within

SSA aerosol, because most NO−
3 and SO2−

4 forms via Cl- (e.g. NaCl + HNO3 -> NaNO3 + HCl). Total_all
below is de�ned as the sum of SSA, nss-SO2−

4 , NH+
4 , NO

−
3 , BC, OA and dust (model only). The aerosol

size for SSA, Total and Total_all varies per station and corresponds to observed aerosol sizes as described
in Section 3.

Sites
SSA/Total

[OBS]

SSA/Total

[HEM_NEW]

SSA/Total_all

[HEM_NEW]

Simeonof (�ne mode) 0.73 0.84 0.74

Gates of the Arctic (�ne mode) 0.20 0.44 0.33

Utqiaġvik-sub-micron 0.60 0.22 0.13

Utqiaġvik-super-micron 0.93 0.57 0.54

Alert (coarse mode) 0.59 0.54 0.45

Villum (TSP) 0.32 0.63 0.52

Zeppelin (coarse mode) 0.56 0.75 0.62

agreement with the observations compared to the CONTROL run.

On the other hand, while HEM_NEW (ig. 4.4b) represents better periods with low con-

centrations of sub-micron Na
+

and Cl
−

at Utqiaġvik in January and February 2014 (up to

0.3 µ g m
-3

), it still underestimates episodes with very high observed Na
+

and Cl
−

, espe-

cially at the end of February 2014. The model simulates better NO
−
3 but underestimates

NH
+
4 and SO

2−
4 , especially at the beginning of January and end of February 2014. Sub-

micron OA at 100 km ranges between 0.01 and 0.15 µ g m
-3

. However, observations of OA

at Utqiaġvik during this period are not available with which to validate the model. Bar-

rett et al. (2015) and Barrett and Sheesley (2017) showed that OC at Utqiaġvik is in�uenced

by primary and secondary biogenic carbon and fossil fuel carbon, with air masses origi-

nating from the Arctic Ocean, Russian and Canadian Arctic. More speci�cally, Barrett and

Sheesley (2017) made measurements of OC (diameter less than 10 µm) collected during win-

ter 2012-2013 northeast of Utqiaġvik and reported average OC of 0.22 µ g m
-3

. To compare

directly with the model results we divide the modelled value by 1.4 (Fig. 4.5). In that case,

modelled super-micron tOC at Utqiaġvik is three times less than the observed OC, show-

ing that the model lack sources of OC. Shaw et al. (2010) reported sub-micron OM equal to

0.43 µ g m
-3

during winter 2008 (November to February) at Utqiaġvik, almost double the

simulated OA at Utqiaġvik. Their analysis showed that OM was correlated with organic

and inorganic seawater components with the air masses originating along the coastal re-

gions of the Northwest Territories of Canada. Also, the model results can be compared with
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weekly average sub-micron OM data collected at Alert (Leaitch et al. (2018a) and Fig. 2).

At Alert, OM reaches up to 0.25 µ g m
-3

in February 2014, which is almost double compared

to the model results for Utqiaġvik, North Slope of Alaska and Alert (Fig. 4.6). At Villum, a

recent study by Nielsen et al. (2019) showed that OA peaks at 2.2 µ g m
-3

at the beginning

(21 to 28 February 2015) of their study period. Their study shows that the majority of OA

is mostly due to Arctic Haze in�uence (up to 1.1 µ g m
-3

) with secondary in�uence, due to

hydrocarbon-like organics (up to 1.0 µ g m
-3

) and a marine in�uence (up to 0.2 µ g m
-3

).

Reasons for these di�erences on modelled and observed OA are investigated in the next

section focusing on regional processes a�ecting SSA near northern Alaska.

Previous studies (Quinn et al., 2002b; Quinn and Bates, 2005; May et al., 2016; Kirpes et al.,

2018, 2019), pointed out that SSA are an important contributor in the total sub-micron and

super-micron mass fraction in the Arctic during wintertime. A recent study byMoschos et al.

(2022b) showed that during wintertime SSA dominates PM10 (particulate matter with diam-

eter ≤ 10 µm) mass concentrations at remote Arctic sites, including Alert (56%), Baranova

(41%) (Russia), Utqiaġvik (66%), Villum (32%), and Zeppelin (65%). In contrast, at sites such

as Tiksi (Russia) and Pallas (Finland), SO
2−
4 and OA dominate (70% and 55%, respectively).

To investigate the contribution of SSA to total mass concentrations during the period of this

study, the observed and modelled fraction of SSA to "total" (SSA plus inorganic) aerosols

are estimated (see Table 4.2). However, it should be noted that this fraction varies between

sites since not all components were measured.

Overall, taking into account the observations available at each site, the fraction of SSA

to total SSA+inorganics is higher at all the coastal sites (Utqiaġvik, Alert, Simeonof, Villum)

and Zeppelin ranging from 54 to 93%. Only at the Gates of the Arctic and Villum stations

the fraction of SSA is smaller (20% and 32%). The modelled HEM_NEW SSA fraction shows

similar patterns (fraction ranges between 44% and 84%) compared to the observations. An

exception is sub-micron modelled SSA at Utqiaġvik due to low modelled concentrations.

When taking into account all aerosol components in the model, including OA, BC and dust,

SSA is dominant at Simeonof, Utqiaġvik (super-micron), Zeppelin and Villum (more than

54%), whereas at Alert, SSA contributes about 45%. This analysis shows that SSA is an

important fraction of total �ne mode, super-micron, coarse mode and TSP aerosols in the

most Arctic coastal sites during wintertime.

4.1.6 Regional processes in�uencing SSA over northern Alaska

In this section, processes which could a�ect SSA emissions on a regional scale over northern

Alaska are examined. In general, the improved model simulates better observed super-
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Table 4.3: WRF-Chem model simulations including details about SSA treatments in the regional runs.

Simulation Name Description

Regional simulations [20km]

ALASKA_CONTROL_FEB Control run for February 2014

DRYDEP_FEB + Updated dry deposition velocities over snow-ice and

open water on (Zhang et al., 2001) based on (Nilsson et al., 2001)
LOC_ORG_FEB + Local source marine organics (Kirpes et al., 2019)

SSA_WS_DEP_FEB + Sub-micron SSA wind-speed dependence (Russell et al., 2010)
NEW_ALASKA_FEB DRYDEP_FEB + LOC_ORG_FEB

+ SSA_TEST_FEB + ERA5 sea-ice fraction

ALASKA_CONTROL_JAN Control run for January 2014

(same setup as ALASKA_CONTROL_FEB)

NEW_ALASKA_JAN including all updates in NEW_ALASKA_FEB

micron, TSP, �ne and coarse mode SSA, NO
−
3 and SO

2−
4 aerosols at di�erent sites in the

Arctic but the model has di�culties capturing sub-micron SSA during wintertime at at

Utqiaġvik. Possible reasons for these discrepancies are investigated in model runs at 20 km

resolution during the campaign periods in January and February 2014 with boundary and

initial conditions from HEM_NEW. The sensitivity of modelled SSA to various processes is

examined including aerosol dry deposition over snow/ice, inclusion of local marine organic

aerosols, higher wind speed dependence for sub-micron SSA and representation of sea-ice

fraction. The possible role of blowing snow and frost �owers is also discussed. Details

about the simulations are provided in Table 4.3.

4.1.6.1 Aerosol dry deposition

Previous studies have shown the importance of including wet and dry removal treatments

in models (Witek et al., 2007; Eckhardt et al., 2015; Whaley et al., 2022a). So�ev et al. (2011)

estimated that dry deposition, including sedimentation, could contribute more than 50%

to SSA removal, especially for super-micron SSA. JA11, using model treatments for dry

deposition from Zhang et al. (2001) over land and Slinn (1982) over ocean, reported that

the loss of super-micron SSA is dominated by dry deposition. In the quasi-hemispheric

simulations, dry deposition velocities are calculated in MOSAIC based on the Binkowski and

Shankar (1995) parametrisation. Here, the Zhang et al. (2001) scheme is applied over Alaska,

in which the dry deposition velocities are calculated taking into account the di�erent land

categories, in contrast to MOSAIC scheme, which uses universal values for processes such

as Brownian di�usion and Schmidt number (?Slinn, 1982). Zhang et al. (2001) has been used

in previous studies, for example, by Fisher et al. (2011) and Huang and Jaeglé (2017). These
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Figure 4.7: First row shows the average values of aerosol mass concentrations for sub-micron
during February campaign. Average di�erences at the surface between DRY_DEP_FEB and
ALASKA_CONTROL_FEB (second row), and between LOC_ORG_FEB and DRY_DEP_FEB (third row)
during February campaign for sub-micron Na+, OA, NO−

3 (µ g m-3). See text and Table 2 for detailed
description of the model runs.

studies applied aerosol dry deposition velocities of 3.0 × 10
-4

m s
-1

over snow and ice surfaces

for all aerosol diameters and the dry deposition velocity is calculated as a function of aerosol

diameter. Zhang et al. (2001) includes detailed treatments of deposition processes, such as

Brownian di�usion, impaction, interception, gravitational settling and particle rebound,

which highly vary depending on land surface type. Certain parameters link to interception,

such as collection e�ciency by interception, or impaction processes (e.g. Stokes number)

over speci�c land use categories (such as ice/snow and open ocean), are calculated without

considering the radius of surface collectors (Giorgi, 1988), but using kinematic viscosity of

air, gravitational settling velocity of particle, friction velocity (Slinn, 1982; Seinfeld, 1986).

Thus, dry deposition velocities over ice/snow and open ocean are set equal to 3.0 × 10
-4

and

1.9 × 10
-3

m s
-1

, respectively, for both sub- and super-micron aerosols, following Nilsson and

Rannik (2001b), who reported dry deposition velocity measurements from an Arctic Ocean

expedition in 1999. In that way, the in�uence of more realistic dry deposition velocities on

SSA aerosols is examined during wintertime.

Figures 4.7 and 4.8 show the e�ect of this modi�cation for sub- and super-micron SSA
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Figure 4.8: First row shows the average values of aerosol mass concentrations of super-micron
during February campaign. Average di�erences at the surface between DRY_DEP_FEB and
ALASKA_CONTROL_FEB (second row), and between LOC_ORG_FEB and DRY_DEP_FEB (third row)
in super-micron Na+, OA, NO−

3 (µ g m-3)during February campaign. See text and Table 2 for detailed
description of the model runs.

and NO
−
3 , respectively (di�erences between DRYDEP_FEB and ALASKA_CONTROL_FEB

runs). Sub-micron Na
+

, OA and NO
−
3 decrease very slightly, whereas super-micron Na

+
,

OA and NO
−
3 increase by up to 0.6, 0.02 and 0.3 µ g m

-3
, respectively, with the largest

increase over sea-ice areas or regions with snow cover. These changes in modelled sub-

and super- micron aerosols are due to di�erences between the dry deposition velocities in

the two schemes. Over model grids covered with snow or ice and open ocean MOSAIC

dry deposition velocities are smaller (larger) for sub-micron (super-micron) in magnitude

compared to reported velocities by Nilsson and Rannik (2001b). During wintertime over

northern (in-land) Alaska, all the grid cells during the simulations are snow covered. Based

on these results, and the fact that super-micron Na
+

and Cl
−

are slightly underestimated at

100 km and Utqiaġvik (see section 4.2.5.6), the following simulations use the observed dry

deposition velocities reported by Nilsson and Rannik (2001b).

These results show that sub- and super-micron (mostly) SSA are sensitive to di�erent

dry deposition parametrisation in WRF-Chem. To address potential uncertainties in dry re-

moval treatments and their in�uence on SSA regionally, a series of sensitivity tests are also
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performed. Firstly, correct modelling of aerosol dry deposition depends on the ability of the

model to capture the structure of the Arctic boundary layer including vertical temperatures

and winds. Model results at 20 km and 100 km horizontal resolution are compared against

hourly in-situ 2 m, 10 m temperatures and 10 m wind speeds or temperature and wind speed

pro�les up to 4 km for January and February 2014 (see �gures in APPENDIX A4 with cal-

culated bias and RMSE for the two periods). Observed wind speeds during January ranged

between 4.7 and 14.1 ms
-1

and wind directions were mostly easterly (77 to 135 degrees).

During February, wind speeds ranged between 0.4 and 13.3 m s
-1

and wind directions were

mostly easterly, except from 22 UTC 25 February to 11 UTC 26 February when the winds

were westerly. In general, the model performs well at 20 km, and better than at 100 km,

in terms of temperature and winds, although it slightly underestimates observations at the

surface. On the other hand, there are small discrepancies, of up to 10 degrees, between

modelled (at 20 km) and observed wind direction at the Barrow site, near Utqiaġvik town,

except at 26 February when these discrepancies are up to 70 degrees.

To examine further causes of variability in modelled dry removal of SSA, a sensitivity

test is carried out where aerosol dry deposition and gravitational settling are switched o�

during a windy day, 28 February 2014. On this day, 10 m wind speeds at Utqiaġvik varied

between 7 and 13.5 m s
-1

and were easterly (104 to 130 degrees). This corresponds to a

period when observed sub-micron Na
+

and Cl
−

concentrations were high, around 1.4 and

2.0 µ g m
-3

, respectively (see Figure 4.10b). During this day the model captures quite well

observed wind speeds and directions, with small di�erences of up to 2 m s
-1

and up to 10

degrees di�erences in wind direction (not shown here). In this sensitivity run, the model

simulates more super-micron SSA (an increase up to 0.8 µ g m
-3

), which is expected due

to the in�uence of gravitational settling on super-micron particles. The increase on sub-

micron SSA is smaller. However, observations of dry deposition of di�erent aerosols are

needed to better constrain the model in the Arctic.

4.1.6.2 Local source of marine organics

For the simulations at 100 km, the F10 parametrisation is used based on C:Chl-a from a

cruise at mid-latitudes. Whilst phytoplankton blooms may not expected in the high Arc-

tic winter, previous studies have shown evidence of sea ice biological activity under low

light conditions in the Arctic (Krembs et al., 2002; Lovejoy C., 2007; Hancke et al., 2018).

In addition, Russell et al. (2010) (from now on RUS10) analysed samples from the Inter-

national Chemistry Experiment in the Arctic Lower Troposphere (ICEALOT) cruise and

found that most organic mass in clean regions of the North Atlantic and the Arctic is com-
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posed of carbohydrate-like compounds containing organic hydroxyl groups from primary

ocean emissions. Frossard et al. (2014) (FRSS14 from now on) investigated the sources and

composition of atmospheric marine aerosol particles based on the analysis of samples, in-

cluding those from ICEALOT, reporting that ocean-derived organic particles include pri-

mary marine organic aerosols. In particular, they calculated the ratio of OC:Na
+

as a metric

for comparing the composition of model-generated primary marine aerosol and seawater,

previously used by Ho�man and Duce (1976), and reported OC:Na
+

ratios of 0.45 for at-

mospheric marine aerosol particles. KRP19 also reported that during their campaigns in

2014 almost all the individual SSAs had thick organic coatings (average C:Na mole ratios

of 0.5 and 0.3 for sub-micron and super-micron SSA, respectively) made up of marine sac-

charides. They also identi�ed open sea ice leads enriched with exopolymeric substances as

contributing to organics in winter SSA.

Here, elemental fractions for sub- and super-micron aerosols sampled during the KRP19

campaigns are used to better constrain modelled organic marine emissions (mOC). More

speci�cally, the ratio of sub- and super-micron OC:Na
+

is calculated, following FRSS14 and

using the elemental fractions from KRP19, as an indicator of the presence of a local source

of marine organics. The organic fraction of the total SSA for the high organic activity

scenario in WRF-Chem is increased to 0.4 for sub-micron (1st to 5th MOSAIC 8-bins) and

to 0.11 for super-micron (6th to 8th MOSAIC 8-bins). Note again that no additional SSA

mass is added. Figures 4.7 and 4.8 show the sensitivity of the model results to including

a larger marine organic fraction. Sub- and super-micron OA concentrations increase on

average by up to 0.009 and 0.12 µ g m
-3

, respectively, especially south-west of Alaska and

along coastal areas, including Utqiaġvik. Sub-micron Na
+

and NO
−
3 slightly decrease (0.005

µ g m
-3

) around Utqiaġvik region, and super-micron Na
+

and NO
−
3 decrease north-west of

Utqiaġvik.

KRP19 reported measured sub-micron organic carbon volume fractions based on anal-

ysis of 150 SSA particles between 0.3 µm and 0.6 µm comparable to organic carbon volume

fractions observed in SSA produced in mid-latitude algal bloom regions. This suggests the

presence of signi�cant organic carbon associated with locally produced SSA on the coast of

northern Alaska. There are two available daily observations at Gates of the Arctic during

the February campaign. The model captures better observed tOC at the end of February in

the run LOC_ORG_FEB with higher organic fraction. However, it underestimates tOC on

25 February when the observed tOC reached 0.33 µ g m
-3

(see APPENDIX F). As mentioned

previously, this discrepancy could also be due to missing local anthropogenic sources re-

lated to North Slope oil �eld emissions (?). In the following runs, marine organics based on

the calculated ratio of OC:Na
+

are included instead of F10 considering the importance of
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Figure 4.9: Average di�erences in mass concentrations of (a) sub- micron Na+, OA, NO−
3 ,in µgm-3,

at the surface between SSA_WS_DEP_FEB and LOC_ORG_FEB. Grey star indicates the location of
Utqiaġvik. (b) The map on the left shows the average value of SSA emission �uxes in µgm-2s-1 during
February campaign and the map on the right shows average di�erences between SSA_WS_DEP_FEB
and LOC_ORG_FEB in µgm-2s-1.

local SSA marine sources at Utqiaġvik (KRP19). By including a local source of marine organ-

ics in the model, this leads to a better agreement with the �ndings of the previous studies

discussed in section 4.2.5.6. It can be noted that there are only sporadic measurements of

OA/OC at remote Arctic sites and detailed long-term observations are not available which

might help to better constrain model simulations.

4.1.6.3 Wind-speed sensitivity to sub-micron SSA emissions

In the regional runs presented so far, the lower wind speed dependence based on satellite

data is used (SALI14) since it improves modelled SSA compared to observations in the 100

km runs (see in section 4.2.5.3). However, RUS10 found evidence for higher wind speed

dependence during the ICEALOT cruise in the Arctic. They found that wind speed is a

good predictor of a marine factor, calculated using positive matrix factorization, for sub-

micron organic mass (OM1sea). Their analysis showed a high correlation between OM1sea,

sub-micron sodium (Na
+

1) concentration and wind speed at 18 m (correlation r equal to 0.90

for the North Atlantic and Arctic region, see Table S3 Supplementary Material in RUS10).

Average OM1sea concentrations (0.2 µ g m
-3

) reported by RUS10 for the eastern Arctic Ocean

are about half those reported at Utqiaġvik by Shaw et al. (2010) during wintertime.

In a sensitivity simulation, the results from RUS10 are used to include a higher wind
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speed dependence for sub-micron SSA. Equations (5) and (6) from the RUS10 analysis for

the Arctic legs of their cruise are applied to the model as a correction factor:

Na
+
1 = 0.022× U18 − 0.012 (4.4)

OM1sea = 0.025× U18 − 0.049 (4.5)

where U18 is wind speed at 18 m in ms
-1

, ranging between 2 and 14 m s
-1

(Figure 2,

RUS10). RUS10 used Na
+

1 as a proxy for sub-micron NaCl, and subsequently SSA, because

Na
+

1 equalled sub-micron Cl
−

1 on a molar basis for the North Atlantic and Arctic sampling

regions. Thus, Equation (5) is also used to estimate a correction factor for Cl
-
. Here, wind

speeds in the �rst model layer are used, i.e. around 26 m. Di�erences in U18m and U26m

reach a maximum of 1 m s
-1

(see Fig.A1 in APPENDIX A4). Following RUS10, correction

factors are only applied in the model to the number and mass of the SSA emissions when

modelled wind speeds are between 2 and 14 ms
-1

, and when RUS10-calculated sub-micron

SSA concentrations are greater than model calculated SSA. In this way, SSA emissions are

enhanced during periods of higher wind speeds.

To illustrate the sensitivity of the results to applying this correction, Fig. 4.9 shows

sub-micron aerosol concentrations and SSA emission �uxes, the latter being the sum of

dry mass emissions calculated in the model. Overall, this leads to an increase of 0.25, 0.19

and 0.11 µ g m
-3

in sub-micron Na
+
, NO

−
3 and OA, respectively, over the Utqiaġvik region

and southwest Alaska during the February campaign. The SSA emission �ux is in�uenced

directly by the area in the model grid which is ice-free. This leads to SSA production east

and west of Utqiaġvik while the highest values are southwest of Alaska. By adding the

RUS10 correction, SSA emission �uxes increase slightly by up to 0.035 µ g m
-2

s
-1

along the

southwest Alaskan coast, and by up to 0.015 µ g m
-2

s
-1

around Utqiaġvik. RUS10 showed

that sub-micron SSA and wind speed are well correlated over open ocean. Thus, a correction

factor to sub-micron SSA, based on is-situ data, improves sub-micron model SSA and could

be included in future simulations for studies focusing on the Arctic region.

4.1.6.4 Sea-ice fraction

The sensitivity of modelled SSA to prescribed sea-ice fractions during wintertime and the

role of leads, is investigated since KRP19 already pointed out the importance of using real-

istic sea-ice to simulate marine aerosols. High spatial resolution images of sea-ice cover

are available, including during the Polar Night, from a marine radar operating on top

of a building in downtown Utqiaġvik (7117’13” N, 15647’17” W), 22.5 m above sea level,

with a range of up to 11 km to the northwest (http://seaice.alaska.edu/gi/data/

(http://seaice.alaska.edu/gi/data/barrow_radar)
(http://seaice.alaska.edu/gi/data/barrow_radar)
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Figure 4.10: Average di�erences between ALASKA_NEW_FEB and SSA_WS_DEP_FEB showing the
e�ect of switching from FNL to ERA5 sea-ice fractions during February for (a) SSA emission �uxes
(µ g m-3), (b) sub-micron mass concentration of Na+ and (c) super-micron mass concentration of Na+ in
µ g m-2 s-1. The grey star shows the location of Utqiaġvik.

barrow_radar) (Druckenmiller et al., 2009; Eicken et al., 2011). May et al. (2016) showed in-

creased super-micron Na
+

mass concentrations during periods of elevated wind speeds and

lead presence, in a multiyear study using the sea ice radar data at Utqiaġvik. Between 23-28

January 2014, when the winds at Barrow observatory were easterly, the radar showed that

the coastal area east of Utqiaġvik featured leads (KRP19). From 24-28 February 2014, the

west coastal area also featured leads as shown by Moderate Resolution Imaging Spectrora-

diometer (MODIS) satellite images (KRP19). To examine the sensitivity of SSA emissions to

sea-ice cover, ERA5 sea-ice fractions with a resolution of 0.25
o

x 0.25
o

are used instead of

FNL fraction at 1.0
o

x 1.0
o

resolution. Note that only sea-ice fraction �eld is di�erent, while

the rest of the meteorological �elds are from FNL.

Results for February are shown in Fig. 4.10. The SSA emission �ux (Fig. 4.10a) in-

creases over a small region around Utqiaġvik and across the North Slope of Alaska due

to decreased sea-ice fraction but decreases east of Utqiaġvik and southwest of Alaska (e.g.

Selawik Lake and Norton Bay) due to increased sea-ice fraction. Sub-micron Na
+

slightly

increases along the north coast of Alaska by up to 0.1 µgm
-3

and around Utqiaġvik (see Fig.
4.10b) and super-micron Na

+
increases by up to 0.4 µ g m

-3
around Utqiaġvik and decreases

by up to 0.4 µ g m
-3

southwest of Alaska (Fig. 4.10c). The model results for January indicate

that there is less sea-ice in the region around Utqiaġvik and south west of Alaska. There-

fore, higher SSA emission �uxes were simulated for February (0.035 µ g m
-2

s
-1

) compared

to January (0.015 µ g m
-2

s
-1

) (maps not shown here).

Two further simulations are performed to examine model sensitivity to sea-ice fraction.

First, ERA5 sea-ice fractions are set equal to 0 (ice-free conditions) to the north, west, and

east of Utqiaġvik to examine the e�ect of having ice-free conditions and the presence of

open leads locally (as seen by the radar). Second, ERA5 sea-ice fractions are set equal to

0.75 north, west, east of Utqiaġvik and northwest of Alaska. In both cases, the model is

(http://seaice.alaska.edu/gi/data/barrow_radar)
(http://seaice.alaska.edu/gi/data/barrow_radar)
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Figure 4.11: Time-series during a) January and b) February 2014 of sub-micron mass concentrations of
Na+, Cl−, NO−

3 , NH
+
4 , SO

2−
4 , in µ g m-3, simulation period. Model simulations are validated against in-

situ sub-micron aerosols at Utqiaġvik, Alaska, in UTC (every 12h; 00z,12z). The black line shows model
results from the CONTROL run; the red line shows the ALASKA_NEW run, while the daily observations
are shown in blue crosses. The corresponding model daily averages are shown as black diamonds for the
control simulation and as red pentagons for the ALASKA_NEW runs. See the text for details about the
observations and model runs.
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run on a windy day (28 February 2014). The �rst sensitivity test leads to an increase in

SSA emission �uxes by up to 0.2 µ g m
-2

s
-1

where sea-ice fraction equals zero (not shown)

and to an increase of up to 1.2 µ g m
-3

and 0.05 µ g m
-3

in super-micron and sub-micron

Na
+

respectively. The second sensitivity test yields similar results. This is because ERA5

sea-ice fractions are higher than the test case (0.75) leading to an overall increase in the

SSA emission �ux of up to 0.02 µ g m
-2

s
-1

, especially east of Utqiaġvik, a�ecting primarily

super-micron SSA (increases of up to 1.5 µ g m
-3

) rather than sub-micron SSA, probably

due to the short simulation period.

These results illustrate the sensitivity of super-micron SSA, in particular, to the pre-

scribed sea-ice fraction and point out the need of improving this in models. Regarding

sub-micron SSA, which is less sensitive to local sea-ice in these model simulations, there is

the possibility that missing mechanisms in�uencing sub-micron SSA emissions need to be

included such as SSA production from breaking waves in the surf zone for particles with

diameters between 1.6 and 20 µm (De Leeuw et al., 2000) or diameters ranging between 0.01-

0.132 (ultra�ne), 0.132-1.2 and 1.2-8.0 µm (Clarke et al., 2006), which would be important and

in the ice free ocean.

4.1.6.5 Evaluation against observations in northern Alaska

The model is also run for January 2014 including all the updates described above (see Table
4.2 and section 4.2.3.3). Fig. 4.11 shows the comparison between runs with and without all

these updates compared to sub-micron aerosol observations at Utqiaġvik during the Jan-

uary and February campaigns. Note that the focus of this section is on sub-micron SSA, as

there are not detailed super-micron observations during the periods of the simulations due

to their weekly temporal variation and due to the fact that the model still underestimates

observed sub-micron SSA at Utqiaġvik.

There are di�erences in the observations between the two periods. While sub-micron

observed Na
+

and Cl
−

did not exceed 1 µ g m
-3

during January, observed sub-micron Na
+

and Cl
−

concentrations reached up to 2.5 µgm
-3

in February. As noted earlier such high

concentrations of Na
+

and Cl
−

were not observed at Alert and Villum during January and

February 2014. This could be explained by the fact that these two sites are entirely sur-

rounded by more sea-ice in winter. Overall, the model simulates better observed sub-micron

Na
+

and Cl
−

in January but still underestimates concentrations by up to 0.3 and 0.6 µ g m
-3

,

respectively, while sub-micron NO
−
3 is slightly overestimated. Biases in January decrease

from -0.31 to -0.16, -0.50 to -0.33 and -0.04 to 0.039 µ g m
-3

, respectively. On the other

hand, sub-micron Na
+

, Cl
−

are still underestimated in the run including all the updates
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(ALASKA_NEW_FEB) by up to 2.0 µ g m
-3

in February indicating that there are missing

processes in the model linked to sub-micron SSA emissions, as discussed earlier. However,

overall the results at Utqiaġvik in February, including all the updates (ALASKA_NEW_FEB),

are better compared to the control simulation (ALASKA_CONTROL_FEB). Biases for Na
+

,

Cl
−

and NO
−
3 decrease from -1.29 to -1.18, -1.90 to -1.78 and -0.20 to -0.11 µ g m

-3
, re-

spectively. During both months, the model lacks SO
2−
4 due to missing local anthropogenic

sources, as discussed in section 4.2.5.6 and due to small contribution from ss-SO
2−
4 as is

shown also in section 4.2.5.1 for di�erent Arctic sites. Missing aqueous phase reactions,

such as the oxidation of SO2 by ozone in alkaline SSA aerosols (Alexander et al., 2005) and

SO
2−
4 production from metal catalyzed O2 oxidation (McCabe et al., 2006) are missing from

the model and might explain these high discrepancies compared to sub-micron observations

at Utqiaġvik. Also, the variations in modelled NH
+
4 between the ALASKA_CONTROL_JAN

and ALASKA_NEW_JAN for January and February simulations are small. The model un-

derestimates observed NH
+
4 , which peaks at 0.2 µ g m

-3
during February. Calculated biases

and RMSEs for all aerosol species and for January and February campaigns are given in

APPENDIX A5.

Comparison with data from Gates of the Arctic (see APPENDIX A6) shows that there are

not signi�cant di�erences between the control run and including all the updates in February

2014. The model still underestimates observed tOC due to missing local anthropogenic

sources and overestimates SO
2−
4 , NO

−
3 , Na

+
and Cl

−
. However, due to short period of the

simulation only two observations are available, thus more detailed observations are needed

to examine further the reason why the model di�ers from the observations at this site.

4.1.6.6 Are blowing snow and/or frost �owers a source of sub-micron SSA during
wintertime at Utqiaġvik?

Lastly, we consider whether enhanced SSA at Utqiaġvik could be due to blowing snow or

frost �ower sources. We noted earlier that KRP19 found no evidence of blowing snow or

frost �owers at this site but that SSA originated from open leads during wintertime. The

�ndings of KRP19 are supported by the earlier laboratory study of Roscoe et al. (2011) who

reported that frost �owers are not an e�cient source of SSA. However, an older study by

Shaw et al. (2010) found that during winter at Utqiaġvik surface frost �owers formed on the

sea and lake ice are a source of ocean derived OM. Modelling studies that have included a

source of blowing snow and frost �owers suggest that they are contributing to SSA at this

time of year at Utqiaġvik, Alert and Zeppelin (Xu et al., 2013, 2016; Huang and Jaeglé, 2017;

Rhodes et al., 2017).
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Table 4.4: Average sub-micron modelled and observed depletion factors, following Frey et al. (2020),
during the January and February campaigns 2014 in Utqiaġvik. Model results for ALASKA_NEW_JAN
and ALASKA_NEW_FEB simulations are shown here, respectively. Observations refer to sub-micron
data from NOAA. See text for details.

Depletion Factors Model Observations

January campaign

DF
SO

2−
4

-0.77 -7.56

DFNa
+ -1.05 -0.09

February campaign

DF
SO

2−
4

-4.8 -2.15

DFNa
+ -1.1 -0.19

DFBr
− - 0.063

To investigate whether blowing snow or frost �owers could also be a source of SSA dur-

ing the campaigns at Utqiaġvik, depletion factors are estimated following Frey et al. (2020).

Frey et al. (2020) reported that blowing snow was the main source of SSA rather than frost

�owers and open-leads in Antarctic wintertime, based on SO
2−
4 and Br

−
depletion in SSA

being indicative of blowing snow origin, and not sea water. Here, depletion factors are cal-

culated using modelled and observed sub-micron aerosol concentrations, during the cam-

paign periods. More speci�cally, SO
2−
4 depletion relative to Na

+
(DF

SO
2−
4

), Na
+

depletion

relative to Cl
−

(DFNa
+) and Br

-
depletion relative to Na

+
(DFBr

− only for observations in

this case) are calculated using the following equation:

DF x = 1−
Rsmpl

RRSW

(4.6)

where, R is the mass ratio (x:y) in the model or in the sample (smpl) and in reference

seawater (RSW) (Millero et al., 2008). A depletion factor (DFx) between 0 (small) and 1

(strong) indicates 0–100% depletion, whereas DFx smaller than 0 indicates enrichment. Frey

et al. (2020) suggested, based on depletion of SO
2−
4 relative to Na

+
, that most SSA originates

from blowing snow on sea-ice with minor contributions from frost �owers, and not from

open leads.

Average values of modelled and observed DFs are shown in Table 4.4. In January, ob-

served SO
2−
4 concentrations are 8.56 times more than in reference seawater, possibly due to

internal mixing with anthropogenic SO
2−
4 from NSA oil�eld emissions (KRP18), whilst in

the model, SO
2−
4 concentrations are 1.77 times higher than in reference seawater, showing

enrichment in both cases (Table 4). Modelled and observed depletion factors also show en-

richment in February. This is in contrast with results from Frey et al. (2020) who reported

substantial depletion. They also reported a case of enrichment due to possible contamina-
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Table 4.5: Average modelled and observed molar ratios for sub-micron SSA, following Kirpes

et al. (2019), during January and February campaign 2014 in Utqiaġvik. Model results from
ALASKA_NEW_JAN and ALASKA_NEW_FEB simulations are used. Observations refer to sub-micron
data from NOAA.

Molar ratios Model Observations

January campaign

SO
2−
4 :Na

+
0.11 0.55

Cl
−

:Na
+

0.74 1.1

February campaign

SO
2−
4 :Na

+
0.37 0.2

Cl
−

:Na
+

0.8 1.08

tion from the ship, an anthropogenic source. Our modelling results and the observations

at Utqiaġvik indicate enrichment of SO
2−
4 relative to Na

+
, suggesting that blowing snow

and frost �owers are not a source of SSA, at least during these campaigns. Previous stud-

ies (Douglas et al., 2012; Jacobi et al., 2012) suggested that blowing snow and frost �owers

near Utqiaġvik are characterised by SO
2−
4 depletion compared to seawater. Na

+
depletion

relative to Cl
−

during both campaigns also shows enrichment, albeit more negligible in the

observations than in the model. Observed Na
+

depletion relative to Cl
−

is 1.09 or 1.19 times

more than in reference seawater, during January and February, respectively.

SSA can also play an important role in polar tropospheric ozone and halogen chemistry

through the release of active bromine during spring (Fan and Jacob, 1992; Simpson et al.,

2007; Peterson et al., 2017). Reactions involving bromine are an important sink of ozone

(O3) (Barrie, 1986; Barrie et al., 1988; Wang et al., 2019a; Marelle et al., 2021) and also cause

mercury oxidation (Schroeder et al., 1998). Br
−

depletion relative to Na
+

is calculated only

during February, since observed Br
−

was zero during the period of January campaign, and

indicates a small depletion in reference seawater. The calculated observed mass ratio of Br
−

to Na
+

, based on the available observations of Br
−

during February, indicates a seawater

origin. The observed mass ratio of Br
−

to Na
+

ranges between 0.0057 and 0.0059, while

the mass ratio of Br
−

to Na
+

in reference seawater is equal to 0.006. On the other hand,

Frey et al. (2020) reported no or little Br
−

depletion relative to Na
+

due to Br
−

loss at the

surface and small depletion further aloft. For a more comprehensive analysis, observations

are required at di�erent locations and altitudes across coastal northern Alaska.

We note that the version of WRF-Chem used in this study does not include halogen

chemistry. It has since been implemented in a later version by Marelle et al. (2021) to exam-

ine ozone depletion events during March-April 2012 at Utqiaġvik. Heterogeneous reactions

on sea salt aerosols emitted from the sublimation of lofted blowing snow were included.
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Their results suggested that blowing snow could be a source of SSA during spring although

it should be noted that this version of the model overestimated SSA at remote Arctic sites,

such as Alert and Villum, when blowing snow was included as a source of SSA. Also, they

did not examine wintertime conditions.

Finally, following KRP19, modelled and observed molar ratios of sub-micron Cl
−

:Na
+

and SO
2−
4 :Na

+
are estimated to further examine the origins of SSA and to compare our

�ndings with KPR19 (see Table 4.5). Observed molar ratios of Cl
−

:Na
+

and SO
2−
4 :Na

+

for January and February campaign periods agree with KRP19 (Cl
−

:Na
+

equal to 1.08, see

KRP19 supplement - Table S3 and text). This indicates a seawater origin (following Pilson

(2012)), and con�rms the �ndings of KRP19 that there was no evidence for blowing snow

and frost �owers as a source of SSA during the campaigns. Model averaged molar ratios

are smaller in magnitude than the observations. Observed and modelled ratios di�erences

in magnitude could be altered by the fact that the model underestimates sub-micron SSA

and SO
2−
4 , due to missing mechanisms for sub-micron SSA emissions and local/regional an-

thropogenic sources of SO
2−
4 . Di�erences between observed and modelled Cl

−
:Na

+
ratios

could also be due related to issues with modelled SSA lifetime and chemical processing dur-

ing long range transport. Previous studies found that sub-micron SSA have larger chloride

depletion than super-micron SSA (Barrie et al., 1994; Hara et al., 2002; Leck et al., 2002). May

et al. (2016) used molar ratio enrichment factors of Cl
−

:Na
+

as an indicator of long-range

transport in�uence on SSA at Utqiaġvik. They reported that Cl
−

depletion was larger for

sub- than super-micron SSA due to a longer lifetime. On average during the simulation pe-

riods in January and February 2014, the results indicate that modelled Cl
−

has undergone

signi�cant atmospheric processing. This is consistent with KRP18 observing the presence

of both nascent (locally-produced) SSA and aged (partially chloride-depleted) SSA. Based

on this analysis of depletion factors and molar ratios, little evidence suggest a blowing

snow in�uence on SSA during the campaigns at Utqiaġvik is found. Rather, the presence

of predominantly easterly winds (s.s. 4.2.6.3) and the presence of leads east of Utqiaġvik

(especially during February), suggests that the primary source of SSA was marine from

open-leads, in agreement with the �ndings of KRP19.

4.1.7 Conclusions

In this study WRF-Chem is used to investigate Arctic Haze composition at remote Arctic

sites during wintertime with a particular focus on SSA, processes in�uencing SSA emissions

and the contribution of SSA to Arctic Haze. Model performance is evaluated �rst in terms

of reproducing aerosol composition in the Arctic before focusing on processes in�uencing
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SSA at regional scales over northern Alaska during winter 2014.

The control version of WRF-Chem overestimates super-micron, coarse mode and TSP

SSA due to missing and out of date SSA emission treatments in the model. In particular,

the addition of a more realistic wind speed dependence for SSA, based on satellite data, and

inclusion of a dependence of SSA emissions on SSTs leads to improved results for super-

micron, coarse mode and TSP SSA and NO
−
3 over the Arctic. The latter has already been

included in certain modelling studies. Also, recent data analysis studies in the Arctic have

pointed out that wind speed alone cannot predict SSA production and that other mecha-

nisms, such as SST dependence, are needed. However, there are still uncertainties regard-

ing the role of SSTs in SSA production. Other factors such as seawater composition, wave

characteristics, fetch model and salinity need to be considered in future versions of WRF-

Chem. In this study, marine organic aerosol emissions are also activated in the model since

they are an important component of SSA in the Arctic and globally. Inclusion of all these

updates leads to improved representation of SSA over the wider Arctic. Modelled super-

micron, coarse mode and TSP SSA are reduced at all Arctic sites in better agreement with

the observations. Results for NO
−
3 are also improved overall due to less formation via het-

erogeneous uptake of HNO3. Inclusion of the SST dependence only has a small e�ect on

sub-micron SSA in the Arctic. In the future, other SST dependencies could be considered

such as that proposed by So�ev et al. (2011) which could increase sub-micron SSA at low

temperatures (Salter et al., 2014, 2015; Barthel et al., 2019). However, further �eld data studies

are needed to con�rm such dependencies in the Arctic.

A source of ss-SO
2−
4 is also added to the model leading to improved modelled SO

2−
4 in

the high Arctic (e.g. Alert) and Alaskan (e.g. Gates of the Arctic, Simeonof) sites. How-

ever, at sites such as Utqiaġvik, which may be in�uenced by the Prudhoe Bay oil�elds, the

model still underestimates sub-micron SO
2−
4 possibly due to missing anthropogenic emis-

sions. Missing aqueous chemical formation of SO
2−
4 in dark conditions may also explain

these discrepancies (e.g. SO
2−
4 production from metal catalyzed O2 oxidation of S(IV), Mc-

Cabe et al. (2006)). Results from the improved quasi-hemispheric run indicate a shift in

the balance between (NH4)2SO4 and NH4NO3, with aerosols being less acidic than the base

version of the model.

Overall, super-micron, coarse mode and TSP SSA, OA, SO
2−
4 , NH

+
4 and NO

−
3 are im-

proved in the HEM_NEW quasi-hemispheric simulation compared to observations at Arctic

sites, based on biases and RMSEs. However, the model underestimates sub-micron SSA at

Utqiaġvik where there are episodes with signi�cantly higher SSA compared to other Arctic

sites.

Model sensitivity to di�erent processes a�ecting SSA over northern Alaska during win-
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ter is explored. KRP19 pointed out that there is sea ice biology in�uence at Utqiaġvik during

wintertime and that marine emissions are an important source of organic aerosols at this

location. In order to include local sources of marine organics, the ratio of OC:Na
+

is used

leading to higher modelled OA, in better agreement with previous measurements at this

site (and at Alert) and its advised to be included in future WRF-Chem simulations in the

Arctic region. To further explore the uncertainties on sub-micron SSA, ERA5 sea-ice frac-

tion is tested in the model. The results, in combination with di�erent sensitivities changing

sea-ice fraction, show that super-micron SSA are more sensitive to sea-ice treatments than

sub-micron SSA in the model. The use of satellite sea-ice data, combined with higher res-

olution simulations over Utqiaġvik and coastal Arctic sites, will help to gain more detailed

insights into the in�uence of open-leads on SSA production during wintertime. The results

of this study also highlight that SSA dry removal is less important than the role of open

leads in the Arctic during wintertime. The role of wet deposition on SSA is also examined.

In that case, the precipitation �ux is doubled and as result super-micron SSA decreased,

but the sensitivity did not a�ect sub-micron SSA. Wet deposition is not addressed further

in this study, because according to NOAA climate data recorded precipitation and snowfall

was the lowest during February 2014. Wet deposition is addressed in details in the com-

panion paper for BC. Our results suggest that further investigation is needed to determine

more realistic dry deposition velocities over snow, ice and ocean in the Arctic and to derive

more realistic sea-ice fractions, including the presence of open leads, which can vary over

periods of days. The sensitivity of model results to using a higher wind speed dependence,

based on data from Russell et al. (2010), is investigated for sub-micron SSA. This leads to

small improvements in the model sub-micron SSA, with the model performing better during

January than February period of the campaign.

Further analysis is required to understand the origins of, in particular sub-micron SSA in

northern Alaska, and to improve their representation in the WRF-Chem model. For exam-

ple, missing sources of sub-micron SSA, such as a source function for ultra�ne SSA particles

due to breaking waves (Clarke et al., 2006) could be included. Also, anthropogenic sources

of Cl
−

may need to be considered, such as road salt in urban areas (McNamara et al., 2020;

Denby et al., 2016) or coal combustion, waste incineration, and industrial activities (Wang

et al., 2019b) which are not included in current global inventories. The model also lacks

anthropogenic emissions of Na
+

. Anthropogenic sources of Na
+

could be wastewater and

sewage treatment systems, contamination from land�lls and salt storage areas (e.g. Panno

et al. (2006)). However, detailed analysis of depletion factors and molar ratios at Utqiaġvik,

Alaska showed that during the simulation period the main source of SSA are from marine

emissions including open ocean or leads and there is no evidence of frost �owers or blowing
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snow as a source of SSA, at least during the periods considered in this study, in agreement

with the �ndings of KRP19. Further observations from �eld measurements are needed to

better understand SSA emissions and their dependencies.

This model study supports recent �ndings based on observations that SSA make an

important contribution to super-micron (coarse mode, TSP) mass concentrations during

wintertime at remote Arctic sites. Future work has to consider carefully possible sources of

sub-micron SSA and their inclusion in models, in order to explain elevated observed SSA

during wintertime. Processes linked to the open ocean are likely to become more important

with decreasing sea-ice cover in the Arctic due to climate warming. Observations of SSA

components including organic aerosols (often missing) are needed to improve understand-

ing about processes and their treatments in models, and in order to reduce uncertainties in

estimation of aerosol radiative e�ects.



Chapter 5

Processes and sources affecting modelled

wintertime BC over the Arctic and north

of Alaska: a sensitivity study

Air pollution transported from mid-latitude source regions during winter and early spring

leads to elevated concentrations of aerosols in the Arctic, including BC, the so-called Arc-

tic Haze phenomenon. BC, an important SLCF, absorbs incoming solar radiation and leads

to warming in the Arctic (AMAP, 2015). Observation based studies report elevated EBC

measurements during winter and early spring at remote Arctic sites (Schmale et al., 2022).

Local sources within the Arctic also contribute to the observed EBC burden, with signi�cant

sources, for example in Siberia and Alaska. Regional transport models are needed to better

quantify the contribution of remote and local sources to Arctic BC, coupled with up to date

global emission inventories. Detailed multi-model studies have pointed out that models un-

derestimate BC concentrations during wintertime and are not capable capturing episodes

with elevated EBC (Eckhardt et al., 2015; Mahmood et al., 2016; Whaley et al., 2022b). These

discrepancies could be due to model uncertainties, such as removal processes or missing re-

gional and local sources in global emission inventories. WRF-Chem is used in this study to

investigate the model’s ability to simulate Arctic BC. Simulations at quasi-hemispheric and

regional scales over northern Alaska are used to gain insights into processes and sources

a�ecting Arctic BC. This work will help to better understand and quantify the contribution

of already existing regional and local BC emissions in the Arctic, which might increase due

to climate warming and associated industrial development.

This Chapter is being prepared for submission as: Ioannidis, E., Law, K.S., Raut, J.-C.,

Marelle, L., Onishi, T., Andrews, E., Ohata S., Mori T., Morris, S., Kondo, Y., Soulie A.,
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Darras, S., Granier, C., Quinn, P.K., Pratt, K.A.: Processes and sources a�ecting modelled

wintertime BC over the Arctic and northern Alaska: a sensitivity study

The paper is presented in the following sections. The Supplementary Material is given in

Appendix B.

5.1 Introduction

Anthropogenic sources from mid-latitudes (Europe, Asia, North America) are the main

source of air pollution transported to the Arctic during wintertime and the winter-spring

transition (Barrie et al., 1981; Quinn et al., 2002b; Stohl, 2006; AMAP, 2015). Enhanced con-

centrations of aerosols (such as sulfate (SO
2−
4 ), nitrate (NO

−
3 ), black carbon (BC), organic

aerosols (OA)) during winter and early spring are reported by early studies (Rahn and Mc-

Ca�rey, 1980; Barrie et al., 1994; Quinn et al., 2002b), a phenomenon called Arctic Haze.

BC is a short-lived climate forcer and absorbs incoming solar radiation (AMAP, 2015). It

causes warming in the Arctic by AMAP (2015). BC also a�ects aerosol-cloud interactions

and when deposited on snow or ice results in a sea-ice feedback, accelerating sea-ice melt-

ing (Quinn et al., 2008; Flanner, 2013; Yun et al., 2013; AMAP, 2015). Local anthropogenic

and natural emissions within the Arctic region contribute to Arctic Haze (Schmale et al.,

2018; Kirpes et al., 2018). For example, gas �aring and combustion sources, including do-

mestic, transportation, industries and power plants, in Siberia (Stohl et al., 2013b; Winiger

et al., 2017, 2019; Zhu et al., 2020; Matsui et al., 2022; Popovicheva et al., 2022), oil �elds on the

north Alaskan slope (NSA), including Prudhoe Bay (Kirpes et al., 2018; Kolesar et al., 2017)

are contributing to Arctic aerosols. Residential emissions and power generation combus-

tion (coal, oil, wood), which signi�cantly increase during very cold Arctic winters, are also

contributing to BC burden in the Arctic (Sobhani et al., 2018). Metal industry and com-

bustion sources, such as power generation, from Siberia (e.g. Kola peninsula) identi�ed as

sources of pollution at Villum station, Greenland during winter and spring (Nguyen et al.,

2013). However, the magnitude and contribution of di�erent sources is still highly uncer-

tain. This is especially true for within Arctic BC sources over northern Alaska which have

received less attention than other regions such as Siberia.

A study by Leaitch et al. (2018a) estimated that 28% of BC at Alert, Canada during winter-

time is associated with gas �aring emissions from northern Russia and Eurasia. A modelling

study by Zhu et al. (2020) showed that 64% of Arctic BC in January is from Russian anthro-

pogenic emissions, with gas �aring emissions, from regions in Russia such as Komi Repub-

lic and Yamalo-Nenets Autonomous Okrug, contributing up to 33%, while the contribution

of residential combustion is up to 18%. Early studies showed that emissions from oil/gas
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production in Russia (e.g. Norilsk), industrial source areas in Eurasia (e.g. Norilsk) and

combustion sources (e.g. Tyumen, Russia) contribute to BC burdens at Utqiaġvik, Alaska

(formerly known as Barrow) during winter (October – February) (Polissar et al., 1999, 2001).

A source apportionment study by Barrett et al. (2015) showed that fossil fuel combustion

sources are dominant at Utqiaġvik between December and February, with the air masses

originating from northern Russia, the Arctic Ocean and northwest Canada.

Data analysis studies show that elevated BC concentrations observed during late winter

and early spring at remote Arctic sites (Sharma et al., 2006;Winiger et al., 2017; Schmale et al.,

2022). However, models tend to underestimate Arctic BC during wintertime regardless of

the model or the emission inventory (Shen et al., 2017; Mori et al., 2020; Liu and Matsui,

2021; Whaley et al., 2022b). Model underestimations could be due to missing regional and

local Arctic sources in global emissions inventories (Stohl et al., 2013b; Klimont et al., 2017;

Winiger et al., 2017), representation of BC lifetime in the models (Liu and Matsui, 2021),

treatments of BC ageing (Liu et al., 2011; Ikeda et al., 2017a), limited model resolution (Ma

et al., 2013) or uncertainties in simulated dry and wet removal (Liu et al., 2011; Sharma et al.,

2013; Mahmood et al., 2016; Shen et al., 2017; Xu et al., 2019).

Dry deposition occurs locally, especially over regions with high emissions, whereas

wet deposition occurs during the transport of air masses into the Arctic at di�erent alti-

tudes. Dry and wet removal is shown to have seasonal variations, which also drives BC

seasonality (Shen et al., 2017; Matsui et al., 2022). However, earlier studies do not clearly

indicate which removal process a�ects Arctic BC more during wintertime. Dry deposition,

which mainly a�ects surface concentrations, maybe is weaker during wintertime (Quinn

et al., 2007a). Sharma et al. (2013) also estimated that dry deposition is the dominant re-

moval for Arctic BC north of 70
o
N and wet removal is dominant south of 70

o
N during

wintertime, showing that BC is removed en route to the Arctic. In contrast, a more re-

cent multi-model study by Mahmood et al. (2016) showed that dry and wet deposition are

equally important during wintertime. Wet deposition is more important during summer

and autumn (Sharma et al., 2006; Mahmood et al., 2016). In the latest Arctic Monitoring and

Assessment Programme (AMAP) evaluation, the models, including the Weather Forecast

model, coupled with chemistry (WRF-Chem), overestimate total deposition (wet and dry)

in Greenland and the European Arctic (Whaley et al., 2022b), which may help to explain

why the models underestimate wintertime BC. Thus, it is important to quantify better and

improve our understanding of the contribution of removal processes to model de�ciencies.

In this study the ability of the WRF-Chem model to simulate wintertime Arctic BC

is examined. First model performance is evaluated against observed BC in the high Arc-

tic during wintertime. Then, to better understand the cause of modelled BC discrepancies
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compared to the observations, the sensitivity to processes a�ecting modelled BC in the Arc-

tic is investigated. This includes the contribution of wet and dry deposition (remote and

within the Arctic) over source regions and during transport a�ecting the Arctic. A second

focus is on the sensitivity to processes, including boundary layer dynamics, and the con-

tribution of regional (local) sources over northern Alaska, in particular the NSA oil�elds,

to BC at Utqiaġvik on the north coast of Alaska. For this study, WRF-Chem is run on a

quasi-hemispheric and regional scale over northern Alaska for shorter periods in January

(and February) 2014, coinciding with the measurement campaign reported by Kirpes et al.

(2018, 2019). Kirpes et al. (2018) analysed atmospheric particle samples collected in winter

2014 in Utqiaġvik and showed that their measurements were in�uenced by air masses from

the Arctic Ocean to the north and NSA oil�elds, including Prudhoe Bay, to the east. Soot

was internally mixed with organic and SO
2−
4 aerosols, suggesting an anthropogenic in�u-

ence from background Arctic Haze and Alaskan oil �eld emissions. This study builds on

the study presented in Ioannidis et al. (2022) (Chapter 4) which focused on improving sea-

spray aerosols (SSA) emissions and adding missing sources of marine organics in the model

during winter 2014 over the wider Arctic and northern Alaska also following the �ndings

of Kirpes et al. (2018). The scope of the previous study was not to investigate the contribu-

tion of anthropogenic emissions from the NSA oil�elds to aerosols burden at Utqiaġvik. The

possible in�uence of these emissions to SO
2−
4 at Utqiaġvik was brie�y discussed. This study

aims to �ll in this gap by investigating the in�uence of NSA oil�elds on BC at Utqiaġvik.

The WRF-Chem model, emission inventories and model sensitivity simulations are de-

scribed in Section 5.2. The BC observations used to validate the model in this study are

introduced in section 5.3. The results are presented in Sections 5.4 and 5.5. In section 5.4,

model BC is evaluated at remote Arctic sites, and the contribution of removal processes

to BC is examined. The results from the regional study focusing on Utqiaġvik, Alaska are

presented in section 5.5. Processes which a�ect BC at a regional scale, such as removal

treatments and boundary layer dynamics are investigated. The sensitivity to regional and

local sources of BC at Utqiaġvik during wintertime is also investigated. The implications of

our �ndings for the simulation of Arctic BC and conclusions are presented in Section 5.6.

5.2 Methodology

5.2.1 WRF-Chem model setup

The WRF-Chem (Weather Research and Forecasting coupled with Chemistry) chemical

transport model version 3.9.1.1 is used to perform quasi-hemispheric and regional simu-
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lations to investigate Arctic BC. WRF-Chem is a fully coupled, online meteorological and

chemical transport mesoscale model Grell et al. (2005). In this study, a modi�ed version by

Marelle et al. (2017) and Ioannidis et al. (2022) is used, including the updates on SSA. The

model setup is the same as the one described in detail in Chapter 4. MOSAIC scheme and

model removal treatments are described in Chapters 3 and 4.

Figure 5.1: Average BC emissions (ECLIPSE v6b), in kgm-2s-1, during January and February 2014,
interpolated on the WRF-Chem grid at 100km (d1: left map) and during January 2014 at 20km (d2:
right map). The map on the left shows the locations of four remote Arctic sites used in this study and
the location of North Alaskan Oil�elds (NSA). The map on the right shows the location of Prudhoe Bay
oil�elds and the Barrow Observatory near Utqiaġvik town.

5.2.2 WRF-Chem simulations

Two simulation domains (polar stereo-graphic projection) are used in this study, as shown

in Figure 5.1. The �rst (parent) domain (d1) covers a large part of the Northern Hemisphere

with 100 × 100 km horizontal resolution. Boundary and initial conditions and nudging

methods are the same as in Chapter 4.

As a reminder, the model is run at 100 km from November 2013 to February 2014 and the

�rst two months are considered spin up. The model is run at 20 km from 23 to 28 January

2014 corresponding to one the campaigns which took place in Utqiaġvik (Kirpes et al., 2018,

2019). The model is run also for the campaign in February 2014 (from 24 to 28 February).

Here the results are only discussed in section 5. For all these simulations, 4 days prior to

the beginning of the campaign is considered spin up and the model output is every 3h. The

simulations at the quasi-hemispheric and regional scales are summarized in Table 5.2 and

discussed in detail in Sections 4 and 5, respectively.
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Table 5.1: List of WRF-Chem simulations.

Simulation Name Description

Quasi- hemispheric simulations (100km)

CONTROL Base simulation

WET_DEP_OFF Total wet deposition OFF

DRY_DEP_OFF Dry deposition OFF

Regional simulations over Alaska (20km)

ALASKA_CONTROL Base simulation

DRY_DEP_OFF_20km Dry deposition OFF

WET_DEP_OFF_20km Total wet deposition OFF

METEO Sensitivity to boundary layer dynamics

ANTHR_OFF Local Alaskan anthropogenic emissions o�

CAMS_ANTHR CAMS anthropogenic emissions

ANTHR_5x 5x Alaskan anthropogenic emissions (ECLIPSE v6b)

5.2.3 Emissions

5.2.3.1 Anthropogenic emissions

ECLIPSE inventory: Anthropogenic emissions from the Evaluating the Climate and Air

Quality Impacts of Short-Lived Pollutants version 6 (ECLIPSE v6b) inventory, with a reso-

lution of 50 x 50 km are applied in all simulations at quasi-hemispheric and regional scale

for winter 2013–2014 (Amann et al., 2011; Klimont et al., 2017; Höglund-Isaksson et al., 2020;

Whaley et al., 2022b). Nine sectors are included in the ECLIPSE v6b inventory: agriculture

(livestock), residential, energy, industry, gas �aring and venting, international shipping,

transportation, waste, and solvent use. Figure 5.1 shows BC average emissions at quasi-

hemispheric scale during January and February 2014.

CAMS inventory: Anthropogenic emissions from Copernicus Atmosphere Monitor-

ing Service (CAMS) emissions are applied at a regional scale over northern Alaska for a

sensitivity simulation during January 2014. More speci�cally, CAMS version 5.3, at a res-

olution of 10 x 10 km are used (Soulie, 2022). Eight sectors are included in the CAMS v5.3

inventory: agriculture (livestock and soils), power plants, fugitives, industry, oil re�neries

and transformation industry, residential and commercial combustion, shipping, solid waste

and waste water, road and o�-road transportation. Shipping emissions in this version are

derived from the Finnish Meteorological O�ce (FMI), based on the exact location of the

ships, using AIS (Automatic Identi�cation System) (Johansson et al., 2017).
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5.2.3.2 Natural emissions

Emissions of Dimethyl Sulphide (DMS), mineral dust, and lightning NOx are calculated

online (see in Marelle et al. (2017) and references within). Biogenic emissions for 2014 are

calculated online from Model of Emissions of Gases and Aerosol from Nature (MEGAN)

inventory (Guenther et al., 2012). SSA emissions are described in section 2.1 and Ioannidis

et al. (2022).

5.3 Observations

Di�erent sites within the Arctic region are used to evaluate model BC during January and

February 2014 using a variety of di�erent measurement techniques depending on location

(see Figure 5.1).

5.3.1 Filter-based absorption photometer: Aethalometer data

Aerosol absorption coe�cient data (babs), in 1/Mega-meters [Mm
-1

], is obtained from Eu-

ropean Monitoring and Evaluation Programme (EMEP) dataBASe (EBAS - http://ebas.

nilu.no) for Zeppelin, Svalbard, Norway and Alert, Canada. Tiksi, Russia data are de-

rived from National Oceanic and Atmospheric Administration (NOAA). The Aethalometer

(Magee AE-31) measures the attenuation of light transmitted through particles accumu-

lating on a quartz �ber �lter at seven wavelengths (370, 470, 520, 590, 660, 880, and 950

nm). More information about AE-31 Aethalometer can be found in di�erent studies, such

as Sharma et al. (2017), Backman et al. (2017), Ohata et al. (2020) and references therein. The

equivalent black carbon (EBC) measurements used in this study are based on absorption at

880 nm to minimize potential interference from other absorbing factors (e.g. brown carbon)

(Sharma et al., 2017, 2019). Backman et al. (2017) estimated 36% relative uncertainty for this

instrument, due to particle loading and scattering that cannot be determined. For each site

a constant mass absorption coe�cient (MAC), in m
2
g

-1
, is applied to the babs data to give

EBC in ngm
-3

, as described below. In this study, EBC observations with diameter smaller

than 1.0 µm (rd ≤ 1.0 µm) are de�ned as sub-micron, EBC rd ≤ 2.5 µm are de�ned as �ne

mode EBC. In the case of rd < 10 µm then EBC is de�ned as total EBC. All the observations

are given in UTC.

Zeppelin, Norway: This station is located near to Ny-Alesund, on Svalbard (78.9N,

11.9W). babs at 880 nm wavelength is used to estimate EBC (sub-micron), by applying MAC,

which relates the optical attenuation through the �lter to the BC concentration. The MAC

http://ebas.nilu.no
http://ebas.nilu.no
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value for this aethalometer at Zeppelin station and 880 nm wavelength is equal to 15.9

m
2
g

-1
. More information about this data can be found in Eleftheriadis et al. (2009).

Tiksi Observatory, Russia: This site is located in northern Siberia, Russia on the coast

of the Laptev Sea and is surrounded by tundra (71.6N, 128.9E). To determine EBC (total

EBC), babs at 880 nm is used with a MAC equal to 16.6 m
2
g

-1
. The observatory is located

south of Tiksi city. Wind direction and wind speed criteria are applied to sampling at this

site to remove local pollution, mainly related to activities in Tiksi city. More speci�cally,

data are removed when wind directions are between 315
o

and 45
o

and when wind speeds

are less than 1 ms
-1 (Asmi et al., 2016).

Alert, Canada: The observatory is located on the edge of the Lincoln Sea at the north-

eastern tip of Ellesmere Island, Nunavut in the Canadian Arctic (82.5N, -63.3W). A MAC

equal to 16.6 m
2
g

-1
is used to estimate EBC (�ne mode). From now on will refer to Tiksi

Observatory as Tiksi.

5.3.2 Barrow Observatory, Utqiaġvik, Alaska

Observations of babs from two di�erent instruments at Barrow Observatory are used in this

study to estimate observed EBC.

5.3.2.1 Aethalometer and nephelometer measurements

Barrow Observatory at Utqiaġvik is located on the north coast of Alaska (71.3N, -156.6W).

All air masses originating from the wind sector 130
o

to 360
o

are removed to exclude lo-

cal pollution from Utqiaġvik town. The data are obtained from National Oceanic and

Atmospheric Administration (NOAA) and can be downloaded from the following link:

https://gml.noaa.gov/dv/data/. Two types of instruments measure absorption coef-

�cient data at the Barrow Observatory (refer to it as Barrow). A seven wavelength Magee

Aethalometer (AE31) has been operating at Barrow, measuring babs, with a cut-o� size at

10µm (Backman et al. (2017) and references within). Also, babs measured with a particle soot

absorption photometer (PSAP) are used in this study (Lack et al., 2008). PSAP uncertainties

depend on the uncertainty of the �owmeter calibration (1.5 %) and measurement of spot

size (2 %) (Sharma et al., 2017). The PSAP instrument has two cut-o� sizes, at 1.0 µm and 10

µm and data at wavelength 530 nm is used in this study. PSAP babs is corrected for instru-

ment non-idealities using the Bond et al. (1999) correction with the Ogren (2010) adjustment

for multiple wavelengths. All observations provided in UTC.

https://gml.noaa.gov/dv/data/
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5.3.2.2 Continuous soot monitoring system

A continuous soot monitoring system (COSMOS) has been developed to measure mass con-

centration of BC (Miyazaki et al., 2008; Kondo et al., 2009, 2011; Ohata et al., 2020). COSMOS

derives light absorption coe�cients at a wavelength of 565 nm from the change in transmis-

sion through a quartz-�ber �lter after loading with BC particles (Kondo et al., 2009; Ohata

et al., 2019). COSMOS measures BC with rd ≤ 1.0 µm, the data are hourly and no wind

direction criteria are applied. The COSMOS instrument is located at Barrow, 11 m above

sea level (masl). Ohata et al. (2019) estimated the accuracy of BC measurements compar-

ing COSMOS measurements with a single-particle soot photometer at di�erent sites and

reported it to be 10%.

5.3.2.3 Absorption coe�cients

To calculate EBC from the AE31 and PSAP instruments at Barrow, the MAC is calculated as

inOhata et al. (2020). MAC is equal to the slope of the correction between babs and COSMOS-

BC. More speci�cally, during January and February 2014, hourly babs-AE31 and COSMOS-

BC are highly correlated (coe�cient of determination - r
2

= 0.90 (not shown here)). The

MAC for AE31 is equal to 24.5 m
2
g

-1
. Also, babs-PSAP for particles with diameters less than

1 µm and less than 10 µm, and COSMOS-BC are highly correlated (r
2

= 0.92 and r
2

= 0.90,

respectively (not shown here)). Similarly, MAC for PSAP is equal to 12.61 m
2
g

-1
(rd ≤ 1.0

µm) and 11.33 m
2
g

-1
(rd ≤ 10.0 µm).

5.4 Sensitivity of Arctic BC to removal processes

First the capability of the model to simulate Arctic BC during wintertime over the wider

Arctic is evaluated. More speci�cally, four Arctic sites are used to assess modelled BC

(CONTROL), located close to or downwind of Russian emissions (Tiksi), or European emis-

sions (Zeppelin) or Alaskan emissions (Barrow) or in the high Arctic (Alert). Then the

results of two sensitivity simulations are presented. First dry and then wet deposition are

switched o�, to examine the e�ect of removal on modelled Arctic BC over the Arctic and

at the di�erent measurement sites.

5.4.1 Evaluation of modelled Arctic BC

First considering the observations, at Alert (Fig. 5.2a) during the study period observed

EBC reaches higher concentrations, up to 200 ngm
-3

, at the end of February 2014, probably



153

Figure 5.2: Model validation of BC, in ngm-3, against in-situ observations of (a) �ne mode EBC at
Alert, Canada, (b) total EBC at Tiksi, Russia, (c) sub-micron EBC at Zeppelin, Svalbard, Norway and
(d) sub-micron EBC at Barrow, near Utqiaġvik town, Alaska, in UTC during January and February
2014. The black line shows model results from CONTROL. Blue crosses show observations from AE31
and COSMOS (Barrow). Green triangles show PSAP EBC, while red pentagons show AE31 (Barrow)
obtained EBC. Note that the scales are di�erent between the four sites. The scales are the same only for
Alert and Barrow. See text for details.

due to the transport of air masses from mid-latitude source regions, such as Siberia and Eu-

rope (Sharma et al., 2006). At Tiksi, observed EBC has periods with elevated concentrations,

up to 1250 ngm
-3

(Fig. 5.2b). Elevated BC observations at Tiksi during winter and spring

are due to long-range transport from mid-latitudes, dryer winter months (less wet scaveng-

ing), and local sources (surface transportation, domestic and power plants) trapped on the

ground due to stable conditions (Asmi et al., 2016; Winiger et al., 2017, 2019; Popovicheva
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et al., 2019). At Zeppelin, EBC ranges between 5 and 75 ngm
-3

, with higher EBC observed

in February (Fig. 5.2c). EBC at Barrow varies between 1 and 250 ngm
-3

during January

and February 2014 (Fig. 5.2d). The highest concentrations are observed when EBC is mea-

sured using the COSMOS instrument, sampling all wind directions. PSAP and AE31 EBC do

now show the same elevated concentrations, since wind direction criteria are applied and

include only regional or large scale in�uences. EBC at Barrow and Alert are of similar mag-

nitude during the study period, with more frequent elevated EBC at Barrow, possibly due

to local in�uence. Barrow is also further south and closer to the Asian emissions compared

to Alert. However, previous studies showed that both Alert and Barrow can be in�uenced

by Russian anthropogenic emissions (Polissar et al., 1999, 2001; Sharma et al., 2006; Barrett

et al., 2015; Leaitch et al., 2018b). The highest EBC concentrations are reported at Tiksi

during winter 2014, while the lowest are at Zeppelin. Previous studies have reported lower

EBC concentrations at Zeppelin compared to other Arctic sites, possibly due to higher pre-

cipitation during wintertime (Freud et al., 2017; Schmale et al., 2022). Figure 5.3a shows

average modelled surface BC during January and February 2014, over the whole domain

from the base CONTROL quasi-hemispheric run. The highest values are over source re-

gions in China and India, reaching up to 22000 ngm
-3

on average. Lower BC is simulated

over the Arctic (Fig. B1, APPENDIX B.1). Over Siberia, BC reaches up to 2300 ngm
-3

, likely

due to Russian gas �aring, industry and energy emissions. Modelled BC over coastal north-

ern Alaska and Canada is up to 20 ngm
-3

. The base simulation (CONTROL) underestimates

BC at all sites as shown in Fig. 5.2 and based also on the calculated biases and RMSEs (see

Chapter 3 for details). At Alert, the model simulates BC up to 55 ngm
-3

and underestimates

observed EBC by up to 150 ngm
-3

(bias = -27.9 and RMSE = 44.4). During wintertime BC

at Alert is mainly due to long-range transport as noted earlier. At Tiksi, the model sim-

ulates more BC than at Alert, by up to 250 ngm
-3

, since Tiksi is located closer to Russian

emissions, as noted above. However, the model underestimates (bias = -35, RMSE = 48.6)

observed EBC. Pollution episodes at Tiksi are also underestimated by up to 1000 ngm
-3

. The

measurements may still be in�uenced by local emissions even if a �lter has been applied.

At Zeppelin, the model simulates less BC, by up to 45 ngm
-3

, compared to Alert and Tiksi,

but in better agreement with the observations (bias = -5.3 and RMSE = 16.6). At Barrow,

model BC does not exceed 80 ngm
-3

and underestimates (bias = -19.4, RMSE = 30.9) ob-

served EBC. Pollution episodes at Barrow are also underestimated by up to 220 ngm
-3

. The

measurements may still be in�uenced by local emissions even if a �lter has been applied.

Overall the model captures EBC variability, for example at Zeppelin, but it underestimates

EBC, for example at Tiksi and Barrow. The in�uence of wet and dry removal on modelled

BC is investigated in the next section.



155

Figure 5.3: Sub-micron (a) Average modelled BC in ngm-3 from CONTROL run, (b) Average di�er-
ences betweenWET_DEP_OFFminus CONTROL, (c) Average di�erences between DRY_DEP_OFFminus
CONTROL. All averages are for January and February 2014.

5.4.2 Role of wet and dry deposition on Arctic BC

It is still uncertain which removal process is more important and how they a�ect BC at

di�erent Arctic locations. To examine the e�ect of wet removal on Arctic BC during win-

tertime, a sensitivity simulation is performed, were wet deposition in grid-scale clouds and

parameterized cumulus clouds is switched o� (WET_DEP_OFF). Figure 5.3b shows the

average di�erence between WET_DEP_OFF and CONTROL at the surface. The change in

BC due to wet removal is up to 3000 ngm
-3

over China and India, while the change over

continental regions, such as north-west Russia, is smaller, up to 400 ngm
-3

. The change

over the central Arctic Ocean, northern Alaska and Canada is up to 100 ngm
-3

. Figure B2
in APPENDIX B.1 shows the same average di�erences at higher altitudes (2 to 8 km). The

change in the Arctic BC varies from 300 ngm
-3

at 2 km to 100 ngm
-3

at 8 km. BC at 2 km

and 4 km is mostly a�ected. This illustrates that Arctic BC is also in�uenced by wet de-

position during transport to the Arctic in the free troposphere, as noted in earlier studies

(Stohl, 2006; AMAP, 2015).

To examine the e�ect of dry deposition on BC in the Arctic during wintertime, the model

is run with dry deposition and gravitational settling switched o� (DRY_DEP_OFF). Figure
5.3c shows average di�erences between DRY_DEP_OFF and CONTROL for January and

February 2014. The change in surface BC is up to 3000 ngm
-3

over sources regions, such
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Figure 5.4: (a) Fine mode EBC at Alert, Canada, (b) total EBC at Tiksi, Russia, (c) sub-micron EBC
at Zeppelin, Svalbard, Norway and (d) sub-micron EBC at Barrow, near Utqiaġvik town, Alaska, in
UTC during January and February 2014. Black line shows results for CONTROL run, the red line shows
WET_DEP_OFF run and dark turquoise line shows DRY_DEP_OFF. Alert, Zeppelin, Tiksi: EBC obser-
vations are shown in blue crosses. Barrow: EBC observations are shown in blue crosses (COSMOS) and
green triangle (PSAP) in UTC. Note that the scales are di�erent between the four sites. The scales are
the same only for Alert and Barrow. See text for details.

as China and India, and also by up to 1000 ngm
-3

over Siberia (e.g. south of Kara sea),

where Russians emissions are located. BC changes due to dry deposition and gravitational

settling are smaller at higher altitudes compared to wet deposition. However, there are

insigni�cant. BC change varies from 250 ngm
-3

at 2 km to 100 ngm
-3

at 4 km, especially

over source regions, such as China. At 6 km and 8 km the changes on BC are smaller, up

to 50 ngm
-3

and 30 ngm
-3

, respectively. The BC change at 6 km and 8 km is also shown
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over Alaska, due to transport of BC emissions from Asia, but the magnitude is smaller over

Alaska, by up to 25 ngm
-3

, than over China.

The in�uence of wet and dry deposition on Arctic surface BC is also examined and

discussed for all sites. Figure 5.4(a-d) shows the time series of observed EBC at four Arctic

sites compared to BC from CONTROL and the two sensitivity simulations. At Alert and

Zeppelin, the change in modelled BC due to wet deposition is large, up to +150 and +240

ngm
-3

respectively, compared to the other two sites and shows how wet removal a�ects BC

at remote Arctic sites. These results suggest that excessive wet removal in the model could

be contributing to low modelled BC either during long-range transport or in the Arctic, in

particular at Alert. At Alert and Zeppelin BC change due to dry deposition (DRY_DEP_OFF)

is smaller as shown in Fig. 5.4. Interestingly, enhanced EBC in the observations correlates

quite well with modelled dry deposition in�uence. At Tiksi the model results are more

sensitive to dry than wet removal. There are sporadic episodes during which wet deposition

might be responsible for low modelled BC, such as 22 February 2022. On the other hand,

dry deposition might be responsible for low modelled BC for example between 30 January

and 2 February 2014. At Barrow modelled BC appears to be more sensitive to wet than to

dry deposition. Figure 5.4d highlights three cases during which wet, dry or both removal

processes could explain low modelled BC. Both sensitivity simulations indicate the sporadic

nature of dry and wet removal. For example, between 25 and 26 January (C1) model results

show sensitivity to dry deposition (more narrow peak in modelled BC). Between 10 and 16

February (C2) both wet and dry removal are in�uencing modelled BC, while between 23

and 24 February (C3) modelled BC is more sensitive to wet removal.

5.4.3 Discussion

For winter 2014, the analysis above shows that the model tends to underestimate BC at

Arctic sites in agreement with recent multi-model studies (Eckhardt et al., 2015; Whaley

et al., 2022b). Even though ECLIPSE v6b includes more gas �aring emissions compared to

ECLIPSE v5, as mentioned by Whaley et al. (2022b), the model still cannot capture high

observed peaks of BC at the Tiksi observatory probably due to underestimation of regional

sources. However, at sites such as Zeppelin, the model captures better the observed vari-

ability during January and February 2014, where observed BC concentrations are lower

in magnitude than the other sites. As discussed earlier, other processes also contribute to

model discrepancies. Here, we focus on the in�uence of BC removal processes.

Table 5.3 shows average percentage and absolute changes in BC due to wet and dry

deposition for January–February 2014. As noted earlier, wet deposition a�ects more mod-
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Table 5.2: Average BC percentage change (%) and absolute change, in ngm-3, due to wet and dry
deposition at four Arctic sites during January and February 2014 at the surface. Percentage change is
calculated as (test_run−CONTROL)

CONTROL multiplied by 100.

Wet deposition Dry deposition

Change (%) Absolute change Change (%) Absolute change

Alert +722 +96 +110 +15

Tiksi +78 +58 +137 +102

Zeppelin +844 +97 +93 +8.5

Barrow +317 +42 +151 +20

elled BC at Zeppelin and Alert, and the sensitivity with wet deposition switched o� leads

to a larger percentage change in modelled BC at these two sites, by up to +844% and +722%

respectively. Dry deposition at Zeppelin and Alert leads to a smaller percentage change (6

and 9 times less, respectively) in modelled BC, than wet deposition. At Tiksi, the average

percentage change in BC due to dry deposition is almost two times higher than due to wet

deposition whereas at Barrow wet deposition a�ects modelled BC two times more than dry

deposition, showing that both removal processes are important at Barrow. In contrast with

the work of Sharma et al. (2013) andMahmood et al. (2016), this study, which focuses on win-

tertime, shows that wet deposition is more important at Alert, Zeppelin and Barrow, while

the e�ect of dry deposition is smaller as shown in Figure 5.4. Mori et al. (2020) measured

EBC and precipitation (snow) and reported that wet removal is not e�ective during winter

and spring at Barrow and wet deposition is maximum during summer, as the precipitation

is higher in summer than in winter (Freud et al., 2017; Mori et al., 2021), also in contrast

to the results presented here. BC percentage change due to wet deposition at Zeppelin is

almost three times more than at Barrow. This is also illustrated in Figure 5.4 and supports

the �ndings of Mori et al. (2021), who reported that wet deposition �uxes of BC at Zeppelin

during winter are higher than at Barrow. This may be because European emissions are more

e�ciently removed due to wet deposition during low-level transport in winter and spring.

Zeppelin is located on Svalbard island, which experiences maximum precipitation during

wintertime, in contrast to other regions in the Arctic, where the maximum precipitation

occurs during summer (Freud et al., 2017). However, an observation based study at Alert

during wintertime suggested that dry deposition may be the dominant removal mechanism

of BC and that models may be missing mechanisms linked to dry deposition onto snow in

winter (Macdonald et al., 2017a). This is in contrast to the results presented here

At higher altitudes (2-8 km) (see Table B1 and B2, APPENDIX B.1), the percentage

and absolute change of wet deposition to BC is large at all sites, especially at Tiksi and

Alert (2 km) and Zeppelin (2-4 km). At Barrow the e�ect of wet removal is higher in the
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�rst 4 km, supporting the �ndings of Mori et al. (2020), using a global model who reported

that 90% of BC deposition occurred at altitudes below 4 km. The percentage and absolute

changes of dry deposition to BC are also calculated (not shown here). BC change due to

dry deposition is smaller compared to BC change due to wet deposition between 2 km and

8 km. At Zeppelin, Tiksi and Alert the BC change due to dry deposition at 2 km is higher

than at Barrow, by 10 ngm
-3

, while the changes on BC at higher altitudes are small at all

sites.

In the recent multi-model evaluation (Whaley et al., 2022b), a previous version of WRF-

Chem was used, without model improvements and updates described in Chapter 4 (and

Chapter 3). Whaley et al. (2022b) showed that WRF-Chem underestimates BC at remote

Arctic sites, between 50 – 100 % for 2014–2015. This study reported that there is too much

BC deposition in the models at mid-latitudes. However, BC deposition measurements are

not available in the Arctic at the same sites providing BC observations during winter 2014

which could be used to validate the model results. Such measurements are needed to better

constrain the models.

5.5 Regional BC over northern Alaska

The quasi-hemispheric simulations investigated the contribution of wet and dry deposition

to BC over the wider Arctic, occurring over mid-latitudes or within Arctic emission regions

or during transport. Simulations at higher resolution over northern Alaska are now used

to investigate the sensitivity of model results to regional processes at 20km and BC sources

over northern Alaska. The model is run from 23 to 28 January 2014 coinciding with Kirpes

et al. (2018) campaign. The analysis is focused on BC at Barrow investigating the sensitivity

of surface local and regional anthropogenic sources, removal processes and boundary layer

representation in the model. The in�uence of horizontal resolution is also examined. As

mentioned earlier, the model is also run from 24 to 28 February and the results will discussed

brie�y here to compare the behaviour of modelled BC during winter and winter-spring

transition.

For the regional analysis, COSMOS-BC and PSAP EBC are used to evaluate the model,

but also to distinguish regional and local BC contributions at Barrow by using wind di-

rection data. Figure 5.5 shows EBC observations at Barrow during late January 2014. Ob-

served COSMOS BC concentrations range between 10 and 59 ngm
-3

during this period. The

di�erences between BC and PSAP EBC are small, by up to 10 ngm
-3

. As mentioned earlier

PSAP EBC is only measured when winds originated from the clean sector (between 0 and

130 degrees, i.e. east of Barrow - North Slope of Alaska), excluding local pollution from
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Figure 5.5: Modelled sub-micron BC, in ngm-3, at Barrow compared to in-situ observations during
23–28 January 2014. Gold line shows BC based on the CONTROL run at 100km. Black line shows
ALASKA_CONTROL at 20km. Red line shows BC for the sensitivity simulation METEO. Turquoise line
shows the results for the DRY_DEP_OFF run, and pink line shows BC for WET_DEP_OFF. Observations
are blue crosses (COSMOS BC) and green triangle (PSAP). Model and observations are in UTC. See text
for more details.

Utqiaġvik town, while no wind criteria are applied to COSMOS measurements. Thus, wind

direction observations obtained from Barrow are used to distinguish periods of regional

and local in�uence on EBC observations at this site. During 24–25 and 27–28 January ob-

served EBC may originate from NSA oil�elds as winds are easterly (see Fig. 5.1). Both

COSMOS and PSAP report elevated concentrations, up to 55 ngm
-3

, at the end of 23 Jan-

uary, when winds are easterly (between 80
o

and 86
o
). During 27 and 28 January PSAP EBC

and COSMOS BC do not exceed 20 and 30 ngm
-3

, respectively. On the other hand, from 25

January at 13h (UTC) until 26 January 05h (UTC) the winds were from south-east (131
o

and

139
o
), indicating a local contribution from Utqiaġvik region (see Fig. 5.1), when PSAP data

were excluded. An exception was at 26 January from 01h to 02h (UTC), when the winds
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were easterly. During this period COSMOS BC ranged between 36 and 59 ngm
-3

. During

24–28 February observed BC ranged between 1 and 105 ngm
-3

, with the elevated observa-

tions measured on 27 February and shown at COSMOS and PSAP data, indicating a possible

in�uence from NSA oil�elds (not shown here). There were periods with local and Arctic

Haze in�uence, when the winds originated from the south east and west respectively (133
o

and between 160
o

and 325
o
), with BC reaching up to 80 ngm

-3
.

5.5.1 Horizontal resolution

Ma et al. (2013) showed that using �ner horizontal resolution, from 1.9 x 2.5 degrees to

the 0.9 x 1.25 degrees, BC biases decreased as resolution increased at least for springtime

Arctic BC. Figure 5.6a shows the average concentrations of BC at 20km over northern

Alaska (ALASKA_CONTROL). The model simulates more BC over source regions, such as

Fairbanks, while the magnitude is smaller over the rest of the domain, with up to 60 ngm
-3

over northern Alaska, due to NSA oil�eld emissions included in the ECLIPSE inventory.

Compared to quasi-hemispheric simulation (Fig. 5.3a) the model at 20 km simulates more

BC over central Alaska, and over NSA oil�elds, two areas with high regional Alaskan emis-

sions.

Figure 5.5 shows the time series of BC at Barrow for the CONTROL simulation at 100

km compared to the ALASKA_CONTROL run at 20 km and the BC observations. On 23

January observed BC is captured by the model at 100 and 20 km resolution. The model

still underestimates BC on 24 and 25 January at 20 km, while on 26 January, during the

observed elevated BC, modelled BC at 100 and 20 km is below 5 ngm
-3

, when observed BC

is mainly originates from Utqiaġvik town. The analysis at 100 km shows that there is a

washout event on 24 and 25 January, which could explain the low model BC. During 27 and

28 January, low model values are not explained by the results at quasi-hemispheric scale

(Fig. 5.5), while at 20 km the model simulates more BC, an increase by up to 15-20 ngm
-3

in better agreement with the observations.

Comparing the two simulations at di�erent resolutions against COSMOS BC, the model

at 20 km performs slightly better than at 100 km. More speci�cally, biases and RMSEs de-

crease from -15.7 and 21.8 to -13.1 and 18.8 ngm
-3

, respectively. Though �ner resolution

leads to a somewhat better representation of BC possible reasons for the remaining dis-

crepancies are investigated in the follow sections.
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Figure 5.6: Sub-micron (a) Average modelled BC, in ngm-3, between 23 and 28 January 2014 from
ALASKA_CONTROL run. Average di�erences of BC between (b) METEO, (c) WET_DEP_OFF_20km,
(d) DRY_DEP_OFF_20km and ALASKA_CONTROL during January simulation period. Grey and black
star indicates Barrow’s location. See text for details.

5.5.2 Boundary layer meteorology

Several studies have showed that meteorological conditions play an important role in the

formation, and transport of atmospheric pollutants, during wintertime and the winter-

spring transition (e.g. Tran and Mölders (2011); Bei et al. (2012); Regmi et al. (2019)). Correct

modelling of aerosol dry deposition also depends on the ability of the model to capture the

structure of the Arctic boundary layer including vertical temperatures and winds.

This section examines the sensitivity of BC over northern Alaska to the model’s ability

to capture the boundary layer structure. To achieve this, the MYJ (Mellor–Yamada–Janjic)

boundary layer scheme is tested, instead of YSU at 20 km during January. MYJ, a local

1.5 order scheme, with the Eta-similarity surface-layer scheme (Tastula and Vihma, 2011).

Brie�y, MYJ determines the spatially varying viscosities based on turbulent kinetic energy,

local gradients, and a diagnosed length scale. Sterk et al. (2015, 2016) used MYJ for WRF

simulations over snow-covered surfaces, coupled with the NOAH LSM land surface model,

and reported that the model was better able to capture observed winds during late winter
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and spring.

Considering the meteorological observations low temperatures were measured from 23

to 24 January at Barrow, with minimum at -21
o
C. During this period higher winds were

measured, up to 14 ms
-1

, originating from the east. From 25 January to 27 January there

was a shift to weaker south-easterly winds ranging between 6 ms
-1

and 9 ms
-1

while it was

also warmer, with temperatures between -13
o
C and -18

o
C. The last two days of the cam-

paign (27–28 January) the temperatures and winds dropped by up to 4
o
C and 4 ms

-1
, while

winds were easterly. ALASKA_CONTROL captures the general pattern in the temperatures

and winds. It is slightly too cold and too windy on 24 January and too warm and windy

at the end of the simulation period (27 to 28 January). At the surface the run using MYJ

(METEO) is slightly warmer than ALASKA_CONTROL and sometimes better at captur-

ing observed temperature variability, however METEO is more windy and there are larger

discrepancies compared to observed wind directions (Figure B3, APPENDIX B.3). Overall

ALASKA_CONTROL performs better than METEO, based on lower biases and RMSEs for

temperature and winds (Table B3, APPENDIX B.3). There are also di�erences between

the two simulations and radiosonde observations at Barrow (Figure B4, APPENDIX B.2)

at higher altitudes. Both simulations are colder in the �rst 750 m, with METEO captur-

ing better observed temperatures between 250 m and 750 m, while ALASKA_CONTROL

performs better below 250 m. Also, both simulations are more windy compared to the ob-

servations in the �rst 150 m, while between 200 m and 400 m METEO performs slightly

better than the ALASKA_CONTROL with respect to the observations. Both simulations

show discrepancies regarding relative humidity and wind direction at higher altitudes.

Figure 5.6b shows the average di�erences on modelled surface BC, between METEO

and ALASKA_CONTROL over Alaska. Surface BC decreases when switching boundary

layer scheme by up to 60 ngm
-3

especially over source regions, such as the Fairbanks area

in central Alaska, while decreases are smaller south of Barrow and over the NSA oil�elds

(up to 5 and 15 ngm
-3

, respectively), along to the north coast of Alaska. BC mainly decreases

over mountainous areas, such as Brooks Range, located south west of NSA oil�elds, due to

more precipitation in the METEO simulation (see discussion on APPENDIX B.2). Overall

ALASKA_CONTROL captures better BC at Barrow.

These results show that modelled BC is sensitive to boundary layer parametrisations

especially over local emission regions. Model discrepancies leading to high winds and tem-

peratures can lead to less stable conditions in the model and as result to less dry deposition.

Discrepancies in modelled low levels clouds can a�ect precipitation and snowfall leading

to uncertainties in wet deposition.
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5.5.3 Removal processes

The results at quasi-hemispheric scale suggest that wet deposition contributes more to mod-

elled surface BC than dry deposition at Barrow. Here, runs switching o� wet and dry re-

moval are used to examine the sensitivity of modelled BC to these processes locally over

the 20 km domain. This is in contrast to the simulations at 100 km which also include de-

position over source regions (remote and within Arctic) and during transport to northern

Alaska.

First, a run with wet removal o� (WET_DEP_OFF_20km) is repeated. Surface BC at

Barrow does not show signi�cant di�erences and wet deposition a�ects BC over the NSA

oil�elds and Fairbanks area (Fig. 5.6c), where BC increases by up to 5 and 30 ngm
-3

, re-

spectively. At 2 km and 4 km, there is small e�ect of wet removal to BC over Utqiaġvik

region and NSA oil�elds (up to 3 ngm
-3

, not shown here). At higher altitudes (6 to 8 km),

the e�ect of wet removal regionally is insigni�cant (BC change less than 3 ngm
-3

). The

e�ect of switching wet deposition at Barrow is mostly notable between 25 January at 09

UTC and 26 January at 01 UTC (Fig. 5.5), when modelled BC is below 5 ngm
-3

and winds

are south-easterly (between 120
o

and 140
o
), prior to the observed elevated BC episode.

To further understand which removal process a�ects more model BC over northern

Alaska during winter, the model is run also with dry deposition switched o� for the same

period. In this case, dry deposition a�ects simulated BC more, with the most signi�cant

e�ect seen in the Fairbanks region where model BC increases by up to 30 ngm
-3

. Over the

NSA oil�elds the e�ect of dry deposition to model BC is small (up to 5 ngm
-3

, Fig. 5.6d).

At Barrow modelled BC is in�uenced by dry deposition mainly during the last two days of

the simulation when BC is in�uenced by NSA oil�elds, as discussed in section 5.5.1 (Fig.
5.5). Here, dry deposition can change model BC by up to 4 ngm

-3
.

The results at the regional scale, suggest that wet and dry deposition are equally impor-

tant during wintertime over northern Alaska with regional variations. More speci�cally,

dry and wet deposition a�ects BC more over source regions, such as Fairbanks and, to a

lesser extent, over the NSA oil�elds. Based on the results presented so far, the �rst elevated

BC episode (23–24 January) appears to be due to long range transport (20km results show

little sensitivity to removal). At quasi-hemispheric scale (Fig. 5.4) the model shows more

sensitivity to wet deposition which is not seen at regional scale (Fig. 5.5). Between 23–

28 January both processes could be removing up to 15-20 ngm
-3

BC at 20 km, whereas at

100 km wet deposition sporadically removes up to 40-100 ngm
-3

. In this case, wet deposi-

tion during transport to Barrow is also contributing. However, between 25–26 January, the

model is more sensitive to dry deposition at 100 km (event C1) whilst at a regional scale, the
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Figure 5.7: Average di�erences of sub-micron BC in ngm-3, between (a) ANTHR_OFF, (b) ANTHR_5x,
(c) CAMS_ANTHR and ALASKA_CONTROL during January simulation period. Grey star indicates the
location of Barrow. See text for more details.

model is sensitive to both wet and dry deposition. These results illustrate that wet and dry

deposition a�ect BC di�erently at Arctic-wide and regional scales and suggest that higher

resolution simulations are needed to adequately model Arctic BC.

5.5.4 NSA oil�elds in�uence

The sensitivity to regional Alaskan anthropogenic emissions, is examined in order to distin-

guish the contribution from remote, regional (including NSA oil�elds) and local sources to

BC at Utqiaġvik. The model is run without Alaskan anthropogenic (ECLIPSE v6b) emissions

for the January period. A sensitivity simulation is also performed in which anthropogenic

emissions are multiplied by a factor of 5. The aim of this run is to better understand which

source regions might be in�uencing BC at Barrow. The model is also run with CAMS an-

thropogenic emissions to test the sensitivity to changing emission inventory.

When switching o� Alaskan anthropogenic emissions (Fig. 5.7a) BC decreases by up

to 50 and 300 ngm
-3

over the NSA oil�elds and Fairbanks region, respectively. Figure 5.7a
shows that south-west of Barrow there is an increase in BC by up to 50 ngm

-3
(see black line

on the map). For example, the ECLIPSE v6b inventory includes BC emissions from domestic,
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Figure 5.8: Sub-micron BC, in ngm-3, at Barrow evaluation against in-situ observations during January
simulation period. Black line shows ALASKA_CONTROL at 20km. Red line shows BC for the sensitivity
simulation ANTHR_OFF. Turquoise line shows the results for the ANTHR_5x run. Gold line shows BC
for the CAMS_ANTHR. Observations are in blue crosses (COSMOS BC) and green triangle (PSAP). Model
and observations are in UTC. See text for more details.

transportation, industry and energy sectors at Utqiaġvik (see Fig. 5.1), but their magnitude

is one to three times smaller compared to gas �aring emissions from the NSA oil�elds. This

is illustrated by this sensitivity and thus model BC at Barrow may be underestimated. As

discussed earlier, COSMOS observed this local pollution on 25-26 January since this data has

no �lter for wind direction. The extent to which the PSAP EBC data is completely �ltering

out this "event" requires further investigation since PSAP EBC is elevated just before and

after. On average, between 23 and 28 January 2014, NSA oil�eld emissions contribute up to

30% of total BC at Barrow (Figure 5.8). On the other hand, there is a contribution to model

BC, from background sources (remote sources outside the regional domain) between 10

ngm
-3

(on 27 January) and 30 ngm
-3

(on 23 January) (Fig. 5.8). The model is also run for the

campaign period in the last week of February 2014. There is also a strong in�uence from

NSA oil�elds on BC at Barrow. When winds were easterly, south-easterly (between 115
o

and 151
o
) the contribution of regional emissions to BC at Barrow was more than 50% (not

shown).
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Running with �ve times more Alaskan anthropogenic emissions (ANTHR_5x) for Jan-

uary illustrates the sensitivity of modelled BC to local and regional emissions, with large

increases in BC of up to 300 ngm
-3

over the NSA oil�elds (Fig. 5.7b). This test also il-

lustrates that in the ECLIPSE inventory there are local BC emissions near to Utqiaġvik

town, however their magnitude is small and, based on these results the ECLIPSE inven-

tory underestimates these emissions by up to 60%. Higher BC emissions lead to higher BC

concentrations at Barrow when air masses originating from the east, namely NSA oil�elds

(Fig. 5.8), suggesting a clear regional in�uence from this source at Barrow. This con�rms

the indications discussed earlier based on wind directions.

To further examine the contribution of regional anthropogenic sources to BC at Utqiaġvik

town, a higher spatial resolution inventory is used. CAMS emissions are based on Com-

munity Emissions Data System version 2 (CEDSv2, McDu�e et al. (2020)) and Emissions

Database for Global Atmospheric Research version 5 (EDGAR v5) inventories and are pre-

pared originally at a higher spatial resolution, than ECLIPSE v6b (10 km instead of 50 km).

The model is run using CAMS version 5.3 instead of ECLIPSE v6b emissions. Figure 8c

shows the average di�erences between CAMS_ANTHR and ALASKA_CONTROL during

January 2014. The use of CAMS emissions leads to a signi�cant decrease in BC over NSA

oil�elds by up to 50 ngm
-3

and a smaller decrease (up to 10 ngm
-3

) south west of Utqiaġvik

town (Fig. 5.7c). The lower BC over northern Alaska could be due to missing (or lower

magnitude) oil�eld emissions in the CAMS. This inventory includes BC emissions from oil

re�neries, industry, energy plants, transportation and residential at Utqiaġvik town and

NSA region. There is also an increase in BC by up to 150 ngm
-3

over the Fairbanks area,

probably due to more detailed representation of energy, industry and residential sectors in

CAMS compared to ECLIPSE. At Barrow, modelled BC decreases when the CAMS emissions

are used, by up to 5 ngm
-3

during the NSA oil�elds period of in�uence (Fig. 5.8), otherwise

the di�erences in model BC due to the di�erent emission inventory are very small. The use

of ECLIPSE emissions lead to a smaller underestimation in BC at Barrow on 27–28 January

(NSA oil�eld period of in�uence - Fig. 5.8). It appears that CAMS inventory also misses

local emissions at Utqiaġvik town (e.g. 26 January).

5.6 Conclusions

In this study, WRF-Chem is used to evaluate Arctic BC and investigate processes which are

a�ecting BC over the wider Arctic and, in a more focused study, on a regional scale over

northern Alaska.

The model is evaluated against EBC observations at four Arctic sites. Whilst the model
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underestimates BC, in particular during enhanced episodes at Alert, Tiksi and Barrow, it

is able to capture observed variability. The model captures observed EBC variability and

magnitudes at Zeppelin. Model biases can be due to various reasons such as the emissions,

transport errors or model resolution. Here, the sensitivity of model results to dry and wet

deposition is examined. Wet and dry removal do not a�ect BC in the same way at the four

sites presented in this study. During January and February 2014 modelled BC at Tiksi and

Barrow is sensitive to both wet, dry or both removal processes which could be contributing

to low modelled BC. At Alert and Zeppelin modelled BC is more sensitive to wet removal.

During wintertime, surface BC change is larger due to wet deposition at all sites north of

70
o
N (BC increase between 317% and 844% when wet deposition switched o�), except at

Tiksi. Mori et al. (2020) showed that wet deposition �ux is higher at Zeppelin than at Barrow.

The results presented here also con�rm such regional di�erences. However, the results at

Alert contrast with the �ndings of Macdonald et al. (2017a) who found that dry deposition is

more important than wet deposition and suggested that there might be missing mechanisms

for dry deposition onto snow in the models. Also, BC sensitivity to wet deposition is greater

in the �rst 4 km, than at higher altitudes at Barrow in agreement with Mori et al. (2021).

Modelled BC sensitivity to dry deposition is higher at Tiksi (137%) compared to the other

Arctic sites, due to the proximity of important Russian emissions included in the ECLIPSE

inventory. This study highlights the sporadic nature of wet and dry removal at remote

Arctic sites during wintertime depending on their proximity to local and regional sources

(Tiksi, Barrow), and the in�uence of the air masses arriving at these sites which will vary

depending on the transport pathway, for example, transport to Zeppelin at low levels .

A series of sensitivity tests are used to examine processes and sources in�uencing BC

over northern Alaska on a regional scale (compared to the wider Arctic). With respect to

horizontal resolution the results indicate that the model performs somewhat better at 20

km than at 100 km. However, the model still cannot capture elevated EBC of local origin

at Barrow. To investigate the role of boundary layer dynamics on regional BC during win-

ter conditions, the model is run with a di�erent boundary layer scheme. The initial model

setup captures better observed temperatures and winds (lower biases and RSMEs), and the

use of a di�erent boundary layer scheme leads to a decrease in modelled BC at the sur-

face, especially over source regions (e.g. NSA oil�elds). These results suggest that better

simulation of PBL structure is needed, since this can a�ect model aerosols like BC and, in

particular, loss processes like dry deposition in or near to source regions. The results in this

study illustrate that wet and dry deposition a�ect BC di�erently at Arctic-wide and regional

scales. The regional analysis suggests that dry and wet deposition are equally important

for BC removal during wintertime over northern Alaska, and especially over source regions
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whereas wet deposition is more important in the 100km results. The results at 20 km show

less sensitivity compared to the results at 100 km. This may be partly due to the short run

at 20 km but nevertheless illustrates di�erences in removal processes occurring regional

and during transport. Further analysis is required to better address potential uncertainties

a�ecting removal treatments. Also, detailed measurements of meteorological �elds, wet

and dry deposition are needed at di�erent locations, to better constrain the model and help

to better understand the model discrepancies at each monitoring site.

A series of sensitivity simulations are also performed to distinguish the contribution of

local and regional BC anthropogenic emissions at Barrow and to reveal potential uncertain-

ties in emission inventories. Analysis of wind direction data combined with of COSMOS and

PSAP EBC observations at Barrow showed that easterly and south-easterly (NSA oil�elds)

air masses are in�uencing BC at Barrow during the latter part of January 2014. On average

30% of BC at Barrow originates from the NSA oil�elds during this period, and more than

50% on average at end of February 2014. The sensitivity simulation with 5x regional an-

thropogenic emissions con�rms this regional in�uence during January and February 2014.

These results illustrate the signi�cant contribution of regional NSA emissions to BC at Bar-

row, which is half of the observed EBC, while the remainder is due to remote, or other

Arctic, sources. Local sources close to the site are also in�uencing measured EBC. It could

be useful to apply more sophisticated �lters than just wind direction (e.g. trace gas markers)

to the Barrow observations in order to distinguish better between air masses in�uenced by

local or remote sources. The local and regional contribution to BC at Barrow could be even

higher since ECLIPSE inventory lacks detailed local sources such as those from Utqiaġvik

town, and it might be underestimating NSA oil�eld emissions. Employing a di�erent inven-

tory (CAMS) with a higher horizontal resolution results in lower BC over source regions,

such as NSA, indicating that these, and other local, emissions are underestimated. Emission

inventories with more detailed representation of local sources and point sources are needed

for regional simulations in the Arctic.

BC is an important short-climate forcer, which contributes to on-going Arctic warming.

It is important to further quantify remote, regional and local BC sources within the Arctic in

order to improve model simulations of Arctic BC. In that way, we could better communicate

to policymakers about the impact of local anthropogenic BC emissions to on-going climate

warming and regional pollution.



Chapter 6

Modelling wintertime air pollution:

a case study - Fairbanks, Alaska

This Chapter focuses on the pre-ALPACA campaign in Fairbanks, Alaska, in November–

December 2019. It describes the measurements obtained during the campaign and analyses

meteorological and synoptic conditions over Alaska during this winter. The WRF-Chem

model is used to investigate air pollution over Alaska during the campaign. Then, using

high-resolution simulations over the Fairbanks area, a series of simulations are performed

to investigate the sensitivity of model results to meteorology during a polluted episode and

the emissions of aerosols and their precursors. Discrepancies in secondary aerosols could

also be explained by missing formation mechanisms in the model. This is not the focus

of this �rst study. For this, more detailed measurements are needed, such as those mea-

sured during the main ALPACA campaign in January–February 2022. However, possible

secondary aerosol mechanisms are still discussed in light of the results presented here. This

study investigates regional pollution using data representative of the background and Fair-

banks sites during observed polluted episodes. The objectives of this study are discussed in

the following section.

6.1 Motivation

As described previously in this thesis, Arctic Haze is partially caused by elevated concentra-

tions of aerosols (e.g. SO
2−
4 , BC), originating from mid-latitude source regions during win-

ter and spring (Barrie, 1986; Quinn et al., 2002a; AMAP, 2015). There are also local sources

contributing to Arctic air pollution at regional and urban scales in winter (Nguyen et al.,

2013; AMAP, 2015; Winiger et al., 2017; Schmale et al., 2018; Simpson et al., 2019). Urban

170
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areas in the Arctic can experience severe air quality problems in winter due to high local

emissions for heating and their poor dispersion due to strong wintertime temperature in-

versions (Simpson et al., 2019). As noted in Chapter 1, Fairbanks is an example of such a city

which experiences air quality problems due to high local emissions under stable weather

conditions with calm winds and strong temperature inversions, while other Arctic cities

also have similar air quality issues during wintertime (Mölders and Kramm, 2010; Tran and

Mölders, 2011; Mölders, 2013; Fochesatto et al., 2015; Mölders and Kramm, 2018). As a result,

primary and secondary pollutants accumulate in the urban Arctic boundary layer (ABL)

(Mölders and Kramm, 2010; Mölders et al., 2011). Figure 6.1 shows the seasonal variation of

PM2.5 components, such as EBC, OC, NO
−
3 , SO

2−
4 and NH

+
4 in Fairbanks. More speci�cally,

all PM2.5 components peak during January and February, and there is a secondary peak

during December. The cold season in Fairbanks usually starts in October and lasts until the

end of March, with temperatures lower than -9
o
C on average, while the coldest month in

Fairbanks is January (Arguez et al., 2012; Lawrimore et al., 2016). Low temperatures lead to

extensive heating use and, as a result, severe pollution episodes (Simpson et al., 2019).

Figure 6.1: Monthly PM2.5 composition averaged over 2006-2015. From William Simpson, UAF.

The most important emissions in Fairbanks originate from sources such as fuel combus-

tion for residential/commercial purposes, using oil, wood, coal, and gas, transportation, and

power plants fuelled by coal and oil (Ward et al., 2012; Wang et al., 2014; Busby et al., 2016;

Ye and Wang, 2020). As a result, PM10, CO, SO2, NO2 peak during wintertime (Ye and Wang,

2020). Trace gases, such as SO2, CO, also accumulate in the urban ABL due to lack of sun-
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light (Mölders and Kramm, 2018). There are also high NOx emissions emitted into the stable

boundary layer (Simpson et al., 2019). Previous studies showed that OA is the most impor-

tant contributor to PM2.5 due to woodsmoke emissions, while the contribution of inorganics

(SO
2−
4 , NO

−
3 , NH

+
4 ) is larger compared to EC (see Fig. 6.1) (Ward et al., 2012; Wang et al.,

2014). However, the sources and formation pathways of secondary SO
2−
4 , NO

−
3 , NH

+
4 under

dark/cold conditions (non-photo-chemical mechanisms) are unclear, as discussed brie�y in

Chapters 2 and 4 (Simpson et al., 2019).

As discussed earlier in this thesis, models tend to underestimate wintertime air pollution

at remote Arctic sites. The work presented in the previous chapters showed that the model

performance is improved with respect to observations of inorganic aerosols compared to the

version used in the recent AMAP report (Whaley et al., 2022b). At a regional scale, previous

modelling studies (Mölders and Kramm, 2010; Mölders et al., 2011) focused on reproducing

wintertime inversions and their in�uence on air pollutants in Fairbanks. Mölders et al.

(2011) reported that their model could not capture air pollutant concentrations at polluted

and remote sites and model errors reproducing temperature gradients leads to errors in

simulated PM2.5.

Detailed observations of trace gas and aerosols are necessary to gain insights into miss-

ing local sources and formation pathways of secondary aerosols under wintertime condi-

tions. Field campaigns can provide further information in regions of interest and �ll the

missing observations gap. This was the goal of the pre-ALPACA campaign in Fairbanks

in November and December 2019. ALPACA and the French pre-ALPACA campaign are

discussed in Chapter 3, and the pre-ALPACA measurements and �rst analyses are sum-

marised below. During winter 2019, detailed measurements of air pollutants were obtained

at di�erent locations in Fairbanks (see Fig. 6.2) with the aim to identify the origins of high

local emissions, e.g. combustion of sulphur-containing fuels, such as fuel oil combustion for

residential-commercial purposes (Simpson et al., 2019). The campaign also focused on pro-

cesses in�uencing the formation of stable surface conditions, as they trap pollutants close

to the ground and lead to high pollution episodes. Thus, detailed meteorological measure-

ments were made at di�erent locations in Fairbanks (Cesler-Maloney et al., 2022; Maillard

et al., 2022). During the campaign, two di�erent episodes were identi�ed, including a cold

stable episode and a period with possible mixing of air masses from aloft (Roberts et al., in

prep.). From now on we will refer to them as the cold period and mixing period.
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The main objectives of this study are:

(i) What is the observed aerosol composition at background and regional Alaskan sites

during winter 2019? How well does the model reproduce the observations?

(ii) How do meteorological conditions and removal treatments a�ect modelled aerosols

in polluted environments under wintertime stable conditions?

(iii) What are the uncertainties in simulated aerosols due to emissions over the Fairbanks

area?

In this study, WRF-Chem is used to perform quasi-hemispheric and regional simulations

over the Arctic, focusing on central Alaska and the Fairbanks area during wintertime. To

address these objectives, the model is run at a regional scale over the Fairbanks area during

the period of the pre-ALPACA campaign. A series of sensitivity simulations are performed

during the observed episodes in December 2019 to investigate uncertainties in simulated

regional pollution due to removal treatments, meteorology and emissions.

The observed aerosol composition and meteorological �elds used to evaluate the model

performance are introduced in Section 2. The meteorological conditions during winter

2019–2020 and synoptic conditions that occurred over Alaska during the pre-ALPACA cam-

paign are discussed in Section 6.3. The model setup, including the simulations and emis-

sions, is described in Section 6.4. The results are presented in Sections 6.5 and 6.6. In

Section 6.5, background aerosol concentrations over Alaska are discussed and evaluated

against the quasi-hemispheric simulation. In section 6.6, the sensitivities to processes and

emissions in�uencing regional air pollution over the Fairbanks area are discussed. Possible

contributions from missing or new secondary aerosol mechanisms also are presented. The

conclusions are presented in Section 6.7.

6.2 Observations during the pre-ALPACA campaign

This section describes the aerosol, trace gases, and meteorological observations measured

at routine monitoring sits and during the pre-ALPACA campaign.

6.2.1 The pre-ALPACA campaign

The French pre-ALPACA campaign took place between 25 November and 13 December 2019

in Fairbanks, Alaska, in collaboration with researchers from the University of Alaska (UAF),

Fairbanks, prior to the main ALPACA campaign, which took place in January-February
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Figure 6.2: (a) This map shows the locations where measurements were made in Fairbanks during
the pre-ALPACA campaign. This includes the location of the �eld at Fairbanks University (UAF �eld),
University of Alaska Fairbanks Community and Technical College (CTC) building, the three locations
the Tower Trailer was located between November and February 2019 (Trainor Gate, A street and River
Road) and NCORE monitoring site, (b) This map shows the location of the monitoring EPA site located
in North Pole, which is located south west of Fairbanks. Maps derived from Google Earth.

2022 as part of the Air Pollution in the Arctic: Climate, Environment and Societies - Alaskan

Layered Pollution and Arctic Chemical Analysis (PACES-ALPACA) initiative (Simpson et al.,

2019).

Two main locations in downtown Fairbanks were used to install the di�erent instru-

ments: (I) the NCORE site (64.845N,147.727W), located across from a power plant and next

to an Environmental Protection Agency (EPA) monitoring site; (II) the University of Alaska

Fairbanks Community and Technical College (CTC) building (64.840N, 147.726W). A �eld

at the University of Alaska (UAF �eld; 64.86N, 147.85W) was also used (Fig. 6.2).

Trace gases: High temporal resolution measurements (every 5min) of CO, O3, NO,

NO2, SO2 at NCORE were measured using small light-weight AlphaSense Sensors (MI-

CROMEGAS). These measurements have been cross–calibrated with EPA measurements.

Observations are in Local Alaskan time (AKST). MICROMEGAS data is provided by Brice

Barret (Laboratoire d’Aérologie, Université de Toulouse, CNRS). O3 was also measured in

parts per billion (ppb) and UCT, using a Dasibi 1008-RS O3 analyser, located indoors in a

temperature-conditioned room at the top of the CTC building (Cesler-Maloney et al., 2022).

SO2 was measured on a retractable tower attached to a trailer, mentioned as "Trailer Tower"
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from now on, at 3m, using a thermo 43C SO2, and these observations were obtained from

Meeta Cesler-Maloney and William Simpson, UAF. Observations are in UTC. During the

pre-ALPACA campaign, the trailer tower was located at Trainor gate (see Fig. 6.2).

Aerosols: High temporal resolution measurements (every 5min) of EBC at NCORE

site were sampled using a Multi-Angle Absorption Photometer (MAAP) instrument. A

detailed description of MAAP can be found in Petzold et al. (2002) and Scienti�c (2007).

Brie�y, MAAP measures babs, in Mm
-1

. babs is converted to mass concentrations of EBC

using a constant MAC equal to 6.6 m
2
g

-1
, and no additional correction is applied. However,

the MAC value recommended by the manufacture might lead to an overestimation of EBC

(Ohata et al., 2020). Early studies, e.g. Petzold and Schönlinner (2004), estimated MAAP babs

uncertainties to be 12%. The absolute uncertainty of MAAP measurements is 0.06 Mm
-1

,

slightly higher compared to particle soot absorption photometer (PSAP) (0.02 Mm
-1

) for 5-

min averages (Müller et al., 2011). EBC MAC-corrected observations are provided by Brice

Temime-Roussel (Laboratory of Environmental Chemistry (LCE), Aix-Marseille Université,

Marseille, France) and are in AKST.

Meteorology: 2m temperature and winds, turbulent sensible heat �uxes, longwave and

shortwave radiative �uxes were measured at the UAF �eld, and cloud base and cloud optical

depth were measured using an aerosol lidar across the CTC building in Fairbanks (Maillard

et al., 2022). Four temperature probes were also deployed at 3, 6, 9 and 11 m AGL at the

Trailer Tower (Cesler-Maloney et al., 2022).

6.2.2 Aerosol measurements: routine monitoring sites

Surface mass concentration data of OC, NO
−
3 , SO

2−
4 , EBC and PM with rd ≤ 2.5 µm, from the

EPA is used for model evaluation for sites in the Fairbanks area (Figure 6.2). The samples

are collected on-site over 24 hours every three days and can be downloaded from the fol-

lowing link: https://aqs.epa.gov/aqsweb/airdata/download_files.html. Also,

2m temperatures data were measured at di�erent stations in Fairbanks (Fig. 6.2). Also,

detailed (every 5’) SO2 data are also obtained from EPA at NCORE site during the campaign

and processed by Meeta Cesler-Maloney (UAF). Data from the IMPROVE database (Malm

et al., 1994) for Denali (63.7N, 148.9W), located 195 km southeast of Fairbanks, Toolik Lake

Field Station (68.6N, 149.6W), located south of Prudhoe Bay oil�elds and 242 km inland from

North Slope of Alaska (Toolik from now on) and Simeonof (55.3N, 160.5W) sites in Alaska

(see Chapter 4 for details). Following Malm et al. (1994), EC and OC are measured using the

thermal optical re�ectance (TOR) method (Chow et al., 1993). EBC uncertainty at Simeonof,

Toolik and Denali ranges between 8 to 21 ngm
-3

. The EPA sites report EC estimated using

https://aqs.epa.gov/aqsweb/airdata/download_files.html
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the TOR method but also based on a thermal/optical transmittance (TOT) method (Chow

et al., 2004). EBC and CO data from Poker Flat Research Range (65.1N, -147.3W), located

north of Fairbanks (Fig. 6.5) provided by Yugo Kanaya (JAMSTEC, Japan) are also used

to evaluate the model results. EBC was measured using the COSMOS instrument, with a

PM1.0 size cut o� reported at STP conditions (Miyazaki et al., 2008; Kondo et al., 2009, 2011;

Ohata et al., 2020). Observations are in AKST. The COSMOS measurements are described

in detail in Chapter 5. For each site, model results are calculated for the same conditions

(temperature, pressure) and diameters as the reported observations.

6.3 Weather conditions duringwinter 2019–2020 and the

pre-ALPACA campaign

During winter 2019–2020 (November to end of February), 3m temperatures generally range

between 5 and -41
o
C at the Trailer Tower, reaching a minimum in the middle of January.

The winds were calm, with 10m winds being less than 4 and 7 ms
-1

at Tower Trailer and

NCORE, respectively, as shown in Fig. 6.3. During November and December 2019, 3 m

temperatures ranged between 5 and -39
o
C at the two sites. The Tower Trailer changed

location in the middle of January and moved from the Trainor Gate to the River Road on 2

February (Cesler-Maloney et al., 2022).

During the pre-ALPACA campaign, higher temperatures were recorded compared to

January and February 2020, with one cold episode at the beginning of December and mini-

mum temperatures around -32
o
C. Also, higher winds were observed in January and Febru-

ary 2020, unlike the calm winds during pre-ALPACA, not exceeding 3 ms
-1

. On aver-

age, November is usually warmer than December, January and February, December is

colder than February, and with January being the coldest month (source: https://en.

climate-data.org/north-america/united-states-of-america/alaska/fair-

banks-1403/). However, more precipitation generally occurs during November and De-

cember than in January and February. During pre-ALPACA, it snowed between 25 and

30 November 2019, with the highest value of 43 mm. There was a second bigger snow

event on 2 December, with 51 mm of snow (source: https://www.usclimatedata.com/

climate/fairbanks/alaska/united-states/usak0083).

EPA sites around Fairbanks (Fig. 6.2), including NCORE, measured similar variations

in 2 m temperature (Fig. 6.3). More speci�cally, from the beginning of the campaign un-

til 2 December, the 2 m temperature ranged from 0 to -18
o
C. From 3 to 7 December, 2 m

temperatures reached -32
o
C (cold period), before getting warmer at the end of 7 December

https://en.climate-data.org/north-america/united-states-of-america/alaska/fair-
https://en.climate-data.org/north-america/united-states-of-america/alaska/fair-
banks-1403/
https://www.usclimatedata.com/climate/fairbanks/alaska/united-states/usak0083
https://www.usclimatedata.com/climate/fairbanks/alaska/united-states/usak0083
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Figure 6.3: 2 and 3 m temperatures and 10m wind speeds at NCORE (black) and the Tower Trailer (red)
between 1 November 2019 and 28 February 2020, respectively. The vertical black lines show the period
of the pre-ALPACA campaign, while the dashed horizontal lines show the three observed episodes. ’C’
stands for the cold period, ’MC’ stands for the colder mixing period and ’MW’ for the warmer mixing
period. Hourly observations are shown when available, in UTC. Observations courtesy of Meeta Cesler-
Maloney, UAF.

and until 12 December (mixing period) (Maillard et al., 2022). Warm air masses originating

from south of Alaska brought warm air in Fairbanks, and as result surface temperatures

increased which led to the break up of the cold period (see discussion below). Here, the

mixing period is examined as two sub-episodes; from 7 to 9 December, when the temper-

ature is still low (cold mixing period), and from 9 to 11 December, when it was getting

warmer (warm mixing period) (Fig. 6.3). From 2 to 12 December, 10m winds at NCORE

and Tower Trailer were below 2.0 ms
-1

, with sporadic slightly higher wind speeds (2.0 to

2.5 ms
-1

) on 9 and 10 December (Fig. 6.3), during the latter half of the mixing period.

Wintertime synoptic conditions over Alaska are described in Chapter 1. A detailed

study by Maillard et al. (2022) using ERA5 data, reported that at 0000 UTC on 2 December,

a low-pressure system was over the south of Alaska, which gradually weakened as higher

pressures moved from the west. The temperature decreased from 4 to 6 December, reaching
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Figure 6.4: Synoptic conditions at 33km (a) one day prior to the cold period, during (b) the cold period,
(c) themixing period when its colder and (d) when its warmer. The coloured scale shows the temperatures
at 700hPa, in oC. The wind vectors show the strength, in ms-1, and direction at 700hPa, while the contours
show the geopotential height at 700hPa hPa. All the model results based on the ALASKA_CONTROL
run (see Table 6.1) and they are averaged over the periods indicated above.

a minimum of -27
o
C at the UAF �eld. From 7 December, low-pressure systems moved north-

east into Alaska, and the surface temperature increased by 15
o
C during this day. These

patterns are similar to results presented by Cassano et al. (2016) who showed that the large-

scale circulation (presence and strength of Aleutian Low and Siberian High) are associated

with wintertime warm and cold extremes in southern Alaska.

Using model outputs, this study examines the synoptic conditions at 33 km over the

simulation domain covering central Alaska. Fig. 6.4 shows geopotential height, tempera-

tures and winds at 700 hPa (a) one day prior to the cold period, (b) during the cold period,

and during the mixing period when it is (c) colder and (d) warmer. One day prior to the
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cold period (Fig. 6.4a), a low-pressure system is located south of Alaska with higher tem-

peratures, up to -16
o
C over the ocean. Over the Fairbanks area, the temperature is lower,

reaching up to -14
o
C and the winds are blowing from the east. During the cold period (Fig.

6.4b), the temperature around Fairbanks drops due to clear skies (radiative cooling), vary-

ing between -16
o
C and -20

o
C. The winds in Fairbanks are calm, while north of Fairbanks

the winds are north-easterly. Maillard et al. (2022) showed that on 6 December a low pres-

sure system was located on the south west coast of Alaska and cold air remained in central

Alaska, while from 7 December several low systems moved north-east into central Alaska.

During the colder mixing period (Fig. 6.4c), there are strong south/south-westerly winds

south of Fairbanks area, which lead to the break up of the pollution episode (cold period),

due to advection of warm air from south of Alaska. The temperature increases over the

Fairbanks area, ranging between -10
o
C and -12

o
C. South of Alaska, there are strong winds,

which become more south-easterly during the warmer mixing period (Fig. 6.4d) and bring

warm and moisture air from the ocean over the Fairbanks area. Due to warm air coming

from the southwest (Fig. 6.4c), the temperature rises and ranges between -5
o
C and -7

o
C

around Fairbanks during the latter (warmer) part of the mixing period.

Figure 6.5: (a,b) WRF-Chem domains at 100 km (d01), 33 km (d02) and 11 km (d03). (a) Black star
shows the location of Toolik Lake Field station. (b) The colours show the modelled terrain height, in m,
at 33 km and 11 km. d03 also shows the location of Fairbanks, Poker Flat and Denali.
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Table 6.1: List of WRF-Chem simulations.

Simulation Name Description

Quasi- hemispheric simulations (100km)
CONTROL Base simulation

Regional simulations - central Alaska (33km)
ALASKA_CONTROL Base simulation

Regional simulations - Fairbanks region (11km)
FAIRB_CONTROL Base simulation

FAIRB_BL Sensitivity to boundary layer dynamics

FAIRB_AER_DEP_OFF Aerosol dry deposition and settling OFF

FAIRB_GAS_DEP_OFF Trace gas dry deposition OFF

FAIRB_BC Enhanced BC emissions

FAIRB_SO2 Enhanced SO2 emissions

FAIRB_NO Enhanced NO emissions

6.4 WRF-Chem: Model setup and simulations

The WRF-Chem setup, including meteorological and chemical schemes, is described in de-

tail. Brie�y, MYJ (MYJ - boundary layer), Monin-Obukhov (MO (Janjic) - surface layer) and

NOAH MP land surface model are used coupled with the MOSAIC aerosol scheme. The

other physics and chemistry schemes are the same as described in Chapters 4 and 5.

Three simulation domains (polar stereographic projection) are used in this study, as

shown in Figure 6.5. The �rst (parent) domain (d01) covers a large part of the Northern

Hemisphere with 100 × 100 km horizontal resolution. The boundary and initial conditions

are derived from European Centre for Medium-Range Weather Forecasts (ECMWF)

Reanalysis v5 reanalysis data (ERA5 0.3
o
x0.3

o
), (National Centers for Environmental Predic-

tion, National Weather Service, NOAA, U.S. Department of Commerce (2000) and Community

Atmosphere Model with Chemistry (CAM-chem, Emmons et al. (2020)) for atmospheric

trace gases and aerosols. The �rst nested domain (d02), run at a horizontal resolution of 33

× 33 km, covers central Alaska (see Figure 6.5). The second nested domain (d03) is run at a

horizontal resolution of 11 x 11 km over the Fairbanks region. Spectral nudging is used for

the 100 and 33 km domains, with the spectral nudging parameters calculated as in (Hodne-

brog et al., 2019). 50 vertical levels are used, with 13 being below 2 km, and the �rst level

is at 14 m. WRF-Chem temperatures and winds are nudged at each dynamical step to the

reanalysis, which is updated every 6 hours, above the atmospheric boundary layer in d01

and d02 only.

Table 6.1 summarises the simulations performed in this study. For the simulations at

33 and 11 km, the initial and boundary conditions are derived from the 100 km and 33



181

km control simulations, respectively. The model at 100 km is run from 1 October to 15

December 2019, and one month and 24 days considered as spin-up. The model is run from

12 November to 12 December 2019 at 33 km, and 23 days are considered spin-up. At 11 km,

the model is run from 1 to 12 December, focusing on the two di�erent periods reported by

Maillard et al. (2022) and Roberts et al. (2022, in prep.), and the �rst day of the simulation is

spin-up. In each case, the model output is every 3h.

Figure 6.6: CAMS v5.3 anthropogenic emission �uxes of (a) BC, (b) OM in kgm-2s-1, (c) SO2, (d) NO
in molecskm-2h-1, interpolated at 11 km WRF grid during December 2019. Black marker x shows the
location of Poker Flat (PF), diamond shows the location of NCORE, in Fairbanks (F) and pentagon the
location of North Pole (NP).

Monthly anthropogenic emissions from the Copernicus Atmosphere Monitoring Ser-

vice version 5.3 (CAMS v5.3) inventory, for 2019 with a resolution of 0.1
o

x 0.1
o (Granier

et al., 2019; Soulie, 2022) are used in this study. The CAMS anthropogenic emissions inven-

tory is described in detail in Chapter 3. The MOSAIC aerosol scheme requires emissions

of organic matter (OM). Thus, OC emissions are multiplied by 1.4. To compare with OC

observations, the model output is divided by 1.4. Natural emissions are described in Chap-

ters 3 and 4. Figure 6.6 shows an example of CAMS emissions for BC, OM, SO2 and NO

on the 11km domain showing two hot spots: Fairbanks and North Pole (to the south-east).

In December 2019, the sector that contributes the most is residential and commercial heat-

ing for all species shown here. Other sectors which contribute are (i) industrial processes,
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(ii) oil re�neries and (iii) transportation, especially for NOx emissions. The energy sector,

which includes only power plants in CAMS v5.3, has lower emissions than the above men-

tioned sectors. Other emissions are low in the Fairbanks area during this period since it is

wintertime (snow-covered).

Figure 6.7: Wintertime NO−
3 , SO

2−
4 , EBC and OC mass concentrations, in µgm-3 (rd ≤ 2.5 µm) and

AKST, at background Alaskan sites. Black diamonds shows the data at Denali. Red circles shows the
data at Toolik. Blue pentagons shows the observations at Simeonof and grey crosses at Poker Flat.
Observations are shown where there are available, from 2 November until 27 February 2019.

6.5 Background contribution to Alaskan air pollution

This section evaluates the contribution of background aerosols during November–December

2019 over Alaska. First, the observations obtained from the monitoring sites are described

during winter 2019–2020 and then the model is evaluated at 100 km against the background

sites (e.g. Denali, Poker Flat) during the period of the pre-ALPACA campaign.
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6.5.1 Alaskan air pollution

First considering the observations during winter 2019–2020, Figure 6.7 shows observed

OC, NO
−
3 , SO

2−
4 , and EBC at four routine monitoring sites: Toolik, Denali, Simeonof and

Poker Flat. Enhanced concentrations of NO
−
3 are observed at Toolik, reaching up to 0.8 and

0.55 µgm
-3

at the end of January and February, respectively, indicating Arctic Haze in�u-

ence. Observed NO
−
3 at the other sites is up to 3.0 times less compared to Toolik (Fig. 6.7).

NO
−
3 during pre-ALPACA is lower and does not exceed 0.3 µgm

-3
at all sites. Total SO

2−
4

(ss-SO
2−
4 plus nss-SO

2−
4 ) shows concentrations up to 1.2 µgm

-3
in the middle of February

and also up to 0.9 µgm
-3

at the end of January. During the pre-ALPACA campaign, an el-

evated total SO
2−
4 (0.8 µgm

-3
) was measured at the end of the campaign. Otherwise, total

SO
2−
4 does not exceed 0.5 µgm

-3
at all sites discussed here. Alaskan SO

2−
4 mass concentra-

tions are similar to values measured at remote Arctic sites, such as Zeppelin, Villum, Alert

and Barrow Observatory (super-micron), in January and February 2014 (Chapter 4), except

for Simeonof, Gates of the Arctic and Barrow Observatory (sub-micron), where higher ob-

servations were reported. Observed EBC is higher at Simeonof in the middle of February,

reaching up to 150 ngm
-3

, likely due to transport of pollution from Asia (Fig. 6.7). At the

other sites, higher EBC concentrations are observed from the end of January. Alaskan ob-

served EBC is lower during January and February 2019, by up to 100 ngm
-3

, compared to

Utqiaġvik, Alert, Zeppelin, and by up to 1100 ngm
-3

compared to Tiksi during January and

February 2014 (see Chapter 5). During the pre-ALPACA campaign, EBC ranges between 2

and 59 ngm
-3

, with Poker Flat, Denali and Toolik reporting lower EBC by up to 30 ngm
-3

compared to Simeonof. On 7 December, an event is observed at all sites. It is stronger at

Simeonof and likely related to transport by the low pressure system discussed earlier.

Observed OC does not exceed 0.4 µgm
-3

during winter 2019–2020 and 0.25 µgm
-3

during

the pre-ALPACA campaign, apart from a local episode at Toolik, prior to the cold episode in

Fairbanks, at the beginning of December (Fig. 6.7). This elevated concentration of OC could

be due to a regional in�uence from NSA oil�elds as discussed in Chapter 4 showing, for

example, that elevated OC concentrations observed at the Gates of the Arctic in February

2014 did not exceed 0.6 µgm
-3

. The four sites discussed here are used as an indicator of

background Arctic Haze compared to regional/local pollution in Fairbanks.

6.5.2 Model evaluation

Figure 6.8 shows the model evaluation against aerosol composition data at Alaskan back-

ground sites during the pre-ALPACA campaign. The model performs well at quasi hemi-

spheric scale (100km). More speci�cally, at Simeonof (Fig. 6.8a), south of Alaska, the model
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Figure 6.8: Evaluation of modelled aerosol composition (CONTROL run) against in-situ observations
(rd ≤ 2.5 µm) at (a) Simeonof, Aleutian Islands, Alaska, (b) Denali, central Alaska and (c) Toolik,
northern Alaska, between 25 November and 15 December 2019, in AKST. The black line shows model
results from the CONTROL run, while observations are shown as blue crosses. Observations are 24h
averages every three days and the corresponding model daily averages are shown as black diamonds
for CONTROL. Observations are shown only when they are available. See the text for details about the
observations and model run.

captures observed variability in NO
−
3 , OA and SO

2−
4 , with a small underestimation as indi-

cated by the biases and RMSEs in Table 6.2 (see Chapter 3 for more details on how biases

and RMSEs are calculated). At Denali (Fig. 6.8b), central Alaska, the model overestimates

NO
−
3 , by up to 0.05 µgm

-3
while the model captures well SO

2−
4 . On the other hand, the model

underestimates OA by up to 0.1 µgm
-3

possibly due to underestimation of OA emissions or
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secondary OA production over Asia. At Toolik, northern Alaska, the model overestimates

SO
2−
4 and NO

−
3 by up to 0.15 and 0.1 µgm

-3
, respectively.

Figure 6.9: BC in ngm-3 at (a) Simeonof, (b) Denali, (c) Poker Flat and (d) Toolik sites in Alaska, with rd
≤ 2.5 µm at Simeonof, Denali and Toolik and rd ≤ 1.0 µm at Poker Flat, , between 25 November and 15
December 2019, and in AKST. Black lines show results for CONTROL, while BC observations are shown
as blue crosses, when available. See text for details.

On the other hand, the model underestimates OA, possibly due to missing regional

sources linked to NSA oil�elds, as discussed in Chapter 5, or missing regional sources

of marine organics (north Alaskan coast) (Chapter 4). The model performs better dur-

ing November and December 2019 than the results presented in Chapter 4. This could be

due to using CAMS anthropogenic emissions, especially for NO
−
3 and SO

2−
4 precursors. The
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SSA components, Na
+

and Cl
−

(not the scope of this study) are captured well (low biases

and RMSES, Table 6.2), while the model still underestimates episodic elevated concentra-

tions are measured at Simeonof and Toolik sites (not shown here). This analysis supports

the �ndings presented in Chapter 4 and shows the model’s robust performance simulating

wintertime Arctic SSA components.

Figure 6.9 shows the model validation against EBC observations at four background

sites in Alaska. Overall the model underestimates BC during the simulation period (Table
6.2). At Simeonof (Fig. 6.9a), only two observations are available. The model cannot cap-

ture the elevated EBC concentration ranging between 50 and 60 ngm
-3

. However, it captures

well the lower EBC concentrations, with modelled BC reaching 30 ngm
-3

. At Denali (Fig.
6.9b), the model simulates more BC compared to Simeonof, reaching 80 ngm

-3
, however it

still underestimates observed EBC by up to 40 ngm
-3

. At Poker Flat (Fig. 6.9c), the model

captures the observed variability for observations below 20 ngm
-3

but has di�culties cap-

turing elevated observations reaching 50 ngm
-3

. At Toolik (Fig. 6.9d), the model simulates

less BC than at Denali and Poker Flat. It captures the observed EBC variability, however,

it underestimates elevated observations by up to 15 ngm
-3

. Note that EBC observations

are reported as 24h averages every three days. There are also uncertainties in the obser-

vations, as discussed in Section 2 and Chapter 5, which could be responsible for the high

biases reported here.

The analysis here shows that the model performs well over Alaska (Table 6.2). How-

ever, there are some discrepancies between modelled and observed aerosols. The low mod-

elled aerosols over Alaska, such as OA and BC, could be due to low emissions over source

regions in the mid-latitudes or due to excessive deposition in models (Whaley et al., 2022b)

and Chapter 5 (for BC). To our knowledge, CAMS emissions (v5.3) have not yet been eval-

uated over source regions in the mid-altitudes (e.g. Siberia, China) as this version was only

recently made available. Here, the model results are not evaluated against observations in

Asia, as it is not the scope of this study. In this thesis, ECLIPSE and CAMS emissions are

used for simulations over di�erent months in winters 2014 and 2019. ECLIPSE and CAMS

total annual emissions are compared in Chapter 3 during 2014 for all species. There are

di�erences between the two inventories on the magnitude, for example of BC, OA, NOx

and NH3 emissions, which is also illustrated by the maps shown in Chapter 3. It is possible

that the CAMS inventory includes less, for example, BC and OC emissions over Asia and

Siberia compared to ECLIPSE v6b, but a direct comparison is needed for the same year to

get clear indications.
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Table 6.2: Biases and RMSEs, in ugm-3, for all available aerosols and in ngm-3 for BC, and between
model results (CONTROL) and observations at Denali (D), Toolik (T), Poker Flat (PF) and Simeonof (S)
sites in Alaska, for simulation at quasi-hemispheric scale.

Bias_S RMSE_S Bias_D RMSE_D Bias_T RMSE_T Bias_PF RMSE_PF

Na 0.21 0.35 0.1 0.2 0.07 0.1 - -

Cl -0.01 0.6 0.1 0.2 0.02 0.09 - -

SO
2−
4 -0.06 0.23 0.08 0.1 0.09 0.1 - -

NO
−
3 -0.003 0.04 0.02 0.04 0.03 0.08 - -

OA -0.008 0.03 -0.07 0.08 -0.2 0.3 - -

BC -31 39 -20.1 25 -5.2 14.4 -4.0 10.2

Figure 6.10: Model comparison between ALASKA_CONTROL (33km), FAIRB_CONTROL (11km) and
FAIRB_BL (11km) and evaluation against 2 and 10m temperature observations at NCORE site and 10m
winds at NCORE and Tower Trailer, in UTC, between 2 and 12 December 2019. ALASKA_CONTROL is
shown in grey, FAIRB_CONTROL in black, FAIRB_BL in red and observations in blue.

6.6 Air pollution over central Alaska

This section focuses on central Alaska and, more speci�cally, the Fairbanks area to investi-

gate regional pollution during the pre-ALPACA campaign, particularly during the observed
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cold and mixing periods in December 2019. At the regional scale (11 km), a series of sensitiv-

ity simulations examining meteorology, removal treatments and emissions are performed.

The aim is to investigate if the model can reproduce stable conditions and how the meteo-

rological biases may a�ect aerosols and trace gases. Also, to what extent CAMS emissions

include local sources in the Fairbanks area is examined here.

6.6.1 Meteorology

Model results are evaluated on all domains. Here, only the results at 33 km and 11 km are

presented. The model at 100 km is colder during the cold period and during the warmer

mixing period compared to 33km and the observations (not shown here). The model at

33km is less windy than at 100 km, but it still overestimates observations. As discussed

in previous chapters, running at a higher resolution modelled temperatures and winds are

generally improved.

On a regional scale over central Alaska, FAIRB_CONTROL (11 km) captures better than

ALASKA_CONTROL (33km) surface temperatures and winds at NCORE and Tower Trailer

during December 2019, as shown in Fig. 6.10. More speci�cally, the simulation at 11km

is slightly less cold at the beginning of the cold episode and slightly warmer during the

mixing from the aloft episode when it is warmer at 2 and 10m compared to the simula-

tion at 33km. At NCORE and Tower Trailer, FAIRB_CONTROL is less windy compared to

ALASKA_CONTROL during the whole period of the simulation. However, the model still

overestimates observed winds, which during this period did not exceed 1.5 ms
-1

. The model

at 11km also performs better than at 33km at di�erent EPA sites in the Fairbanks area, based

on reduced biases (not shown here). Model results are also evaluated against radiosonde

data, and here an example is shown during the cold period and colder mixing period for

temperatures and winds (Fig. 6.11). At higher altitudes, and especially in the �rst 800

m, ALASKA_CONTROL captures better the observed temperatures during the cold period.

Note that the the domain at 33 km is nudged above the boundary layer. During the cold

mixing period (Fig. 6.11a) ALASKA_CONTROL is colder in the �rst 400 m and warmer at

higher altitudes compared to FAIRB_CONTROL, but both are colder compared to the ob-

servations. On the other hand, the model is less windy at 11 km, but too windy compared

to the observations (Fig. 6.11c,d). During the cold period the resolution slightly improves

the meteorology at 11km, but not always and not at all altitudes.

Overall, models show di�culties simulating the boundary layer and surface-based in-

versions during winter in the Arctic (Mölders and Kramm, 2010; Kayser et al., 2017; Graham

et al., 2017). Uncertainties in simulated temperatures and winds at Fairbanks could be due
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to errors in stability functions in the model, or the roughness length for vegetation and ur-

ban area is low (Mölders and Kramm, 2010). In that study, increased roughness led to lower

simulated winds, but the improvement compared to observations was small. These possi-

ble discrepancies could be investigated further. Here, the role of nudging and the boundary

layer dynamics on modelled aerosols during the wintertime are examined.

In the control simulation (FAIRB_CONTROL), no nudging is applied. In a sensitivity

test, spectral nudging is applied at all levels at 11 km (not shown here). When applying

spectral nudging, the biases in surface temperatures and winds are decreased compared

to no nudging simulation. Also, the simulated temperature pro�le is better in agreement

with the observations. However, high biases remain for surface and higher altitude winds.

Previous studies showed that ERA5, used here for nudging, shows high biases in surface

temperatures compared to observations could be due to uncertainties in capturing clear sky

conditions (Batrak and Müller, 2019; Krumpen et al., 2021). However, with spectral nudging

at 11km, aerosols and trace gases did not vary signi�cantly (not shown here).

In a recent study, Maillard et al. (in prep. for GMD, 2022) reported that the calculation

of the turbulent di�usion coe�cient (Cd) contains a bug when using option 2 in NOAH

MP namelist for surface layer drag coe�cients calculations (see APPENDIX A for Chapter

4). Cd is too small and does not depend on the wind speed. Thus, the surface temperature

was too cold and did not depend on wind speed. To estimate the in�uence of this bug, the

model is run with the corrected version of NOAH MP but leads to insigni�cant di�erences in

surface temperatures and winds (not more than 0.1
o
C and ms

-1
- not shown here). At higher

altitudes, the model is warmer by up to 1
o
C during the observed episodes in December 2019,

while the changes in winds are small as at the surface. The e�ect of this bug on aerosols

and gases is insigni�cant (no changes more than 0.05 µgm
-3

and ppb, respectively). For the

sensitivity simulations presented from now on, the corrected version of NOAH MP is used.

From now on, we refer to this simulation as FAIRB_CONTROL.

So far in this study, the MYJ boundary layer scheme is used, which is shown to capture

better continental stable conditions (e.g. Sterk et al. (2015)). To investigate the in�uence of

boundary layer dynamics on aerosol and gases, the YSU boundary layer is used (FAIRB_BL),

which performed better than MYJ over northern Alaska (results discussed in Chapter 5). In

contrast to the analysis for northern Alaska, YSU over the Fairbanks area is warmer during

the colder mixing period (7 to 9 December) and colder during the cold period (Fig. 6.10).

Also, the use of YSU results in higher winds compared to MYJ. At higher altitudes and dur-

ing the three observed periods, YSU results in higher winds and lower temperatures com-

pared to MYJ (Fig. 6.11). YSU only captures better temperature pro�les with respect to the

observations over the Fairbanks area during the colder mixing period since YSU simulates
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Figure 6.11: Temperature and wind pro�les at Fairbanks airport (in UTC) during the (a,c) cold pe-
riod and (b,d) colder mixing period. Blue circles shows the observations, black squares shows the
FAIRB_CONTROL (11km) simulation, the grey triangles shows the ALASKA_CONTROL (33km) and
the red squares shows the FAIRB_BL (11km) run.

better the vertical mixing, as discussed in Chapter 5. The initial physics parametrisation

simulates better the calm conditions observed over the Fairbanks area during December

2019. The in�uence of YSU in aerosols and traces gases is discussed in section 6.6.3.
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6.6.2 Trace gases and aerosols

This section analyses the regional patterns of simulated trace gases and aerosols during the

pre-ALPACA campaign �rst over Alaska. Figure 6.12 shows average BC, SO
2−
4 , NOx, the

sum of NO and NO2, and O3 at 33km during the pre-ALPACA campaign.

Figure 6.12: Average values of modelled aerosols and gases at 33km (ALASKA_CONTROL), over cen-
tral Alaska during the pre-ALPACA campaign (25 November - 15 December) and at the surface. Black
circle shows the location of NCORE site in Fairbanks. Black diamond shows the location of North Pole.
Black X shows the location of Poker Flat. Black cross shows the location of Gates of the Arctic. Black
pentagon shows the location of Yukon Airport.

Except O3 and NOx, BC shows high values over the Fairbanks area, including Fairbanks

city and North Pole, due to local emissions including in the inventory, as shown in Fig.
6.6 and discussed in section 6.4. O3 shows higher concentrations over background regions

than cities. Low concentrations of O3 east of Fairbanks could be due to higher dry depo-

sition over tundra areas (Whaley et al., 2022a). NOx shows higher values in the south of

Alaska and could be due to local shipping emissions along the coast (ice-free). SO
2−
4 shows

higher values close to the Gates of the Arctic, probably due to local sources and lower NH
+
4

and NO
−
3 (not shown here). There is more NH

+
4 and NO

−
3 in Fairbanks than at background

sites, which could contribute to lower SO
2−
4 . At background sites, the ALASKA_CONTROL
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(33km) simulation captures better observations than the CONTROL run (100km). For ex-

ample, at Denali the BC bias decreases from -20.1 at 100 km to -17.7 at 33 km and SO
2−
4 from

0.08 at 100 km to 0.05 at 33 km. The model performs better at 33km than 100km showing

the e�ect of resolution on model results, as already discussed in Chapters 4 and 5.

Figure 6.13: Model comparison against observed BC, in ngm-3 (rd ≤ 1.0 µm) and CO, in ppb, at Poker
Flat, Alaska (AKST), between 2 and 12 December 2019. Black line shows results for ALASKA_CONTROL
(33km), red line shows the results for FAIRB_CONTROL (11km), while BC observations, available every
hour, are shown in blue dots, when available. See text for details.

ALASKA_CONTROL (33km) is also compared to FAIRB_CONTROL (11km) and evalu-

ated against available observations of trace gases and aerosols in the Fairbanks area. Figure
6.13 shows BC and CO validation at Poker Flat, a background site. Both simulations capture

observed BC variability with concentrations ranging between 5 and 20 ngm
-3

. The simu-

lation at 11km (FAIRB_CONTROL) captures observations slightly better, according to bias

and RMSE (shown in Figure 6.13). However, both simulations underestimate the observed

elevated BC during the cold period in Fairbanks. CO at Poker Flat ranges between 120 and

135 ppb during the pollution episode in Fairbanks, with higher concentrations during the

mixing period. At Arctic sites, such as Zeppelin and Utqiaġvik, average CO during win-

tertime varies between 120-150 ppb, similar to that reported at Poker Flat (Whaley et al.,

2022a). CO is a good tracer of pollution transport, with only one photochemical sink and a

lifetime of around one month (Duncan and Bey, 2004; Gamnitzer et al., 2006). On the other

hand, the model simulates background CO at 90 ppb and underestimates observed CO by



193

up to 40 ppb. Previous studies showed that models tend to underestimate CO (including

Alaska), possibly due to an underestimation of CO emissions (such as from combustion over

Asia Pétron et al. (2002)) and shorter modelled CO lifetime due to an overestimation in OH

(Miyazaki et al., 2012; Quennehen et al., 2016; Whaley et al., 2022b,a). The model simulates

more CO in Fairbanks (Fig. 6.14) compared to Poker Flat. However, it does not exceed 160

ppb. This may be due to underestimations in the CAMS emissions and the fact that the

model has only been run at 11 km.

Figure 6.14: Model evaluation against in-situ observations of CO in parts per million (ppm), O3 and
SO2 in ppb, at NCORE site in Fairbanks, and O3 at 20m in the CTC building (in UTC), between 2 and 12
December 2019. The black line shows results for ALASKA_CONTROL (33km), red line shows the results
for FAIRB_CONTROL (11km), while observations are shown as blue dots every 3h, when available. See
text for details.

Figure 6.14 shows CO, O3 and SO2 observations at NCORE. Compared to Poker Flat,

CO at NCORE ranged between 750 and 1250 ppb, with elevated concentrations during the

mixing period on 8 and 11 December 2019. CO was also measured at the Trainor Gate (not

shown here), near a small residential area just outside of the main Fairbanks city centre.

CO ranged between 400 and 1200 ppb, slightly less than the reported measurements at

NCORE. The most important CO emissions in Fairbanks are from vehicles and fossil fuel

combustion (source EPA). Surface O3 was higher prior to the cold period, while during
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Figure 6.15: Model evaluation against in-situ observations of NO−
3 , SO

2−
4 , NH+

4 and OA aerosol mass
concentrations in µgm-3 at the NCORE site in Fairbanks (rd ≤ 2.5 µm) and in AKST, between 2 and
12 December 2019. The black line shows results for ALASKA_CONTROL (33km), red line shows the
results for FAIRB_CONTROL (11km), while observations are shown as blue crosses, when available.
Averaged model results are shown as black diamonds (ALASKA_CONTROL) and as red pentagons
(FAIRB_CONTROL). See text for details.

the cold period, O3 did not exceed 8 ppb and was close to zero (due to complete titration

by NO), while during the mixing period, O3 increased again, up to 24 ppb. During the

campaign period, O3 was also measured at the top of the CTC building (20m), showing the

same patterns as at 3m, prior to and during the cold period, while during the mixing period,

higher values were observed (see Figure 6.14). O3 is a good tracer of potential mixing from

aloft. Cesler-Maloney et al. (2022) showed that during SBIs, O3 is almost zero at 3m, while

observed O3 at 20m is higher due to reduced vertical mixing. NO mixes near the surface,

leading to O3 titration close to the surface and not at the 20m aloft. Background observed O3

in Fairbanks (not during pollution episodes) is lower than reported values at remote Arctic

sites such as Alert, Zeppelin and Utqiaġvik with values around 30-40 ppb during wintertime

(Whaley et al., 2022a). High SO2 is measured between 2 and 11 December. In particular,

during the mixing period, up to 20 ppb, possibly due to power plant in�uence. SO2 is also

measured at Trainor Gate (not shown here), showing elevated concentrations during the

mixing period, up to 12 ppb (8 ppb less than at NCORE). During the cold period, SO2 did not

exceed 6 ppb, while at NCORE reached 11 ppb. During winter, major sulphur sources are

fuel coal-oil combustion (commercial/residential) for heating purposes, diesel emissions,

wood combustion and power plants in�uencing SO2 on a regional scale aloft (Shakya and

Peltier, 2013). Most sulphur emissions are in the form of SO2, although SO
2−
4 could also
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be emitted as primary aerosol (Simpson et al., 2019). However, secondary formation is also

possible although it is unclear how SO2 is oxidized to SO
2−
4 under cold and dark wintertime

conditions.

Figure 6.16: Modelled evaluation of BC, in ngm-3, at two sites in Fairbanks, against MAAP and EPA
reported data during December 2019, for rd≤ 2.5 µm and in AKST, between 2 and 12 December 2019. The
black line shows ALASKA_CONTROL (33km) and red line shows FAIRB_CONTROL (11km) simulations,
and the corresponding symbols are the daily averages every three days to match the observations from
EPA. See text for details.

During the polluted period, high observed SO
2−
4 , NH

+
4 , NO

−
3 , OC and EBC are reported

(Figs. 6.15 and 6.16), with elevated concentrations during the cold period (5 December)

and slightly lower values during the mixing period. Prior to the cold period, inorganics,

OC, and EBC were very low at NCORE and North Pole, sometimes three to four times

lower than the measurements during the cold episode (not shown). Figure 6.16 also shows

EBC at North Pole, with elevated concentrations on 8 December (up to 6000 ngm
-3

), three

times higher than at the NCORE site. Previous studies showed that domestic wood com-
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bustion emissions were higher at North Pole than in Fairbanks (Ward et al., 2012). North

Pole observations are not shown here, however, OC at North Pole is four times higher than

at NCORE, while inorganics such as SO
2−
4 and NO

−
3 are higher at NCORE by up to 0.5 and

0.2 µgm
-3

, respectively, also reported in previous studies (Ward et al., 2012; Nattinger, 2016).

During the campaign period, detailed observations of PM2.5 were also measured at di�erent

altitudes at Trainor Gate (Tower Trailer), at the CTC building (surface), but also reported at

EPA sites over the Fairbanks area (not shown here). Daily averaged surface PM2.5 at Trainor

Gate was elevated between 10 and 11 December (warmer mixing period), reaching up to

15 µgm
-3

, while during the cold period, PM2.5 did not exceed 9 µgm
-3

. Daily averaged PM2.5

were higher at 9 m and 11 m during the warmer mixing period and the cold period by up

to 3 µgm
-3

and 5 µgm
-3

, respectively. At the NCORE site, daily averaged PM2.5 were higher

compared to Trainor Gate during the cold period, with concentrations up to 15 µgm
-3

and

up to 12 µgm
-3

during the mixing period, as also illustrated in the Fig. 6.15 and 6.16, mostly

due to high OC and EBC. NCORE is located closer to higher local emissions, such as from

vehicles, while the Tower Trailer was located in a residential area. Higher concentrations of

PM2.5 were measured at the CTC building and at the surface, only at the end of the mixing

period (11 December) when PM2.5 concentrations reached up to 24 µgm
-3

. During the cold

period daily averaged PM2.5 ranged between 6 and 12 µgm
-3

. At the roof of the CTC build-

ing elevated PM2.5 measured at the beginning of the colder mixing period and at the end

of the warmer mixing period. At the NCORE site, the model overestimates O3 by up to 25

ppb during the pollution episode (Fig. 6.14). However, there is less O3 at 11km compared

to 33km, a decrease of up to 8 ppb. The model overestimation could be due to a lack of

NOx emissions or uncertainties in simulating stable conditions. Finally, the model at 11km

simulates more SO2 compared to 33km, however it still underestimates observed SO2 by up

to 20 ppb, probably due to missing local sources. The implications of these discrepancies,

which can in part be due to emissions, are discussed in the following section.

The model is also evaluated against aerosol observations obtained from EPA at the

NCORE site (Fig. 6.15). Overall, the model at 11km performs better than at 33km, al-

though it still underestimates observed aerosols. More speci�cally, the model at 11km does

not capture elevated SO
2−
4 and OA concentrations. The analysis in the previous chapters

showed that the model lacks OA and underestimates SO
2−
4 at sites such as Utqiaġvik due to

missing local emissions. The model also underestimates NH
+
4 but captures better observed

elevated NO
−
3 during the cold period (5 December, Fig. 6.15), during which the model also

simulates slightly more OA and NH
+
4 . Similar results are found for North Pole (not shown

here), a region with higher combustion emissions than Fairbanks (Simpson et al., 2019).

Concerning OA, future work should improve the VBS scheme used in this study (see Chap-
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ter 3) and emissions of SVOCS/IVOCS making use of detailed VOC and OA measurements

collected in ALPACA 2022. Finally, Fig. 6.16 shows modelled BC at NCORE and North

Pole sites. At 11km, the model simulates more BC (up to 1250 ngm
-3

) at NCORE, however

it still underestimates observed elevated EBC reported by MAAP and EPA. Modelled BC

at the North Pole does not capture the high observed EBC due to missing local emissions.

Overall, the model results are somewhat improved when using a higher resolution.

6.6.3 Sensitivity to boundary layer dynamics

In section 6.6.1, another boundary layer scheme was tested during the simulation period

in December 2019. The analysis showed that when MYJ is used, the model captures better

stable conditions, resulting in lower winds compared to YSU. Here the in�uence of those

patterns on aerosols and trace gases is brie�y discussed. BC, NO
−
3 and SO2 decrease, by up

to 300 ngm
-3

, 0.2 µgm
-3

and 1.0 ppb respectively, over source regions (Fairbanks and North

Pole, not shown here) when using YSU. However, this leads to an insigni�cant increase in

SO
2−
4 , which could be due to a shift towards NO

−
3 , since NO

−
3 and NH

+
4 decrease. Compared

to observations at di�erent regional sites (NCORE, CTC, North Pole), the FAIRB_BL leads

to an increase in O3 at 3 and 20m by up to 5 ppb, probably due to a decrease in NO, by up

to 0.02 ppb. Modelled NO at 11km (FAIRB_CONTROL) ranges between 0.02 and 0.16 ppb,

with elevated observations during the cold period. NO
−
3 , OA, NH

+
4 decrease by up to 0.3

µgm
-3

, as well as SO2 by up to 2 ppb (not shown here). At background sites, such as Poker

Flat, using the YSU boundary layer scheme does not lead to any signi�cant improvements.

6.6.4 Sensitivity to aerosol and trace gas dry deposition

Chapters 4 and 5 showed that dry removal in�uences aerosols, such as SSA and BC, globally

and regionally over source regions. Here, two sensitivity simulations are performed to

investigate the e�ect of dry removal on aerosols and trace gases over the Fairbanks area.

First, the model is run with aerosol deposition, and gravitational settling switched O�.

The e�ect of this sensitivity is shown in Figure 6.17, where the average di�erences between

the FAIRB_AER_DEP_OFF and FAIRB_CONTROL simulations are calculated for di�erent

species. Overall, dry deposition a�ects all the species and, in particular over the Fairbanks

area where there are high local emissions in the inventory. Figure 6.25 also shows the

FAIRB_AER_DEP_OFF at the NCORE site, and its e�ect on BC is very small, as also illus-

trated from the average di�erences shown in Fig. 6.17. On average BC change at NCORE

is 3 ngm
-3

due to dry deposition (Fig. 6.25). The small e�ect of dry deposition during this

period could be due to uncertainties in simulating the stable boundary layer.
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Figure 6.17: Average di�erences between FAIRB_AER_DEP_OFF and FAIRB_CONTROL for (a) BC in
ngm-3, (b) SO2−

4 , (c) NO−
3 and (d) NH+

4 in µgm-3 (rd ≤ 2.5 µm). Also, the average di�erences between
FAIRB_GAS_DEP_OFF and FAIRB_CONTROL for (e) SO2 and (f) O3 in ppb are shown here. The average
di�erences are calculated during the simulation period at 11km, at the beginning of December (between
2 and 12 December 2019). The black x shows the location of Poker Flat. The black circle shows the
location on NCORE site, while the black diamond shows the location of North Pole. Note that the scale
is di�erent on these maps.

Apart from gravitational settling, dry deposition is driven by turbulent di�usion, which is

related to the vertical transfer in the ABL. The model evaluation against radiosondes data

(Fig. 6.11) showed that the model at 11 km is too windy and the temperature gradient at

the �rst 600 m is very small, for example, during the cold period and in contrast during the

colder mixing period, thus the ABL is less stable. Dry deposition is usually described using

a resistance model that includes gravitational setting and a series of factors to describe the

aerodynamic and surface resistances (see Chapters 3 and 4 for more details). Under stable

conditions, the aerodynamic resistance term dominates, but under turbulent conditions, the

surface resistance term dominates (Solazzo et al., 2012). In this case, due to the model in-

ability to capture stable observed conditions the aerodynamic resistance term might be too
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small. However, to justify this assumption further analysis is required where these terms

could be increased by a factor of 2 to investigate their e�ect on dry deposition.

In a second sensitivity test, the model is run with trace gas deposition switched o�.

Figure 6.17 shows the average di�erences during the simulation between 2 and 11 Decem-

ber and between FAIRB_GAS_DEP_OFF and FAIRB_CONTROL for SO2 and O3. Gas dry

deposition a�ects SO2 mostly over the Fairbanks area, where the local sources are. The ef-

fect of dry deposition on O3 is bigger outside towns, such as south-west of Fairbanks, by up

to 10 ppb. The smaller increase in Fairbanks could be due to O3 titration, due to an increase

on NOx.

6.6.5 Sensitivity to regional emissions over the Fairbanks area

Since the model was only run at 11km, it cannot be expected to capture high pollution levels

which can be due to local spatial variations in emissions. However, on a regional scale,

discrepancies between the model and average regional observations over the Fairbanks

area can be used to assess possible discrepancies in the CAMS emissions, provided at 10

km resolution. To accomplish this, observations from regional sites are used to calculate

enhancement ratios due to emissions over the Fairbanks area. More speci�cally, modelled

and observed averages of BC, SO2 and NO are calculated during the simulation period at the

beginning of December 2019. The enhancement ratio is de�ned as the ratio of the modelled

to observed average value based on observations and model results from regional sites. The

enhancement ratio is calculated for BC, SO2 and NO. Then, the CAMS emissions are divided

by this ratio following the methodology described in Ikeda et al. (2022). For this series of

sensitivity runs, the enhancement ratios are calculated using all the available observations

for the entire period, and there is no separate analysis per observed cold or mixing period.

This is because EPA data, which are used, are reported every three days, and only four

observations are available between 2 and 11 December. MAAP EBC and MICROMEGAS

NO high-resolution data are also used to calculate the enhancement ratios, from hourly

and daily averages to match EPA data temporal resolution. Model results based on the

FAIRB_CONTROL simulation are used. This is a �rst approach, and a more sophisticated

approach could be applied in the future. For example, a bias correction to the emissions

could be applied using observations from the background and regional sites. However,

this approach requires detailed observations which were only available for BC during pre-

ALPACA. It could be used during the analysis for the main ALPACA 2022 campaign when

detailed observations were also measured at background sites.
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Figure 6.18: Modelled BC, in ngm-3, between FAIRB_CONTROL(dashed black line), FAIRB_BC (red
line) and FAIRB_AER_DEP_OFF (green line) and against observations, between 2 and 12 December 2019,
in AKST. The blue crosses show the daily averaged MAAP EBC observations, the brown X’s measured
EC at NCORE using the method TOR and the grey pentagons show EC measured at NCORE using the
method TOT. See text for more details.

6.6.5.1 BC emissions

The CAMS BC emissions are divided by the enhancement ratio (0.37), leading to an increase

in regional BC emissions. The model (FAIRB_BC) is run with these higher emissions leading

to an average increase in regional simulated BC by up to 3000 ngm
-3

. At NCORE (Fig. 6.25),

the model simulates more BC, capturing some times better observed EBC such as prior to

the cold period (2 December), during the cold period (5 December) and the mixing period (8

December). However, the model does not capture enhanced EBC observations at NCORE

and North Pole by correcting the emissions. Also, by increasing the emissions, there is a

very small e�ect on background BC (e.g. at Poker Flat and Denali). Other processes, besides

meteorology and dry removal, need to be examined, such as BC ageing and lifetime, but

also correcting/improving remote (outside of Alaska) BC emissions. The enhancement ratio

is also calculated using the model to observations ratio at Poker Flat and Denali, using only

measurements available at the same date at both sites, and is found to be 0.99, showing that

BC is well represented at background sites between 2 and 11 December.

6.6.5.2 SO2 emissions

In this sensitivity simulation, CAMS SO2 emissions are divided by 0.4, which leads to an

increase in regional SO2. As a result, modelled SO2 and SO
2−
4 increase over the Fairbanks

area by up to 13 ppb and 0.3 µgm
-3

, respectively (maps not shown here). The increase in

SO
2−
4 leads to a small increase in NH

+
4 , by up to 0.06 µgm

-3
and a decrease of similar magni-

tude on NO
−
3 over the Fairbanks area (not shown here). The model (FAIRB_SO2) captures
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better the observed variability of SO2, especially at Tower Trailer, however it still cannot

capture the elevated observations during the mixing period (not shown here). Fig. 6.19
shows the model comparison at NCORE against SO2 and SO

2−
4 . The model (FAIRB_SO2)

at NCORE also captures observed variability of SO2 better during the cold than during the

mixing period. It suggests that SO2 emissions should be higher by a factor of 2.5. Elevated

power plant emissions also need to be evaluated since they might explain the high SO2 dur-

ing the mixing period as noted earlier. However, the in�uence of this sensitivity on SO
2−
4

aerosols is small, and the model still underestimates observations. SO
2−
4 slightly increases

at NCORE by up to 0.25 and 0.1 µgm
-3

on 5 and 9 December, respectively, leading to a small

increase in NH
+
4 and an insigni�cant decrease in NO

−
3 during these days. The small in-

crease in SO
2−
4 aerosols indicates that there are either missing primary emissions of SO

2−
4

or missing secondary formation mechanisms in the model.

Figure 6.19: Model comparison between FAIRB_SO2 and FAIRB_CONTROL and observations of SO2−
4

in µgm-3 (rd ≤ 2.5 µm), and SO2, in ppb, at NCORE site, between 2 and 12 December 2019. Observations
are shown in blue when available, red line shows the sensitivity simulation FAIRB_SO2 and black line
the FAIRB_CONTROL run.

As discussed brie�y in Chapters 2 and 4, this version of WRF-Chem may be missing

reactions for the secondary formation of SO
2−
4 , in particular those which do not require

sunlight. The reactions included in the model are described in Zaveri et al. (2008). The

following possible mechanisms could be tested in the WRF-Chem version used here. For

example, missing reactions could be linked to sulphur oxidation catalysis by transition met-

als under dark conditions, as previous studies have reported (Brandt and Van Eldik, 1995;

McCabe et al., 2006). More recent modelling studies focusing on pollution episodes in China

included missing reactions in WRF-Chem, which improved modelled SO
2−
4 concentrations

(Gao et al., 2016; Li et al., 2018a; Sha et al., 2019). More speci�cally, Gao et al. (2016) added

heterogeneous oxidation of dissolved SO2 by NO2. However, this reaction alone might not

be able to explain elevated observed SO
2−
4 if modelled NH

+
4 is too low, resulting in an aerosol
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pH that is too acidic (Huang et al., 2019). In a more recent study by Sha et al. (2019), a simple

SO2 heterogeneous reaction in aerosol water was added into the CBMZ-MOSAIC chemi-

cal mechanism, assuming that its irreversible. Sha et al. (2019) showed that by including

this heterogeneous reaction, SO
2−
4 increased by 196% during wintertime (January), while

other uncertainties linked to SO
2−
4 production, such as in the gas phase oxidation rate of

SO2 by OH were small, especially during winter. High concentrations of hydroxymethane

sulphonate (HMS) have been measured recently during winter and pollution episodes in

China (Moch et al., 2020). Modelling studies showed that HMS might explain high sulphur

in China during wintertime (Moch et al., 2018; Song et al., 2021). Aqueous-phase formalde-

hyde (HCHO) and S(IV) in cloud droplets to form a S(IV)-HCHO product could be important

for sulphur chemistry in Fairbanks during wintertime. The above proposed mechanisms

and others, such as SO2 oxidation on pre-existing aerosols (He et al., 2018), could be con-

sidered to improve modelled SO
2−
4 concentrations in polluted Arctic environments during

wintertime.

6.6.5.3 NO emissions

Here NO emissions are divided by 0.03 to get enhanced/corrected regional emissions and

investigate their contribution to NO
−
3 aerosols. In this sensitivity, only NO emissions are

corrected as in WRF-Chem NOx emissions are primarily to NO. As a result, modelled NO

increased by up to 100 ppb on average over the Fairbanks area during December 2019 (maps

not shown here). Also, NO2 increased by up to 50 ppb. Based on MICROMEGAS data, ob-

served NO at NCORE shows higher values during the mixing period, with measurements

up to 110 ppb. Modelled NO levels in the control simulation (FAIRB_CONTROL) are very

small, close to zero. When using the enhanced NO emissions, the model simulates more

NO by up to 125 ppb, overestimating the observations during the cold period, but capturing

observed variability, especially on 10 and 11 December. This sensitivity simulation in�u-

ences NO
−
3 , SO

2−
4 , NH

+
4 , but also O3. More speci�cally, NO

−
3 increases by up to 1.2 µgm

-3

at NCORE, Fairbanks during the cold period (5 December) (Fig. 6.20), overestimating the

observations. O3 decreases by up to 30 ppb due to higher NO emissions in much better

agreement with the observations. Modelled O3 at 20 m also decreases, especially during

the mixing period, in better agreement with the observations. SO
2−
4 decreases by up to 0.2

µgm
-3

and NH
+
4 increases by up to 0.08 µgm

-3
, respectively (not shown here). At North

Pole NO
−
3 increases, especially during the cold period (5 December), but underestimates

observed elevated NO
−
3 by 0.3 µgm

-3
(not shown). During the mixing period, the increase

on NO
−
3 is quite small, and the model still underestimates observations by up to 0.4 µgm

-3
.



203

Figure 6.20: Model comparison between FAIRB_NO and FAIRB_CONTROL and observed NO and O3
in ppb and NO−

3 in µgm-3, at NCORE site, between 2 and 12 December 2019 . Also the model comparison
is shown against observed O3 at CTC building (20m). Observations are shown in blue when available,
red line shows the sensitivity simulation FAIRB_NO and black line the FAIRB_CONTROL. NO and NO−

3

observations are in AKST and O3 in UTC.

Unfortunately, there are not available NO observations at North Pole, where the local emis-

sions might be higher and not included in the CAMS inventory. This sensitivity simulation,

highlights that the main reason for low modelled NO
−
3 aerosols might be the lack of local

NO emissions. Higher NO emissions lead to higher NO
−
3 concentrations and to O3 titration,

at least at NCORE and CTC (Fig. 6.20), showing that the model includes mechanism for

the formation of NO
−
3 aerosols.

During wintertime in Fairbanks, the duration of sunlight is limited to a few hours (4-

5hrs). Thus radical photochemical sources are expected to be weak, and photochemical

NOx oxidation cycles slow (Simpson et al., 2019). Heterogeneous reactions of HNO3 with
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Table 6.3: Averaged ratios of NH+
4 to SO2−

4 during the simulation period in December 2019, based on
the observations, and FAIRB_CONTROL, FAIRB_NO simulations.

NCORE North Pole

Observations 0.27 0.26

FAIRB_SF 0.7 0.5

FAIRB_NO 2.2 0.9

NH3 have been considered an important mechanism of nitrate formation during night-time

(Calvert and Stockwell, 1983; Mentel et al., 1999; Brown and Stutz, 2012). However, this re-

quires NH3 emissions. A recent study by Lin et al. (2020) showed that during wintertime

polluted conditions in China, NO
−
3 formation involving NH3 occurred under NH

+
4 rich con-

ditions. Previous studies used the ratio of NH
+
4 to SO

2−
4 equal to 1.5 to determine if an area

is NH
+
4 - rich during wintertime (Pathak et al., 2009; Huang et al., 2011). As discussed ear-

lier, between 2 and 11 December, high concentrations of SO
2−
4 and NO

−
3 were measured

at NCORE. Also, observed NH
+
4 concentrations were similar to observed NO

−
3 concentra-

tions. The control simulation at 11 km (FAIRB_CONTROL) underestimates all three inor-

ganic aerosols. Indeed, by increasing NO emissions there is more NO
−
3 on 2, 5 and 11 of

December, however despite the increase of NO on 8 December, NO
−
3 concentrations did not

vary.

To try to understand the low modelled SO
2−
4 and high NO

−
3 and NH

+
4 at NCORE during

the FAIRB_NO sensitivity simulation, the same ratio is calculated to estimate if Fairbanks

is an NH
+
4 - rich area during the polluted episode in December 2019 (Table 6.4). The dis-

cussion below also includes North Pole, even the FAIRB_NO sensitivity simulation, slightly

increased NO
−
3 , while modelled SO

2−
4 and NH

+
4 did not vary. NCORE and North Pole ob-

servations show that these sites are not NH
+
4 - rich. On the contrary, the model at NCORE

simulates a higher ratio than the observations, which could be due to low levels of SO
2−
4 .

When increasing NO emissions, there is more NH
+
4 in the model, which also leads to higher

NO
−
3 concentrations during the cold period. Unfortunately, observations of NH3 are not

available at the sites used in this study, which could help to estimate possible uncertainties

on CAMS emissions. Recent studies reported that hot-springs around Fairbanks area are

an important source of NH3 emissions, which can serve as precursors of NH
+
4 and SO

2−
4

aerosols (Ye and Wang, 2020; Mölders et al., 2019). These regional emissions, and high win-

tertime local emissions from N-containing fuel from tra�c, heating, and power plants (Pan

et al., 2016), might be missing from global inventories such as CAMS.

A recent study by Liu et al. (2020), using WRF-Chem, showed the important role of

N2O5 heterogeneous hydrolysis in the NO
−
3 formation during wintertime, which dominates
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the nocturnal NO
−
3 formation. Homogeneous pathways also contribute to NO

−
3 formation.

Previous studies have measured NO3 and N2O5 in a nocturnal boundary layer, including

Fairbanks (Ayers and Simpson, 2006; Riedel et al., 2012; Wagner et al., 2013). As discussed in

Chapter 2, the dark reaction pathway forms NO3 and N2O5 which can react with H2O and

Cl
−

to form HNO3 and NO
−
3 . Joyce et al. (2014) reported that secondary nitrate formation

due to NOx oxidation in Fairbanks does not contribute to PM2.5 due to the slower formation

of N2O5 and thus NO
−
3 and HNO3 because of O3 titration. From the beginning of the pre-

ALPACA campaign and prior to the cold period, it was cloudy at Fairbanks. During the

polluted episode in December 2019, there were periods of clear skies during day and night,

such as the night of 5 December and the following morning (6 December), the night of 7

December (during the cold period), while it was mostly cloudy during the mixing period.

Cloud formation could lead to N2O5 uptake aloft in clouds which will lead to less gas-phase

HNO3 and more NO
−
3 aloft (Joyce et al., 2014). However, studies have shown that there are

uncertainties in modelling cloud-aerosol interactions, and further investigation is needed

to quantify the uncertainties on aerosols (Toll et al., 2019; Gliß et al., 2021).

6.7 Concluding remarks

This chapter focuses on the French pre-ALPACA campaign during November and Decem-

ber 2019. Detailed observations measured during the campaign are used to understand

uncertainties in simulated aerosols and trace gases in polluted Arctic environments dur-

ing wintertime. The WRF-Chem model is used to perform quasi-hemispheric and regional

scales simulations, focusing on central Alaska and over the Fairbanks area, coupled with

CAMS anthropogenic emissions.

First, the model’s ability to capture Alaskan air pollution at background sites is inves-

tigated. During the pre-ALPACA campaign, the model performs well, capturing observed

concentrations of inorganics and especially SO
2−
4 and NO

−
3 , but also BC and OA (low biases

and RMSEs) in background Arctic Haze. The model inability to capture periods with higher

BC and OA at background sites could be due to missing regional sources, high modelled

deposition in the mid-latitude regions or due to errors in transport patterns. The results pre-

sented in this study over Alaska also show that the improved WRF-Chem version, coupled

with up-to-date input data and emissions, performs better during winter 2019 compared to

winter 2014, at least over Alaska. The sub-Arctic site, Simeonof, which used in both stud-

ies, supports the above statement for natural and anthropogenic aerosols. Modelled BC at

background Alaskan sites is also well simulated, including Toolik, which is located close to

NSA oil�elds and may be in�uenced by regional emissions.
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During wintertime, Fairbanks experiences strong temperature inversions due to stable

conditions. While the model captures surface temperatures and winds quite well in Fair-

banks, there are larger biases at higher altitudes. To address these uncertainties, spectral

nudging and another boundary layer scheme are tested at 11 km. Indeed, spectral nudging

leads to a better representation of the temperature pro�le compared to the observations, re-

ducing the temperature biases however high wind speed biases remain. The use of another

boundary layer scheme did not improve the model meteorology. Uncertainties in stability

functions in WRF boundary layer schemes or in land surface models, such as NOAH MP,

linked to, for example, set up of restrictive boundaries on the turbulent di�usion coe�-

cients and stability parameters, as recently shown by Maillard et al. (in prep. for GMD,

2022), might be responsible for weak temperature gradients. Other reasons for these bi-

ases could be due to the size of the smallest domain, which might be in�uenced by the

33km domain or uncertainties linked to the other parameters in the model (e.g. clouds) and

reanalysis data (ERA5) or the need to increase model vertical resolution.

Model results at 11km over the Fairbanks area show that the model underestimates

aerosols and their precursors. A series of simulations are performed to investigate possible

reasons including meteorology, removal treatments, and emissions. The changes in mod-

elled aerosols and trace gases are small due to spectral nudging sensitivity. Also, the use of

the YSU scheme leads to lower aerosol concentrations compared to MYJ, since it simulates

less stable conditions and enhances vertical mixing. These results show that model results

are sensitive to the boundary layer parametrisation that is used since it a�ects the meteoro-

logical conditions, a�ecting modelled removal treatments and thus simulated aerosols and

gases. The e�ect of dry deposition on aerosols and trace gases is small over the Fairbanks

area, despite the fact the model includes regional sources. This could be because the model

at 11 km does not simulate the stable conditions accurately leading to biases in the vertical

distribution of winds and temperatures (see radiosonde comparison). Wet removal was not

examined during this study. A few sporadic measurements in Fairbanks show that precip-

itation and snow mostly occurred at the beginning of the pre-ALPACA campaign, end of

November 2019, before the pollution episode (cold period). Also, it rained and snowed one

day before the cold period and towards the end of the mixing period. However, the results

presented in Chapter 5 showed that the regional e�ect of wet removal on BC was small in

northern Alaska. The e�ect of wet removal on aerosols and gases over the Fairbanks area,

could be examined in future analysis, over a larger domain, covering the whole Alaska.

However, for future simulations, dry and wet deposition measurements of di�erent species

are needed to better constrain the model.

Since the model is run only at 11 km it cannot be expected to capture high pollution
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episodes. However, possible underestimation in precursor emissions on a regional scale is

investigated here. Average ratios of the model to observations at regional sites over Fair-

banks are calculated for BC, SO2 and NO using data measured during the pre-ALPACA

campaign and data from EPA. Indeed, by "correcting" the emissions, there is more BC, SO2

and NO, however the model still underestimates observed elevated aerosols and gases pre-

cursor, especially during the mixing period, maybe because there is too much mixing in the

model (limitations on model vertical resolution). Low BC could be due to missing higher

local emissions. Other uncertainties could be due to BC ageing and lifetime and removal

processes regionally and locally. Based on the analysis in this study, CAMS inventory un-

derestimates BC emissions by almost a factor of 3. Using higher-resolution observations,

obtained from background and regional sites, will help to better quantify this factor. Note

that despite the big increase in SO2 emissions, by a factor of 3, modelled SO
2−
4 only in-

creased slightly on 5 December, during the cold period. These results suggest that there

are missing mechanisms necessary for secondary formation of SO
2−
4 or missing primary

SO
2−
4 emissions. However, by only including, missing reactions may not lead to signi�cant

improvement inf the model performance, if SO2 emissions are too low, as in the case of

CAMS emissions, and for example during the mixing period. Compared to SO2 emissions,

NO emissions in the CAMS inventory are lower in Fairbanks. An increase in local NO

emissions leads to more NO
−
3 in the model, in better agreement with the observations com-

pared to SO
2−
4 , except during the cold period when the model overestimates observations.

Compared to the other emission sensitivity simulations, higher NO emissions will further

improve modelled NO
−
3 . Based on this analysis, CAMS underestimated local NO emissions

by a factor of 33. The underestimation might be higher, as the model still underestimates

NO
−
3 at North Pole. Higher-resolution observations of aerosols and their precursors are

needed, at di�erent polluted locations, across Fairbanks region, to better quantify this fac-

tor. Higher NO emissions also leads to lower modelled O3 concentrations, in better much

agreement with the observations during the cold and mixing period, at the surface and at

20 m. However, there are sporadic elevated O3 observations at the beginning of the cold

period, during the transition from the colder to the warmer mixing period and during the

warmer mixing period, which now are underestimated by the model. Further analysis is

needed to quantify whether other uncertainties, such as on dry deposition, might contribute

to lower O3 concentrations in case of high NO emissions.

This analysis shows that one important reason for low modelled aerosols at polluted

sites during wintertime might be due the underestimation of local sources, such as NO

emissions. Higher BC emissions are also needed for areas with high local sources, such as

North Pole. Higher local sources and the inclusion of missing mechanisms, for example, for
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the formation of secondary SO
2−
4 will improve model performance. Further investigation

is also needed to quantify, to what extent other emissions over Fairbanks area, such as

NH3, are missing from CAMS. Finally, CAMS inventory could be combined with higher

resolution inventories, such as National Emissions Inventory (NEI) from EPA, including

point sources, such as power plants.

The pre-ALPACA campaign is a good �rst step towards understanding wintertime aerosol

formation and missing sources in a polluted Arctic city such as Fairbanks. Combined with

the main ALPACA campaign, where more detailed observations were obtained might help

constrain the models better. Overall, higher spatial and temporal resolution observations

are necessary for simulations during a short period. Thus, although detailed BC and trace

gases were measured during the pre-ALPACA, detailed aerosol measurements (inorgan-

ics and organics) are also needed to investigate local processes and to better constrain the

model. EPA provides only daily averages every three days, which might lead to biases.

Detailed measurements made during the main ALPACA campaign at di�erent locations in

and around the city and altitudes will help to investigate aerosols and gases space evolu-

tion, sources, and sinks in more detail. Higher resolution emissions, such as those from

NEI-EPA are being prepared at high resolution for the ALPACA 2022 campaign (1.3 km).



209



Chapter 7

Conclusions

7.1 Summary of scienti�c �ndings

The Arctic is warming faster than the rest of the world and this warming is stronger in

autumn and winter. Thus, despite the fact that anthropogenic emissions are declining the

last 20-30 years in mid-latitudes, there are important local air pollution sources within the

Arctic which might increase in the future due to on-going climate warming. This thesis

focuses on improving our understanding about local and remote anthropogenic and natural

sources, and processes, in�uencing aerosols in the Arctic during wintertime. To accomplish

this, the regional chemical-aerosol transport model WRF-Chem is run on quasi-hemispheric

scale and at regional scale over central and northern Alaska, for periods corresponding to

two �eld campaigns. Three main scienti�c questions are addressed in this thesis as outlined

in the Introduction. The main results are discussed below.

(i) What is the contribution of natural and anthropogenic sources to aerosol composition

during the Arctic winter? Can models simulate wintertime aerosol composition in the

Arctic?

WRF-Chem simulations are used to investigate wintertime aerosol composition. Evalu-

ation of aerosol components over the wider Arctic and central/northern Alaska shows that

anthropogenic aerosols, and in particular BC and SO
2−
4 contribute to total aerosol burden,

as they have high mass concentrations, especially in regions with high local emissions.

Anthropogenic OA are also an important aerosol component at remote Arctic sites during

wintertime with elevated concentrations together with natural aerosols.

In this thesis, the contribution of SSA is examined as they are an important component

of Arctic Haze during wintertime based on the results of recent observation-based studies
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(Chapter 4). Model representation of SSA emissions is improved and used to estimate that

SSA contribute between 44% and 85% to �ne and coarse mode aerosols, respectively, com-

pared to other inorganic aerosols (SO
2−
4 , NH

+
4 NO

−
3 ) at remote coastal Arctic sites during

winter 2014. The study presented in Chapter 4 also shows that it is important to include

marine OA even during winter where they contribute to total OA at coastal Arctic and sub-

Arctic sites. This was motivated by �eld observations showing signi�cant marine OA asso-

ciated with SSA and open leads at the coastal Barrow site (Utqiaġvik) in northern Alaska,

that are typically missing in models.

One aim of this thesis is to understand possible reasons for model discrepancies com-

pared to observations in Arctic winter. Detailed analysis of model performance over the

Arctic during winters 2014 and 2019 is presented. The initial version of WRF-Chem used

in this thesis overestimated super-micron and coarse mode SSA, by up to a factor of 3-4

at coastal Arctic sites, while the model underestimated OA and SO
2−
4 . Improved model

treatments of SSA emissions, notably the use of a lower wind speed dependence (based

on satellite estimated whitecap fraction), inclusion of an SST dependence and a source of

ss-SO
2−
4 , as well as the activation of a source for marine organics, described in Chapter 4,

leads to a better representation of modelled SSA with respect to the observations at remote

Arctic sites. This also improved the simulation of other inorganics, such as SO
2−
4 and NO

−
3 .

However, the model still underestimates episodes with elevated sub-micron SSA and other

inorganics, especially SO
2−
4 of anthropogenic origin, over northern Alaska, and at coastal

sites such as Barrow, Utqiaġvik, which are not fully sea-ice covered during winter. The

results suggest that the model lacks local and regional sources. The inclusion of marine

organics improved modelled OA at sub-Arctic sites, such as Simeonof and the use of the

ratio OC:Na
+

as a proxy for marine OA increased OA along the west and north coast of

Alaska, in line with �ndings of Kirpes et al. (2018, 2019). These improvements could be

applied in simulations over the wider Arctic. However, modelled OA are still low com-

pared to the observations over Alaska, possibly due to missing secondary OA formation or

underestimation remote or within Arctic anthropogenic emissions.

Wintertime Arctic EBC observations show elevated concentrations at remote Arctic

sites due to Arctic Haze in�uence and the contribution of local and regional sources within

the Arctic (Chapters 5 and 6). WRF-Chem underestimates BC on average at remote Arc-

tic sites, such as Tiksi, Utqiaġvik and Alert, but it captures better observed variability at

Zeppelin (winter 2014). Reasons for these biases are investigated (see below).

Modelled aerosol composition at background sites in�uenced by Arctic Haze is im-

proved in simulations for winter 2019, compared to winter 2014, especially over Alaska.

More speci�cally, inorganic aerosols, such as SO
2−
4 and NO

−
3 , and BC, are better simulated
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over Alaska during winter 2019 compared to winter 2014. This may be due to the use of a

more up-to-date emission inventory (CAMS) for 2019 (Chapter 6).

(ii) How sensitive are modelled aerosols to removal treatments and physical processes during

wintertime?

Throughout this thesis sensitivity simulations are performed to investigate possible rea-

sons for uncertainties in modelled aerosols during wintertime over the wider Arctic and

over Alaska. The focus of the di�erent studies is on the representation of the modelled

PBL, sea-ice fraction and wet and dry removal.

The in�uence of the PBL meteorology is thoroughly investigated in this thesis, since it

is important to simulate accurately PBL structure (dynamics), as it a�ects vertical mixing

of aerosols and their precursors, aerosol and gas dry deposition, and can also trap pollution

at the ground under stable weather conditions, common in the Arctic during winter. The

in�uence of the PBL is investigated on BC over northern Alaska (Chapter 5). The use of

another PBL scheme in the model, namely MYJ, resulted in lower BC concentrations over

source regions, such as NSA oil�elds and Fairbanks, but also regions with high mountains,

such as across the Brooks Range, north of Alaska, probably due to di�erences in precipi-

tation patterns. For the analysis presented in Chapter 6, �rst the MYJ PBL scheme since

it is often used for modelling stable PBLs in the Arctic and Antarctica. Runs with YSU

showed only small di�erences in aerosols and gases at polluted and background sites. Both

PBL schemes have di�culties simulating stable conditions with strong surface temperature

inversions. Model winds are too high at the surface and in lower troposphere, and temper-

ature gradients are too low. Such biases a�ect air pollution regionally over Alaska, but

could also lead to high biases on aerosols and gases in the wider Arctic and mid-latitudes.

Comprehensive meteorological measurements collected during ALPACA 2022 will help to

improve model PBL treatments.

The results presented in Chapter 4 show that SSA along the west and north coast of

Alaska are sensitive to sea-ice concentration (fraction). FNL and ERA5 sea-ice products

are tested leading to di�erences in SSA emission �uxes and concentrations. When using

ERA5 sea-ice data, SSA emission �uxes mostly increased around the west and east coast of

Utqiaġvik and decreased further east. There are also notable di�erences on the south east

coast of Alaska. Both reanalysis data have di�culties representing realistically open leads

along the coast of Utqiaġvik during January and February 2014. Other factors, such as using

higher wind speed dependence for sub-micron SSA emissions, leads to a signi�cant increase

in sub-micron SSA concentrations at the north coast of Alaska. Overall, modelled SSA are

more sensitive to sea-ice and wind speed treatments, rather than dry deposition. However,
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further analysis is required to include more realistic sea ice concentration in the models

(and meteorological reanalyses), for example, based on satellite data in order to reduce

model biases, in particular, in sub-micron SSA. This may also improve simulation of marine

boundary layer dynamics. The dependence of SSA on SSTs in the Arctic as a function

of particle size might also improve model discrepancies during elevated sub-micron SSA

episodes. New observations are also needed.

Chapter 5 examines the contribution of removal processes to modelled BC in the Arc-

tic. The analysis show that BC is sensitive to wet and dry removal across the Arctic at the

surface and in the free troposphere (mainly wet removal). Results depend on location, with

Zeppelin and Alert being more sensitive to wet removal than at Tiksi or Barrow where both

wet and dry removal is important (in the model). This study also highlights that BC is sen-

sitive to wet removal during transport to the Arctic and to a lesser extent regionally over

northern Alaska. BC is also sensitive to dry removal over the wider Arctic and regionally

depending on proximity to local and regional sources. The analysis presented in Chapters

4 and 6 also showed that SSA, other inorganic aerosols and trace gases are sensitive to dry

removal regionally over central and northern Alaska during wintertime. Improvements in

modelled dry deposition velocities as a function of particle size as well as model PBL dy-

namics, as noted above, should be investigated. Improvements to modelled aqueous uptake

in clouds could, for example, improve modelled wet removal.

(iii) To what extent are local Arctic anthropogenic sources contributing to wintertime atmo-

spheric composition?

The focus of this thesis is on regional and local sources over Alaska. The results pre-

sented in Chapter 5 show that regional emissions over northern Alaska, especially those

from North Slope Alaska (NSA) oil�elds are having a signi�cant impact on BC at the Bar-

row Observatory during winter 2014 with 30—50% of BC coming from this source. This

result highlights the impact of local source on wintertime Arctic air pollution. The use of

higher resolution inventory (CAMS) resulted to lower BC emissions over the North Slope of

Alaska during winter 2014. However, both inventories lack detailed representation of local

sources at Utqiaġvik town, also shown to be in�uencing the BC observations at Barrow.

Further analysis using longer model runs is needed for di�erent winters to investigate the

in�uence of NSA oil�eld emissions and to determine the uncertainties and limitations in

emission inventories.

Model simulations for winter 2019, run with CAMS emissions, are presented in Chapter

6. The results show that regional Alaskan sources may be contributing to background sites

in central Alaska, such as Toolik �eld Lake station. Local emissions are also important in
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the Fairbanks area (as also noted in Chapter 5 for BC). However, the model underestimates

precursor gases and aerosols over the Fairbanks area. This could be partly due to the reso-

lution of the runs but also that local sources in polluted sites such as Fairbanks are missing

or are too low in the CAMS inventory. The analysis presented in Chapter 6 shows that

CAMS BC, SO2 and NO emissions may be underestimated by at least a factor of 2.5 (BC,

SO2) and 33 (NO) over the wider Fairbanks area, including the residential area North Pole.

A more sophisticated bias correction on the emissions, using detailed background and re-

gional measurements will help to quantify better this underestimation. This analysis also

shows that some of the model biases, for example underestimation of SO
2−
4 and or BC can

be partly explained by lacking emissions. Remaining biases, in the case of SO
2−
4 , could be

explained by additional secondary aerosol formation mechanisms.

During wintertime, local anthropogenic emissions originating from gas �aring, residen-

tial and commercial heating, power plants and industry are contributing to regional and

local air pollution in the Arctic. However, this contribution might be underestimated due

to uncertainties in global emission inventories (Chapters 4,5,6) or lack of detailed documen-

tation on local sources (Chapter 6). Global emission inventories are not updated regularly

to take into account changes in emissions due to regulations in countries to decrease their

emissions. Also, global inventories are provided at coarse resolution, usually 50 x 50 km or

10 x 10 km and lack detailed representation of local sources. There are small and big (urban)

settlements around the wider Arctic, but without detailed observations to help quantify the

contribution of local sources it is di�cult to assess air pollution levels. This is an impor-

tant issue because local anthropogenic sources might increase in the future due to on-going

climate warming and increased human activity.

7.2 Perspectives and future work

The work undertaken during this thesis improves the performance of the WRF-Chem model

at remote Arctic sites during wintertime and provides new insights into how various pro-

cesses and sources are in�uencing wintertime Arctic air pollution, and especially Alaskan

pollution. Sites such as Barrow, Utqiaġvik or the polluted city of Fairbanks are a�ected by

background, regional and local sources. As such, they could also be representative urban

areas of other remote regions in the Arctic for which there are no detailed observations.

Arctic composition during winter may change in the future due to changing remote and

local sources and as a result of climate warming.

Due to on-going global warming, and especially rapid Arctic warming, less sea-ice will

be formed during summer and as a result, thinner ice during winter. Thus, new sources of
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marine emissions, including SSA might emerge, which might increase the SSA contribution

to aerosol burden, especially at coastal Arctic sites. This could have an impact on the Arctic

radiative budget by enhancing cooling in the atmosphere or increasing CCN. To further

investigate the e�ect of SSA on Arctic climate high resolution satellite sea ice concentration

data are needed, as discussed earlier. Also, to further understand the interactions between

ocean and the lower atmosphere, WRF-Chem could be run coupled with an ocean model.

There are also other important natural sources, such as dust and volcanoes, contributing

to the Arctic aerosol burden that were not addressed in this thesis (e.g. AMAP (2021)). Es-

pecially for dust, there are important natural and anthropogenic sources (e.g. from mining

activities) in the Arctic as discussed in Chapter 2, that are not included in the global emis-

sion inventories used in this thesis and need to be considered in future studies. Analysis of

data from comprehensive �eld campaigns, such as the ALPACA 2022 campaign, will also

help to constrain regional models further and better understand missing aerosol formation

pathways under polluted wintertime conditions. Chapter 6 refers to previous modelling

studies which have investigated wintertime Arctic Haze conditions in China. These stud-

ies have included missing reactions necessary for the secondary formation of SO
2−
4 and

NO
−
3 . Such reactions need to be tested in WRF-Chem following ALPACA data analysis.

This also includes organic aerosols and their precursor VOCs for which there were detailed

measurements during ALPACA 2022. Combined with higher resolution emission invento-

ries, such as EPA-Alaska Department of Environmental Conservation (EPA-ADEC), being

produced for winter 2022 at a resolution of 1.3 x 1.3 km, model simulations at higher resolu-

tion will help better to investigate chemical and meteorological processes in�uencing local

wintertime Arctic pollution. Related to this, this thesis also highlights that the model lacks

anthropogenic organic aerosols. Recent studies have included in models IVOC emissions

from mobile sources (Lu et al., 2018, 2020). However, there are still uncertainties regard-

ing non-mobile IVOC emissions due to limited data (Lu et al., 2020). Recent studies also

have reported SVOC emissions from mobile sources (Presto et al., 2012; Zhao and Garrett,

2015; Zhao et al., 2016). OA and VOCs measurements collected during the ALPACA 2022

campaign will help to address this limitation in WRF-Chem.

The di�erent studies presented in this thesis showed that aerosols and trace gases are

sensitive to dry deposition. Two di�erent modules calculating dry deposition velocities

were tested resulting in important di�erences in aerosol concentrations. However, due to

missing observations of dry deposition velocities over di�erent terrains, it is di�cult to

validate these parametrisations. Modelled BC is also sensitive to wet deposition. Recent

studies showed that by improving wet and dry deposition parametrisations, modelled BC

in the Arctic might increase by a factor of 50–100 (Liu and Matsui, 2021).
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Whaley et al. (2022b) showed uncertainties in modelled dry and wet deposition at mid-

latitudes where observations are also limited. It is essential to �rst address model uncer-

tainties linked to dry and wet deposition at mid-latitudes before focusing on the Arctic,

as they in�uence aerosol concentrations transported in the Arctic as discussed earlier in

Chapter 5, and for this, detailed deposition measurements are needed. Last but not least is

necessary to further improve land surface models and stability functions at the boundary

layer schemes, to limit the uncertainties on aerosols and trace gases due to uncertainties

on meteorology. This can be accomplished using detailed measurements of meteorological

variables collected at di�erent sites, during �eld campaigns, such as pre and main ALPACA

campaigns. It would also be interesting to investigate possible future changes in, for exam-

ple, wintertime stability on Arctic air pollution.

In summary, regional models are very useful tools and can be used for detailed case

studies to identify important sources and processes in�uencing Arctic aerosols. The �nd-

ings can be used to improve global models, which are used to investigate the long-term

e�ects of Arctic air pollution on air quality and climate under di�erent emission scenarios,

which is important for policymakers.
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Appendix A

Appendix Chapter 4

A.1

FollowingMonaghan et al. (2018a), NOAH-MP parameter �le MPTABLE.TBL has been mod-

i�ed, and it can be used for simulations over Alaska. These modi�cations improved the

model’s capability to capture cold surface temperature and meteorological pro�les (e.g.

wind speed, relative humidity, temperature) over Alaska.

A.2

Fuentes size-resolved sea-spray source �ux

dF o

dlogDpo

=
dF p

dlogDpo

×W =
Q

Ab

× dNT

dlogDpo

×W (A.1)

where W(U) is Monahan and O’Muircheartaigh whitecap coverage, dFp/dlogDp0 is the

size-resolved particle �ux per unit time and water surface covered by bubbles, Dp0 is the

dry diameters, Q is the sweep air �ow, Ab is the total surface area covered by bubbles,

dNT/dlogDp0 is the particle size distribution (the sum of four log-normal modes) and is

equal to:

dNT

dlogDpo

=
4∑

i=1

dNT,i

dlogDpo

=
4∑

i=1

NT,i√
2π × logσi

× exp[−1

2
× (

log
Dpo

Dpog,i

logσi

)2] (A.2)

where i is the sub-index for the mode number and Ni, Dp0g,i and σi are the total particle

number, geometric mean and geometric standard deviation for each log-normal mode. NT,i
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Table A.1: Land Surface model’s (NOAH MP) parametrisation. "Opt_" indicates the namelist option
for NOAH MP.

NOAH MP parametrisation

Dynamic Vegetation (DVEG) On

Stomatal Resistance Ball-Berry Ball et al. (1987),
Collatz et al. (1991),

Collatz et al. (1992), Bonan (1996), Sellers et al. (1996)
Surface layer drag Original Noah Chen et al. (1997)

coe�cient (opt_sfc)

Soil moisture for Noah (soil moisture)

stomatal resistance (opt_btr)

Runo� (opt_run) TOPMODEL with groundwater Niu et al. (2007)
Supercooled liquid

water (opt_frz) no iteration Niu and Yang (2004)
Soil permeability (opt_inf) linear e�ects, more permeable yue Niu and liang Yang (2006)
Radiative transfer (opt_rad) modi�ed two-stream

(gap = F(solar angle, 3D structure ...)<1-FVEG)

Yang and Friedl (2003), Niu and Yang (2004)
Ground surface albedo (opt_alb) BATS Yang Z.-L. and Vinnikov. (1997)

Precipitation (snow/rain) Jordan (1991)
partitioning (opt_snf)

Soil temperature lower TBOT at ZBOT (8m) read from a �le

boundary (opt_tbot) (original Noah)

Soil/snow temperature semi-implicit; �ux top boundary condition

time scheme (opt_sfc)

Surface resistance to

evaporation/sublimation (opt_rsf) Sakaguchi and Zeng (2009)
Glacier treatment (opt_gla) include phase change of ice

and Dp0g,i are depending on parameters ai and βi derived from polynomial and exponential

regressions de�ning the total particle number and geometric mean diameter of the log-

normal modes, and can be found in Table 5 Fuentes et al. (2010).

A.3

In this APPENDIX, the biases and RMSEs are calculated for each site, as shown in Fig. 1, and

are shown in the tables below. Each table corresponds to a site and for the available observed

aerosol concentrations, such as Na
+

, Cl
−

, SO
2−
4 (total and non-sea component), NO

−
3 , NH

+
4

and OC. Bias is calculated as the di�erence between model simulation and observation.
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Table A.2: Biases and RMSEs, in µ g m-3, are calculated for aerosols at the Alert, Canada, during
January and February 2014 and for CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 0.81 0.91 0.12 0.18

Cl- 1.05 1.2 -0.03 0.19

NO−
3 0.28 0.30 0.25 0.22

NH+
4 -0.003 0.01072 0.007 0.01079

SO2−
4 0.06 0.1 0.02 0.11

Table A.3: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Villum Research station, Green-
land, during January and February 2014 and for CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 1.3 1.4 0.25 0.26

Cl- 1.9 2.1 0.22 0.24

NO−
3 0.25 0.26 0.17 0.19

NH+
4 -0.001 0.006 0.01 0.01

SO2−
4 0.05 0.1 0.08 0.1

Table A.4: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Zeppelin, Norway, during
January and February 2014 and for CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 3.31 4.4 0.36 0.78

Cl- 4.86 6.48 0.22 0.73

NO−
3 0.13 0.36 0.01 0.29

NH+
4 -0.03 0.077 -0.02 0.076

SO2−
4 0.16 0.25 0.32 0.45

A.4

Surface observations are used to validate the meteorological conditions that occur over

Utqiaġvik and Alaska in wintertime. See also discussion in sub-section 4.5.1 in the main text.

The model is validated against the surface (hourly) observations obtained from National

Oceanic and Atmospheric Administration / Earth System Research Laboratory / Global

Monitoring Division (NOAA/ESRL/GMD) Baseline Observatories. Also, radiosondes data
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Table A.5: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Simeonof, south of Alaska,
during January and February 2014 and for CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 1.4 2.5 0.3 0.6

Cl- 2.0 3.7 0.1 0.7

NO−
3 0.12 0.23 0.08 0.20

SO2−
4 -0.2 0.25 -0.05 0.26

OA -0.08 0.1 -0.05 0.08

Table A.6: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Gates of the Arctic, south of
Alaska, during January and February 2014 and for CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 0.6 0.9 0.2 0.3

Cl- 0.7 1.2 0.1 0.3

NO−
3 0.3 0.3 0.2 0.2

SO2−
4 -0.04 0.2 -0.1 0.2

OA -0.24 0.28 -0.21 0.26

are used to evaluate the model’s performance at di�erent altitudes. Radiosonde data (every

12h) are derived from Integrated Global Radiosonde Archive version 2 (IGRA 2) (Durre et al.

(2018)). Site is located at latitude: 71.28 and longitude: -156.78.

Table A.7: Biases and RMSEs, in µ g m-3, are calculated for super-micron aerosols at Utqiaġvik, north
of Alaska, during January and February 2014 and CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ 0.3 0.37 -0.07 0.25

Cl- 0.27 0.48 -0.26 0.51

NO−
3 0.26 0.3 0.13 0.17

NH4+4 -0.0004 0.00368 -0.001 0.0037

SO42−4 0.005 0.005 -0.01 0.06
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Table A.8: Biases and RMSEs, in µ g m-3, are calculated for sub-micron aerosols at Utqiaġvik, north of
Alaska, during January and February 2014 and CONTROL and HEM_NEW simulations at 100km.

CONTROL HEM_NEW
Bias RMSE Bias RMSE

Na+ -0.485 0.66 -0.489 0.67

Cl- -0.116 0.361 -0.124 0.364

NO−
3 -0.065 0.162 -0.054 0.158

NH+
4 -0.069 0.106 -0.057 0.100

SO2−
4 -0.621 0.875 -0.591 0.853

Table A.9: Biases and RMSEs, in µ g m-3, are calculated between ALASKA_NEW_JAN,
ALASKA_NEW_FEB and in-situ meteorological parameters derived from NOAA Baseline Observato-
ries during the campaign’s periods in January and February 2014. Bias was calculated as the di�erence
between model simulation and observations.

January campaign February campaign

Bias RMSE Bias RMSE

2m Temperature 0.1 1.9 -1.0 3.2

10m Temperature -0.03 1.8 -0.66 2.7

10m Wind speed 0.08 1,4 -0.33 1.7

10m Wind direction -11.2 13.2 -11.2 39.0

A.5

Here the bias and RMSE are shown between ALASKA_NEW_JAN and ALASKA_NEW_FEB

and the observations for Utqiaġvik at 20km.

Table A.10: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Utqiaġvik, north of Alaska,
during January 2014 and for ALASKA_CONTROL_JAN andALASKA_NEW_JAN simulations at 20km.

ALASKA_CONTROL_JAN ALASKA_NEW_JAN
Bias RMSE Bias RMSE

Na+ -0.31 0.38 -0.16 0.26

Cl- -0.50 0.59 -0.33 0.43

NO−
3 -0.040 0.07 0.039 0.09

SO2−
4 -0.396 0.414 -0.398 0.417

NH+
4 -0.033 0.038 -0.035 0.040

A.6

This APPENDIX shows the comparison for the Gates of the Arctic site at 20 km, for ALASKA_NEW_FEB

and
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Figure A.1: Average temperatures, in degrees C, and wind speeds, in ms-1, as a function of altitude
(m), up to 4km, during (a,b) January and (c,d) February campaign in 2014, at Utqiaġvik, Alaska. The
observations are shown in black (circle). The blue pentagon shows the model results for the CONTROL
simulation (at 100km) and the red diamond shows the model results for the NEW_ALASKA_JAN and
NEW_ALASKA_FEB simulation. Observations are derived from IGRA2 and are available every 12h
(0Z and 12Z, UTC). For the comparison, model output at 0 and 12Z UTC are used. The corresponding
horizontal lines show the standard deviation.

ALASKA_CONTROL_FEB. The observations are only available for the February campaign,

daily averaged in local Alaskan time every three days.

Also, the table below shows biases and RMSEs, in µ g m
-3

, for all available aerosol species

at the Gates of the Arctic.
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Figure A.2: Time series of observed and modelled 2m and 10m temperature, and 10m wind speed, at
Utqiaġvik, Alaska, in UTC. The observations are shown in red and derived from the NOAA observatory.
The blue line shows the results for the HEM_NEW simulation at 100km, while the black line shows the
results for ALASKA_NEW_JAN and ALASKA_NEW_FEB simulations at 20km. The observations are
hourly, while the model output is every 3h.

Table A.11: Biases and RMSEs, in µ g m-3, calculated for aerosols at Utqiaġvik, north of Alaska, during
February 2014 and for ALASKA_CONTROL_FEB and ALASKA_NEW_FEB simulations at 20km.

ALASKA_CONTROL_FEB ALASKA_NEW_FEB
Bias RMSE Bias RMSE

Na+ -1.29 1.40 -1.18 1.30

Cl- -1.90 1.92 -1.78 1.80

NO−
3 -0.20 0.40 -0.11 0.38

SO2−
4 -1.019 1.322 -1.020 1.326

NH+
4 -0.045 0.097 -0.043 0.10
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Figure A.3: Model inter-variability during February campaign. Model simulations are vali-
dated against aerosols at the gates of the Arctic site, north of Alaska. The black line shows
ALASKA_CONTROL_FEB simulation and the black symbol the daily averaged values. The red line
shows ALASKA_NEW_FEB simulation and the red pentagon the daily averaged values. The blue star
indicates averaged daily observations. Observations and model are in local Alaskan time. Observed and
modelled SO2−

4 is total SO2−
4 .

Table A.12: Biases and RMSEs, in µ g m-3, are calculated for aerosols at Gates of the Arctic, north of
Alaska, during February campaign and for ALASKA_CONTROL_FEB and ALASKA_NEW_FEB simu-
lations at 20km.

ALASKA_CONTROL_FEB ALASKA_NEW_FEB
Bias RMSE Bias RMSE

Na+ 0.344 0.346 0.342 0.341

Cl- 0.155 0.1578 0.154 0.1573

NO−
3 0.47 0.48 0.42 0.47

SO2−
4 0.24 0.24 0.23 0.23

OA -0.198 0.2446 -0.197 0.2445
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Appendix Chapter 5

B.1

Figure B.1: Modelled averaged BC, in ngm-3, at the surface and using the CONTROL zooming over the
Arctic, during January and February 2014.

Table B.1: Average percentage (%) BC change in January - February 2014, due to wet deposition at 2,
4, 6 and 8 km and at four remote Arctic sites. BC change is calculated as in Table 5.3 (see main text).

2km 4km 6km 8km

Utqiaġvik 353 353 325 252

Alert 592 449 399 275

Tiksi 456 344 304 230

Zeppelin 769 623 499 367
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Figure B.2: Modelled BC averaged di�erences, in ngm-3, between WET_DEP_OFF and CONTROL at
(a) 2km, (b) 4km, (c) 6km and (d) 8km, during January and February 2014.

Table B.2: Absolute changes on BC, in ngm-3, in January - February 2014, due to wet deposition at 2,
4, 6 and 8 km and at four remote Arctic sites. Absolute change is calculated as the average di�erences
between the WET_DEP_OFF and CONTROL simulations.

2km 4km 6km 8km

Utqiaġvik 138 171 165 151

Alert 113 100 80 52

Tiksi 136 170 185 148

Zeppelin 138 154 163 156

B.2

Evaluation of ALASKA_CONTROL, METEO against in-situ observations and radioson-

des at Utqiaġvik, Alaska. The in-situ observations are from National Oceanic and At-

mospheric Administration/ Earth System Research Laboratories/ Global Monitoring Lab-

oratory(NOAA/ESRL/GMD) Baseline Observatories Barrow. Radiosonde data is from Inte-

grated Global Radiosonde Archive (IGRA) Version 2 and they are available every 12h. All
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the observations are in UTC. Figure B.2 shows the time series of hourly 2 m and 10 m tem-

peratures, 10 m winds speed and winds direction us compared against ALASKA_CONTROL

and METEO at 20 km between 23 and 28 January 2014.

Figure B.3: Time series of 2m and 10m temperature, 10m wind speed and wind direction during 23-28
January 2014, at Barrow observatory, at Utqiaġvik, Alaska. The black line shows the model results for
ALASKA_CONTROL simulation and the red line for METEO. Observations, in blue, are hourly data,
while model output is every 3h. Both are in UTC.

Table B.3: Statistical analysis between ALASKA_CONTROL, METEO and in-situ meteorological pa-
rameters, which derived from NOAA Baseline Observatories, during January simulation. Bias is calcu-
lated as the di�erence between model simulation and observations.

ALASKA_CONTROL METEO

Bias RMSE Bias RMSE

2m Temperature 0.05 1.45 0.31 1.1

10m Temperature -0.26 1.40 -0.25 1.01

10m Wind speed 0.86 1.63 1.6 2.46

10m Wind direction -9.45 11.91 -10.70 13.32

Precipitation data obtained from Applied Climate Information System, NOAA Regional
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Figure B.4: Radiosondes for (a) temperature, (b) relative humidity (RH), (c) wind speed and (d) wind
direction at Utqiaġvik, Alaska. The red diamond shows the average values for ALASKA_CONTROL
simulation and the blue triangle for METEO. Observations are shown in black circle. The corresponding
lines show the standard deviation. (b) and (d) show calculated bias, as the mean di�erence between each
simulation and the observations for temperature and RH, respectively at di�erent altitudes.

Climate Centers and used in this study to validate METEO and ALASKA_CONTROL runs.

Three sites across the domain in northern Alaska are used. At Nome (coastal site, west of

Alaska) and Fairbanks an event of precipitation and snowfall were observed at 24 January,

while a precipitation (snow) even were observed at Barrow at 25 January (in UTC). At

all sites, both simulations underestimate observed precipitation and snowfall by up to 2.5

and 20 mm (not shown here). At Barrow both simulations capture quite well observed

precipitation peak (0.75 mm), with METEO performing slightly better (more precipitation)

than ALASKA_CONTROL (0.1 mm di�erences).



Résumé long en français

La pollution atmosphérique est un problème qui a�ecte la santé humaine depuis les pre-

mières années de l’histoire de l’humanité (Fowler et al., 2020). Au cours de la révolution

industrielle, et en raison de l’utilisation considérable du charbon, des problèmes de qualité

de l’air ont commencé à apparaître, comme le Grand Smog de 1952 (Wang et al., 2016). La

combustion du charbon était le principal responsable de la pollution atmosphérique et des

principaux polluants, tels que le dioxyde de soufre (SO2) et les oxydes d’azote (NOx). La

pollution atmosphérique touche encore des millions de personnes, en particulier dans les

villes, comme Pékin en Chine, où elle dépasse souvent les recommandations de l’OMS en

matière de qualité de l’air. L’OMS estime que 8,8 millions de personnes meurent chaque

année à cause de la pollution de l’air intérieur et extérieur.

Au cours de la décennie 2011-2020, la température moyenne à la surface du globe a aug-

menté de 1,09
o
C par rapport à la période 1850-1900, et l’on sait désormais que ce réchauf-

fement, qui ne s’est pas produit partout de la même manière, est dû à l’activité humaine

(IPCC, 2021) en raison des émissions anthropiques telles que le transport, la combustion

de combustibles fossiles pour le chau�age et la production d’électricité (Szopa et al., 2021;

Wang et al., 2022). L’augmentation des émissions anthropiques a entraîné une augmenta-

tion des qui réchau�ent l’atmosphère, principalement le CO2, mais aussi le méthane (CH4),

l’ozone (O3) et le protoxyde d’azote (N2O) (AMAP, 2015; Szopa et al., 2021). Par exemple,

selon NOAA, IPCC et WMO, le CO les niveaux de CO4 dans l’atmosphère représentent

149% du niveau préindustriel, tandis que les niveaux de CH4 représentent environ 156% des

niveaux de 1750.

Les polluants atmosphériques agissent également comme des forçeurs climatiques à

courte durée de vie (SLCFs) puisqu’ils contribuent au réchau�ement de l’atmosphère. Il

s’agit notamment des aérosols, en particulier le carbone suie (BC), et des GES, notamment

le CH4 et l’O3 troposphérique (par exemple Bindo� et al. (2013),Szopa et al. (2021)). Les SLCFs

n’agissent pas uniformément (refroidissement ou réchau�ement) partout. Le BC provoque

un forçage radiatif positif (réchau�ement) à l’échelle planétaire (Bond et al., 2013a). D’autres

aérosols (également des SLCF), et en particulier les sulfates (SO
2−
4 ), ont compensé le réchauf-

fement de la planète car ils ré�échissent le rayonnement solaire et refroidissent le climat

(Horowitz et al., 2020; Masson-Delmotte et al., 2021; Szopa et al., 2021).

L’Arctique se réchau�e plus rapidement que toute autre région de la planète, les tem-

pératures de surface augmentant plus de deux fois par rapport à la moyenne mondiale. En

plus du CO, les SLCFs contribuent au réchau�ement de l’Arctique, en particulier le BC et le

CH4. (IPCC, 2021; AMAP, 2021). L’ozone troposphérique contribue également au réchauf-

230
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fement de l’Arctique, y compris celui produit par l’oxydation du CH4 (AMAP, 2021). Les

SLCFs contribuent au réchau�ement de l’Arctique, soit directement dans l’Arctique, soit à

la suite d’un réchau�ement plus au sud dû au transport de chaleur. Le BC déposé sur la neige

dans l’Arctique entraîne également un réchau�ement supplémentaire puisqu’il accélère la

fonte de la neige en absorbant le rayonnement solaire (AMAP, 2015). Une augmentation

des polluants atmosphériques pourrait également entraîner une augmentation du réchauf-

fement de la surface de l’Arctique par le biais des e�ets indirects des nuages et des aérosols

(AMAP, 2015). Les premiers rapports, comme celui de Brøgger (1881), et les études menées

au cours du siècle dernier ont montré que la pollution atmosphérique arctique provenant

principalement des régions de latitude moyenne est transportée dans l’Arctique en hiver

et au printemps (Rahn and McCa�rey, 1980; Quinn et al., 2002b), un phénomène appelé

brume arctique. Cependant, au cours des 20 à 30 dernières années, les émissions des lati-

tudes moyennes ont diminué en raison des réglementations, notamment en Europe et en

Amérique du Nord (par exemple Sharma et al. (2019),Szopa et al. (2021)). Dans le même

temps, il est devenu évident qu’il existe d’importantes sources locales dans l’Arctique, qui

pourraient augmenter à l’avenir, en raison du réchau�ement futur et de l’augmentation de

l’activité humaine (Schmale et al., 2018). Le réchau�ement de l’Arctique est le plus impor-

tant en automne/hiver et les e�ets radiatifs indirects des aérosols sont plus forts en hiver

(Boisvert and Stroeve, 2015; AMAP, 2015). Cependant, la pollution atmosphérique hiver-

nale est moins étudiée que celle des autres saisons, et des incertitudes subsistent quant aux

sources locales et à la mesure dans laquelle elles contribuent à la pollution atmosphérique

dans l’Arctique et à leur e�et sur le réchau�ement de l’Arctique (AMAP, 2015; Schmale et al.,

2018). Par exemple, en raison des conditions très froides de l’hiver arctique, l’utilisation de

combustibles fossiles, par exemple pour le chau�age domestique/commercial et les activ-

ités industrielles, est considérable (Simpson et al., 2019). Une nouvelle augmentation de la

population de la Terre et d’éventuels mouvements de population vers des latitudes plus

élevées en raison du réchau�ement climatique en cours pourraient accroître la demande de

développement industriel dans l’Arctique, comme l’extraction des ressources (AMAP, 2021;

IPCC, 2021). Il est donc essentiel d’améliorer la quanti�cation des émissions locales et des

processus in�uençant la composition de l’atmosphère arctique en hiver a�n de mieux com-

muniquer aux décideurs politiques les actions nécessaires pour réduire les impacts locaux

sur la qualité de l’air et le climat (AMAP, 2021).

Les modèles sont les outils utilisés pour étudier la pollution atmosphérique et ses im-

pacts. Cependant, les modèles ont encore des di�cultés à simuler le cycle saisonnier des

gaz à l’état de traces et des aérosols naturels et anthropiques dans l’Arctique, et sous-

estiment souvent la composition des aérosols observée pendant l’hiver sur des sites arc-
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tiques éloignés (Eckhardt et al., 2015; Whaley et al., 2022b). Par exemple, les modèles ont

tendance à manquer de mécanismes essentiels à la production d’aérosols de sel marin (SSA)

non seulement pendant l’été, mais aussi pendant l’hiver. D’autres incertitudes dans les mod-

èles sont liées aux traitements de dépôts sec et humide, par exemple Mahmood et al. (2016),

Shen et al. (2017). Il est important de mieux quanti�er l’e�et sur les aérosols dans l’Arctique

a�n d’améliorer ces processus dans les modèles. En outre, les modèles peuvent ne pas

tenir compte de réactions et de voies importantes pour la formation d’aérosols secondaires

en hiver. Les incertitudes relatives aux émissions anthropiques ainsi que les processus in-

�uençant les émissions naturelles contribuent également aux biais et aux incertitudes des

modèles.

Compte tenu du contexte général décrit ci-dessus, l’objectif global de cette thèse est

d’améliorer notre compréhension de la pollution atmosphérique locale et lointaine de l’Arctique

en hiver. Ces principales questions scienti�ques sont abordées dans cette thèse :

(i) Quelle est la contribution des sources naturelles et anthropiques à la composition des

aérosols pendant l’hiver arctique ? Les modèles peuvent-ils simuler la composition

des aérosols en hiver dans l’Arctique ?

(ii) Quelle est la sensibilité des aérosols modélisés aux traitements de dépôt et aux pro-

cessus physiques pendant l’hiver ?

(iii) Dans quelle mesure les sources anthropiques locales de l’Arctique contribuent-elles

à la composition de l’atmosphère en hiver ?

Dans cette thèse, le modèle de transport régional, couplé à la chimie WRF-Chem est

utilisé (Grell et al., 2005; Fast et al., 2006; Marelle et al., 2017). Le modèle est exécuté à l’échelle

quasi-hémisphérique et évalué par rapport aux observations sur le grand Arctique pour les

hivers 2014 et 2019. Il a également été exécuté pour des périodes plus courtes au-dessus

de l’Alaska et évalué par rapport aux données recueillies lors de campagnes de terrain au-

dessus du nord de l’Alaska en janvier et février 2014 (Kirpes et al., 2018) et du centre de

l’Alaska en novembre et décembre 2019 (Simpson et al., 2019; Maillard et al., 2022). Les

sensibilités du modèle aux émissions, aux traitements d’élimination et à la dynamique de

la couche limite sont examinées, y compris les améliorations apportées aux aérosols SSA,

en particulier.

Cette thèse est organisée comme suit. Le chapitre 1 introduit le contexte scienti�que et

la motivation de cette thèse. Il décrit le réchau�ement de l’Arctique et la circulation atmo-

sphérique liée aux principales voies de transport des masses d’air des latitudes moyennes

vers l’Arctique, ainsi que les sources éloignées (hors de l’Arctique) et locales dans le cercle
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polaire. Le contexte scienti�que lié à l’Alaska, objet de cette thèse, est également décrit.

Le chapitre 2 présente les aérosols troposphériques, y compris les aérosols anthropiques et

naturels, leurs précurseurs et leurs émissions, en se concentrant sur l’Arctique. Ce chapitre

décrit également les propriétés et les processus des aérosols. Le chapitre 3 décrit les princi-

paux outils utilisés dans cette thèse, à savoir le modèle, y compris les principaux paramé-

trages de physique et de chimie, les inventaires d’émissions, ainsi que les observations et

les campagnes de terrain. Les chapitres 4, 5 et 6 présentent les principaux résultats de cette

thèse.

Le chapitre 4 présente une étude sur la pollution atmosphérique hivernale dans le grand

Arctique et au-dessus du nord de l’Alaska, en se concentrant sur la contribution des aérosols

inorganiques et, en particulier, des aérosols SSA à la charge aérosol totale de l’Arctique. La

capacité du modèle à capturer les aérosols anthropogéniques et naturels de fond dans le

grand Arctique, y compris en Alaska, est évaluée. Cette étude se concentre sur les aérosols

SSA, et en particulier sur les processus physiques qui in�uencent leurs émissions dans

l’Arctique et dans le nord de l’Alaska en hiver. Ce chapitre a été soumis comme (Ioannidis

et al., 2022).

Le chapitre 5 étudie les processus et les sources qui a�ectent le BC modélisé dans

l’Arctique. La sensibilité à l’élimination humide et sèche est examinée sur l’ensemble de

l’Arctique ainsi que sur le nord de l’Alaska. L’in�uence des émissions anthropiques ré-

gionales et locales de l’Alaska, telles que celles liées à l’extraction pétrolière dans le nord

de l’Alaska, est également examinée (Ioannidis et al. 2022, à soumettre).

Le chapitre 6 présente une étude axée sur la pollution urbaine locale à Fairbanks, au

centre de l’Alaska, pendant la campagne préALPACA (hiver 2019). La capacité du modèle

à capturer les aérosols de fond sur l’Alaska, et sur Fairbanks, est étudiée. Les incertitudes

liées aux traitements d’élimination, à la dynamique de la couche limite et aux émissions

de précurseurs d’aérosols sont étudiées. Ces derniers sont utilisés comme indicateur pour

examiner dans quelle mesure le modèle peut manquer la formation d’aérosols secondaires

en hiver.

Le chapitre 7 résume les principaux résultats de cette étude et discute des perspectives

futures.

Conclusions: L’Arctique se réchau�e plus rapidement que le reste du monde et ce

réchau�ement est plus marqué en automne et en hiver. Ainsi, malgré le fait que les émis-

sions anthropiques sont en baisse depuis 20-30 ans aux latitudes moyennes, il existe d’importantes

sources locales de pollution atmosphérique dans l’Arctique qui pourraient augmenter à

l’avenir en raison du réchau�ement climatique en cours. Cette thèse se concentre sur

l’amélioration de notre compréhension des sources anthropiques et naturelles, locales et
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éloignées, et des processus qui in�uencent les aérosols dans l’Arctique pendant l’hiver.

Pour ce faire, le modèle régional de transport d’aérosols chimiques WRF-Chem est exécuté

à l’échelle quasi-hémisphérique et à l’échelle régionale sur le centre et le nord de l’Alaska,

pour des périodes correspondant à deux campagnes de terrain. Trois questions scienti�ques

principales sont abordées dans cette thèse, comme indiqué dans l’introduction. Les princi-

paux résultats sont discutés ci-dessous.

(i) Quelle est la contribution des sources naturelles et anthropiques à la composition des

aérosols pendant l’hiver arctique ? Les modèles peuvent-ils simuler la composition des

aérosols en hiver dans l’Arctique ?

Les simulations WRF-Chem sont utilisées pour étudier la composition des aérosols en

hiver. L’évaluation des composants des aérosols au-dessus du grand Arctique et du cen-

tre/nord de l’Alaska montre que les aérosols anthropiques, et en particulier le BC et le SO
2−
4 ,

contribuent à la charge totale des aérosols, car ils présentent des concentrations massiques

élevées, notamment dans les régions où les émissions locales sont importantes. L’OA an-

thropique est également un composant aérosol important dans les sites arctiques éloignés

pendant l’hiver, avec des concentrations élevées en même temps que les aérosols naturels.

Dans cette thèse, la contribution des SSA est examinée car ils sont une composante im-

portante de la brume arctique pendant l’hiver, sur la base des résultats d’études récentes

basées sur l’observation (Chapitre 4). La représentation modélisée des émissions de SSA est

améliorée et utilisée pour estimer que les SSA contribuent entre 44% et 85% aux aérosols de

mode �n et grossier, respectivement par rapport aux autres aérosols inorganiques (SO
2−
4 ,

NH
+
4 NO

−
3 ) sur des sites côtiers éloignés de l’Arctique pendant l’hiver 2014. L’étude présen-

tée au chapitre 4 montre également qu’il est important d’inclure l’OA marin même pendant

l’hiver où il contribue à l’OA total sur les sites côtiers arctiques et subarctiques. Cette étude

a été motivée par des observations de terrain montrant des OA marin importants associé

aux SSA et des chenaux ouverts sur le site côtier de Barrow (Utqiaġvik) au nord de l’Alaska,

qui sont généralement absents des modèles.

Un des objectifs de cette thèse est de comprendre les raisons possibles des divergences

entre les modèles et les observations en hiver arctique. Une analyse détaillée des perfor-

mances des modèles sur l’Arctique pendant les hivers 2014 et 2019 est présentée. La ver-

sion initiale de WRF-Chem utilisée dans cette thèse a surestimé les SSA en mode super-

micronique et grossier, jusqu’à un facteur 3-4 sur les sites côtiers de l’Arctique, tandis que

le modèle a sous-estimé l’OA et le SO
2−
4 . L’amélioration des traitements par le modèle

des émissions de SSA, notamment l’utilisation d’une dépendance plus faible de la vitesse

du vent (basée sur la fraction de la calotte blanche estimée par satellite), l’inclusion d’une
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dépendance de la TSM et d’une source de ss-SO
2−
4 , ainsi que l’activation d’une source de

matières organiques marines, décrite au chapitre 4, conduit à une meilleure représenta-

tion des SSA modélisés par rapport aux observations sur les sites arctiques éloignés. Cela

a également amélioré la simulation d’autres matières inorganiques, telles que le SO
2−
4 et

le NO
−
3 . Cependant, le modèle sous-estime toujours les épisodes avec des concentrations

élevées de SSA submicroniques et d’autres matières inorganiques, en particulier le SO
2−
4

d’origine anthropique, au-dessus du nord de l’Alaska et sur les sites côtiers tels que Bar-

row, Utqiaġvik, qui ne sont pas entièrement couverts de glace de mer en hiver. Les ré-

sultats suggèrent que le modèle manque de sources locales et régionales. L’inclusion des

matières organiques marines a amélioré l’OA modélisée sur les sites subarctiques, tels que

Simeonof, et l’utilisation du rapport OC:Na
+

comme indicateur de l’OA marin a augmenté

l’OA le long de la côte ouest et nord de l’Alaska, conformément aux conclusions de Kir-

pes et al. (2018, 2019). Ces améliorations pourraient être appliquées dans les simulations

sur l’Arctique élargi. Cependant, l’OA modélisée reste faible par rapport aux observations

sur l’Alaska, peut-être en raison de l’absence de formation secondaire d’OA ou de la sous-

estimation des émissions anthropiques à distance ou au sein de l’Arctique.

Les observations hivernales de l’EBC dans l’Arctique montrent des concentrations élevées

sur les sites arctiques éloignés en raison de l’in�uence de l’Arctic Haze et de la contribution

des sources locales et régionales dans l’Arctique (chapitres 5 et 6). Le WRF-Chem sous-

estime en moyenne le BC sur sites arctiques éloignés, tels que Tiksi, Utqiaġvik et Alert,

mais il capture mieux la variabilité observée à Zeppelin (hiver 2014). Les raisons de ces

biais sont étudiées (voir ci-dessous).

La composition modélisée des aérosols aux sites de fond in�uencés par Arctic Haze est

améliorée dans les simulations pour l’hiver 2019, par rapport à l’hiver 2014, en particulier

au-dessus de l’Alaska. Plus précisément, les aérosols inorganiques, comme le SO
2−
4 et le

NO
−
3 , et le BC, sont mieux simulés au-dessus de l’Alaska pendant l’hiver 2019 par rapport

à l’hiver 2014. Cela peut être dû à l’utilisation d’un inventaire des émissions (CAMS) plus

à jour pour 2019 (chapitre 6).

(ii) Quelle est la sensibilité des aérosols modélisés aux traitements d’élimination et aux pro-

cessus physiques pendant l’hiver ?

Tout au long de cette thèse, des simulations de sensibilité sont e�ectuées pour étudier les

raisons possibles des incertitudes dans les aérosols modélisés pendant l’hiver sur le grand

Arctique et sur l’Alaska. Les di�érentes études se concentrent sur la représentation de la

PBL modélisée, la fraction de glace de mer et l’élimination humide et sèche.
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L’in�uence de la météorologie de la PBL est étudiée en détail dans cette thèse, car il est

important de simuler avec précision la structure (dynamique) de la PBL, car elle a�ecte le

mélange vertical des aérosols et de leurs précurseurs, le dépôt sec des aérosols et des gaz,

et peut également piéger la pollution au sol dans des conditions météorologiques stables,

fréquentes dans l’Arctique en hiver. L’in�uence de la PBL est étudiée sur la CB au-dessus

du nord de l’Alaska (chapitre 5). L’utilisation d’un autre schéma de PBL dans le modèle, à

savoir MYJ, a entraîné des concentrations de BC plus faibles au-dessus des régions sources,

telles que les champs pétrolifères de la NSA et Fairbanks, mais aussi des régions de hautes

montagnes, telles que la chaîne de Brooks, au nord de l’Alaska, probablement en raison de

di�érences dans les schémas de précipitations. Pour l’analyse présentée au chapitre 6, nous

avons d’abord utilisé le schéma MYJ PBL car il est souvent utilisé pour modéliser des PBL

stables dans l’Arctique et l’Antarctique. Les essais avec le MYJ n’ont montré que de petites

di�érences dans les aérosols et les gaz aux sites pollués et de fond. Les deux schémas PBL ont

des di�cultés à simuler des conditions stables avec de fortes inversions de température en

surface. Les vents du modèle sont trop forts à la surface et dans la basse troposphère, et les

gradients de température sont trop faibles. De tels biais a�ectent la pollution atmosphérique

au niveau régional au-dessus de l’Alaska, mais pourraient également entraîner des biais

élevés sur les aérosols et les gaz dans l’Arctique et les latitudes moyennes. Les mesures

météorologiques complètes recueillies au cours du projet ALPACA 2022 contribueront à

améliorer les traitements des PBL des modèles.

Les résultats présentés au chapitre 4 montrent que les SSA le long de la côte ouest

et nord de l’Alaska sont sensibles à la concentration de glace de mer (fraction). Les pro-

duits de glace de mer FNL et ERA5 sont testés, ce qui entraîne des di�érences dans les �ux

d’émission et les concentrations de SSA. En utilisant les données de glace de mer ERA5,

les �ux d’émission de SSA ont principalement augmenté autour de la côte ouest et est

d’Utqiaġvik et ont diminué plus à l’est. On observe également des di�érences notables sur

la côte sud-est de l’Alaska. Les deux données de réanalyse ont des di�cultés à représenter

de manière réaliste les chenaux ouverts le long de la côte d’Utqiaġvik en janvier et février

2014. D’autres facteurs, comme l’utilisation d’une dépendance plus élevée de la vitesse

du vent pour les émissions de SSA submicroniques, conduisent à une augmentation sig-

ni�cative des concentrations de SSA submicroniques sur la côte nord de l’Alaska. Dans

l’ensemble, les SSA modélisés sont plus sensibles aux traitements de la glace de mer et de

la vitesse du vent, plutôt qu’aux dépôts secs. Cependant, une analyse plus approfondie est

nécessaire pour inclure une concentration de glace de mer plus réaliste dans les modèles

(et les réanalyses météorologiques), par exemple, sur la base de données satellitaires a�n

de réduire les biais du modèle, en particulier, dans les SSA submicroniques. Cela pourrait
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également améliorer la simulation de la dynamique de la couche limite marine. La dépen-

dance du SSA par rapport aux TSM dans l’Arctique en fonction de la taille des particules

pourrait également améliorer les divergences entre les modèles pendant les épisodes de SSA

submicronique élevé. De nouvelles observations sont également nécessaires.

Le chapitre 5 examine la contribution des processus de dépôt, et à la PBL modélisée

dans l’Arctique. L’analyse montre que le BC est sensible au dépôt humide et sèc à travers

l’Arctique à la surface et dans la troposphère libre (principalement dépôt humide). Les

résultats dépendent de l’emplacement, Zeppelin et Alert étant plus sensibles au dépôt hu-

mide qu’à Tiksi ou Barrow où dépôt humide et sec est importante (dans le modèle). Cette

étude souligne également que le BC est sensible au dépôt humide pendant le transport vers

l’Arctique et, dans une moindre mesure, au niveau régional au-dessus du nord de l’Alaska.

Le BC est également sensible au dépôt sec dans l’Arctique et dans la région, selon la prox-

imité des sources locales et régionales. L’analyse présentée aux chapitres 4 et 6 a également

montré que le SSA, les autres aérosols inorganiques et les gaz à l’état de traces sont sen-

sibles à l’élimination sèche au niveau régional au-dessus du centre et du nord de l’Alaska

pendant l’hiver. Il convient d’étudier les améliorations à apporter aux vitesses de dépôt sec

modélisées en fonction de la taille des particules ainsi qu’à la dynamique des PBL mod-

élisées, comme indiqué ci-dessus. L’amélioration de l’absorption aqueuse modélisée dans

les nuages pourrait, par exemple, améliorer le dépôt humide modélisée.

(iii) Dans quelle mesure les sources anthropiques locales de l’Arctique contribuent-elles à la

composition de l’atmosphère en hiver ?

Cette thèse se concentre sur les sources régionales et locales au-dessus de l’Alaska. Les

résultats présentés au chapitre 5 montrent que les émissions régionales au-dessus du nord

de l’Alaska, en particulier celles des champs pétrolières du North Slope Alaska (NSA), ont

un impact signi�catif sur le BC à l’observatoire de Barrow pendant l’hiver 2014, avec 30

à 50% du BC provenant de cette source. Ce résultat met en évidence l’impact de la source

locale sur la pollution atmosphérique hivernale en Arctique. L’utilisation d’un inventaire

à plus haute résolution (CAMS) a permis de réduire les émissions de BC sur le versant

nord de l’Alaska pendant l’hiver 2014. Cependant, les deux inventaires manquent d’une

représentation détaillée des sources locales de la ville d’Utqiaġvik, dont on sait également

qu’elles in�uencent les observations de BC à Barrow. Une analyse plus approfondie utilisant

des exécutions de modèle plus longues est nécessaire pour di�érents hivers a�n d’étudier

l’in�uence des émissions des champs pétrolifères NSA et de déterminer les incertitudes et

les limites des inventaires d’émissions.
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Les simulations du modèle pour l’hiver 2019, e�ectuées avec les émissions CAMS, sont

présentées au chapitre 6. Les résultats montrent que les sources régionales de l’Alaska peu-

vent contribuer aux sites de fond dans le centre de l’Alaska, comme la station de Toolik

�eld Lake. Les émissions locales sont également importantes dans la région de Fairbanks

(comme cela est également indiqué au chapitre 5 pour le BC). Cependant, le modèle sous-

estime les gaz précurseurs et les aérosols au-dessus de la région de Fairbanks. Cela pourrait

être dû en partie à la résolution des passes mais aussi au fait que les sources locales dans

les sites pollués tels que Fairbanks sont absentes ou trop faibles dans l’inventaire du CAMS.

L’analyse présentée au chapitre 6 montre que les émissions de BC, SO2 et de NO du CAMS

peuvent être sous-estimées d’un facteur d’au moins 2,5 (BC, SO2) et 33 (NO) sur l’ensemble

de la région de Fairbanks, y compris la zone résidentielle de North Pole. Une correction

de biais plus sophistiquée des émissions, utilisant des mesures de fond et régionales dé-

taillées, permettra de mieux quanti�er cette sous-estimation. Cette analyse montre égale-

ment que certains des biais du modèle, par exemple la sous-estimation du SO
2−
4 ou du BC,

peuvent être partiellement expliqués par l’absence d’émissions. Les biais restants, dans le

cas du SO
2−
4 , pourraient être expliqués par des mécanismes supplémentaires de formation

d’aérosols secondaires.

En hiver, les émissions anthropiques locales provenant du torchage du gaz, du chau�age

résidentiel et commercial, des centrales électriques et de l’industrie contribuent à la pollu-

tion atmosphérique régionale et locale dans l’Arctique. Toutefois, cette contribution pour-

rait être sous-estimée en raison des incertitudes liées aux inventaires des émissions mon-

diales (chapitres 4, 5 et 6) ou du manque de documentation détaillée sur les sources locales

(chapitre 6). Les inventaires mondiaux des émissions ne sont pas mis à jour régulière-

ment pour prendre en compte les changements dans les émissions dus aux réglementations

des pays pour réduire leurs émissions. En outre, les inventaires mondiaux sont fournis

à une résolution grossière, généralement 50 x 50 km ou 10 x 10 km, et ne comportent

pas de représentation détaillée des sources locales. Il y a de petits et de grands étab-

lissements (urbains) dans le Grand Nord, mais sans observations détaillées pour aider à

quanti�er la contribution des sources locales, il est di�cile d’évaluer les niveaux de pol-

lution atmosphérique. Il s’agit d’une question importante car les sources anthropiques lo-

cales pourraient augmenter à l’avenir en raison du réchau�ement climatique en cours et de

l’augmentation de l’activité humaine.

Perspectives et travaux futurs: Les travaux entrepris au cours de cette thèse améliorent

les performances du modèle WRF-Chem sur des sites arctiques éloignés pendant l’hiver et

fournissent de nouvelles informations sur la manière dont les di�érents processus et sources

in�uencent la pollution atmosphérique arctique hivernale, et en particulier la pollution en
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Alaska. Des sites tels que Barrow, Utqiaġvik ou la ville polluée de Fairbanks sont a�ec-

tés par des sources de fond, régionales et locales. À ce titre, ils pourraient également être

des zones urbaines représentatives d’autres régions éloignées de l’Arctique pour lesquelles

il n’existe pas d’observations détaillées. La composition de l’Arctique en hiver pourrait

changer à l’avenir en raison de l’évolution des sources éloignées et locales et du réchau�e-

ment climatique.

En raison du réchau�ement climatique en cours, et en particulier du réchau�ement

rapide de l’Arctique, il se formera moins de glace de mer en été et, par conséquent, la glace

sera plus mince en hiver. Ainsi, de nouvelles sources d’émissions marines, dont les SSA,

pourraient apparaître, ce qui pourrait augmenter la contribution des SSA à la charge en

aérosols, notamment dans les sites côtiers de l’Arctique. Cela pourrait avoir un impact sur

le bilan radiatif de l’Arctique en renforçant le refroidissement de l’atmosphère ou en aug-

mentant des CCN. Pour étudier plus en profondeur l’e�et du SSA sur le climat de l’Arctique,

des données satellitaires à haute résolution sur la concentration de la glace de mer sont

nécessaires, comme nous l’avons vu précédemment. En outre, pour mieux comprendre les

interactions entre l’océan et la basse atmosphère, le modèle WRF-Chem pourrait être couplé

à un modèle océanique.

Il existe également d’autres sources naturelles importantes, telles que la poussière et

les volcans, qui contribuent à la charge en aérosols de l’Arctique et qui n’ont pas été abor-

dées dans cette thèse (par exemple AMAP (2021)). En particulier pour la poussière, il existe

d’importantes sources naturelles et anthropogéniques (par exemple, les activités minières)

dans l’Arctique, comme discuté dans le chapitre 2, qui ne sont pas incluses dans les inven-

taires d’émissions globales utilisés dans cette thèse et doivent être prises en compte dans

les études futures. L’analyse des données provenant de campagnes de terrain complètes,

telles que la campagne ALPACA 2022, permettra également de contraindre davantage les

modèles régionaux et de mieux comprendre les voies de formation des aérosols manquants

dans des conditions hivernales polluées. Le chapitre 6 fait référence à des études de mod-

élisation antérieures qui ont étudié les conditions hivernales de l’Arctic Haze en Chine. Ces

études ont inclus les réactions manquantes nécessaires à la formation secondaire de SO
2−
4

et de NO
−
3 . De telles réactions doivent être testées dans WRF-Chem après l’analyse des

données ALPACA. Cela inclut également les aérosols organiques et leurs précurseurs, les

COV, pour lesquels il y a eu des mesures détaillées pendant ALPACA 2022. Combinées avec

des inventaires d’émissions à plus haute résolution, tels que EPA-ADEC, qui sont produits

pour l’hiver 2022 à une résolution de 1,3 x 1,3 km, les simulations de modèles à plus haute

résolution permettront de mieux étudier les processus chimiques et météorologiques qui

in�uencent la pollution locale de l’Arctique en hiver. Dans le même ordre d’idées, cette
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thèse souligne également que le modèle manque d’aérosols organiques anthropiques. Des

études récentes ont inclus dans les modèles les émissions d’IVOC provenant de sources mo-

biles (Lu et al., 2018, 2020). Cependant, des incertitudes subsistent concernant les émissions

de IVOCs non mobiles en raison du nombre limité de données (Lu et al., 2020). Des études

récentes ont également fait état d’émissions de COVs provenant de sources mobiles (Presto

et al., 2012; Zhao and Garrett, 2015; Zhao et al., 2016). Les mesures d’OA et de COV col-

lectées lors de la campagne ALPACA 2022 permettront de remédier à cette limitation dans

WRF-Chem.

Les di�érentes études présentées dans cette thèse ont montré que les aérosols et les

gaz traces sont sensibles aux dépôts secs. Deux modules di�érents calculant les vitesses

de dépôt sec ont été testés entraînant des di�érences importantes dans les concentrations

d’aérosols. Cependant, en raison du manque d’observations des vitesses de dépôt sec sur

di�érents terrains, il est di�cile de valider ces paramétrisations. La CB modélisée est égale-

ment sensible aux dépôts humides. Des études récentes ont montré qu’en améliorant les

paramétrisations des dépôts humides et secs, la CB modélisée dans l’Arctique pourrait aug-

menter d’un facteur de 50 à 100 (Liu and Matsui, 2021). Whaley et al. (2022b) a montré les

incertitudes des dépôts secs et humides modélisés aux latitudes moyennes où les obser-

vations sont également limitées. Il est essentiel de s’attaquer d’abord aux incertitudes des

modèles liées aux dépôts secs et humides aux latitudes moyennes avant de se concentrer sur

l’Arctique, car elles in�uencent les concentrations d’aérosols transportés dans l’Arctique,

comme nous l’avons vu précédemment au chapitre 5, et pour cela, des mesures détaillées des

dépôts sont nécessaires. En�n, il est nécessaire d’améliorer encore les modèles de surface

terrestre et les fonctions de stabilité au niveau de la couche limite, a�n de limiter les incerti-

tudes sur les aérosols et les gaz à l’état de traces dues aux incertitudes météorologiques. Ceci

peut être réalisé en utilisant des mesures détaillées des variables météorologiques collectées

sur di�érents sites, lors de campagnes de terrain, telles que les campagnes pré et principales

d’ALPACA. Il serait également intéressant d’étudier les changements futurs possibles, par

exemple, la stabilité hivernale de la pollution atmosphérique dans l’Arctique.

En résumé, les modèles régionaux sont des outils très utiles et peuvent être utilisés pour

des études de cas détaillées a�n d’identi�er les sources et processus importants in�uençant

les aérosols arctiques. Les résultats peuvent être utilisés pour améliorer les modèles mon-

diaux, qui sont utilisés pour étudier les e�ets à long terme de la pollution atmosphérique

arctique sur la qualité de l’air et le climat dans le cadre de di�érents scénarios d’émission,

ce qui est important pour les décideurs.
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