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Introduction

Gravitational waves (GWs) will provide an unprecedented source of information about
astrophysics, cosmology and fundamental physics. The increase in sensitivity of future
detectors, such as LISA [1], Einstein Telescope [2] or Cosmic Explorer [3], will offer new
opportunities to explore questions in fundamental physics, test the nature of strong-field
gravity, and constrain various binary formation and evolution channels [4–10]. Currently,
waveform templates are modeled using semi-analytical approaches such as the effective-
one-body (EOB) formalism [11–13]. These methods require blending information coming
from both numerical relativity simulations [14–17], and purely analytic perturbative stud-
ies. It is then crucial to have an increasingly accurate knowledge of the physical system
producing GWs [18,19].

As of today, the main sources of GWs signals are binary systems of compact objects,
i.e. black holes or neutron stars. For this reason, the study of the gravitational two-body
problem in General Relativity (GR) has recently gain renew attention. Traditionally, this
problem has been tackled using the so-called post-Newtonian (PN) approximation, which
considers the constituents of the binary to move non relativistically, thus performing a
joint expansion in the small gravitational potential Gm/r, G being the Newton constant,
m the typical mass of the two objects and r their relative distance, and small relative
velocity v/c, with c the velocity of light. See Refs. [20–28] and references therein for
reviews of the different methods employed in this perturbative scheme. Dating back to
the early days of GR [29,30], this approach turned out to be remarkably efficient, recently
obtaining the complete description of the dynamics of binary bound systems at 4PN order
(i.e. order (v/c)8 beyond Newton’s approximation) [31–40]. Regarding radiation, the PN
approximation managed to reach the precision of 4.5PN order beyond the quadrupole
formula [41–47]. Together with partial known results up to 6PN order [48–53] and the
inclusion of spin and tidal effects, see e.g. [54–63], this constitutes the current state-of-
the-art. Another successful perturbative approach to the two-body problem is the self-
force formalism [64–66], designed to study extreme-mass-ratio binary systems in which
the masses of the constituents m1 and m2 are such that m2 ≪ m1. In contrast with
the PN approach, this consists in expanding in the mass ratio m2/m1, while keeping all
orders in the Newton constant G. See Refs. [67–70] for some recent results.

The main subject of this work is yet another analytic perturbative scheme, called the
post-Minkowskian (PM) approximation. In this framework, one studies the gravitational
two-body system expanding in the Newton constant G while keeping the velocities fully
relativistic. In this sense, this approach is complementary to the PN one. As it can be
seen in figure 1, each order of the PM expansion, represented on the vertical line, contains
a tower of infinite (incomplete) terms of the PN series (horizontal line). Moreover, while
the PN approach is suitable for the study of gravitationally bound systems — after
all, the gravitational potential and relative velocity are related by the virial theorem —
the PM scheme naturally applies to the unbound case, such as the scattering of two
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essentially three length scales in the problem: the Compton wavelength of the massive
objects ℓc = ~/(mc), their typical size RS = Gm/c2 and their separation given by the
impact parameter b, see figure 3, page 24 . The classical limit is enforced by considering
the following hierarchy,

ℓc ≪ RS ≪ b . (1)

The first inequality ensures that quantum effects are suppressed1, while the second is the
classical PM expansion governed by the small parameter

RS

b
=

Gm

c2b
≪ 1 . (2)

Since the leading-order scattering angle is essentially RS/b, from the above equation we
understand that, by computing higher order corrections in RS/b, the PM approximation
can study only the near-forward scattering.

In Fourier space, the hierarchy in eq. (1) becomes

q

mc
≪ Gmq

~c2
≪ 1 , q ∼ ~

b
, (3)

where q is the exchanged momentum, the conjugate variable of b. From here, we see that
the classical limit is obtained by expanding the computed amplitude for small values of q,
i.e. performing the so-called soft expansion, familiar from the method of regions [106].

Once this limit of the amplitude is computed, there are several ways of extracting the
relevant classical information. One can either perform a matching with an EFT to find
the classical Hamiltonian of the system [107,108], or use the amplitude data to compute
the classical eikonal phase [109–112] or radial action [113, 114], from which one then
derives observables such as the scattering angle. Alternatively, one can also follow the
method presented in Refs. [115, 116] and directly take the classical limit of well defined
quantum observables (e.g. the total impulse or radiated momentum) making a careful ~
counting to isolate classical and quantum contributions.

Using this framework, the knowledge of the two-body conservative and radiative
dynamics has been push to include increasingly higher PM orders. In particular, the
3PM order full dynamics is now well known [110, 117–128] and part of the 4PM order
was recently derived in [129, 130] using the methods briefly presented in the previous
paragraphs. Tidal deformations [131–136] and spin effects [137–143] have also been
included within this approach.

Alternatively, worldline EFT methods have been developed to study the PM expansion
of the gravitational scattering; one of these methods constitutes the main subject of
this work. Inspired by Non-Relativistic-General-Relativity (NRGR) [20, 144] — an EFT
approach to the PN analysis of the two-boody problem, see [23–27, 145] for reviews —
this approach considers the two compact objects as localized external non-propagating

1Note that the first inequality enforces also ℓPl ≪ RS , where ℓPl =
√

~G/c3 is the Planck
length.
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sources of the gravitational field. Their recoil is of the order of the exchanged momentum
q, hence it is suppressed with respect to their initial momentum p ∼ mv by

~

J
=

~

pb
∼ q

p
≪ 1 , (4)

with J = pb the asymptotic angular momentum of the system. Then, one can compute
an effective action for the two bodies by “integrating-out” the gravitational degrees of
freedom. This can be achieved by computing all the connected Feynman diagrams order
per order in the perturbative parameter G. In this process, one discards all the diagrams
containing closed graviton loops as these are suppressed by a factor [20]

~

pb
∼ q

p
≪ 1 . (5)

We shall see this explicitly in chapter 1.
One main advantage of this method with respect to the one relying on on-shell

amplitudes is that, by considering the aforementioned simplifications, the classical limit
is enforced from the beginning, dispensing one from the ~ counting or small q expansion.
This EFT was used already in [146–148], systematized for the study of the scattering in
the PM expansion in Ref. [149] and recently extended in Ref. [150] to include dissipative
effects using the in-in formalism [151]. Initially applied to the conservative sector of the
scattering problem up to 2PM order, this approach has been then employed to compute
the 3PM [152] and 4PM orders [153, 154] concurrently with the results coming from
quantum amplitude methods. Tidal [149, 155–158] and spin [159–161] effects have also
been included in this formalism.

A variation of this approach consists in quantizing also the worldlines describing the
compact objects, as presented in Ref. [162], thus constructing a worldline QFT. One then
computes the connected Feynman diagrams as described before, this time with worldline
propagators, and take the classical limit from the beginning, discarding again all graphs
that contain a closed graviton loops. This has been applied in [163] to the study of the
leading-order gravitational radiation, then extended to spinning bodies in Ref. [164–166]
up to 3PM order. Dissipative effects have also been included recently in Ref. [167].

Both worldline and quantum amplitude methods greatly benefit from modern in-
tegration techniques, developed in the context of high energy physics. In both ap-
proaches, one eventually needs to solve n-loop integrals to find an explicit expression
for the (n + 1)PM order quantities. These integrals contain (on-shell) delta functions
which can be regarded as cut propagators through a procedure called reverse unitar-
ity [121, 168–171]. Then, one can simplify the computations using integration-by-parts
(IBP) identities [172–176], which have been automatized in many ways, such as in the
Mathematica package LiteRed [177,178] or in the program FIRE6 [179]. Applying IBP
identities allows one to reduce the problem of computing a complicated n-loop integral
to just a set of simpler scalar (n-loop) integrals, commonly referred to as master inte-
grals. Finally, one can write a differential equation satisfied by the latter, as shown in
Refs. [180–183]. This equation can be put in the so-called canonical form [184,185], for
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which the solution is known. Therefore, rather then solving this master integrals one-by-
one, one just needs to consider them in a particular (simpler) limit to find appropriate
boundary conditions for the differential equation [110,112,184].

As mentioned above, the PM approximation is more adapted to study the hyperbolic
encounter of two massive objects. However, the main sources that produce detectable
GWs are bound systems of two compact bodies2. It is thus important to find a way to
connect unbound and bound orbits’ information. One can relate the two physical systems
by means of the EOB formalism, as shown in [190, 191]. A more direct way consists in
performing a suitable analytic continuation to connect hyperbolic and elliptic motion.
This map was dubbed Boundary-to-Bound (B2B) and has been extensively developed
in Refs. [114, 192, 193]. With this procedure, one can either reconstruct a Hamiltonian
describing the two systems, or connect directly unbound observables (e.g. the scattering
angle) with bound ones (e.g. the periastron advance). This approach, however, still
misses the inclusion of the non-universal non-local part of such Hamiltonian, which is
due to radiation modes that are re-absorbed by the binary system after their emission.
These contributions are well understood in the PN formalism, see e.g. [31,34,194–196],
and in the PM scheme they first appeared in the recently obtained 4PM order results
[129,130,153,154].

In this work, we first review the main ingredients of the worldline EFT following
closely Ref. [149]. In particular in chapter 2 we include an extensive discussion on the
integration techniques used throughout the thesis, by considering a simple example at
2PM order. The other chapters are devoted to the treatment of radiative observables in
different scenarios, such as the total four-momentum carried away by the GWs, that was
not computed before using this formalism.

In chapter 3, we study the case of an encounter of two massive point-particles. We
lay out the Feynman rules and compute, at O (G), the pseudo stress-energy tensor — the
source of the gravitational radiation — via a matching procedure involving Feynman dia-
grams. From there, we are able to compute the radiation amplitude (i.e. the asymptotic
waveform in Fourier space), from which one can extract the leading-order radiated an-
gular momentum [122,128,163,197]. To the best of our knowledge, the order O

(

G3/2
)

amplitude cannot be written in terms of analytic known functions. As a consequence,
the radiated four-momentum cannot be computed using only this information due to the
multiscale nature of the resulting integrals, which have so far proven to be intractable
without performing a low-velocity expansion.

In the subsequent chapter, we see how to bypass the problem of not having an explicit
solution for the amplitude by rewriting the phase-space integral of the four-momentum
as a (cut) two-loop integral. In particular, we organize our calculations in terms of four
topologies that come out naturally from our Feynman rules for the gravitons. We solve
each topology, one by one. Then, we apply the integration techniques presented in
chapter 2, finding that the final result can be written as a linear combination of four cut

2For current detectors, signals from hyperbolic encounters of astrophysical objects are ex-
pected to be rare [186–189].
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two-loop master integrals. Solving these through the differential equations method, we
are able to obtain the result found using amplitude-based approches [110,120,121].

The remaining part of this work is devoted to the extension of these computations
beyond the point-particle approximation, by including the influence of the internal struc-
ture of the two bodies. In chapter 5, we explain how tidal deformations are incorporated
in the EFT [20, 144, 149, 155, 198, 199], and then compute the leading-order radiated
waveform, emitted four-momentum and energy flux. The obtained expression for the
emitted energy is analytically continued to the bound case, and found to be consistent
with the state-of-the-art results available from the PN computations [59–61].

Finally, in chapter 6 we include the effect of spins. After an introduction to the
worldline EFT formalism adapt to describe rotating objects [26,57,58,159–161,200–202],
we compute once again the radiated four-momentum in this context, finding agreement
with the existing PN literature up to 4PN order [63,193,203]. Remarkably, the derivation
of the emitted momentum in the case of point-particles, tidally deformed objects, and
rotating bodies requires the knowledge of only the four master integrals computed in
chapter 4.

We collect all the (lengthy) explicit expressions found in this dissertation in ap-
pendix C. Appendices A and B are devoted respectively to a re-derivation of the Cutkosky
cutting rules [204,205] and the computation of the boundary conditions needed to solve
the differential equation satisfied by the four master integrals.

This thesis is based on [206–209].
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Introduction en français

Les ondes gravitationnelles sont amenées à devenir une source d’information sans
précédent pour l’astrophysique, la cosmologie et la physique fondamentale. L’amélioration
de la sensibilité des futurs détecteurs, comme LISA [1], le télescope Einstein [2], et le
Cosmic Explorer [3], offre de nouvelles opportunités pour explorer les nouveaux enjeux
de la physique fondamentale, mettre à l’épreuve la nature de la gravité en champ fort,
et contraindre diverses formations binaires et cas d’évolution [4–10]. Actuellement, les
modèles de forme d’onde sont façonnés en employant des approches semi-analytiques,
comme le formalisme “effective-one-body” (EOB) [11–13]. Ces méthodes utilisent à la
fois des simulations de relativité numérique [14–17], et des études analytiques en théorie
des perturbations. Il est donc nécessaire de posséder une connaissance de plus en plus
précise du système physique qui produit les ondes gravitationnelles [18,19].

À présent, les principales sources des signaux d’ondes gravitationnelles sont les sys-
tèmes binaires d’objet compacts, à savoir des trous noirs ou des étoiles à neutrons. C’est
pourquoi l’étude du problème à deux corps en relativité générale (RG) a récemment
reçu un renouveau d’attention. Traditionnellement, ce problème a été affronté en util-
isant l’approximation post-Newtonienne (PN), selon laquelle les constituants du système
binaire sont non-relativistes, menant à la fois à un développement en puissances du po-
tentiel gravitationnel Gm/r, G étant la constante de Newton, m la masse typique de
deux objets et r leur distance relative, mais aussi en la petite vitesse relative v/c, c étant
la vitesse de la lumière. On réfère le lecteur aux travaux [20–28] et leurs références pour
une revue des différentes méthodes employées dans ce schéma de perturbation.

Dès l’aube de la RG [29, 30], cette approche s’est montrée très efficace, et on a
récemment obtenu la description (quasiment) complète de la dynamiques des systèmes
binaires liés à l’ordre 4 PN (à savoir un ordre (v/c)8 au-delà de l’approximation New-
tonienne) [31–40]. En ajoutant les résultats obtenus pour le rayonnement gravitation-
nel [41–47] et les résultats partiellement connus jusqu’à l’ordre 6PN [48–53], et avec
l’inclusion des effets de spin et de marée, cf. par exemple [54–63], tout cela constitue
l’état de l’art. Une autre approche de perturbation efficace pour le problème à deux corps
est le formalisme “self-force” [64–66], conçu pour l’étude des systèmes binaires à différence
extrême de masse où les masses des constituants m1 et m2 sont tels que m2 ≪ m1.
Contrairement à l’approche PN, celle-ci met en jeu un développement en puissances du
rapport des masses m2/m1, en gardant toutes les puissances de la constante de Newton
G. Les références [67–70] contiennent des résultats récents.

Le sujet principal de ce travail de thèse est un autre schéma analytique de pertur-
bation, dit approximation post-Minkowskienne (PM). Dans ce cadre, nous étudierons
un système gravitationnel à deux corps à travers son développement en la constante G

de Newton, tout en maintenant les vitesses complètement relativistes. Cette approche
est ainsi complémentaire à la susmentionnée PN. Comme on peut le voir sur la figure
2, chaque ordre du développement PM, représenté verticalement, contient une suite de
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toutes les techniques modernes développées par la communauté de la physique des par-
ticules, par exemple la double copie [94–97] et l’unitarité généralisée [98–100]. Il faut par
la suite comprendre comment isoler la physique classique de cette amplitude quantique.
Des progrès en ce sens ont récemment été accomplis dans différents contextes [101–105].

Si l’on se concentre sur le problème gravitationnel à deux corps, on s’aperçoit rapide-
ment qu’il y a essentiellement trois échelles de longueur : la longueur d’onde de Compton
des objets massifs ℓc = ~/(mc), leur dimension typique RS = Gm/c2 et leur séparation
donnée par le paramètre d’impact b, voir la figure 3, page 24. La limite classique est
imposée par la hiérarchie suivante:

ℓc ≪ RS ≪ b . (1)

La première inégalité a pour but d’assurer que les effets quantiques soient supprimés3,
alors que la seconde correspond au développement PM gouvernée par le petit paramètre

RS

b
=

Gm

c2b
≪ 1 . (2)

Puisque l’angle de diffusion au premier ordre est essentiellement RS/b, on peut déduire
de l’équation précédente, en calculant les corrections d’ordre supérieur en Rs/b, que
l’approximation PM peut seulement étudier des diffusions quasi-droites.

Dans l’espace de Fourier, la hiérarchie de l’équation (1) devient

q

mc
≪ Gmq

~c2
≪ 1 , q ∼ ~

b
, (3)

où q est le moment échangé, la variable conjuguée de b. De là, on peut constater que la
limite classique est obtenue en développant l’amplitude calculée pour des petites valeurs
de q, c’est-à-dire en accomplissant un développement dit mou, commune dans la méthode
des régions [106]. Une fois la limite de cette amplitude calculée, il y a de nombreuses
manières d’extraire l’information classique. On peut soit ajuster les résultats avec une
EFT afin de trouver le Hamiltonien classique du système [107,108], soit utiliser les données
de l’amplitude pour calculer la phase eikonale classique [109–112] ou l’action radiale
[113,114], d’où on peut extraire des observables telles que l’angle de diffusion. De manière
alternative, on peut suivre la méthode présentée dans [115, 116] et prendre directement
la limite classique des observables quantiques bien définies, comme l’impulsion totale
ou le moment irradié, en comptant attentivement les puissances de ~ pour isoler les
contributions classiques et quantiques.

Dans ce cadre, la connaissance de la dynamique à deux corps conservative et radiative
a été étendue afin d’inclure des ordres PM de plus en plus élevés. En particulier, la
dynamique complète à l’ordre 3PM est à présent bien connue [110,117–126,128], et une
partie de l’ordre 4PM a été naguère dérivée dans [129, 130] en utilisant des méthodes
brièvement énoncées dans les paragraphes précédents. Les effets de marée [131–136] et
de spin [137–143] ont également été pris en compte dans cette approche.

3Il faut noter que la première inégalité impose également ℓPl ≪ RS , où ℓPl =
√

~G/c3 est la
longueur de Planck.
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De manière alternative, les méthodes “wordline” EFT ont été développées en visant
l’étude du développement PM des problèmes de diffusion gravitationnelle. C’est là le prin-
cipal objet de ce travail. Cette méthode, inspirée par la théorie nommée Non-Relativistic-
General-Relativity (NRGR) [20,144] — une approche EFT de l’analyse PN du problème
à deux corps, voir [23–27, 145] pour une revue —, considère les deux objets compacts
comme des sources localisées extérieures sans propagation du champ gravitationnel. Leur
recul est du même ordre de grandeur que le moment échangé q, c’est pourquoi il est nég-
ligeable par rapport au moment initial p à cause de

~

J
=

~

pb
∼ q

p
≪ 1 , (4)

où J = pb est le moment angulaire asymptotique du système. Ensuite, on peut calculer
l’action effective pour les deux corps en “intégrant” les degrés de liberté gravitationnels.
Cela peut être effectué en calculant tous les diagrammes de Feynman connectés ordre par
ordre en le paramètre de perturbation G. Dans ce procédé, on écarte tous les diagrammes
contenant des boucles de gravitons fermées. Ceux-ci sont négligeables puisqu’ils sont
atténués par un facteur [20] :

~

pb
∼ q

p
≪ 1 . (5)

Nous exposerons cela plus en détail dans le premier chapitre.
L’un des principaux avantages de cette méthode par rapport à celle qui s’appuie sur

les amplitudes “on-shell” est que, si l’on considère les simplifications susmentionnées,
la limite classique est imposée dès le début, et cela dispense de compter les ~ ou de
faire un développement en q. Cette EFT avait déjà été employée dans [146–148], puis
systématisée pour l’étude de la diffusion dans le développement PM dans [149], et récem-
ment étendue dans [150] pour inclure des effets de dissipation en utilisant le formalisme
“in-in” [151]. Initialement appliquée au secteur conservatif du problème de la diffusion
jusqu’à l’ordre 2PM, cette approche a par la suite été employée pour calculer les ordres
3PM [152] et 4PM [153, 154]. Les effets de marée [149, 155–158] et de spin [159–161]
ont également été inclus dans ce formalisme.

On peut suivre une approche légèrement différente et quantifier les lignes d’univers
qui décrivent les objets compacts en construisant ainsi une QFT “wordline” [162]. Il faut
ensuite calculer les diagrammes de Feynman connectés susmentionnés, cette fois avec des
propagateurs “wordline”, et prendre la limite classique au début, en écartant de nouveau
tous les diagrammes qui contiennent des boucles de gravitons fermées. Cela a été mis
en œuvre dans [163] pour l’étude de la radiation gravitationnelle au premier ordre, et
ensuite étendu aux objets en rotation jusqu’à l’ordre 3PM dans [164–166]. Les effets de
dissipation ont également été inclus récemment dans [167].

Les méthodes à la fois quantique et “wordline” tirent un grand bénéfice des techniques
d’intégration modernes, développées dans le contexte de la physique des hautes énergies.
Dans les deux approches, il faut résoudre des intégrales à n boucles afin de trouver une
expression explicite pour les quantités d’ordre (n+1)PM. Ces intégrales contiennent des
fonctions delta “on-shell” qui peuvent être considérées comme des propagateurs coupés
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en employant une procédure appelée unitarité inversée [121,168–171]. On peut simplifier
les calculs en utilisant des identités d’intégration par parties (IPP) [172–176], qui ont
été automatisées par de nombreuses manières, voir par exemple le package Mathemat-

ica LiteRed [177, 178] et le programme FIRE6 [179]. Le fait d’appliquer les identités
IPP permet de réduire le problème du calcul d’intégrales compliquées à n boucles, à
un ensemble d’intégrales scalaires plus simples (à n boucles), communément appelées
intégrales “master”. Enfin, on peut écrire une équation différentielle pour ces dernières,
comme montré dans [180–183], équation qui peut être mise sous la forme dite canon-
ique, cf. [184,185], dont la solution est connue. Donc, sans devoir résoudre les intégrales
“master” une par une, il faut simplement trouver une solution pour un cas limite plus
simple afin de trouver les conditions aux limites de l’équation différentielle [110,112,184].

Comme nous l’avons dit, l’approximation PM est plus adaptée à l’étude des trajec-
toires hyperboliques de deux objets massifs. Toutefois, les sources principales des signaux
détectables d’ondes gravitationnelles sont des systèmes liés de deux objets compacts4.
En ce sens, le fait de trouver un moyen pour connecter les informations d’orbites liées et
non-liées est un objectif théorique important. On peut relier les deux systèmes physiques
à travers le formalisme EOB, comme montré dans [190, 191]. En prenant un prolonge-
ment analytique pour connecter les mouvements hyperbolique et elliptique, on obtient
une solution plus directe. Cette méthode a été appelée “Boundary-to-Bound” (B2B) et
a été étudiée en profondeur dans [114, 192, 193]. En suivant ce procédé, on peut soit
reconstruire un Hamiltonien décrivant les deux systèmes, soit connecter directement des
observables non-liées, comme l’angle de diffusion, et liées, comme la précession du péri-
astre. Il manque toutefois dans cette approche l’inclusion de la partie non-universelle et
non-locale du Hamiltonien, qui vient des modes de radiation réabsorbés par le système
binaire après leur émission. Ces contributions sont bien contrôlées dans le formalisme PN,
voir par exemple [31, 34, 194–196], et apparaissent pour la première fois dans le schéma
PM à l’ordre 4PM récemment obtenu [129,130,153,154].

Dans le cadre de cette thèse, nous allons d’abord passer en revue les principaux
éléments de l’EFT “wordline” en nous appuyant sur [149]. Dans le deuxième chapitre,
nous présentons une discussion approfondie des techniques d’intégration utilisées tout au
long du corps de la thèse, grâce à un exemple simple à l’ordre 2PM. Dans les autres
chapitres, nous nous concentrerons sur le traitement des observables radiatives dans
différents cas de figure, par exemple le quadri-moment total transporté par les ondes
gravitationnelles, ce qui n’avait jamais été calculé auparavant en suivant ce formalisme.

Dans le troisième chapitre, nous étudierons le cas de figure d’une rencontre de deux
objets ponctuels. Nous introduirons les règles de Feynman et calculerons, à l’ordre O (G),
le pseudo-tenseur énergie-impulsion — la source des ondes gravitationnelles — à travers
un ajustement avec les diagrammes de Feynman. Grâce à cela, nous pourrons calculer
l’amplitude de radiation, à savoir la forme d’onde asymptotique dans l’espace de Fourier,
à partir de laquelle l’on peut extraire l’émission du moment angulaire au premier ordre

4On estime que, vu la sensibilité actuelle des détecteurs, les signaux produits par les orbites
elliptiques d’objets astrophysiques seront rares [186–189].
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[122,128,163,197]. En l’état actuel de nos connaissances, l’amplitude à l’ordre O
(

G2
)

ne
peut pas être écrite en employant des fonctions analytiques connues. Par conséquent, le
quadri-moment irradié ne peut pas être calculé en employant seulement ces informations,
à cause de la nature multiscalaire des intégrales qui en résultent, qui, comme cela a été
montré jusqu’à présent, ne sont pas tractables sans effectuer un développement à basse
vitesse.

Dans le quatrième chapitre, nous verrons comment on peut éviter le problème du
manque de solution explicite pour l’amplitude en réécrivant l’intégrale dans l’espace des
phases du quadri-moment comme une intégrale coupée à deux boucles. En particulier,
nous présenterons nos calculs selon quatre topologies qui découlent naturellement de
nos règles de Feynman pour les gravitons. Nous résoudrons ces topologies une par
une. Par la suite, nous appliquerons les techniques d’intégration présentées au deuxième
chapitre et nous montrerons que le résultat final peut être écrit comme une combinaison
linéaire de quatre intégrales “master” coupées à deux boucles. En les résolvant selon la
méthode des équations différentielles, nous pouvons obtenir le résultat que l’on retrouve
dans [110,120,121] en employant les approches fondées sur les amplitudes.

Le reste de ce travail est dévoué à l’extension de ces calculs au-delà de l’approximation
d’une particule ponctuelle, en incluant l’influence de la structure interne des deux corps.
Dans le cinquième chapitre, nous expliquerons comment les déformations de marée sont
incorporées dans l’EFT [20, 144, 149, 198, 199], et nous calculerons au premier ordre la
forme d’onde irradiée, le quadri-moment émis, et le flux d’énergie. L’expression obtenue
pour l’énergie émise est prolongée analytiquement au cas lié, et elle est cohérente avec
les résultats de l’état de l’art accessibles par les calculs PN [59–61].

Enfin, au chapitre sixième, nous inclurons les effets de spin. Après une introduction du
formalisme EFT “wordline” apte à décrire les objets en rotation [26,57,58,161,200–202],
nous calculerons de nouveau le quadri-moment dans ce contexte, et nous serons en accord
avec la littérature sur l’approche PN jusqu’à l’ordre 4PN [63,193,203]. Remarquablement,
le calcul du moment émis dans le cas des particules ponctuelles, d’objets déformés par les
effets de marée, et de corps en rotation, requiert seulement la connaissance des quatre
intégrales “master” calculés au chapitre quatrième.

Nous recueillons toutes les longues expressions explicites trouvées dans cette thèse
dans l’appendice C. Les appendices A et B sont consacrées, pour l’une, au calcul des
règles de coupe de Cutkosky [204, 205] et, pour l’autre, au calcul des conditions limites
nécessaires à la résolution de l’équation différentielle satisfaite par les quatre intégrales
“master”.

Cette thèse se fonde sur [206–209].
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Conventions and definitions

• From now on, we work with natural units ~ = c = 1, unless otherwise noted, and
define the Planck mass as mPl ≡ (32πG)−1/2, where G is the Newton constant.

• We use Einstein’s summation over repeated indices. Greek and Latin indices ranges
are µ, ν, · · · = 0, 1, 2, 3 and i, j, · · · = 1, 2, 3.

• We use round and square brackets to respectively symmetrize and anti-symmetrize
indices, e.g.

A(µν) ≡ 1

2
(Aµν +Aνµ) , A[µν] ≡ 1

2
(Aµν −Aνµ) .

If the indices are not contiguous, we put straight lines to highlight them, e.g.

A(µ|σρ|ν) =
1

2
(Aµσρν +Aνσρµ) , A[µ|σρ|ν] =

1

2
(Aµσρν −Aνσρµ) .

• We use mostly-minus convention for the metric, i.e. the four-dimensional Minkowski
metric is given by ηµν = diag(1,−1,−1,−1). A generic metric gµν then keeps the
same signature. We define g ≡ det gµν .

• We denote 3-vectors in boldface, e.g. x,y, . . . , while we use non boldface plus a
Latin index to denote a component of the 3-vector, e.g. xi, yi, . . .

• We define the Riemann tensor as Rρ
µσν ≡ 2∂[σ|Γ

ρ
µ|ν] + 2Γρ

λ[σ|Γ
λ
µ|ν], where

Γρ
µν is the torsion-free Levi-Civita connection. The Ricci tensor and scalar are

then respectively defined as follows Rµν ≡ Rσ
µσν , R ≡ Rµνg

µν . Finally, pulling
down all indices for convenience, we defined the Weyl tensor in four dimensions as

Cρσµν ≡ Rρσµν −
(

gρ[µRν]σ − gσ[µRν]ρ

)

+
1

3
gρ[µgν]σR .

• We use the compact notation

∫

d4k

(2π)4
d4q

(2π)4
· · · ≡

∫

k,q,...
.

When working in d dimension,
∫

k,q,... denotes the d dimensional version of the
above integrals.

• We define δ−n(x) ≡ (2π)nδn(x), where δn(x) is the n dimensional delta function.
For massive and massless field, we define the on-shell delta functions respectively
as

δ−±(k
2 −m2) ≡ ϑ(±k0)δ−(k2 −m2) , δ−±(k

2) ≡ ϑ(±k0)δ−(k2) .

where ϑ(x) is the Heaviside step function.
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1 - The Post-Minkowskian Effective field theory

In this chapter we review the worldline PM EFT first established in [149]. Originally
constructed to study the conservative part of the two-body problem, this can be extended
to include radiative effects1, following [206, 207]. We conclude the chapter with a brief
discussion of the powerful Boundary-to-Bound (B2B) map described in [114, 192, 193],
that allows us to connect the scattering and the bound two-body problem.

1.1 . The scattering set-up

In what follows, we study the scattering process between two classical spinless massive
objects with masses m1 and m2, see figure 3 in the next page. In the center of mass
(COM) frame, we can parametrize the two incoming four-momenta p1 and p2 as

pµ1 = m1u
µ
1 = (E1,p) , pµ2 = m2u

µ
2 = (E2,−p) , (1.1.1)

where uµ1 and uµ2 are the two incoming four-velocities and Ea =
√

m2
a + p2, for a = 1, 2,

the incoming energies. We call the absolute value of the impact parameter b, and,
following a standard notation, we define the total mass M and the symmetric mass ratio
ν as

M ≡ m1 +m2 , ν ≡ m1m2

M2
. (1.1.2)

These allow us to introduce the following quantities useful to parametrize the problem:

• The total incoming energy E and the reduced non relativistic energy E

E = E1 + E2 = M(1 + νE) , E =
E −M

Mν
(1.1.3)

• The relative Lorentz factor γ and the ratio Γ = E/M

γ = u1 · u2 = 1 + E +
ν

2
E2 , Γ =

E

M
=
√

1 + 2ν(γ − 1) (1.1.4)

• The modulo of the asymptotic three-momentum p∞ and the total asymptotic
angular momentum J

p∞ ≡ |p| = Mν

√

γ2 − 1

Γ
, J = p∞b (1.1.5)

As discussed in the introduction, defining the Compton wavelength ℓc and the Schwarzschild
radius RS of the scattering objects with a typical mass m

ℓc ≡
1

m
, RS ≡ Gm , (1.1.6)

1An implementation of the in-in formalism in the worldline EFT andQFT approaches has been
recently proposed in Refs. [150] and [167] respectively.
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Figure 3: The scattering problem in the center of mass frame. b is the impact parameter and χ
is the scattering angle.

the classical regime and PM expansion are ensured by considering the following hierarchy
of scales (in direct and Fourier space respectively),

ℓc
b

≪ RS

b
≪ 1 ,

q

m
≪ Gmq ≪ 1 . (1.1.7)

In the above equations, q is the modulo of the exchanged momentum qµ, that is the
conjugate variable of bµ. The first inequality ensures the suppression of the quantum
contributions, while the second one is the classical PM expansion. Moreover, we stress
that 1/(mb) ≪ Gm/b implies ℓPl/(Gm) ≪ 1, where ℓPl =

√
G. Indeed

ℓ2Pl
R2

S

=
ℓc
b

(

b

RS

)

≪ 1 . (1.1.8)

Therefore the previous hierarchy can be equivalently rewritten as
√
G

b
≪ Gm

b
≪ 1 ,

√
Gq ≪ Gmq ≪ 1 . (1.1.9)

In what follows, we should employ either eq. (1.1.7) or (1.1.9) to justify the approxima-
tions we make to obtain the classical limit.

1.2 . Action for the sources

Let us now be more explicit and introduce the action that describes the two compact
objects in the EFT formalism. In this thesis, we follow the approach of [20] (reviewed
in [23–27,145]) and consider the massive objects as external non-propagating sources of
the gravitational field. To construct their action, let us first consider the case of just one
object. In first approximation, this can be taken to be a point-particle described by its
wordline coordiantes xµ(λ), with λ an affine parameter. Let us introduce the conjugate
momentum, defined as

pµ ≡ −δSpp

δẋµ
, (1.2.1)

where ẋµ(λ) = dxµ(λ)/dλ, and we raise and lower indices with the metric gµν . We can
then write the action of this object using first-order forms, i.e.

Spp =

∫

dλ (−gµν ẋ
µpµ −Hpp) . (1.2.2)
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We know that only three of the four components of xµ(λ) are necessary to uniquely
determine the position of the object; therefore, we must impose a constraint to remove
one of them. An obvious one is the on-shell condition, i.e. if m is the mass of the body

Hpp = −e(λ)

2m
(p2 −m2) , (1.2.3)

with e(λ) a Lagrange multiplier and p2 = gµνp
µpν . Notice that the Hamiltonian for a

generally covariant system typically vanishes [210], that is why Hpp is purely a constraint
term. We can remove the dependence of the action on pµ using its equations of motion
(EOM), finding eventually

Spp = −m

2

∫

dλ
1

e(λ)

[

gµν(x(λ))ẋ
µ(λ)ẋν(λ) + e2(λ)

]

. (1.2.4)

This is sometimes sometimes referred to as the Polyakov form of the point-particle action,
see also Ref. [211]. Notice that now the EOM for the Lagrange multiplier are

e2(λ) = gµν(x(λ))ẋ
µ(λ)ẋν(λ) ; (1.2.5)

substituting this in (1.2.4) gives the more familiar Lagrangian Lpp = −m
√

gµν ẋµ ẋν . In
chapters 5 and 6 we shall see how this derivation can be modified to include respectively
finite-size effects, e.g. [20,212], and spins, e.g. [26, 201].

Finally, notice that the action (1.2.4) is invariant under re-parametrization of the
worldline λ → λ′(λ) which implies that e(λ) transforms as

e(λ) → e′(λ′) =
dλ

dλ′
e(λ) . (1.2.6)

The Lagrange multiplier e(λ) is there to precisely ensure this gauge symmetry. It is
then sometimes convenient to describe the worldline using the proper time of the object
dτ2 = gµνdx

µdxν which is equivalent to fix e(λ) = 1. In this case, the point-particle
action becomes

Spp = −m

2

∫

dτ
[

gµν(x(τ))Uµ(τ)Uν(τ) + 1
]

, (1.2.7)

with Uµ = dxµ/dτ the four-velocity of the body. As we shall see in the next sections,
having fixed e(λ), one must impose the condition gµν(x(τ))Uµ(τ)Uν(τ) = 1 after having
computed observables in this formalism. Note that compared to the “traditional” action
[20], this parametrization allows to simplify the coupling between matter and gravity [149,
213,214].

1.3 . The effective action

Let us go back to the two-body problem and introduce the gravitational interaction.
This system is described by the action

Seff,1 = −2m2
Pl

∫

d4x
√−gR−

∑

a=1,2

ma

2

∫

dτa
[

gµν(xa)Uµ
a (τa)Uν

a (τa) + 1
]

, (1.3.1)
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where gµν is the metric parametrizing the gravitational interaction. For the two point-
particles, we choose to parametrize the wordlines with their proper time τa, a = 1, 2,
thus their action has the form (1.2.7).

We want to study a classical scattering process in which the two bodies deviate from
their initial straight trajectories due to the gravitational interaction. We do this in the
weak field regime, i.e. we expand the metric around Minkowsky spacetime as

gµν = ηµν +
hµν
mPl

. (1.3.2)

Using QFT language, we can compute the effective action describing the objects starting
from eq. (1.3.1) and integrating out the gravitational degrees of freedom hµν [20,23–27,
145], i.e.

eiSeff =

∫

Dhµνe
iS+iSGF , (1.3.3)

where SGF is the usual gauge-fixing term arising from a Faddeev-Popov procedure that
determines the gravitational field unambiguously [215–217]. We shall discuss the absence
of ghosts fields in the next paragraph.

The way of computing the effective action as in eq. (1.3.3) is known as the top-

down approach. As explained before, we consider the two massive objects as external
non-propagating sources of the gravitational field. Indeed, in our approximation, all the
momenta kµ of the exchanged gravitons scale like |kµ| ∼ 1/b ∼ q, while the momentum
of the sources is clearly |p| ∼ m. The sources then recoil by |∆p| ∼ q [20], hence

|∆p|
|p| ∼ q

m
≪ 1 , (1.3.4)

as per the scaling in (1.1.7). Therefore, eq. (1.3.3) is equivalent to the so-called vacuum-
to-vacuum amplitude in the presence of sources. Then, Seff can be computed efficiently at
each order in the perturbative expansion by considering all connected Feynman diagrams
having the same power of G. More explicitly, introducing the following diagrammatic
conventions

−→ Point-particle sourcing the field ,

−→ graviton propagator ,

and deriving the corresponding Feynman rules from eq. (1.3.1), one can compute the
effective action as

iSeff =

1

2

+

1

+

1

2

+

1

+O
(

G3
)

.

(1.3.5)
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1

2

(a)

1

2

(b)

Figure 4: Example of topologies giving quantum contributions to Seff at order (a) O
(

G2
)

and

(b) O
(

G3
)

.

One must also add the analogous diagrams with bodies 1 and 2 exchanged. Notice
that the approximation of the two bodies as point-particles may produce ultraviolet (UV)
divergent contributions. These can be easily handled in the EFT language through the
use of dimensional regularization and counter terms [20,23,25,216,217].

In order to be more explicit, let us first write the Feynman rules relevant for the
computations done in the first three chapters of this work. Due to the use of the
Polyakov-like parametrization, from the matter part of eq. (1.3.1) we see that we have
only one way in which we can source the gravitational field,

τa µν
k

= − ima

2mPl

∫

dτae
ik·xa(τa)Uµ

a (τa)Uν
a (τa) . (1.3.6)

For the gravitational sector, we choose to work in the usual De Donder gauge, hence in
eq. (1.3.3) we set

SGF =

∫

d4x

(

∂ρhρµ − 1

2
∂µh

)(

∂σh
σµ − 1

2
∂µh

)

, (1.3.7)

where we defined h ≡ hµνη
µν . Summing this to the Einstein-Hilbert action, we obtain

SEH + SGF =
1

2

∫

d4x

(

∂µh
αβ∂µhαβ − 1

2
∂µh∂

µh

)

+O
(

h3
)

. (1.3.8)

We can then derive the Feynman rules for the graviton propagator as well as the self-
interaction vertices, i.e.

µν ρσk =
i

k2
Pµνρσ , Pµνρσ = ηµ(ρησ)ν −

1

2
ηµνηρσ , (1.3.9)

α1β1

α2β2

α3β3
k1

k2

k3
=

i

mPl
δ−4(k1 + k2 + k3)V

α1β1α2β2α3β3
3 (k1, k2, k3) . (1.3.10)
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Due to its length, we display the rules for the self interaction vertex in appendix C.
Expressions such as this one are more efficiently handled with symbolic softwares, e.g.
Mathematica2.

As we discussed in the introduction, even though we are using QFT language, we are
actually interested only in the classical contributions to the effective action. We must then
find a way to identify and ignore any quantum effect. One can use an equivalent scaling
reasoning as before — as explained in Ref. [20] — to see that all quantum contributions
to Seff are given by closed-graviton-loop diagrams. Indeed, since at leading order the two
bodies move freely in empty space, we can say that the four-velocities scale as3

Uµ
a (τa) ∼ 1 +O (G) . (1.3.11)

Together with the fact that all gravitons scale as q, one obtains

∼
√
G
m

q
+O (G) , ∼ 1

q2
, ∼

√
G

q2
. (1.3.12)

The first diagram giving Newtonian physics in (1.3.5) scales as

1

2

∼ Gm2 . (1.3.13)

(To obtain this scaling, one must include the integration measure of the exchanged
graviton momenta.) The graph in figure 4 (a) is, instead,

1

2

∼ G2m2q2 = Gm2(Gq2) ≪ 1 . (1.3.14)

Compared to eq. (1.3.13), this scales as Gq2, hence precisely as a quantum contribution;
see the hierarchy in eq. (1.1.9). On the other hand, the third graph of (1.3.5) scales as

1

2

∼ Gm2(Gmq) , (1.3.15)

2See for instance packages xTensor and xPert [218,219].
3This will be clearer in section 1.4.1, see the paragraph before eqs. (1.4.7) and (1.4.8).
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thus encoding the first PM correction to the effective action. To conclude, in order to
ignore all quantum contributions, it is enough to discard graphs such as the ones depicted
in figure 4. This is the reason why we do not need to include any ghost field in eq. (1.3.3).
Computing the effective action in this way is actually equivalent to solve perturbatively
the Einstein equations for hµν and insert the solution in the original action (1.3.1), a
procedure known as the construction of the Fokker-action (see [21] and references therein
for a review).

1.3.1 . Potential and radiation modes

Note that in eq. (1.3.9), we have left implicit the i0+ prescription in the denominator
appearing to specify the contour of integration in the complex k0 plane. In general, any
integral appearing in (1.3.5) receives contributions from two physical regions:

• The potential region, responsible for the conservative part of the problem that in
a scattering process makes the two bodies deviate from their initial trajectories.
All gravitons in this regions are off-shell, i.e. k2 6= 0 in (1.3.9).

• The radiation region that incorporates on-shell momenta, i.e. k2 = 0 in (1.3.9).
These gravitons carry the signal that we can detect on earth.

For potential modes the i0+ prescription is thus irrelevant, and one can safely use the
usual Feynman time-symmetric propagator. On the other hand, for radiation modes the
contribution of the pole is essential. In the typical scattering process we want to analyze,
the two bodies are initially moving along straight trajectories in vacuum, hence there is
no incoming radiation. Thus, in order to take into account only outgoing radiation, one
should impose retarded boundary conditions, e.g.

µν ρσk

Ret

=
i

(k0 + i0+)2 − |k|2Pµνρσ . (1.3.16)

In particular, the way to correctly implement this in an EFT language is through the
use of the in-informalism [151, 220, 221], which allows to describe systems that are no
longer time-symmetric. This has been recently applied in the context of the study of the
two-body problem in the PM framework in Refs. [150,167].

As we shall see, splitting in potential and radiation modes allows us to simplify the
computation of the Feynman integrals encountered at each perturbative order. How-
ever, when doing such decomposition, spurious infrared (IR) and UV divergences may
occur in intermediate steps of the computation. These are naturally handles in the EFT
language through the use of dimensional regularization, and are expected to eventually
cancel against each other in the final result for physical observables. See [34,35,37] and
references therein for a thorough discussion on this matter.

1.3.2 . Effective action for the radiative sector

In principle, the procedure outlined in the previous sections can be carried out for
both the conservative and radiation sector. However, here we introduce an equivalent
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way of computing the previous effective action that, as we shall see in the next sections
and chapters, turns out to be very useful when one wants to focus on the radiative part
of the problem.

The idea is to match our theory described by eq. (1.3.1) with the following effective
action [20,88,222]

Γ[xa, hµν ]=

∫

d4x

[

1

2

(

∂µh
αβ∂µhαβ − 1

2
∂µh∂

µh

)

− 1

2mPl
Tµν(x)hµν(x)

]

. (1.3.17)

The gravitational part of the above equation is the quadratic gauge-fixed part of the
Einstein-Hilbert action, see eq. (1.3.8). We parametrize the source of the gravitational
field with an unknown pseudo stress-energy tensor Tµν . This contains the contributions
coming from both the two massive objects and all the gravitational self-interactions.

We can compute Tµν via a matching procedure as follows: we expand again (1.3.1)
for small hµν and use this to compute the one-point expectation value 〈hµν〉, i.e. con-
sidering all the Feynman diagrams with one external graviton

〈h̃µν(k)〉 =

1

µν

k

+
µν

2

k +

1

2

µν
k

+ . . . , (1.3.18)

where we have denoted the Fourier transform with a tilde. We can do the same compu-
tation starting from eq. (1.3.17). Then, we match the two results obtaining the following
equation

Pµνρσ

k2
T̃ ρσ(k)

2mPl
=

1

µν

k

+
µν

2

k +

1

2

µν
k

+ . . . , (1.3.19)

which allows us to find an explicit expression for T̃µν at each order in the perturbative
expansion. This procedure is known as bottom-up approach.

If we are interested in the radiative sector, we can consider the external graviton
to be on-shell and impose k2 = 0. Then, T̃ ρσ(k) contains all the relevant information
needed to compute physical observables, as we shall see in the next sections. Finally, let
us stress that in principle one can have more than one graviton that is emitted, see e.g.
the diagram in figure 5. This would require an extra term in (1.3.17) of the form

Γ[xa, hµν ] ⊃ − 1

2mPl

∫

d4xJµνρσ(x)hµν(x)hρσ(x) . (1.3.20)

Since they enter at an higher order in the perturbative expansion, these terms will not
appear in the computations done in this work, and we can then ignore them.
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µν

ρσ

Figure 5: Example a diagram contributing to Jµνρσ .

1.4 . Computing Observables

Now that we have introduced the general set-up of the PM EFT, let us be more
concrete, and explain how the PM series is arranged. One feature that distinguishes this
EFT approach from the original PN description of [20] is that, rather than computing
explicitly the effective action introduced in (1.3.3), it focuses on directly computing
observables such as the scattering angle. There are two main reasons for this: first of all,
observables are gauge invariants, therefore, their expressions are more compact and more
easily comparable with results obtained with other approaches. Secondly, the recently
established B2B dictionary [114, 192, 193] has shown that certain observables can be
used to reconstruct gauge-dependent quantities such as the action, meaning that their
expression is enough to reconstruct the dynamics of the system. Moreover, the B2B
mapping finds a direct link between the scattering observables that we can compute with
our EFT framework, and the corresponding bound-case observables that are of greater
interest for the current and future gravitational wave detectors.

We shall briefly present the B2B dictionary at the end of this chapter, redirecting the
reader to [114, 192, 193] for a more complete description. For the reasons that we have
just outlined, in the next few sections we focus on two main observables:

• The total impulse ∆pµa , i.e. the change in the four-momentum of the two objects
a = 1, 2. This can be used to compute the deflection angle.

• The emitted momentum Pµ
rad, i.e. the momentum carried away by the GWs during

the scattering. From here, we shall obtain the radiated energy.

We postpone any explicit computation to chapter 2, where we shall see how to compute
the total impulse at next-to-leading-order (NLO), i.e. O

(

G2
)

, recovering results known in
the literature [76, 118, 149, 162]. This rather simple computation allows us to introduce
in an extensive way the main integration techniques routinely applied in the study of
the two-body problem. The leading-order (LO) emitted momentum will be instead the
subject of the other chapters of this thesis.

1.4.1 . The total impulse

Since the description of body 1 is completely equivalent to the one of body 2, let us
focus on the former. The effective action (1.3.3) can be written as

Seff =
∞
∑

n=0

∫

dτ1Ln [x1(τ1), x2(τ2)] , (1.4.1)
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where the label n stands for the order O (Gn) in the perturbative expansion. The lowest
order n = 0 is simply the Lagrangian for a particle moving freely in flat spacetime, i.e.

L0 = −m1

2
ηµν Uµ

1 Uν
1 . (1.4.2)

By varying eq. (1.4.1), we obtain the usual EOM
∞
∑

n=0

[

d

dτ1

(

∂Ln

∂Uν
1

)

− ∂Ln

∂xν1

]

= 0 . (1.4.3)

Since L0 does not depend explicitly on xµ1 , we can see that

ηµν
d

dτ1

(

∂L0

∂Uν
1

)

= −m1
dUµ

1

dτ1
= −dpµ1

dτ1
. (1.4.4)

If we isolate this terms in eq. (1.4.3) and integrate over τ1 one eventually obtains

∆pµ1 =

∫ ∞

−∞
dτ1

dpµ1
dτ1

= −ηµν
∞
∑

n=1

∫ ∞

−∞
dτ1

∂Ln

∂xν1
. (1.4.5)

In order to get the above equation, we have assumed that the two bodies are moving
freely both at incoming and outgoing infinity, i.e.

Ln −−−−−→
τa→±∞

0 , for n > 0 . (1.4.6)

The right-hand side of eq. (1.4.5) depends on both the worldine positions and
velocities of the two bodies xµa(τa) and Uµ

a (τa). In a gravitational scattering these
quantities change due to the mutual gravitational interaction between the two masses,
hence they depend on the Newton constant. Therefore, in order to completely isolate
the power of G, we expand them around straight motion variables [115, 149, 152, 223],
i.e. for each body a = 1, 2

xµa(τa) = bµa + uµaτa + δ(1)xµa(τa) + δ(2)xµa(τa) . . . , (1.4.7)

Uµ
a (τa) = uµa + δ(1)uµa(τa) + δ(2)uµa(τa) . . . . (1.4.8)

Here ua is the constant asymptotic incoming velocity, ba is the body displacement or-
thogonal to it, ba · ua = 0 and the δ(n)xµa and δ(n)uµa are the order O (Gn) deviation
from straight motion that can be computed from the (n − 1)-th order effective action.
Finally, we see that bµ ≡ bµ1 − bµ2 is the impact parameter of the system. Notice that in
our scattering set up

δ(n)xµa(τa) −−−−−→τa→±∞
0 , δ(n)uµa(τa) −−−−−→τa→±∞

0 . (1.4.9)

We can then compute the nPM order impulse as follows [149]

∆(n)pµ1 ≡ −ηµν
∫ ∞

−∞
dτ1

{

∂

∂xν1
Ln [ba + uaτa]

+

n−1
∑

k=1

∂

∂xν1
Lk

[

ba + uaτa + δ(1)xµa + · · ·+ δ(n−k)xµa

]

∣

∣

∣

∣

O(Gn)

}

.

(1.4.10)
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In the above equation we left implicit the dependence on the four-velocities to simplify
the final expression. The second line of (1.4.10) means that we need to expand the
derivative of the Lagrangian at order k, with k < n, up to order n − k in the worldline
trajectories and velocities and then take the term of order O (Gn). Once again, we see
that in order to compute the O (Gn), we just need to know the O

(

Gn−1
)

deviations
from straight motion, so the procedure can be carried out iteratively.

1.4.2 . The emitted momentum

Let us now illustrate how we can compute an observable in the radiative sector. In
section 1.3.2 we saw how to obtain the pseudo stress-energy tensor of the two-body
system. If we consider the emitted radiation to be on-shell, i.e. k2 = 0, then we can
compute the total (classical) probability amplitude of emitting one graviton with helicity
λ and momentum k as

iAλ(k) = − i

2mPl
ǫ∗λµν(k)T̃

µν(k)
∣

∣

k2=0
. (1.4.11)

In the above equation λ = ±2, and we introduced the polarization tensors ǫλµν normalized
as ǫ∗λµν(k)ǫ

µν
λ′ (k) = δλλ′ . The amplitude in eq. (1.4.11) can then be used to compute

radiative observables such as the asymptotic waveform [224],

hµν(x) = − 1

4πr

∑

λ=±2

∫

dk0

2π
e−ik0trǫλµν(k)Aλ(k)|kµ=k0nµ , (1.4.12)

where r is a distance much larger than the interaction region, tr = t−r is the retarder time
and nµ = (1,n) with n the unitary vector pointing along the direction of propagation
of the emitted graviton.

Eq. (1.4.11) can also be used to compute the total momentum loss in gravitational
waves by the system as [146]

Pµ
rad

=
∑

λ=±2

∫

k
δ−+(k

2)kµ |Aλ(k)|2 , (1.4.13)

where the δ−+(k
2) ensures that the emitted radiation is on-shell. This is basically the

integration over all momenta k weighted with the differential probability of emission of
one graviton with polarization λ and momentum kµ,

dNλ =
d3k

(2π)3

∫

dk0

2π
δ−+(k

2) |Aλ(k)|2 . (1.4.14)

This quantity is not well-defined classically: if we interpret k and k0 in these expressions
as classical wave-vector and frequency, respectively, and we restore ~ 6= 1, the right-hand
side becomes proportional to4

~
−1, which shows that the number of emitted gravitons

4Restoring ~ 6= 1, the amplitude is defined as iAλ(k) = −i
√
8πGǫ∗λµν T̃

µν(k). Distinguishing

units of energy and length, denoted respectively by [M ] and [L], it has units [M ]1/2[L]3/2. The
needed factor ~−1 in eq. (1.4.14) restores the correct dimensions of the right-hand side, making
it dimensionless.
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is divergent in the classical limit ~ → 0. However, inserting the four-momentum of the
graviton ~ kµ gives a finite quantity in the classical limit and integrating over all gravitons
we obtain the total classical emitted momentum.

The computation of this observable will be the main subject of chapters 4, 5 and 6.
From this we can compute the radiated energy in the COM

∆Ehyp = Prad · uCOM , (1.4.15)

where

uµCOM =
m1u

µ
1 +m2u

ν
2

MΓ
, (1.4.16)

is the four velocity of the initial COM frame.

1.4.3 . The deflection angle

The deflection angle is defined as the angle between the initial and the final directions
of propagation for each of the two bodies. Usually, one considers the value of the
scattering angle in the COM frame χ, see figure 3, page 24.

If the total energy is conserved, the COM is an inertial frame. Then, we can
parametrize the incoming four-momenta pµ1 and pµ2 as in eq. (1.1.1), and momentum
conservation requires that

∆pµ1 +∆pµ2 = 0 , ∆pµ1 = −∆pµ2 ≡ ∆pµ (1.4.17)

The outgoing momentum are then given by

p′
µ
1 = (E1,p

′) p′
µ
2 = (E2,−p′) , where |p′| = |p+∆p| = p∞ . (1.4.18)

Note that the total impulse is ∆pµ = (0,p′ − p). The scattering angle χ satisfies

p · p′ = p2∞ cos(χ) , (1.4.19)

here a dot stands for the standard three-dimensional euclidean product. Using the expres-
sion for the impulse and some trivial trigonometric identities, one eventually finds [149,
223]

sin
(χ

2

)

=
|∆p|
2p∞

=

√

−∆p2

2p∞
. (1.4.20)

When the energy of the system is not conserved, things are more subtle. The COM
frame is no longer inertial, momentum conservation is now given by the relation

∆pµ1 +∆pµ2 + Pµ
rad = 0 , (1.4.21)

that illustrates that the radiative problem is actually a multi-body problem. The final
momenta are no longer in the COM, they can be parametrised as follows

p′1
µ
= (E′

1,p+∆p1) p′2
µ
= (E′

2,−p+∆p2) (1.4.22)
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Nonetheless, one can define the scattering angle as before, this time computed in the
initial COM frame. The relation between χ and ∆pµ1 becomes slightly more involved
because now |p+∆p1| 6= p∞. Explicitly one gets

cos(χ) =
p · (p+∆p1)

p∞|p+∆p1|
=

p2∞ + |p+∆p1|2 − |∆p1|2
2p∞|p+∆p1|

. (1.4.23)

It is not hard to see that going back to the conservative case, i.e. for Prad = 0 which
implies |p+∆p1| = p∞, and using cos(χ) = 1− 2 sin2(χ/2), one recovers the simpler
eq. (1.4.20).

In both cases, what we can compute is the PM expanded deflection angle which is
customarily defined as [149]

χ

2
=

∞
∑

n=1

χ
(n)
b

(

GM

b

)n

. (1.4.24)

The computation of the coefficients χ(n)
b is one of the main results of the PM EFT theory,

as it will become clearer in the next section.

1.5 . Boundary-to-Bound Map

The PM EFT is able to efficiently solve the classical scattering problem of two massive
objects interacting via gravity in the perturbative regime GM/b ≪ 1. To use this analytic
solution to improve waveform models, it is therefore necessary to find a way of connecting
the scattering problem studied so far with the bound case. As we shall see, the B2B map
originally introduced in [114] and further developed in [192, 193] does exactly this. In
this brief section we present the original derivation of [114] on how to reconstruct a
Hamiltonian starting from the scattering angle, proving that the observables actually
contain all the information of the dynamics of the system. Then, as shown in [192,193],
one can see how this concept can be pushed even further to link scattering observables
directly with bound ones through analytic continuation, bypassing the need to compute
the intermediate quantities.

1.5.1 . From observables to Hamiltonian

Let us consider a generic Hamiltonian describing two massive spinless objects in a
central potential in the COM,

H(r, |p|2) =
√

|p|2 +m2
1 +

√

|p|2 +m2
2 + V (r, |p|2) . (1.5.1)

Written in this way, the potential is in the so-called isotropic gauge. Working in polar
coordinates, we know that the angular component of the momentum p is the conserved
angular momentum J = p∞b. Therefore the only unknown is the radial momentum

p2r(r, E) = |p|2(r, E, J)− J2

r2
, (1.5.2)
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where r is the relative position in the COM frame. We can use the conservation of energy
and solve H = E for pr, from which one can obtain the scattering angle as

χ = −π + 2J

∫ ∞

rmin

dr

r2
√

|p|2(r, E, J)− J2/r2
, (1.5.3)

where rmin is the point of closest approach, which is the solution of p2r(r, E) = 0.
In the previous sections, we saw how we can directly compute the quantity on the

left-hand side of this equation as a perturbative series in GM/b, see eq. (1.4.24). The
above equation can be inverted exactly, as done many years ago in [225,226], obtaining

|p̄|2(r, E) = exp





2

π

∫ ∞

r|p̄|(r,E)|

χ(b̃, E)db̃
√

b̃2 − r2|p̄|2(r, E)



 , p̄ ≡ p

p∞
. (1.5.4)

This means that plugging in the above equation the expression (1.4.24) for the scattering
angle computed before, we can obtain a similar series expansion for the momentum in
the COM,

|p|2(r, E) = p2∞(E)

(

1 +

∞
∑

n=1

fn(E)

(

GM

r

)n
)

. (1.5.5)

Here the coefficients fn(E) are completely determined by the known coefficients of the
deflection angle.

At this point, we can make the following ansatz for the central potential appearing
in eq (1.5.1):

V (r, |p|2) =
∞
∑

n=1

cn(|p|2)
n!

(

G

r

)n

, (1.5.6)

Using this expression and eq. (1.5.5), we can use the conservation of energy to impose
that

p∞
∑

a=1,2

√

√

√

√|p̄|2 −
∞
∑

n=1

fn

(

GM

r

)n

+m2
a =

∞
∑

n=0

cn
n!

(

G

r

)n

, (1.5.7)

which uniquely fixes the coefficients of the potential order-by-order in the PM expansion.
As shown in [114], this allows to reconstruct the PM potential matching the results
obtained through other methods [107,118]. This potential can then be used to compute
observables in the bound case, i.e. the case in which the total energy of the system is
negative.

1.5.2 . Connecting hyperbolae and ellipses

The procedure outlined above is in principle sufficient to connect unbound and bound
systems. However, the coefficients of the potential defined in eq. (1.5.6) are gauge-
dependent quantities and their complexity can rapidly increase with the order of the
perturbative expansion. On the other hand, the coefficients of the deflection angle remain
compact and, as we saw, are enough to reconstruct the entire dynamics of the system.
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There is a more geometrical way of connecting hyperbolic and elliptic motions without
going through the procedure outlined in the previous section. Consider the reduced non-
relativistic energy E defined in eq. (1.1.3). For both unbound (E > 0) and bound (E < 0)
motion, the extrema of the relative position r are given by the solution of p2r(r, E) = 0,
i.e., in the PM expansion,

r2

(

1 +

∞
∑

n=1

fn(E)
(

GM

r

)n
)

= b2 . (1.5.8)

Suppose we have reconstructed f1(E) through the scattering angle χ1. Then, the previous
equation becomes

r2
(

1 +
GM

r
f1(E)

)

= b2 . (1.5.9)

In the hyperbolic case, f1 > 0 [114]; therefore, since r > 0, we have only one valid root
which is the point of closest approach,

rmin = −GM

2
f1 +

√

G2M2f2
1

4
+ b2 . (1.5.10)

On the other hand, for a bound orbit f1 < 0, hence we get two possible roots
corresponding to the periastron and apastron of the ellipsis. We can reconstruct these
two solutions via an analytic continuation of (1.5.10). In particular, the periastron r−
can be found as

r−(b, E) = rmin(ib, E) = −GMf1
2

+

√

G2M2f2
1

4
− b2 , b > 0 , E < 0 . (1.5.11)

The other root is found as

r+(b, E) = r−(−b, E) = rmin(−ib, E) , b > 0 , E < 0 . (1.5.12)

As shown explicitly in [114], this procedure can be extended to all order in the PM
expansion using eq. (1.5.4). Hence, one can actually compute the extrema of the two
motions directly using once again only the coefficients of the PM expanded scattering
angle.

Finally, notice that under the analytic continuation E < 0, p∞ → −ip∞, which
implies that

J = bp∞ → (ib)(−ip∞) = J > 0 . (1.5.13)

Hence we conclude that we can equivalently write

r∓(J, E) = rmin(±J, E) , J > 0 , E < 0 . (1.5.14)
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1.5.3 . Connecting Observables

Let us now go back to connecting bound and unbound observables. In particular let
us consider the scattering angle χ for an hyperbolic motion computed as in eq. (1.5.3),
and the periastron advance ∆Φ for an elliptic one, given by [192]

∆Φ = −2π + 2J

∫ r+

r−

dr

r2
√

|p|2(r, E , J)− J2/r2
. (1.5.15)

The resemblance between this equation and (1.5.3) is not a coincidence; indeed these
two quantities are closely related. In light of eq. (1.5.14), let us consider the following
combination

χ(J, E) + χ(−J, E) + 2π = 2J

∫ rmin(−J,E)

rmin(J,E)

dr

r2
√

|p|2(r, E , J)− J2/r2
, (1.5.16)

where we needed to use that |p|2(r, E , J) = |p|2(r, E ,−J), valid for spinless particles.
Upon the analytic continuation E < 0, one finds the remarkably compact formula [192]

∆Φ(J, E) = χ(J, E) + χ(−J, E) , (1.5.17)

which shows that it is possible to connect directly observables in a simple way.
This was further developed in [193] to include radiation effects and radiated observ-

ables. For example, in the following we shall need the connection between the emitted
energy in the COM for an hyperbolic encounter ∆Ehyp and the average radiate energy
over a period of an elliptic motion ∆Eell which is

∆Eell(E , J) = ∆Ehyp(γ, J)−∆Ehyp(E ,−J) , E < 0 . (1.5.18)

The right-hand side can be computed in the PM expansion using eq. (1.4.16).
As discussed in [193], this map does not seem to capture the (non-universal) non-

local terms coming from the radiation modes that are re-absorbed by the binary system
at a later time than their emission, see e.g. [31,34,194–196]. In the PM scheme they first
appear in the recently obtained 4PM (incomplete) order [129, 130, 153, 154]; therefore,
finding a complete map between unbound and bound motion is still an open problem.

1.6 . Summary of the chapter

In this chapter, we presented the wordline EFT approach to the gravitational two-
body problem. Building on NRGR [20,144], this EFT allowed us to study the scattering of
two massive objects within the PM expansion. The two objects are considered as external
sources of the gravitational field. With this approximation, we were able to perturba-
tively compute a classical effective action for the two bodies by considering all connected
Feynman diagrams at a certain order in the PM expansion. Diagrams containing closed
graviton loops encoded only quantum effects and could then be neglected.
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Rather then computing the effective action, we focused in computing directly observ-
ables such as the impulse and emitted momentum, from which one can extract respec-
tively the deflection angle and radiated energy. The results for the scattering problem
can then be analytically continued to the bound case using the B2B map [114,192,193]
briefly presented in section 1.5.

We shall now proceed and show an explicit computation using the tools just described
in this chapter.
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2 - Integration techniques

In the previous chapter we reviewed the general features of the PM EFT approach.
Now, we shall present the main techniques used to solve Feynman integrals through-
out this dissertation, i.e. reverse unitarity [168–171], Integration-by-Parts (IBP) iden-
tities [172, 173, 176], differential equations to solve loop integrals [180–185] and the
Cutkosky rules [204,205,227,228]. For this purpose, we consider a simple example: the
computation of the total impulse at O

(

G2
)

.

2.1 . PM EFT at O (G2)

Up to 2PM order, the energy of the two-body system is conserved; therefore, the
only non trivial observable that we can compute is the total impulse. As explained in
1.4.1, see eq. (1.4.10), in order to compute the O

(

G2
)

impulse, we need the effective
Lagrangian at O

(

G2
)

, and the LO deviation from straight motion δ(1)xµa and δ(1)uµa
for the two bodies, as defined in eqs. (1.4.7) and (1.4.8). This section shows how to
compute these quantities and the 1PM impulse.

2.1.1 . Effective action and EOM

Since the energy is conserved, the effective Lagrangian can be computed by simply
taking the diagrams in eq. (1.3.5) plus their symmetric version in the exchange of the
two objects, and ignoring the ones where the graviton lines start and end at the same
worldline. In the conservative sector, this type of diagrams produce scaleless divergent
terms that can be handled with dimensional regularization [20, 149]. More explicitly,
using the rules established in section 1.3.1, we obtain, at LO,

L1 = −m1m2

4m2
Pl

∫

dτ2

(

U1(τ1) · U2(τ2)−
1

2
U2
1 (τ1)U2

2 (τ2)

)∫

k

eik·(x1(τ1)−x2(τ2))

k2
.

(2.1.1)

The NLO Lagrangian as defined in eq. (1.4.1) is given by the cubic diagram1 depicted
in (1.3.5)

L2 =
m1m

2
2

16m4
Pl

∫

dτ2dτ
′
2 Uα

1 (τ1)Uβ
1 (τ1)Uρ

2 (τ2)Uσ
2 (τ2)Uµ

2 (τ
′
2)Uν

2 (τ
′
2)Pαβα1β1Pρσα2β2Pµνα3β3

×
∫

k1,k2,k3

δ−4(k1 + k2 + k3)
eik1·x1(τ1)eik2·x2(τ2)eik3·x2(τ ′2)

k21k
2
2k

3
3

V α1β1α2β2α3β3
3 (k1, k2, k3)

+ (1 ↔ 2) , (2.1.2)

where (1 ↔ 2) means that we exchange only the label 1 and 2 of the two objects. Note
that at this point these quantities do not have a unique power of G, since they depend

1Note that we use a different gauge for the graviton with respect to reference [149].
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on the full four-velocities Ua(τa) and positions xa(τa). As explained in eq. (1.4.10), the
expansion around straight-motion variables introduced in eqs. (1.4.8) and (1.4.7) has to
be done after taking the necessary derivatives of the Lagrangians.

For instance, taking derivatives of eq. (2.1.1) and then expanding Ua(τa) and xa(τa),
we can obtain the first order deviations δ(1)xµa and δ(1)uµa [149]

δ(1)uµ1 (τ)=
m2

4m2
Pl

∫

q

δ−(q · u2)eiq·b+iq·u1τ

q2(q · u1 − i0+)

[

2γ2 − 1

2
qµ − (q · u1) (2γuµ2 − uµ1 )

]

,

(2.1.3)

δ(1)xµ1 (τ)=− im2

4m2
Pl

∫

q

δ−(q · u2)eiq·b+iq·u1τ

q2(q · u1 − i0+)2

[

2γ2 − 1

2
qµ−(q · u1) (2γuµ2 − uµ1 )

]

.

(2.1.4)

In eqs. (2.1.3) and (2.1.4) we have introduced a Feynman regulator −i0+ to ensure that
the deviations from straight motion vanish as τ → −∞, as in (1.4.9). The EOM for
body 2 can be obtained by performing again the exchange (1 ↔ 2). Note that this step
implies bµ → −bµ.

2.1.2 . 1PM order impulse

The LO impulse follows from eq. (1.4.10) using the expression of (2.1.1) evaluated
along straight motion variables. One eventually obtains

∆(1)pµ1 = i
m1m2

8m2
Pl

(2γ2 − 1)

∫

k
δ−(k · u1)δ−(k · u2)kµ

eik·b

k2
. (2.1.5)

In order to compute this quantity, we need the following family of d dimensional
Fourier transforms (

∫

q ≡
∫

ddq/(2π)d)

Iα ≡
∫

q
δ−(q · u1)δ−(q · u2)

eiq·b

(q2)α
. (2.1.6)

Introducing the projector to the (d−2)-dimensional hypersurface orthogonal to u1 and u2

Pµν
12 = ηµν −

(

uµ1 − γuµ2
1− γ2

)

uν1 −
(

uµ2 − γuµ1
1− γ2

)

uν2 , (2.1.7)

the solution of eq. (2.1.6) can be written as

Iα =
2−2α

π(d−2)/2
√

γ2 − 1

Γ
(

d−2
2 − α

)

Γ(α)
(−b · P12 · b)α−

d−2
2 . (2.1.8)

From this scalar result, we can solve the following vectorial integrals

Iµ1...µn
α ≡

∫

q
δ−(q · u1)δ−(q · u2)

qµ1 . . . qµn

(q2)α
eiq·b , (2.1.9)
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by taking derivatives w.r.t. bµ, i.e.

Iµ1...µn
α = (−i)n

∂

∂bµ1

. . .
∂

∂bµn

Iα . (2.1.10)

These results will be useful throughout the entire thesis.
Going back to eq. (2.1.5), using eqs. (2.1.10) and (2.1.8), we eventually obtain

∆(1)pµ1 = −2Gm1m2
2γ2 − 1
√

γ2 − 1

bµ

b2
. (2.1.11)

Using the expression (2.1.11), we can compute the LO deflection angle in the COM
frame. Expanding eq. (1.4.20) up to order G and using eq. (1.4.24) we get

GM

b
χ
(1)
b =

|∆(1)p1|

2p∞
, (2.1.12)

with p∞ defined in eq. (1.1.5). Hence, we get explicitly

χ
(1)
b

Γ
=

2γ2 − 1

γ2 − 1
, (2.1.13)

in agreement with known results in the literature [76,118,149,223].

2.2 . ∆(2)p
µ
1 as a one loop computation

According to (1.4.10), the 2PM order impulse is composed of two contributions:
one is coming from L2 evaluated along straight-line trajectories, and the other from L1

expanded up to first order in δ(1)xµa and δ(1)uµa . Explicitly we have

∆(2)pµ1 =
m1m2

4m2
Pl

∫

dτ1dτ2

∫

k

ikµ

k2
eik·beik·(u1τ1−u2τ2)

×
{

m2

16mPl

∫

p
δ−(p · u2)

k2 + 2(p · u1)2 + (2γ2 − 1)(p2 + (p− k)2)

p2(k − p)2

+

[

2γ − 1

2
ik · δ(1)x1(τ1) + (2γu2 − u1) · δ(1)u1(τ1)

]}

+ (1 ↔ 2) . (2.2.1)

We are going to ignore the symmetric contribution (1 ↔ 2) because the steps to be
performed on this term are exactly the same we show now. Using eqs. (2.1.3) and
(2.1.4), one eventually gets

∆(2)pµ1 =
m1m

2
2

16m2
Pl

∫

k,p
δ−(p · u2)

ikµ

k2p2
eik·b

{

δ−(k · u1)δ−(k · u2)
Nc,1

k2(p− k)2

+ eip·b δ−( (k + p) · u1)δ−(k · u2)
N1

(p · u1 − i0+)2

}

, (2.2.2)
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where we have defined, for simplicity,

N1 =
1

4

[

(2γ2 − 1)k · p− 8γ2p · u1
]

, (2.2.3)

Nc,1 =
1

4
[k2 + 2(p · u1)2 + (2γ2 − 1)(p2 + (k − p)2)] . (2.2.4)

Now, for a reason that will be clear momentarily, we rename k = q and p = ℓ in the
first line of (2.2.2), while we change variable k = ℓ and p = q − ℓ for its second line.
The result can then be rewritten as

∆(2)pµ1 = i
m1m

2
2

16m4
Pl

∫

q
δ−(q · u1)δ−(q · u2)eiq·b

×
∫

ℓ

δ−(ℓ · u2)
ℓ2(ℓ− q)2

[

ℓµ

(ℓ · u1 + i0+)2
N1 +

qµ

q2
Nc,1

]

. (2.2.5)

Finally, adding the symmetric contribution we obtain

∆(2)pµ1 = i
m1m2

16m4
Pl

∫

q
δ−(q · u1)δ−(q · u2)eiq·bQµ

1 (q) , (2.2.6)

Qµ
1 (q) ≡ m2

∫

ℓ

δ−(ℓ · u2)
ℓ2(ℓ− q)2

[

ℓµ

(ℓ · u1 + i0+)2
N1 +

qµ

q2
Nc,1

]

+

+m1

∫

ℓ

δ−(ℓ · u1)
ℓ2(ℓ− q)2

[

ℓµ

(−ℓ · u2 + i0+)2
N2 +

qµ

q2
Nc,2

]

, (2.2.7)

where, in eq. (2.2.7), N2 = N1|1↔2 and Nc,2 = Nc,1|1↔2. We can now understand why
we have performed such a change of integration variables: the problem is now reduced to
a one-loop integral Qµ

1 followed by a Fourier transform from q to b space of the form of
eqs. (2.1.8) and (2.1.10). This is convenient because we can then apply all the powerful
techniques developed specifically to solve loop integrals, as we shall see explicitly in the
rest of this chapter.

Before proceeding however, it is convenient to perform one last step. It is always
more practical to work with scalar rather than vector-valued integrals. Therefore, to get
rid of the free index in eq. (2.2.6), we introduce the following basis of vectors in four
dimensions

b̂µ ≡ bµ√
−b2

, ǔµ1 ≡ γuµ2 − uµ1
γ2 − 1

, ǔµ2 ≡ γuµ1 − uµ2
γ2 − 1

, l̂µ ≡ ǫµνρσu
ν
1u

ρ
2b̂

σ

√

γ2 − 1
. (2.2.8)

It is straightforward to see that these form a complete basis in four dimensions and have
the advantage that ua · ǔb = δab. One can also realize that l̂µ is nothing but the unitary
vector pointing in the direction of the (orbital) angular momentum of the system. We
can then decompose ∆(2)pµ1 along this four components, i.e.

∆(2)pµ1 ≡ G2m1m2

[

c1ǔ
µ + c2ǔ

µ − cbb̂
µ
]

. (2.2.9)
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We recall that, in this case, the scattering happens on a plane orthogonal to the angular
momentum of the system and for this reason we do not have any component of the
impulse in the l̂µ direction. We are left with the computation of

cV ≡ i64π2

∫

q
δ−(q · u1)δ−(q · u2)eiq·bQ1(q) · V , where V ∈

{

b̂, u1, u2

}

. (2.2.10)

and Q1(q) · V are just three scalar one-loop integrals.
Adopting a standard notation, we introduce the following definitions for the propa-

gators [110,112,121]:

ρ1 = 2ℓ · u1 + i0+ , ρ2 = −2ℓ · u2 + i0+ ,

ρ3 = ℓ2 + i0+ , ρ4 = (ℓ− q)2 + i0+ .
(2.2.11)

The linear propagators ρ1 and ρ2 can be thought of as the LO expansion in small
momentum of a standard quadratic propagator as it happens for instance in heavy-
quark EFT [229], or in the scattering-amplitude approach to the two-body problem (see
e.g. [110, 112, 118, 124] and references therein for an incomplete set of reference of this
approach). We shall come back on this at the end of section 2.3.5. With these definitions,
we can explicitly write

Q1 · b̂ = 2m2

∫

ℓ

δ−(ρ2)

ρ3ρ4

[

4
ℓ · b̂
ρ21

N1 +
q · b̂
q2

Nc,1

]

− (1 ↔ 2) , (2.2.12)

Q1 · u1 = 4m2

∫

ℓ
δ−(ρ2)

N1

ρ1ρ3ρ4
, (2.2.13)

Q1 · u2 = 4m1

∫

ℓ
δ−(ρ1)

N2

ρ2ρ3ρ4
. (2.2.14)

Note that b̂µ → −b̂µ when taking the symmetric contribution in eq. (2.2.12).
There are still some simplifications we can perform. To get rid of ℓ · b̂ in eq. (2.2.12),

we decompose the loop momentum as

ℓµ = (ℓ · u1)ǔµ1 + (ℓ · u2)ǔµ2 +
(ℓ · q)
q2

qµ + ℓµ⊥ , (2.2.15)

where ℓµ⊥ is a four-vector orthogonal to ǔµ1 , ǔµ2 and qµ. Then we see that

b̂ · ℓ = (ℓ · q)
q2

q · b̂+ ℓ⊥ · b̂ . (2.2.16)

It is not hard to see that the integration in (2.2.12) is odd with respect to ℓµ⊥ → −ℓµ⊥.
Thus, the terms proportional to ℓ⊥ · b̂ do not contribute to the integral in eq. (2.2.12).
Moreover, ℓ · q = (ρ4 − ρ3 − q2)/2. Therefore, eq. (2.2.12) becomes

Q1 · b̂ = 2m2
q · b̂
q2

∫

ℓ

δ−(ρ2)

ρ3ρ4

[

2
ρ3 + q2 − ρ4

ρ21
N1 +Nc,1

]

− (1 ↔ 2) . (2.2.17)
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Finally, we can rewrite eq. (2.2.13) as

Q1 · u1 = 2m2

∫

ℓ
δ−(ρ2)

N1

ρ3ρ4

(

1

2ℓ · u1 + i0+
+

1

2ℓ · u1 + i0+

)

. (2.2.18)

Performing the shift ℓ → q − ℓ in the second term of the round bracket, using the fact
that q is orthogonal to both u1 and u2 (see eq. (2.2.10)) and recalling the relation

δ−(x) =
i

x+ i0+
− i

x− i0+
, (2.2.19)

one eventually obtains

Q1 · u1 = −2im2

∫

ℓ
δ−(ρ1)δ

−(ρ2)
N1

ρ3ρ4
, (2.2.20)

Q1 · u2 = −2im1

∫

ℓ
δ−(ρ1)δ

−(ρ2)
N2

ρ3ρ4
. (2.2.21)

Here we have performed similar simplification on the second term of (2.2.13).
To summarize, in this section we saw step-by-step how to rewrite the classical impulse

at O
(

G2
)

as a one-loop integral, landing on eqs (2.2.17), (2.2.20) and (2.2.21). Even
though these integrals can be solved without too much effort, we shall use them as
guiding examples to present the various loop integration methods that we need to go
beyond this PM order.

2.3 . Computing ∆(2)p
µ
1 : the integration methods

The rest of this chapter is devoted to an explicit computation of the total impulse at
O
(

G2
)

. This simple example allows us to introduce and explain all the main integration
techniques used throughout this dissertation.

2.3.1 . Integration-By-Parts Identities and Reverse Unitarity

The first tool that allows us to greatly simplify the computation of loop integrals are
IBP identities [172, 173, 176]. The idea is to find non-trivial relations that reduce the
computation of a complicated loop integral to a much simpler one.

As a warm-up activity and to explicitly show how the procedure works, let us consider
the following family of one-loop integrals in d dimensions,

Ia,b ≡
∫

ℓ

1

(ℓ2 − s+ i0+)a(2ℓ · u+ i0+)b
, a, b ∈ N . (2.3.1)

Starting from the following identities (omitting the i0+ prescriptions for simplicity),
∫

ℓ

∂

∂ℓµ

(

ℓµ

(ℓ2 − s)a(2ℓ · u)b
)

= 0 ,

∫

ℓ

∂

∂ℓµ

(

uµ

(ℓ2 − s)a(2ℓ · u)b
)

= 0 , (2.3.2)

one can develop the derivatives obtaining the system of equations
{

(d− 2a− b)Ia,b − 2asIa+1,b = 0

aIa+1,b−1 + 2b(u · u)sIa,b+1 = 0
. (2.3.3)
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As long as a > 1, we can rewrite the previous system in a more suggestive way










Ia,b =
d− 2a− b+ 2

2s(a− 1)
= Ia−1,b

Ia,b = − 1

4s(u · u)
d− 2a− b+ 2

(b− 1)
Ia,b−2

. (2.3.4)

Using the simple identities (2.3.2), we have found non trivial relations that connect the
original Ia,b with a simpler integral with less powers at the denominator.

This system can be solve iteratively. Indeed, for b fixed, the first equation of (2.3.4)
gives us

Ia,b =
1

(a− 1)!sa−1

Γ
(

d−b
2

)

Γ
(

d−b
2 − a+ 1

)I1,b . (2.3.5)

This completely solves the reduction for the exponent a. We can then choose a = 1 in
the second equation of (2.3.2) and focus on b. It is not too hard to see that we have two
distinct cases: when b is even and when it is odd. Solving again iteratively we find that

I1,b =



















1

(b− 1)!!

(

− 1

2s u · u

)b/2 Γ
(

d
2

)

Γ
(

d−b
2

)I1,0 b even ,

1

(b− 1)!!

(

− 1

2s u · u

)(b−1)/2 Γ
(

d−1
2

)

Γ
(

d−b
2

) I1,1 b odd .

(2.3.6)

Putting together this and (2.3.5), we finally find

Ia,b =



















(−1)b/2s1−a−b/2

(2u · u)b/2(b− 1)!!

Γ
(

d
2

)

Γ(a)Γ
(

d−b
2 − a+ 1

)I1,0 b even ,

(−1)(b−1)/2s1−a−(b−1)/2

(2u · u)(b−1)/2(b− 1)!!

Γ
(

d−1
2

)

Γ(a)Γ
(

d−b
2 − a+ 1

)I1,1 b odd .

(2.3.7)

To summarize, the IBP identities in eq. (2.3.2) allow us to reduce the computation of an
entire family of loop integrals Ia,b to just two simpler master integrals (MIs) {I1,0, I1,1}.
This procedure can be generalized to arbitrary number of loop momenta, and it has been
automatized in algorithmic codes such as LiteRed [177,178] and FIRE6 [179].

It would be convenient to apply the IBP reduction process to simplify eqs. (2.2.17),
(2.2.20) and (2.2.21), however, we can see a clear difference with the procedure described
in the previous paragraph: the loop integrals contain a delta-function. Luckily, IBP
identities can still be applied in this case thanks to the use of the so-called reverse
unitarity [168–171]. Suppose we want to IBP reduce the following integral,

∫

ℓ

δ(2ℓ · u)
(ℓ2 − s)a

. (2.3.8)

The idea is to treat δ(2ℓ · u) as a propagator that has been cut, which means that it is
evaluated on the pole, or equivalently, it is on-shell. We can formally replace

δ(2ℓ · u) → 1

2ℓ · u . (2.3.9)
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From now one, an underlined propagators means that it is in fact cut. One can see that
in this way we are back to the family Ia,b. Here the cut propagator to the power b simply
means the (b− 1)−th derivative of a delta function.

We can implement the IBP procedure as explained previously. Developing the second
identities of (2.3.2), one finds

−
∫

ℓ

[

2aℓ · u
(ℓ2 − s)a+12ℓ · u +

2u · u
(ℓ2 − s)a(2ℓ · u)2

]

= 0 . (2.3.10)

Looking at the first term of this equation, we would be tempted to simplify the numerator
with the last term in the denominator. However, one must keep in mind that the underline
propagator is cut, so that term is explicitly

∫

ℓ

2aℓ · u
(ℓ2 − s)a+12ℓ · u → a

∫

ℓ

δ(2ℓ · u) 2ℓ · u
(ℓ2 − s)a+1

= 0 . (2.3.11)

This means that whenever we use reverse unitarity, during the IBP process we need to
discard all integrals in which the cut propagators disappear. This step can be implemented
automatically in LiteRed [177,178] through the option CutDS.

Looking at eq. (2.3.7), we immediately understand that all the integrals in the family
Ia,b with b even vanish because they can always be reduced to an integral in which the
cut propagator has been simplified. Therefore

Ia,b =











0 b even ,

(−1)(b−1)/2s1−a−(b−1)/2

(2u · u)(b−1)/2(b− 1)!!

Γ
(

d−1
2

)

Γ(a)Γ
(

d−b
2 − a+ 1

)I1,1 b odd .
(2.3.12)

Finally, to find the correct result for I1,1, one must replace the underlined propagator
with its original expression as delta-function and then solve it.

2.3.2 . IBP reduction of the O
(

G2
)

impulse

We are now ready to apply what we have described in the previous section to the
three loop integrals needed for the computation of the O

(

G2
)

impulse, eqs. (2.2.17),
(2.2.20) and (2.2.21). Introducing the following family of one-loop integrals,

Gn1,n2,n3,n4 ≡
∫

ℓ

1

ρn1
1 ρn2

2 ρn3
3 ρn4

4

, (2.3.13)

it is easy to see that eqs. (2.2.17), (2.2.20) and (2.2.21) can be written as a linear
combination of these integrals. Using reverse unitarity and LiteRed [177,178] to perform
the IBP reduction, this time in d = 4 dimensions, we find that

Q · b̂ = −3q · b̂
8

(

5γ2 − 1
)

(

m2G0,1,1,1 +m1G1,0,1,1

)

, (2.3.14)

Q · u1 = −im2
q2

4
(2γ2 − 1)2G1,1,1,1 , (2.3.15)

Q · u2 = im1
q2

4
(2γ2 − 1)2G1,1,1,1 , (2.3.16)
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where we recall that an underlined lower index means that the propagator is cut. Once
again, the advantages of this procedure is clear. Rather than solving three loop integrals
with a complicated numerator structure, we just need to solve three MIs. Notice that
using Feynman parametrization and the fact that q · u1 = 0, one can rewrite

G1,0,1,1 =

∫ 1

0
dz

∫

ℓ

δ−(2ℓ · u1)
(

ℓ2 − (−q2)z(1− z)
)2 =

∫ 1

0
dz I2,1(z) . (2.3.17)

Hence, imposing s = (−q2)z(1−z) we could use the IBP identities found earlier to solve
this integral.

In practice, all these integrals can be solved using standard Feynman parametrization
or equivalent methods [176]. However, we are going to describe another approach that
turns out to be very efficient for more complicated higher-loop computations.

2.3.3 . Differential equations

In the following, we use the method of differential equations to solve the MIs obtained
after the IBP reduction process. Introduced in [180–183], this method has been system-
atized in [184,185]. The idea is the following: the Feynman loop integrals are functions
of the external kinematic variables. Therefore we can write an appropriate differential
equation by taking derivatives with respect to the external momenta.

To be concrete, let us consider the family of (uncut) Feynman integrals Gn1,n2,n3,n4

defined in eq (2.3.13) in d = 4 − 2ε dimensions. We consider the same kinematic that
we have in the loop integrals (2.2.17), (2.2.20) and (2.2.21) i.e.

q · u1 = 0 = q · u2 , u1 · u1 = 1 = u2 · u2 u1 · u2 = γ . (2.3.18)

Using once again LiteRed [177, 178], we find that all integrals of this family can be
written as the linear combination of the following three MIs

f1 ≡ G0,0,1,1 , f2 ≡
√

−q2G1,0,1,1 , f3 ≡ (−q2)G1,1,1,1 . (2.3.19)

Here we have multiplied them by an appropriate power of q2 in order to make them
dimensionless in four dimensions2. Looking at eq. (2.3.18), we understand that q2 is the
only dimensionful external variable. Therefore we can fix its dependence in the MIs by
dimensional analysis. The MIs are only non trivial functions of 3 the Lorentz factor γ, and
the dimensional regularization parameter ε. For instance, we can construct a differential
equation for f2 by taking its derivative with respect to γ, i.e.

df2
dγ

=
γuµ1 − uµ2
γ2 − 1

∂f2
∂uµ1

= −
√

−q2

γ2 − 1
(G1,0,1,1 +G2,−1,1,1) . (2.3.20)

The right-hand side of this equation can be IBP reduced to go back to an expression
given in terms of the integrals of the basis (2.3.19), thus constructing a close system

2Note that, from eq. (2.3.18), q is space-like, therefore −q2 = |q|2.
3Actually, another Lorentz invariant quantity is the sign of the zero component of the four-

velocities Sign(u0
a), a = 1, 2. In what follows we shall always consider u0

a > 0. See [150] for a
thorough discussion on this point.
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of differential equations for f1, f2 and f3. To get rid of the square-roots that inevitably
appear in the computations, it is convenient to introduce the (equivalent) kinematic
variable x [112]

x ≡ γ −
√

γ2 − 1 , γ =
1 + x2

2x
,

√

γ2 − 1 =
1− x2

2x
. (2.3.21)

In this variable, the differential equations for the three MIs take the following form

d

dx
~f(x, ε) =







0 0 0
0 0 0

(2−4ǫ)
x2−1

0
(x2+1)
x−x3







~f(x, ε) , ~f =





f1
f2
f3



 , (2.3.22)

The properties of Feynman integrals ensure that the above system has only regular sin-
gularities, i.e. it is a Fuchsian system of differential equations.

2.3.4 . Canonical basis and solution

The choice of the basis of MIs is clearly not unique. Is there a convenient basis
in which the differential equations are simpler? The answer to this question is yes.
In [184,185], it has been shown that it is always possible to find a basis of MIs {g1, g2, g3}
that satisfies the following canonical differential equation,

d

dx
~g(x, ε) = εA(x)~g(x, ε) . (2.3.23)

The advantages of reaching this form are evident. Indeed, not only the previous equation
can actually be formally solved as a path-ordered exponential [184], but also, since one
is ultimately interested in the solution at ε = 0, eq (2.3.23) can be more easily solved
by performing a Laurent expansion in ε and truncate it at the desired order. In our
example, the transformation between the basis ~f and ~g can be obtained with the help of
the package Fuchsia [230, 231], implementing the Lee algorithm [232]. One eventually
obtains

g1 ≡
2ε− 1

ε
G0,0,1,1 , g2 ≡

√

−q2G1,0,1,1 , g3 ≡ (−q2)
√

γ2 − 1G1,1,1,1 . (2.3.24)

These integrals satisfy an equation of the form (2.3.23), where

A(x) =
1

x





0 0 0
0 0 0
1 0 0



 . (2.3.25)

A solution to this equation can be find trivially, but here we are going to follow
a procedure that will be necessary for the computations in the next chapters. As we
mentioned before, a solution to (2.3.23) can be found as Laurent series in ε = 0.
Therefore, let us expand the MIs as follows,

~g(ε, x) =
1

(−q2)ε

∑

k

~g (k)(x)εk , (2.3.26)
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where we have isolated a factor of (−q2)ε coming from the dimensional analysis of the
MIs in d = 4− 2ε dimensions. By inserting this expansion in (2.3.23), we get

d

dx
~g (k)(x) =

1

x





0 0 0
0 0 0
1 0 0



~g (k−1)(x) . (2.3.27)

We then understand that we can solve the differential equation order-by-order in ε, and
truncate this process once we have reached the desired precision.

To fix the final solution for the MIs, we still miss their boundary conditions. One
can either study the analytic properties of the MIs [121, 184, 185], or solve the MIs in a
particular physical limit. In this simple example, we use the value of the integrals in the
static limit γ → 1 (or equivalently x → 1). The one-loop integrals ~g can be easily solved
following standard procedures, see e.g. [176]. One eventually obtains

g1
∣

∣

x→1
=

1

(−q2)ε
i

(4π)2−ε

2ε− 1

ε

Γ(1− ε)2Γ(ε)

Γ(2− 2ε)
, (2.3.28)

g2
∣

∣

x→1
= − 1

(−q2)ε
i

(4π)2−ε

22ε−1πΓ
(

1
2 + ε

)

Γ
(

1
2 − ε

)

Γ(1− ε)
, (2.3.29)

g3
∣

∣

x→1
=

1

(−q2)ε
π

(4π)2−ε

Γ (−ε)2 Γ (1 + ε)

2Γ(−2ε)
. (2.3.30)

Expanding these boundary conditions around ε = 0, we see that ~g (k)(x) = 0, ∀k < −2.
Moreover, from the structure of (2.3.25), we understand that g1 and g2 do not depend
on γ (or x). Thus eqs. (2.3.28) and (2.3.29) are actually the exact solutions. The only

non trivial solution is the one for g3, for which we find g
(k)
3 (x) = 0, ∀k < −1, and

g
(−1)
3 = − i

16π2
(log(x) + iπ) g

(0)
3 = i

γE − log(4π)

16π2
(log(x) + iπ) , (2.3.31)

plus higher order terms in ε. In the above expression, γE is the Euler-Mascheroni constant.

2.3.5 . Relating cut and uncut integrals

In the previous section, we have seen how to write a differential equation of the MIs of
the family Gn1,n2,n3,n4 . However, in the computation of ∆(2)pµ1 after the IBP reduction
process, we found MIs of this family but with delta functions, i.e. cut propagators, see
eqs. (2.3.14), (2.3.15) and (2.3.16). Most of the time, uncut loop integrals are more
easily solvable than cut ones. In this section, we introduce a tool that allows us to relate
complicated cut integrals with their uncut version: the so-called Cutkosky rules. These
were originally derived in [204] and later in [205] through Veltman’s largest time equation
(see also [227, 228]). Here, we shall briefly introduce them and give a useful example,
leaving an explicit derivation in appendix A.

As a warm up example, let us consider the following scalar one-loop integral,

I� ≡
∫

ℓ

(−i)4 i4
(

(p1 + ℓ− q/2)2 −m2
1

)(

(p2 − ℓ+ q/2)2 −m2
2

)

ℓ2(ℓ− q)2
, (2.3.32)

51



p1 − q
2

p1 + ℓ− q
2

p1 +
q
2

p2 +
q
2

p2 − ℓ+ q
2

p2 − q
2

ℓ ℓ− q

(a)

p1 − q
2

p1 + ℓ− q
2

p1 +
q
2

p2 +
q
2

p2 − ℓ+ q
2

p2 − q
2

ℓ ℓ− q

(b)

Figure 6: Feynman diagrams representing the integral (a) I� and (b) I�| .

which describes two massive objects with incoming momenta pµ1 − qµ/2 and pµ2 + qµ/2

that interact by exchanging massless mediators with momenta ℓµ and ℓµ − qµ. It can be
depicted as the diagram in figure 6 (a) where thick lines are massive scalar fields, while
thin lines represent massless scalars. We also consider the external legs to be on-shell,
e.g. (p1 − q/2)2 = m2

1. To be more explicit, in eq (2.3.32) we have included the factors
of −i and i coming respectively from the vertices and the propagators. Once we have
depicted the integral in this way, Cutkosky’s cutting rules tell us how to relate the cut
and uncut diagrams following these prescriptions:

• The sum of all cuts in a given channel is zero.

• All uncut propagators and vertices on the left-hand side of the cut are unaltered,
while the ones on the right-hand side are replaced by the complex conjugate of
their usual expressions.

• Cut propagators are replaced by on-shell delta functions.

The last rule means that, as we said already, a cut propagator is put on-shell, i.e. for a
massive and a massless propagator we have respectively

k
= δ−+(k

2 −m2) ,
k

= δ−+(k
2) . (2.3.33)

Applying the last two rules, we can write the explicit expression of figure 6 (b)

I�| ≡
∫

ℓ

δ−+
(

(p1 + ℓ− q/2)2 −m2
1

)

δ−+
(

(p2 − ℓ+ q/2)2 −m2
2

)

ℓ2(ℓ− q)2
. (2.3.34)

Finally, the first rule tells us that the sum of all cuts in the s-channel of figure 6 (a) has
to be zero. This translates in the following pictorial equation

+ + = 0 . (2.3.35)
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It is straightforward to see that the first and the last diagrams of the above equation
are respectively (I�)

∗ and I�, where the star denotes the complex conjugate. Therefore,
from eq. (2.3.35) we can write

I�| = −2Re (I�) . (2.3.36)

We shall see in the next chapter some more non-trivial examples in which applying these
rules is essential to find a solution for cut Feynman integrals.

At this point, however, we must explain how this discussion is related to the integrals
we have considered so far, that, as we briefly mentioned in section 2.2, contain linearized
propagators. The answer is that the integrals we obtained previously within our EFT
set-up are an expanded version of I� and I�| , in a sense that will be clear momentarily.

As we explained in sections 1.1 and 1.3, in order to take the classical limit, we need
to consider the regime in which all the exchanged gravitons are soft, i.e. their momenta
are small compared to the ones of the external bodies. Suppose now that we want to
take the classical limit of I�. If we consider the external massive bodies to be on-shell,
the incoming momenta scale as |pµ1 | ∼ m1 and |pµ2 | ∼ m2. It is straightforward to see
that the fact that they are on-shell implies also that q · p1 = 0 = q · p2. Then, the soft
or classical regime means that

|ℓµ| ∼ q , q ≪ m1,m2 . (2.3.37)

We can than expand the massive propagators in eq. (2.3.32) in q/ma, for a = 1, 2

obtaining, at leading order,

I� =

∫

ℓ

1

(2ℓ · p1)(−2ℓ · p2)ℓ2(ℓ− q)2
+ . . . . (2.3.38)

If we now consider4 pµ1 = m1u
µ
1 and pµ2 = m2u

µ
2 , then we see that

I� =
1

m1m2
G1,1,1,1 + . . . , (2.3.39)

which are exactly the family of integrals we obtained in our EFT computations, see eqs.
(2.3.14), (2.3.15) and (2.3.16). This brief discussion is also an explicit example of what
we said in the introduction: in the PM EFT approach one takes the classical limit from
the beginning. Indeed, we landed directly on integrals of the form Gn1,n2,n3,n4 which,
as we have just explained, are a one-loop integral expanded in the classical regime. In
order not to deviate too much from the subject of the chapter, we redirect the reader
to [106, 110, 112, 115, 124] and references therein for a more thorough discussion on the
method of regions, the soft-expansion and the connection with classical observables.

This expansion can be performed also in the case of cut propagators as in I�| . Let
us consider for example the cut propagator for p2. In the regime defined by eq. (2.3.37),
this can be expanded as follows,

ϑ(p02 − ℓ0)δ−
(

(p2 − ℓ+ q/2)2 −m2
2

)

∼ 1

m2
δ−(−2ℓ · u2) + . . . . (2.3.40)

4To be precise for both a = 1, 2, pµa = mau
µ
a +O

(

q2
)

[112]. Here we ignore these extra terms,
as they do not change the above discussion.

53



We dropped the positive energy condition because, being p02 ∼ m2 > 0 and ℓ0 ≪ p02, it
is automatically satisfied. Therefore

I�| =
1

m1m2
G1,1,1,1 + . . . . (2.3.41)

The crucial point is that the cutting rules we have previously described are non-perturbative
relations between the integrals I� and I�| . Therefore, they must be valid order-by-order
in the soft expansion, which implies for example that

G1,1,1,1 = −2Re (G1,1,1,1) . (2.3.42)

Cut loop integrals are typically more complicated than their uncut version. Therefore, in
chapter 4, to find the value of the MIs in the near-static limit, we shall first solve the non
cut loop integrals and then relate their solution to the cut version employing the rules
explained in this section.

2.4 . The O (G2) impulse and deflection angle

Finally, we now exploit all the techniques explained in the previous sections to find
an explicit solution for the O

(

G2
)

impulse given in eq. (2.2.9), using the IBP-reduced
expressions (2.3.14), (2.3.15) and (2.3.16).

For the transverse contribution Q · b̂ we can use (2.2.19) and write

G1,0,1,1 = 2iG1,0,1,1 =
2i

√

−q2
g2 , (2.4.1)

where in the second equation we have applied the definition of g2 as in eq. (2.3.24). Its
solution is given in eq. (2.3.29). It is also easy to see that G0,1,1,1 is just g2 in which one
exchanges uµ1 with uµ2 . Since the final solution does not depend on the four-velocities,
we conclude that G1,0,1,1 = G0,1,1,1. Inserting these solutions in (2.3.14) and taking
ε → 0, we finally find

Q1 · b̂ = −3M

128

(

5γ2 − 1
) q · b̂
√

−q2
. (2.4.2)

Taking then eq. (2.2.10) and performing the Fourier transform of the above quantity
using (2.1.10), we get

cb =
3π

4
M

5γ2 − 1
√

γ2 − 1

1

b2
. (2.4.3)

For the longitudinal contributions, Q1 · u1 and Q1 · u2, we can use Cutkosky’s rules;
from eq. (2.3.42),

G1,1,1,1 = −2Re (G1,1,1,1) = − 2

(−q)2
√

γ2 − 1
Re (g3) , (2.4.4)
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where g3 is defined in eq. (2.3.24). Recalling the expansion in eq. (2.3.26) and the
solution in eq. (2.3.31), we find that

Q1 · u1 =
im2

32π2

(2γ2 − 1)2
√

γ2 − 1

[

−1

ε
+ γE − log(4π) + log(−q2)

]

, (2.4.5)

and similarly for Q1·u2. Notice that we have a seemingly divergent term in four dimension,
i.e. when ε → 0. However, once we insert this solution in (2.2.10), the first three terms
in the above square brackets lead to the following Fourier transform

∫

q
δ−(q · u1)δ−(q · u2)eiq·b =

δ2(b)
√

γ2 − 1
. (2.4.6)

This represents a contact-term contribution, i.e. a case in which the impact parameter
goes to zero and the two objects collide head-on. This is outside the regime of validity
of our EFT because we are considering b ≫ GM , see eq. (1.1.7). Therefore, we can
safely discard it. Only the last term in eq. (2.4.5) contributes to the coefficient c1 of the
impulse (2.2.9), giving explicitly

c1 = 2m2
(2γ2 − 1)2

γ2 − 1

1

b2
. (2.4.7)

Similarly, we obtain

c2 = −2m1
(2γ2 − 1)2

γ2 − 1

1

b2
. (2.4.8)

Putting all together, we finally find

∆(2)pµ1 =
G2M3ν

b2

[

−3π

4

5γ2 − 1
√

γ2 − 1
b̂µ + 2

(2γ2 − 1)2

γ2 − 1

(m2

M
ǔ1 −

m1

M
ǔ2

)

]

, (2.4.9)

which agrees with results in the literature [118,149].
Since the system is conservative, we can use eq. (1.4.20) to compute the O

(

G2
)

deflection angle, obtaining
χ
(2)
b

Γ
=

3π

8

5γ2 − 1

γ2 − 1
, (2.4.10)

Once again, we find agreement with previously known results [76,118,149].

2.5 . Summary of the chapter

All the steps that we have outlined in this chapter can be applied systematically in the
PM EFT approach, at every order in the perturbative expansion. In general, in order to
compute any observable in our EFT we can follow the steps that are sketched in figure 7.

First we recast the problem as a cut loop integral by making a suitable change of
variables, as we saw in section 2.2. Once that done, we can use reverse unitarity and
apply IBP identities as explained in section 2.3.1. This step greatly simplify the task of
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3 - Stress-energy tensor and Waveform

In this chapter we shall see explicitly how the PM EFT illustrated so far works in the
radiative sector. In particular, following the discussion in section 1.3.2, we implement the
matching procedure of eq. (1.3.19) to obtain the O (G) conserved pseudo stress energy
tensor [146, 206, 207]. This result can then be used to compute the classical probability
amplitude defined in eq. (1.4.11) [206] or, equivalently, the asymptotic emitted waveform
at O(G3/2) [82, 163, 206]. We shall finally see how, as of today and to the best of our
knowledge, the integrals appearing in the computation of the amplitude cannot be solved
in terms of known analytic functions, leading to even more complicated integrals in the
computation of the emitted momentum, see eq. (1.4.13). We will show how to solve
this problem in the next chapter.

3.1 . Explicit Feynman rules

Let us first consider the gravitational sector of the effective action. All the Feynman
rules we need for the following computations are actually written in section 1.3. We
redisplay them here for convenience:

µν ρσk =
i

k2
Pµνρσ , Pµνρσ = ηµ(ρησ)ν −

1

2
ηµνηρσ , (3.1.1)

α1β1

α2β2

α3β3
k1

k2

k3
= δ−4(k1 + k2 + k3)V

α1β1α2β2α3β3
3 (k1, k2, k3) . (3.1.2)

Recall that we are working in De Donder gauge, see eq. (1.3.7). Due to its length, the
cubic vertex tensorial structure is displayed in appendix C. V α1β1α2β2α3β3

3 is bilinear in
the momenta, symmetric in αa and βa, for a = 1, 2, 3, and symmetric in the exchange
of (p1, α1β1), (p2, α2β2) and (p3, α3β3).

In the previous chapter we also saw that, by using the linear parametrization of the
point-particle action (1.3.1), we have only one way of sourcing the gravitational field,
that we rewrite here for convenience,

τa µν
k

= − ima

2mPl

∫

dτae
ik·xa(τa)Uµ

a Uν
a , (3.1.3)

with a = 1, 2. However, as in the computation of the impulse in section 1.4.1, we need to
completely isolate the powers of the Newton constant G; therefore, we perform the usual
expansion of the trajectories and four-velocities around straight motion, see eqs. (1.4.7)
and (1.4.8). In practice, plugging these expressions in eq. (3.1.3) results in having a
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tower of Feynman rules, each of which has a definite power of G. In what follows we
shall need the LO Feynman rule,

τa µν
k

= − ima

2mPl
uµau

ν
a

∫

dτae
ik·(ba+uaτa) , (3.1.4)

which describes a particle moving freely and sourcing the gravitational field, and the NLO
rule

τa

µν

k

= − ima

2mPl

∫

dτae
ik·(ba+uaτa)

(

2δ(1)u(µa (τa)u
ν)
a + i(k · δ(1)xa(τa))uµauνa

)

.

(3.1.5)

The meaning of the above picture is this: the gravitational interaction bends the trajectory
of body a which then emits a graviton with momentum kµ.

With the above Feynman rules, we can rewrite the matching procedure presented in
section 1.3.2 up to order G explicitly as

Pµνρσ

k2
T̃ ρσ(k)

2mPl
=

1

µν

k

+

2

µν

k +

1

µν

2

k

+

1

µν

2 k

+

1

2

µν
k

.

(3.1.6)

We compute each of these diagrams in the next section.

3.2 . Stress-energy tensor at order O(G)

At leading order in G, particles move along straight trajectories, generating a static
term. Using the Feynman rule written in eq. (3.1.4), for body 1 we have

1

µν

k
=

m1

2mPl
uρ1u

σ
1δ
−(k · u1)eik·b1

Pρσµν

k2
. (3.2.1)

Therefore, adding the symmetric contribution, we immediately find that

T̃µν
LO(k) =

∑

a

mau
µ
au

ν
ae

ik·baδ−(k · ua) . (3.2.2)

The non-radiating nature of this piece is manifest by the presence of the delta function
δ−(k·ua). Indeed, a massless vector kµ cannot be at the same time on-shell and orthogonal
to a time-like vector such as uµa .

At the next order, the stress-energy tensor T̃µν
NLO is given by the sum of the last three

contributions of eq. (3.2.1). The first one is obtained when the worldline of the first
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body is deflected by the second one. Using the rule (3.1.5), we obtain

τ1

µν

k

=
m1

2mPl

∫

dτ1e
ik·b1+k·u1τ1

(

2δ(1)u
(ρ
1 (τ1)u

σ)
1

+ i(k · δ(1)x1(τ1))uρ1uσ1
)

Pρσµν

k2
. (3.2.3)

The second term contributing to T̃µν
NLO is analogous to the first one, with the roles of

the two bodies exchanged. Defining for convenience

µ1,2(k) ≡ ei(q1·b1+q2·b2)δ−4(k − q1 − q2)δ
−(q1 · u1)δ−(q2 · u2) , (3.2.4)

one explicitly gets

T̃µν(k) =
m1m2

4m2
Pl

∫

q1,q2

µ1,2(k)
1

q22

{

2γ2 − 1

k · u1
q
(µ
2 u

ν)
1 − 4γu

(µ
1 u

ν)
2

−
[

2γ2 − 1

2

k · q2
(k · u1)2

− 2γ
k · u2
k · u1

− 1

]

uµ1u
ν
1

}

, (3.2.5)

T̃µν(k) =T̃µν(k)
∣

∣

1↔2
. (3.2.6)

The last piece involves the cubic gravitational vertex and comes from evaluating the
following diagram,

µν

q2

q1 k

= −m1m2

4m3
Pl

∫

q1,q2

δ−(q1 · u1)δ−(q2 · u2)δ−4(q1 + q2 − k)
eiq1·b1+iq2·b2

q21q
2
2

× uα1u
β
1Pαβα1β1u

ρ
2u

σ
2Pρσα2β2V

α1β1α2β2α3β3
3

Pα3β3µν

k2
. (3.2.7)

Performing the matching procedure one last time results in

T̃µν
⊢ (k) =

m1m2

4m2
Pl

∫

q1,q2

µ1,2(k)
1

q21q
2
2

{

2γ2 − 1

2
(qµ1 q

ν
1+qµ2 q

ν
2+kµkν)+4γ(k · u2)q(µ2 u

ν)
1

+ 2

(

(k · u2)2 −
k2 + q21

2

)

uµ1u
ν
1 + 2

(

(k · u1)2 −
k2 + q22

2

)

uµ2u
ν
2

− ηµν
[

(k · u1)2+(k · u2)2−2γ(k · u1)(k · u2)+
2γ2 − 1

4

(

3k2+q21+q22
)

]

+ 2
[

γ
(

q21 + q22 + k2
)

− 2(k · u1)(k · u2)
]

u
(µ
1 u

ν)
2 + 4γ(k · u1)q(µ1 u

ν)
2

+ 4

(

k · u1
2

− γk · u2
)

k
(µ
1 u

ν)
1 + 4

(

k · u2
2

− γk · u1
)

k
(µ
1 u

ν)
2

}

. (3.2.8)
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Note that this separation in three contributions is only for convenience and depends on
the chosen gauge. It can be verified that the total NLO stress-energy tensor is conserved,
i.e. for any momentum kµ of the external graviton

kµ

(

T̃µν(k) + T̃µν(k) + T̃µν
⊢ (k)

)

= 0 . (3.2.9)

For the computations we do in the next part of this work, we only need this pseudo
stress-energy tensor evaluated on-shell, i.e. for k2 = 0. Imposing this, using momentum
conservation as well as harmonic gauge conditions, i.e. for any four-vector vector wν one
has kµwν = (k · w/2)ηµν , we can simplify its final expression to

T̃µν
NLO(k) =

m1m2

4m2
Pl

∫

q
δ−(q · u1)δ−(q · u2 − k · u2)

eiq·beik·b2

q2(q − k)2

×
[

tµν(q, k) + tµν(q, k) + tµν⊢ (q, k)
]

, (3.2.10)

where tµν , tµν and tµν⊢ are explicitly given by

tµν(q, k) ≡ q2
{

2γ2 − 1

k · u1
(k − q)

(µ
1 u

ν)
1 − 4γu

(µ
1 u

ν)
2

+

[

2γ2 − 1

2

k · q
(k · u1)2

+ 2γ
k · u2
k · u1

+ 1

]

uµ1u
ν
1

}

, (3.2.11)

tµν(q, k) ≡ (k − q)2
{

2γ2 − 1

k · u2
q
(µ
1 u

ν)
2 − 4γu

(µ
2 u

ν)
1

−
[

2γ2 − 1

2

k · q
(k · u2)2

− 2γ
k · u1
k · u2

− 1

]

uµ2u
ν
2

}

, (3.2.12)

tµν⊢ (q, k) ≡ 2γ2 − 1

2

[

kµkν − 2k(µqν) + 2qµqν
]

+
[

2(k · u2)2 − q2
]

uµ1u
ν
1

+
[

2(k · u1)2 − (k − q)2
]

uµ2u
ν
2 + 4γ(k · u2)(k − q)

(µ
1 u

ν)
1

+ 4γ(k · u1)q(µ1 u
ν)
2 − ηµν

[

2γ(k · u1)(k · u2) +
2γ2 − 1

4

(

(k − q)2 + q2
)

]

+ 2
[

γ
(

(k − q)2 + q2
)

− 2(k · u1)(k · u2)
]

u
(µ
1 u

ν)
2 . (3.2.13)

Here we have integrated over q2 so that the integration in eq. (3.2.10) is over the
momentum of the graviton exchanged by the two bodies. One can verify that the total
stress-energy tensor in eq. (3.2.10) is transverse only for on-shell momenta. The two delta
functions arise from the fact that we are taking the two bodies as non-propagating external
sources. Note that similar integrals and delta functions appear when taking the classical
limit of quantum observables in the scattering process between two massive particles. In
this case, the integration variable q is the difference between the momentum within the
wavefunction and that in its conjugate (the so-called momentum mismatch [115]) while
the delta functions arise from the on-shell constraints on the momenta of the scattering
particles.

60



Finally, we stress that we have left implicit all the i0+ prescriptions in the denom-
inators appearing either from the graviton propagator to specify the contour of inte-
gration in the complex k0 plane or from the corrections to the straight motion of the
two bodies, see eqs. (2.1.3) and (2.1.4). Concerning the gravitons, in order to take
into account only outgoing radiation one should impose retarded boundary conditions1,
e.g.

[

(q0 + i0+)2 − |q|2
]−1

. In our case, however, these prescriptions are irrelevant be-
cause, as displayed by eq. (3.2.10), the two delta functions ensure that the momenta qµ

and qµ − kµ are orthogonal to one of the two four-velocities. Thus, these two momenta
can hit the pole only in the trivial case qµ − kµ = 0 = qµ. This means that at this order
the only graviton that can be on-shell is the external one with momentum kµ.

Similarly, all the matter linear propagators [k · ua]−1 in eqs. (3.2.11) and (3.2.12)

can hit the poles only if k is off-shell. In order to take into account possible static
contributions at this order, one should consider the off-shell stress-energy tensor and
insert back the i0+ prescription. Comparing eqs. (3.2.5) and (3.2.6) with their on-shell
versions (3.2.11) and (3.2.12), one sees that the dependence on [k · ua]−1 does not
change. Then we can take into account these static pieces by taking the on-shell T̃µν(k)

with [k · ua]−1 → [k · ua + i0+]−1 for a = 1, 2.

3.3 . Amplitude and Waveform at O(G3/2)

We can now compute the classical amplitude Aλ perturbatively in G using eq.
(1.4.11). The LO term is obtained from the static contribution in eq. (3.2.2),

ALO
λ (k) = −

∑

a

ma

2mPl
ǫλ∗µνu

µ
au

ν
ae

ik·baδ−(k · ua) . (3.3.1)

The NLO amplitude is of order G3/2. Analogously to what we did for the stress-energy
tensor in eq. (3.2.10), we can separate it in three pieces for convenience,

ANLO
λ (k) = −m1m2

8m3
Pl

(

Aλ(k) +Aλ(k) +A⊢
λ(k)

)

, (3.3.2)

where the labels refer to the contribution with the same name given in eqs. (3.2.11),
(3.2.12) and (3.2.13). Introducing the following set of integrals,

Iµ1...µn

(n) ≡
∫

q
δ−(q · u1 − k · u1)δ−(q · u2)

e−iq·b

q2
qµ1 . . . qµn , (3.3.3)

Jµ1...µn

(n) ≡
∫

q
δ−(q · u1 − k · u1)δ−(q · u2)

e−iq·b

q2(k − q)2
qµ1 . . . qµn , (3.3.4)

1For instance, radiation poles play a key role for hereditary effects at higher orders [233]. See
also [150,167].
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we have explicitly that

Aλ(k) =ǫλ∗µν

{

−
[

2γ2 − 1

2

k · I(1)
(k · u1 + i0+)2

−
(

2γ
k · u2

k · u1 + i0+
+ 1

)

I(0)

]

uµ1u
ν
1

+
2γ2 − 1

k · u1 + i0+
Iµ(1)u

ν
1 − 4I(0)γu

µ
1u

ν
2

}

eik·b1 , (3.3.5)

Aλ(k) = Aλ(k)
∣

∣

1↔2
, (3.3.6)

A⊢
λ(k) = ǫλ∗µν

{

2γ2 − 1

2
Jµν
(2) +

(

2(k · u2)2J(0) − I(0)
)

uµ1u
ν
1

− ηµν
[

γ(k · u1)(k · u2)J(0) +
2γ2 − 1

4
I(0)

]

+ 4γk · u2Jµ
(1)u

ν
1

+ 2
[

γI(0) − (k · u1)(k · u2)J(0)
]

uµ1u
ν
2

}

eik·b1 + (1 ↔ 2) . (3.3.7)

We stress that in eqs. (3.3.6) and (3.3.7) one needs to exchange the label 1 ↔ 2 also
inside the definitions of Iµ1...µn

(n) and Jµ1...µn

(n) . At this point, we are left with solving the

integrals in eqs. (3.3.3) and (3.3.4). As we shall see, for the set Iµ1...µn

(n) it is possible to

find an analytic solution in terms on known functions while for the set Jµ1...µn

(n) the best we
can do is to write them as one-dimensional integrals over a Feynman parameter [110,206].

3.3.1 . Integrals involved in the amplitude

Let us start with the scalar integral I(0). Since the final result will be in terms of
Lorentz invariants, we can solve this integral in a particular frame. It is convenient to
pick the frame in which one of the two bodies, say body 2, is at rest, i.e.

uµ2 = δµ0 , uµ1 = γvµ = (γ,
√

γ2 − 1 ev) ,

bµ2 = 0 , bµ1 = bµ = (0, beb) .
(3.3.8)

Solving the two delta functions, we reduce I(0) to a two-dimensional integral over the
components q⊥ that lie on the plane perpendicular to the direction of the scattering
bodies. Hence

I(0) = − 1
√

γ2 − 1

∫

d2q⊥
(2π)2

eiq⊥·b

q2⊥ + (k·u1)2

γ2−1

= − 1
√

γ2 − 1

∫ ∞

0
dt

∫

d2q⊥
(2π)2

exp

[

−tq2⊥ + iq⊥ · b− t
(k · u1)2
γ2 − 1

]

,

(3.3.9)

where in the second step we introduced a Schwinger parameter t. Solving the Gaussian
integral in q⊥ eventually gives the final result, i.e.

I(0) = − 1

4π
√

γ2 − 1

∫ ∞

0
dt

1

t
exp

[

−b2

4t
− t

(k · u1)2
γ2 − 1

]

= − K0 (z1)

2π
√

γ2 − 1
,

(3.3.10)
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where Kn are modified Bessel functions of the second kind and we defined

za ≡
√
−b2(k · ua)
√

γ2 − 1
, a = 1, 2 . (3.3.11)

Once the scalar integral is solved, the vectorial Iµ(1) can be computed decomposing
it on a complete basis, i.e.

Iµ(1) = Abb
µ +Au(u

µ
1 − γuµ2 ) , (3.3.12)

where the dependence on the combination uµ1−γuµ2 comes from the fact that u2 ·I(1) = 0.
Contracting both sides with bµ and uµ1 , one eventually obtains

Ab =
b · I(1)
b2

=
ibµ

b2
∂I(0)

∂bµ
= − i

2π
√

γ2 − 1

z1K1(z1)

|b2| ,

Au = −
u1 · I(1)
γ2 − 1

= − k · u1
γ2 − 1

I(0) =
k · u1

2π(γ2 − 1)3/2
K0(z1) .

(3.3.13)

Finally, we need to comment about contributions that appear in the amplitude as
Iµ1...µn

(n) /(k · u1 + i0+), with n = 1, 2. These can be rewritten as

Iµ1...µn

(n)

(k · u1 + i0+)
= P

(

Iµ1...µn

(n)

k · u1

)

− iπIµ1...µn

(n) δ(k · u1) . (3.3.14)

where P denote the principal value. The first term of the previous equation gives the solu-
tions we have found before, i.e. eqs. (3.3.10) and (3.3.13), while the second contributes
to the amplitude as

iπδ(k · u1)Iµ1...µn

(n) = iπδ(k · u1)
∫

q
δ−(q · u1)(q · u2)

e−iq·b

q2
qµ−1 . . . qµn . (3.3.15)

For this computation we need

iπδ(k · u1)I(0) = 0 , (3.3.16)

iπδ(k · u1)Iµ(1) = iπδ(k · u1)
bµ

2πγvb2
. (3.3.17)

The last equation is again a static piece that we include for completeness.
The second set of integrals, defined in eq. (3.3.4), is more involved due to the presence

of a second massless propagator. These integrals appear only in the contributions coming
from the self-interaction term tµν⊢ of eq. (3.2.13), which means that we do not get any
possible static contribution coming from k ·ua+ i0+. Therefore we can always safely set
k2 = 0. We first solve again the scalar integral J(0), and use Feynman parametrization
to rewrite it in terms of only one massless propagator,

J(0) =

∫ 1

0
dy

∫

q
δ−(q · u1 − k · u1)δ−(q · u2)

e−iq·b

(q − yk)4

=

∫ 1

0
dy e−iyk·b

∫

q
δ−(q · u1 − (1− y)k · u1)δ−(q · u2 + yk · u2)

e−iq·b

q4
.

(3.3.18)
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To get to the second line we have performed the shift qµ → qµ + ykµ and we have
imposed k2 = 0. At this point we can follow a procedure analogous to the one we used
for I(0). Choosing again the frame (3.3.8), we use the two delta functions to reduce the
computation to a two-dimensional integral over q⊥, that we can solve using Schwinger
parametrization. This yields

J(0) =

∫ 1

0
dy

e−iyk·b

√

γ2 − 1

∫ ∞

0
dt t

∫

d2q⊥
(2π)2

exp

[

−tq2⊥ + iq⊥ · b− t
s2(y)

γ2 − 1

]

, (3.3.19)

where we have defined

s(y) ≡
√

(1− y)2(k · u1)2 + 2γy(1− y)(k · u1)(k · u2) + y2(k · u2)2 . (3.3.20)

Notice that s(y) changes when computing the symmetric contribution 1 ↔ 2. At this
point, the integral over q⊥ in eq. (3.3.19) is Gaussian and can be easily solved,

J(0) =

√
−b2

4π

∫ 1

0
dye−iyk·bK1 (w(y))

s(y)
, (3.3.21)

where we introduced the shorthand notation

w(y) ≡
√
−b2s(y)
√

γ2 − 1
. (3.3.22)

We can solve Jµ
(1) and Jµν

(2) analogously to what we did for Iµ(1) with the difference
that, before decomposing on a complete basis as in eq. (3.3.12), we find it convenient
to use again Feynman parametrization. For instance, for Jµ

(1) we have

Jµ
(1) =

∫ 1

0
dye−iyk·b

∫

q
δ−(q · u1 − (1− y)k · u1)δ−(q · u2 + yk · u2)

e−iq·b

q4
(qµ + ykµ) ,

(3.3.23)

where we performed again the shift qµ → qµ + ykµ. The contribution proportional to
kµ can be computed using the result of J(0), while the one proportional to qµ must be
decomposed on a complete basis. The very same procedure can be carried out for Jµν

(2),
yielding to

Jµ
(1) =

∫ 1

0
dye−iyk·b [Bbb

µ +B1u
µ
1 +B2u

µ
2 ] , (3.3.24)

Jµν
(2) =

∫ 1

0
dye−iyk·b

[

Cηη
µν + Cbb

µbν + C1b
(µ
1 u

ν)
1 + C2b

(µ
1 u

ν)
2

+ C3u
(µ
1 u

ν)
2 + C4u

µ
1u

ν
1 + C5u

µ
2u

ν
2

]

, (3.3.25)

where we omitted terms proportional to kµ. As we shall see in the next section, these
terms are actually irrelevant for the final computation of the amplitude.
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To find the coefficients Bi in eq. (3.3.24) we must solve

Bb =
ibµ

b2
∂J(0)

∂bµ
, B1 =

(y − 1)k · u1 − yγk · u2
γ2 − 1

J(0) ,

B2 =
yk · u2 − (y − 1)γk · u1

γ2 − 1
J(0) .

(3.3.26)

Using eq. (3.3.21), the solutions are

Bb =
i

4π
√

γ2 − 1
K0 (w(y)) ,

B1 =

√
−b2

4π(γ2 − 1)

(y − 1)k · u1 − yγk · u2
s(y)

K1 (w(y)) ,

B2 =

√
−b2

4π(γ2 − 1)

yk · u2 − (y − 1)γk · u1
s(y)

K1 (w(y)) .

(3.3.27)

Then contracting eq. (3.3.25) with the tensor structure on the right-hand side, we
obtain the following system for the Ci coefficients,

b2
(

Cη + Cbb
2
)

= −bµbν
∂2J(0)

∂bµ∂bν
,

b2

2
(γC1 + C2) = −b2yk · u2Bb ,

b2

2
(C1 + γC2) = −b2(y − 1)k · u1Bb ,

Cη + γC3 + C4 + γ2C5 = (y − 1)2(k · u1)2J(0) ,
Cη + γC3 + γ2C4 + C5 = y2(k · u2)2J(0) ,

γCη +
C3

2
(γ2 + 1) + γ(C4 + C5) = (y − 1)y(k · u1)(k · u2)J(0) ,

4Cη + b2Cb + γC3 + C4 + C5 = − 1

2π
√

γ2 − 1
K0 (w(y)) ,

(3.3.28)

where the right-hand side of the last equation can be computed following the same
procedure we used to solve J(0), i.e.

∫

q
δ−(q ·u1− (1−y)k ·u1)δ−(q ·u2+yk ·u2)

e−iq·b

q2
= − 1

2π
√

γ2 − 1
K0 (w(y)) . (3.3.29)

Solving the previous system, we finally obtain

Cη = − 1

4π
√

γ2 − 1
K0 (w(y)) ,

Cb = − 1

4π(γ2 − 1)

s(y)√
−b2

K1 (w(y)) ,

(3.3.30)
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C1 =
i

2π(γ2 − 1)

(y − 1)k · u1 − yγk · u2
√

γ2 − 1
K0 (w(y)) ,

C2 =
i

2π(γ2 − 1)

yk · u2 − (y − 1)γk · u1
√

γ2 − 1
K0 (w(y)) ,

C3 =
1

2π(γ2 − 1)3/2

{

γK0 (w(y))

− w(y)K1 (w(y))

[

γ +
(γ2 − 1)

s2(y)
y(y − 1)k · u1k · u2

]}

,

C4 =
1

4π(γ2 − 1)3/2

{

−K0 (w(y))

+ w(y)K1 (w(y))

[

1 +
(γ2 − 1)

s2(y)
y2(k · u2)2

]}

,

C5 =
1

4π(γ2 − 1)3/2

{

−K0 (w(y))

+ w(y)K1 (w(y))

[

1 +
(γ2 − 1)

s2(y)
(y − 1)2(k · u1)2

]}

.

(3.3.31)

These solutions completely determined the NLO amplitude defined in (3.3.2).

3.4 . Results in the rest frame of one of the body

The NLO amplitude takes a rather compact form if we consider the polarization
tensor in the transverse-traceless (TT) gauge, i.e.,

ǫλ0µ = 0 , kνǫλµν = 0 , ǫλµνη
µν = 0 , (3.4.1)

and we choose again the frame defined in eq. (3.3.8). With this choice Aλ(k) = 0 and
all but one term in the symmetric contribution in eq. (3.3.7) drop. Finally, parametrizing
the graviton four-momentum as kµ = ωnµ, with nµ = (1,n) the four-vector pointing
along the direction of propagation of the graviton normalized as n ·n = 1, and defining

z ≡ γbω
√

γ2 − 1
, f(y) ≡

√

(1− y)2(n · v)2 + 2y(1− y)(n · v) + y2/γ2 , (3.4.2)

one can write the NLO amplitude in a compact form as

ANLO
λ (k) = − Gm1m2

mPl

√

γ2 − 1
ǫ∗λij e

i
Ie

j
JAIJ(k)e

ik·b , (3.4.3)
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where I, J = v, b and the coefficients AIJ are explicitly given by [206]

Avv = c1K0

(

z(n · v)
)

+ ic2

[

K1

(

z(n · v)
)

− iπδ
(

z(n · v)
)

]

+

∫ 1

0
dy eiyk·b

[

d1(y)zK1

(

zf(y)
)

+ c0K0

(

zf(y)
)

]

, (3.4.4)

Avb = ic0

[

K1

(

z(n · v)
)

− iπδ
(

z(n · v)
)

]

+ i

∫ 1

0
dy eiyk·bd2(y)zK0

(

zf(y)
)

, (3.4.5)

Abb =

∫ 1

0
dy eiyk·bd0(y)zK1

(

zf(y)
)

. (3.4.6)

The coefficients c and d are

c0 = 1− 2γ2 , c1 = −c0 +
3− 2γ2

n · v , c2 =

√

γ2 − 1

γ
c0
n · eb
n · v ,

d0(y) = f(y)c0 ,

d1(y) =
γ2 − 1

γ2
4γ2(y − 1)(n · v)− c0(y − 1)2 − 2y − 1

f(y)
− d0(y) ,

d2(y) = −1 + (1− y)c0(n · v − 1) .

(3.4.7)

For small-velocities we find agreement between our amplitude and the waveform in
Fourier space of Ref. [82]. In this limit f(y) → 1, eiyk·b → 1, γ → 1, and thus2

Avv −−−→
v→0

zK1(z) +K0(z) , (3.4.8)

Avb −−−→
v→0

−i [K1(z) + zK0(z)− iπδ(z)] , (3.4.9)

Abb −−−→
v→0

−zK1(z) . (3.4.10)

We have also checked that we recover their amplitude in the forward and backward limit
(i.e. n along the direction of ev), for which n ·eb → 0 and the integral in y can be solved
exactly.

3.4.1 . Asymptotic waveform in direct space

While it was not possible to find a solution in terms of analytic functions for the NLO
amplitude, one can find an explicit expression for the NLO asymptotic waveform in direct
space as shown in Ref. [163]. In terms of our classical amplitude, one can compute the
waveform using eq. (1.4.12). Since we are interested in on-shell propagating degrees of
freedom, we work again in the TT gauge (3.4.1). We can then split the computation as
follows

hij(x) =
1

r

[

ǫ+ijf
(+)
NLO + ǫ−ijf

(−)
NLO

]

+O
(

G5/2
)

. (3.4.11)

where we have defined

f
(±)
NLO ≡ − 1

4π

∫

dω

2π
e−iωtrANLO

± (k)
∣

∣

kµ=ωnµ , (3.4.12)

2The signs in front of K0 and K1 of the last term of eqs. (2.9b) and (2.9c) of [82] are opposite
to ours because of a different convention in the definition of the Fourier Transform.
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To simplify the computations, we work again in the rest frame of body 2 defined in
eq. (3.3.8). Using the definitions given in eqs. (3.3.3) and (3.3.4) we have

ANLO
± = −m1m2

8m3
Pl

ǫ±∗
ij eiωn·b

[(

2γ2 − 1

γωn · v + i0+
Ii(1) + 4γωJ i

(1)

)

uj1 + (2γ2 − 1)J ij
(2)

+

(

1− 2γ2

2

ωn · I(1)
(γωn · v + i0+)2

+
2γω

γωn · v + i0+
I(0) + 2ω2J(0)

)

ui1u
j
1

]

.

(3.4.13)

We need to solve essentially the following two sets of integrals

∫

dω

2π

∫

q
Iµ1...µn

(n) F(ω)e−iω(tr−n·b) =

∫

q
δ−(q0)F

( q · v
n · v

) e−iq·b̃

q2
qµ1 . . . qµn , (3.4.14)

∫

dω

2π

∫

q
Jµ1...µn

(n) F(ω)e−iω(tr−n·b) =

∫

q
δ−(q0)F

( q · v
n · v

) e−iq·b̃

q2(q2 − qρMρσqσ)
qµ1 . . . qµn ,

(3.4.15)

where F(ω) represent any pre-factor of either Iµ1...µn

(n) or Jµ1...µn

(n) coming from eq.
(3.4.13). In the above equation we have defined

b̃µ ≡ bµ +
vµ

n · v (tr − n · b) , Mµν ≡ 2
n(µvν)

n · v . (3.4.16)

Therefore, plugging eq. (3.4.13) into (3.4.12) and using the manipulations just
described, one eventually obtains

f
(±)
NLO =

Gm1m2

mPl

∫

q

eiq·b̃

[

N i
(±)qi

q2(q · ev − i0+)
+

Mij
(±)qiqj

q2(q2 + qkMkℓqℓ)

]

. (3.4.17)

Here we have introduced

N i
(±) ≡

2γ2 − 1

γ(n · v)

[(

√

γ2 − 1

2
ni − 2γ2 − 2

2γ2 − 1
eiv

)

ǫ±∗
kℓ e

k
ve

ℓ
v

γ(n · v) + ǫ∗±
i
je

j
v

]

, (3.4.18)

Mij
(±) ≡

2γ2 − 1

γn · v ǫ∗ ij± + 2
(γ2 − 1)2

γ3(n · v)3
(

ǫ±∗
kℓ e

k
ve

ℓ
v

)

eive
j
v − 4

γ2 − 1

γ(n · v)2e
i
vǫ

∗
±
j
ke

k
v . (3.4.19)

One can now solve the remaining integrals as shown in [163] to obtain an explicit and
compact expression for the asymptotic waveform in direct space. This is in agreement
with the computation done in [81,82].

3.5 . Radiative observables

In this final section we see how to use the NLO amplitude we have just derived to
compute radiative observables such as the emitted linear and angular momentum.
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3.5.1 . Emitted momentum in the small velocity limit

The emitted linear momentum can be computed using eq. (1.4.13). Similarly to
what happened for the impulse, we can decompose this integral on a complete basis in
order to get rid of the free index. Using again the vectors defined in eq. (2.2.8), one
obtains the general structure

Pµ
rad =

G3m2
1m

2
2

b3

(

Cu1 ǔ
µ
1 + Cu2 ǔ

µ
2 − Cl l̂µ − Cbb̂µ

)

, (3.5.1)

where we collected an overall dimensionful factor so that the coefficients inside the round
brackets are dimensionless. The modulo square of the amplitude is actually symmetric
under k · b̂ → −k · b̂ and k · l̂ → −k · l̂, therefore Cl = Cb = 0. Moreover, at this order the
energy measured in the frame of one body is the same as the one measured in the frame
of the other one, hence Cu1 = Cu2 and the final result must be proportional to uµ1 + uµ2 .
Therefore, we can write the emitted momentum as

Pµ
rad =

G3m2
1m

2
2

b3
uµ1 + uµ2
γ + 1

Epp(γ) +O(G4) , (3.5.2)

which confirms that at this order the result has homogeneous mass dependence and
is thus fixed by the probe limit [82, 120, 234]. The function Epp(γ) can be found by
integrating the modulo squared of the amplitude written in eq. (3.4.3) over the phase
space, i.e.

Epp(γ) =
∫

dΩ

∫ ∞

0
dz

dEpp
dzdΩ

(z,Ω; γ) (3.5.3)

with
dEpp
dzdΩ

(z,Ω; γ) ≡ 2
√

γ2 − 1z2

π2γ3

∑

λ

∣

∣ǫ∗λij e
i
Ie

j
JAIJ(z,Ω)

∣

∣

2
. (3.5.4)

Due to the involved structure of the y integrals in eq. (3.4.3), we were unable to
compute Epp explicitly in this way. We shall see in the next chapter an alternative way
of computing this quantity which dispenses with the need for an analytical expression of
ANLO

λ and which leads directly to the full emitted momentum. Nevertheless, introducing
the relative velocity v ≡

√

γ2 − 1, we can first compute the integrals in y in the v ≪ 1

regime at any order. After this, the phase-space integration can be performed once we
fix a particular direction for the orthogonal normalized vectors ev and eb. We have
computed the energy up to order O(v8), obtaining

Epp(γ)
π

=
37

15
v +

2393

840
v3 +

61703

10080
v5 +

3131839

354816
v7 +O(v9) . (3.5.5)

As explained in section 1.4.2, we can project this result with uCOM to obtain the emitted
energy in the COM frame, see eq (1.4.16). This quantity agrees with the 2PN results
of [41, 82, 234] while eq. (3.5.5) matches the expansion of the fully relativistic result
found in [111,120,121,207]. This is a non-trivial check of our NLO amplitude (3.4.3).
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3.5.2 . Energy spectrum in the soft limit

As an extra check, we can compute the LO energy spectrum in the soft limit, which
is obtained by considering only wavelengths of the emitted gravitons much larger than
the interaction region, i.e. bω/v ≪ 1. In this limit the amplitude at order G3/2 does
not receive any contributions from the cubic-vertex term in eq. (3.3.7), hence it is not
affected by the gravitational self-interactions. This means that we can discard all the
terms proportional to the family of integrals Jµ1...µn

(n) that we could not solve and the
amplitude can be written just in terms of Bessel functions. Taking the limit ω → 0 and
ignoring (sub-leading) log(ω) terms we get

iAλ(k)ω→0 =
2Gm1m2

b2mPl

2γ2 − 1
√

γ2 − 1

ǫ∗λij
ω + i0+

[

− biuj1
n · u1

+
biuj2
n · u2

+ n · b
(

ui1u
j
1

2(n · u1)2
− ui2u

j
2

2(n · u1)2

)

]

. (3.5.6)

We verified that this is in agreement with Weinberg’s soft graviton theorem [235,236].
At this point, we can compute the energy spectrum in this limit as

dErad

dω

∣

∣

∣

ω→0
=

1

2(2π)3

∑

λ=±

∫

dΩ|ωAλ(k)ω→0|2 . (3.5.7)

In particular, working again in the rest frame of body 2, the soft limit amplitude written
in (3.5.6) simplifies to

iA(2)
λ (k)ω→0 =

Gm1m2

mPlb

1

γωn · v ǫ
∗λ
ij (c2e

i
ve

j
v + 2c0e

i
ve

i
b) , (3.5.8)

where c2 and c0 are defined in eq. (3.4.7). Integrating eq. (3.5.7) over the angles by
fixing some angular coordinate system we obtain

dErad

dω

∣

∣

∣

ω→0
=

4

π

(2γ2 − 1)2

γ2 − 1

G3m2
1m

2
2

b2
I(γ) +O(G4) , (3.5.9)

where, following [197], we have introduced

I(γ) ≡ −16

3
+

2γ2

γ2 − 1
+

2
(

2γ2 − 3
)

(γ2 − 1)

γ arccosh(γ)
√

γ2 − 1
. (3.5.10)

This result agrees with Refs. [237,238].

3.5.3 . Emitted angular momentum

The angular momentum lost by the system is another interesting observable as it can
be related to the correction to the scattering angle due to radiation reaction [197]. In
terms of the asymptotic waveform this is given by [197,239]

J i
rad = ǫijk

∫

dΩ dtr r
2
(

2hjlḣ
l
k − xj∂khlmḣlm

)

. (3.5.11)
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Decomposing hij as in eq. (3.4.11) we can rewrite the previous expression as

J i
rad = ǫijk

∑

λ,λ′

∫

dΩ dtr
{(

2ǫjℓ(λ)ǫ
ℓ
k(λ

′)− [xj∂kǫℓm(λ)]ǫℓm(λ′)
)

fλḟλ′

− ǫℓm(λ)ǫℓm(λ′)[xj∂kfλ]ḟλ′

}

, (3.5.12)

where we have put the helicity dependence between parenthesis to make the notation
clearer. Recall that we work with the polarization tensors λ = ±2 such that ǫ∗ij(+2) =

ǫij(−2) and normalized as ǫij(λ)ǫij(λ′) = δλλ′ . Introducing a system of polar coordinates
where n = (sin θ cosφ, sin θ sinφ, cos θ) and an orthonormal frame tangent to the sphere,
with eθ = (cos θ cosφ, cos θ sinφ,− sin θ) and eφ = (− sinφ, cosφ, 0), we can write
them as follows where,

ǫij(±2) = ǫ±i ǫ
±
j , where ǫ±i ≡ 1√

2
(±eiθ + ieiφ) . (3.5.13)

It is then not hard to prove the following identities

∑

λ′=±

ǫijkǫjℓ(λ)ǫ
∗ℓ

k(λ
′) = − iλ

2
δλ,λ′ni , (3.5.14)

∑

λ′=±

ǫijk[xj∂kǫℓm(λ)]ǫℓm(λ′) = iλ cot(θ)eiθ . (3.5.15)

Introducing the angular momentum operator Li = −i ǫijkxj∂k, we can finally rewrite the
emitted angular momentum as

Jrad = i
∑

λ=±

∫

dΩ dtr ḟλ
{

λ
(

n+ cot(θ)eθ
)

+L
}

fλ∗ , (3.5.16)

where we defined λ∗ ≡ −λ.
As pointed out in Ref. [197], the waveform at order G1/2 is static and can be pulled

out of the time integration, i.e.

Jrad = i
∑

λ=±

∫

dΩ

[∫

dtr ḟ
NLO
λ

]

{

λ
(

n+ cot(θ)eθ
)

+L
}

fLO
λ∗ +O

(

G3
)

. (3.5.17)

The quantity inside square brackets in the above equation is the gravitational wave
memory. If we write it in terms of the amplitude we have

∫

dtr ḟ
NLO
λ =

i

4π

∫

dω

2π
δ−(ω)ωAλ(k) . (3.5.18)

From the above expression it is clear that only the soft limit amplitude Aλ(k)ω→0 con-
tributes to the emitted angular momentum at this order. As we saw in the previous
section, in this region the amplitude does not receive any contributions from the gravita-
tional self-interactions and can then be written explicitly in terms of analytic functions,
see eq. (3.5.6).
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It has been argued in Refs. [122, 128] that eq. (3.5.11) is valid only in the COM
frame. Therefore for the correct computation of the emitted angular momentum we
cannot use the amplitude in the form of eq. (3.4.3). For the rest of this section we work
in the COM frame defined as in (1.1.1).

In the COM frame we can write

fLO
λ =

p2∞
8πmPl

[

1

n · p1
+

1

n · p2

]

ǫλ∗ij e
i
ve

j
v . (3.5.19)

Moreover, the soft limit amplitude needed for the computation of the gravitational wave
memory becomes

iAλ(k)ω→0 = −2Gm1m2

bmPl

(2γ2 − 1)p∞
√

γ2 − 1

ǫ∗λij
ω + i0+

[(

1

n · p1
+

1

n · p2

)

eibe
j
v

+ n · eb
(

p∞
2(n · p1)2

− p∞
2(n · p1)2

)

eive
j
v

]

. (3.5.20)

Plugging these expressions in (3.5.17), one can perform the angular integral by aligning
ev and eb along any (mutually orthogonal) directions and eventually obtains

Jrad =
2(2γ2 − 1)
√

γ2 − 1

G2m1m2J

b2
I(γ)(eb × ev) , (3.5.21)

where J is the angular momentum at infinity, see eq. (1.1.5), and I(γ) is defined in eq.
(3.5.10). This result agrees with [197] and [122,128].

3.6 . Summary of the chapter

In this chapter, we applied the worldline EFT to the computation of radiated ob-
servables in the gravitational scattering problem. Using Feynman rules and matching
with the action in eq. (1.3.17), we extracted the expression of the stress-energy tensor
Tµν
NLO up to NLO in the perturbative expansion. We wrote Tµν

NLO in terms of two sets of
integrals presented in eqs. (3.3.3) and (3.3.4).

The stress-energy tensor contains all the information of the radiative dynamics and
we used it to compute the asymptotic waveform in direct space, the energy spectrum in
the soft limit and the emitted angular momentum. However, since we were not able to
completely solve the integrals of eq. (3.3.4), we could not write the stress-energy tensor
in terms of known analytic functions. Thus, we found an expression for the emitted
four-momentum only in the low-velocities regime.

We shall see in the next chapter how applying the roadmap presented in figure 7
(page 56) allows us to get around this limitation and find an expression for the full
radiated momentum.
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4 - Leading order radiated momentum

In this chapter we show how to bypass the problem of not having a solution for
the stress-energy tensor by rewriting the phase-space integral of the four-momentum as
a (cut) two-loop integral. Once we reach this form, we can employ all the powerful
techniques shown in section 2.3 and follow the roadmap depicted in figure 7 at page 56.

4.1 . Radiated four-momentum as a two-loop integral

In term of the classical amplitude of graviton emission Aλ(k), the radiated total
momentum Pµ

rad
is given by eq. (1.4.13). Pictorially, this equation can be represented as

Pµ
rad

=
∑

λ

∫

k
δ−+(k

2)kµ
∣

∣

∣

∣

Aλ
k
∣

∣

∣

∣

2

, (4.1.1)

where the on-shell amplitude on the right-hand side is non perturbative in G. Here we
focus on the LO emitted momentum and therefore we expand the amplitude in powers
of G as

Aλ =

G1/2

+

G1/2

+

G

G1/2

+

G1/2

G

+

G1/2

G1/2

G1/2 + · · ·

(4.1.2)

The first two diagrams on the right-hand side, of order O
(

G1/2
)

, are static (they are
proportional to δ−(k ·ua)) and when multiplied by kµ they do not contribute to the emitted
power. Therefore, the LO contribution to the radiated power comes from squaring the
last three diagrams, of order O

(

G3/2
)

,

kµ
∣

∣

∣

∣

Aλ
k
∣

∣

∣

∣

2

= kµ

∣

∣

∣

∣

∣

∣

∣

∣

∣

k

+
k

+ k

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

+O
(

G4
)

. (4.1.3)

As explained above, instead of solving the integrals in eq. (3.2.10) in the momentum
of the graviton exchanged between the particles, qµ, we adopt a different strategy to
compute the right-hand side of eq. (4.1.1). Writing explicitly the amplitude in terms of
the pseudo stress-energy tensor we have

Pµ
rad

=
1

4m2
Pl

∫

k

[

∑

λ

ǫλ∗ρσǫ
λ
αβ δ

−
+(k

2)

]

kµT̃ ρσ(k)T̃αβ(−k) , (4.1.4)

where, being Tµν(x) real, we used that T̃µν ∗(k) = T̃µν(−k).
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At this point we can employ the standard completeness relation

∑

λ=±2

ǫλ∗αβǫ
λ
ρσ = Pα(ρPσ)β − 1

2
PαβPρσ = Pαβρσ +O

(

k2, kµ
)

, (4.1.5)

where, introducing a time-like unit vector ûµ,

P
µν ≡ ηµν +

k2 ûµûν + kµkν − 2(û · k)k(µûν)
(k · û)2 − k2

. (4.1.6)

In eq. (4.1.5) we ignored terms that either vanish on-shell, or are proportional to kµ and
vanish once contracted with the conserved stress-energy tensor.

Having this, we can interpreted the quantity inside the squared brackets of eq. (4.1.4)
as a cut graviton propagator. Hence, another pictorial depiction of eq. (4.1.1) is

Pµ
rad

=
1

4m2
Pl

∫

k
kµ T̃ T̃ ∗

k

. (4.1.7)

The modulo squared of the amplitude has been replaced by a vacuum-to-vacuum diagram
in the presence of two sources, represented by the pseudo stress-energy tensors. This is
essentially the standard optical theorem [215–217]. We also depict explicitly the flow of
the momentum kµ as dictated by the positive energy theta function in δ−+(k

2).

Contracting the various diagrams represented in eq. (4.1.3), at leading order we
expect four different cut topologies on the right-hand side, denoted here by M, N, IY and
H type, i.e.,

(

T̃ T̃ ∗

k
)

LO

=

k

M

+
k

N

+

k

IY

+
k

H

+ (1 ↔ 2) , (4.1.8)

where we have always considered the upper dot to be object a = 1, and the lower dot
object a = 2. More explicitly, plugging in eq. (4.1.4) the expression of the NLO T̃µν(k)

given in (3.2.10) we obtain

T̃ ρσ(k)PρσαβT̃
αβ(−k)

4m2
Pl

=
m2

1m
2
2

64m6
Pl

∫

q1,q2

∆1,2(q1, k)∆1,2(q2, k)

× ei(q1−q2)·bN (q1, q2, k)

q21q
2
2(k − q1)2(k − q2)2

,

(4.1.9)
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where ∆1,2(q, k) ≡ δ−(q · u1)δ−(q · u2 − k · u2), and the numerator N can be organized in
terms of the contributions from the four topologies above. It is explicitly defined as

N (q1, q2, k) ≡
(

tµν(q1, k) + tµν(q1, k) + tµν⊢ (q1, k)
)

Pµνρσ

×
(

tρσ(q2, k) + tρσ(q2, k) + tρσ⊢ (q2, k)
)∗

.
(4.1.10)

Finally, we replace (4.1.9) in eq. (4.1.4) and we rename

qµ1 = −ℓµ1 + qµ , qµ2 = −ℓµ1 , kµ = −ℓµ1 − ℓµ2 + qµ . (4.1.11)

We then obtain

Pµ
rad

=
m2

1m
2
2

64m6
Pl

∫

q
δ−(q · u1)δ−(q · u2)eiq·bQµ , (4.1.12)

Qµ ≡
∫

ℓ1,ℓ2

δ−−((ℓ1 + ℓ2 − q)2)δ−(ℓ1 · u1)δ−(ℓ2 · u2)

×
(

− ℓµ1 − ℓµ2 + qµ
)

N (ℓ1, ℓ2, q)

ℓ21ℓ
2
2(ℓ1 − q)2(ℓ2 − q)2

(4.1.13)

We have rewritten the total four-momentum emitted as a cut two-loop integral Qµ,
followed by a Fourier transform from q to b-space.

At this point, we have arrived at a form similar to the one we described for the impulse
in section 2.2. As in that case, the advantage of this procedure is that we can now solve
the two-loop integral all at once, making use of the powerful computational tools routinely
employed in high-energy physics — IBP reduction into master integrals [172,173,176] and
differential equation methods [180, 182–184] to solve the latter — described in chapter
2 of this work, without the need of deriving the Fourier-space gravitational waveform.
This is analogous to the calculations performed in [110,120,121]. The difference is that
here we start from a purely classical quantity, namely the conserved pseudo stress-energy
tensor T̃µν , while in that references the authors take the classical limit of a full scattering
amplitude. For this reason, in our approach we do not have to consider any intermediate
quantum or super-classical term.

4.2 . Solving the integral

Before computing the contribution from each of the topologies in eq. (4.1.8) we must
discuss the master integrals that we will need to solve the associated two-loop integrals.
This is what we turn to now.

4.2.1 . Master integrals

As explained in section 3.5.1, we expect the emitted momentum to be (see eq.
(3.5.1))

Pµ
rad =

G3m2
1m

2
2

b3
uµ1 + uµ2
γ + 1

Epp(γ) +O(G4) . (4.2.1)
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Therefore, we can get rid of the free index in Qµ in eqs. (4.1.12) by contracting with
uµ1 +uµ2 . Comparing the final result with (4.2.1) we find the following explicit expression
for Epp(γ)

Epp(γ) = 512π3b3
∫

q
δ−(q · u1)δ−(q · u2)eiq·b

√

−q2Ipp(γ) , (4.2.2)

with Ipp(γ) = Q · (u1 + u2)/2, hence explicitly

Ipp(γ) =
1

2
√

−q2

∫

ℓ1,ℓ2

δ−−((ℓ1 + ℓ2 − q)2)δ−(ℓ1 · u1)δ−(ℓ2 · u2)

×
(

− ℓ1 · u2 − ℓ2 · u1
)

N (ℓ1, ℓ2, q)

ℓ21ℓ
2
2(ℓ1 − q)2(ℓ2 − q)2

.

(4.2.3)

Notice that both Epp(γ) and Ipp(γ) are dimensionless and only dependent on γ = u1 ·u2.
Indeed, the two-loop integral on the right-hand side of eq. (4.2.3) has dimension one. It
can only depend on q2 and γ = u1 · u2 because q · u1 = q · u2 = 0 by the delta functions
in eq. (4.2.2) and no singular contribution is expected. Since only q is dimensionful, it
must scale as

√

−q2, which is compensated by the prefactor. The integral in eq. (4.2.2)
has dimension three and since the only dimensionful parameter is b, it must scale like b−3.
This removes the b-dependence on the right-hand side making Epp(γ) dimensionless.

We now discuss how to simplify and solve the two-loop integral Ipp(γ). Use the
notation [110,112,121]

ρ1 = 2ℓ1 · u1 , ρ2 = −2ℓ1 · u2 , ρ3 = −2ℓ2 · u1 , ρ4 = 2ℓ2 · u2 , (4.2.4)

and

ρ5 = ℓ21 , ρ6 = ℓ22 , ρ7 = (ℓ1 + ℓ2 − q)2 ,

ρ8 = (ℓ1 − q)2 , ρ9 = (ℓ2 − q)2 ,
(4.2.5)

and rewrite it as

Ipp(γ) =
1

√

−q2

∫

ℓ1,ℓ2

δ−−(ρ7)δ
−(ρ1)δ

−(ρ4)

(

ρ2 + ρ3
)

N (ρ1, . . . , ρ9)

ρ5ρ6ρ8ρ9
. (4.2.6)

We use dimensional regularization and extend the four dimensional integration to d space-
time dimensions, i.e.

∫

ℓ1,ℓ2

≡
∫

ddℓ1
(2π)d

ddℓ2
(2π)d

, d = 4− 2ε . (4.2.7)

Moreover, reverse unitarity [168–171] allows to treat the three delta functions involving
ρ1, ρ4 and ρ7 as cut propagators and apply IBP identities.

In particular, as explained in chapter 2, we formally replace the three delta functions
by cut propagators and we underline them to distinguish from the standard ones,

δ−−(ρ7) →
1

ρ7
, δ−(ρ1) →

1

ρ1
, δ−(ρ4) →

1

ρ4
. (4.2.8)
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Then, Ipp(γ) is given as a linear combination of integrals of the form

Gi1,i2,i3,i4,i5,i6,i7,i8,i9 =

∫

ℓ1,ℓ2

1

ρi11 ρ
i2
2 ρ

i3
3 ρ

i4
4 ρ

i5
5 ρ

i6
6 ρ

i7
7 ρ

i8
8 ρ

i9
9

. (4.2.9)

With the help of LiteRed [177,178], we can implement the step two of the roadmap
in figure 7, page 56, and reduce Ipp(γ) to a combination of the following four MIs:

f1 ≡
√

−q2G2,0,0,1,0,1,1,0,1 , f2 ≡
√

−q2G2,0,0,1,0,0,1,1,1 ,

f3 ≡
√

−q2G1,0,1,1,0,0,1,1,1 , f4 ≡
√

−q2G2,0,0,1,1,1,1,1,1 .
(4.2.10)

Note that since we are considering a cut two-loop integration, one must use the CutDS

option in LiteRed in order to perform the correct IBP reduction. The set of propagators
in eqs. (4.2.4) and (4.2.5) and the four MIs above are enough to solve our four topologies
in eq. (4.1.8).

At this point, we can use the differential equation methods [180, 182–184] to solve
these integrals. To remove the square roots that inevitably appears in the computations,
it is convenient to replace again the dependence on γ of the MIs by that on the kinematic
variable x, defined by x ≡ γ −

√

γ2 − 1 [112], see (2.3.21). Differentiating with respect
to x, one realizes that the above integrals satisfy a system of differential equations of the
form

∂x ~f(x, ε) = F (x, ε)~f(x, ε) , ~f =









f1
f2
f3
f4









. (4.2.11)

Here F (x, ε) is a matrix of rational coefficients. As explained in section 2.3.4, to solve
this equation, it is convenient to find a basis ~g = {g1, g2, g3, g4} such that the differential
equation is in canonical form [184,185,240], i.e.

∂x~g(x, ε) = εA(x)~g(x, ε) . (4.2.12)

A system of this form can be trivially solved in terms of polylogarithms as a Laurent
series in ε. The transformation between the basis ~f and ~g can be obtained with the help
of the package Fuchsia [230,231], implementing the Lee algorithm [232].

The canonical basis of MIs reads

g1 =
√

−q2G2,0,0,1,0,1,1,0,1 , (4.2.13)

g2 =
√

−q2G2,0,0,1,0,0,1,1,1 , (4.2.14)

g3 = ε
√

−q2
√

γ2 − 1G1,0,1,1,0,0,1,1,1 , (4.2.15)

g4 =
(

√

−q2
)5 γ − 1

8
G2,0,0,1,1,1,1,1,1 +

√

−q2
1− 2ε(2 + 3γ)

12(1 + 2ε)
G2,0,0,1,0,0,1,1,1

+
2ε

(1 + 2ε)(1 + γ)

√

−q2G2,0,0,1,0,1,1,0,1 , (4.2.16)

77



which satisfies the following canonically normalized differential equation,

d

dx
~g(x, ε) = ε













− 2(1+x2)
x(x2−1)

0 0 0

0 2(1−4x+x2)
x(x2−1)

0 0

0 1
x 0 0

− 4
x2−1

7+10x+7x2

6x(x2−1)
0 − 4

x2−1













~g(x, ε) , ~g ≡









g1
g2
g3
g4









. (4.2.17)

This can be equivalently written as

d~g = ε
[

A0 dlog x+A+1 dlog(x+ 1) +A−1 dlog(x− 1)
]

~g , (4.2.18)

with

A0 =









−2 0 0 0
0 −2 0 0
0 1 0 0
0 7

6 0 0









, A+1 =









2 0 0 0
0 6 0 0
0 0 0 0
2 1

3 0 2









,

A−1 =









2 0 0 0
0 −2 0 0
0 0 0 0
−2 2 0 −2









. (4.2.19)

As we saw explicitly in section 2.3.4, we can solve this differential equation perturbatively
in ε [110], i.e., for each j = 1, . . . , 4,

gj(x, ε) =
1

(−q2)2ε

∑

k

g
(k)
j (x)εk . (4.2.20)

Each g
(k)
j (x) can be found iteratively starting from the g

(k−1)
j (x) as we showed explicitly

in the one-loop example, see eq. (2.3.27). To understand at which order in k we have
to start from, we first need to find the boundary conditions.

4.2.2 . Boundary conditions and solutions for the MIs

The boundary conditions can be found by solving the MIs in the near static limit,
i.e. for γ → 1 (or x → 1). As in section 2.3.5, our MIs ~g are cut two-loop integrals,
therefore, it is easier to solve the corresponding uncut scalar integral and then connect
the two using Cutkosky’s cutting rules [204,205]. Since this is a delicate point, we show
here how this applies to g1 explicitly, and leave the derivation of all the others BCs in
appendix B.

It is helpful to depict the master integrals as diagrams. To do this, for convenience
we introduce a “propagator” also for the massive external source, which can be seen
as the soft-expanded version of the propagator of a massive scalar field [110, 112, 121].
Note that this is only a convenient pictorial tool useful to solve the Feynman integrals,
the compact bodies are external sources and do not propagate. Considering g1, we can
represent it as in figure 8 (a), where a thick line denotes the “massive propagator” and

78



1

2

(2u1 · ℓ1)2

2u2 · ℓ2

(ℓ2 − q)2 ℓ22

(ℓ1 + ℓ2 − q)2

(a)

1

2

(2u1 · ℓ1)2

2u2 · ℓ2

(ℓ2 − q)2 ℓ22

(ℓ1 + ℓ2 − q)2

(b)

Figure 8: Graphic representation of (a) g1 and (b) I1.

a thin line denotes the massless one. Its uncut version is depicted in figure 8 (b), which
corresponds to the following integral

i I1 ≡ (i)5(−i)4
∫

ℓ1,ℓ2

√

−q2

(2ℓ1 · u1)2(2ℓ2 · u2)ℓ22(ℓ2 − q)2(ℓ1 + ℓ2 − q)2
, (4.2.21)

where we have left implicit all the i0+ Feynman prescriptions and included the factor of
i and −i coming respectively form the propagators and vertices.

At this point we can apply the Cutkosky cutting rules listed in section 2.3.5, which
results in the following pictorial equation

+ + = 0 . (4.2.22)

In terms of g1 and I1, this relation becomes

(i I1)
∗ + g1 + (i I1) = 0 → g1 = 2Im (I1) . (4.2.23)

Thus, to find the boundary conditions of the cut master integral g1, it is enough to
compute the uncut diagram I1 in the near static limit and then take twice its imaginary
part.

We give an explicit derivation of the other boundary conditions in appendix B and
we report here the results:

g1|x→1 = g2|x→1 = 12g4|x→1 = − CBC

(4π)4−2ε
, g3|x→1 = 0 , (4.2.24)

where

CBC = sin(πε)

(

1

(−q2)(1− x)

)2ε √πΓ(1 + ε)Γ(1− ε)Γ(12 + 2ε)Γ(12 − 2ε)2

εΓ(1− 4ε)
.

(4.2.25)
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We have now all the necessary ingredients to find the solution to the four MIs defined
in eqs. (4.2.13) - (4.2.16). For the following computations, we just need the solutions
up to order ε in the expansion (4.2.20). These are explicitly given by

g
(0)
1 = − 1

256π
, g

(0)
2 = − 1

256π
, g

(0)
3 = 0 , g

(0)
4 = − 1

3072π
, (4.2.26)

g
(1)
1 =

γE − log(4π)

128π
+

1

128π

[

log

(

1− x

4

)

− log(x) + log

(

1 + x

2

)]

, (4.2.27)

g
(1)
2 =

γE − log(4π)

128π
+

1

128π

[

log

(

1− x

4

)

+ log(x)− 3 log

(

1 + x

2

)]

, (4.2.28)

g
(1)
3 = − 1

256π
log(x) , (4.2.29)

g
(1)
4 =

γE − log(4π)

1536π
+

1

1536π

[

log

(

1− x

4

)

+ 7 log(x)− 15 log

(

1 + x

2

)]

,

(4.2.30)

where γE is the Euler-Mascheroni constant. Up to a different normalization of the loop
integrals,1 these agree with [110,121].

4.3 . Computing the four topologies

We have now all that we need to compute the LO radiated momentum Pµ
rad. As men-

tioned in the previous section, we will focus on computing Epp(γ) defined eq. (4.2.2), split-
ting the computation in four contributions coming from the four topologies in eq. (4.1.8),
i.e.,

Epp(γ) = EM(γ) + EN(γ) + EIY(γ) + EH(γ) + (u1 ↔ u2) , (4.3.1)

where

EI(γ) ≡ 512π3b3
∫

q
δ−(q · u1)δ−(q · u2)eiq·b

√

−q2II(γ) , (4.3.2)

with I = M, N, IY, H and

II(γ) ≡
1

√

−q2

∫

ℓ1,ℓ2

(

ρ2 + ρ3
)

NI(ρ1, . . . , ρ9)

ρ
1
ρ
4
ρ5ρ6ρ7ρ8ρ9

, . (4.3.3)

The numerators for each topology, NI , are defined below. The details of the calculation
can be found in the ancillary files accompaning the arXiv submission of [207]. In par-
ticular, using xTensor [219] the Mathematica notebook Contractions.nb computes
the integrand of eq. (4.3.3) using the stress-energy tensor and prints the results in four
different text files. These files are then imported in IBP-Basis1.nb, which performs the
needed IBP reductions using LiteRed [177,178] and computes EI(γ) for each topology.

1In the QCD/amplitude literature it is common practice to remove a factor of i(4π)ε−2e−εγE

per loop from the normalization of the integrals. Here we do not use this convention.
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4.3.1 . M topology

We start from the M topology, i.e. we solve eq. (4.3.2) with

NM = Pµνρσt
µνt∗ρσ . (4.3.4)

Performing the contractions and IBP reduction with LiteRed [177, 178], one can even-
tually write this contribution in terms of a single master integral,

IM (γ, ε) = CM(γ, ε) g1 (γ, ε) , (4.3.5)

where CM is a (not very illuminating) function of ε and γ. Here we are interested in the
limit ε → 0. Since CM starts at ε0, we just need g1 at order ε0, see eq. (4.2.26). After
performing the Fourier transform in q in eq. (4.3.2) using eq. (2.1.8) we obtain

EM(γ) = −π

8

(

20γ7 + 16γ6 + 12γ4 − 13γ3 − 24γ2 + 15γ + 18

3
√

γ2 − 1

)

. (4.3.6)

The final result is unaltered by the exchange 1 ↔ 2, therefore the symmetric contribution
gives exactly the same result.

Note that the M topology does not contain contributions from the graviton cubic
vertex and the involved Fourier-space waveform (the amplitude) can be computed exactly.
This means that in this case we can also compute the above contribution in a more “direct”
way from eq. (4.1.1), by taking the part of the amplitude that gives the analogous
contribution of this topology. Specifically, EM(γ) can be computed from eq. (4.1.1) as

EM(γ) = 256π3b3
∑

λ

∫

k
δ−+(k

2)k · (u1 + u2)Aλ(k)Aλ(−k) , (4.3.7)

with Aλ(k) defined in (3.3.5). Working in four dimensions and solving explicitly the
integral in q of eq. (3.3.5) as we did in section 3.3, we find the following expression in
terms of modified Bessel functions of the second kind Kn,

Aλ(k) =
ǫλ∗µν

4π(γ2 − 1)

{

2i
uµ1b

ν

b

(

1− 2γ2
)

K1 (z1)− 2
uµ1u

ν
2

√

γ2 − 1
γ(3− 2γ2)K0 (z1)

+
uµ1u

ν
1

√

γ2 − 1

[(

1 + γ(3− 2γ2)
z2
z1

)

K0 (z1)− i(1− 2γ2)
k · b
z1

K1 (z1)

]}

,

(4.3.8)

where, following the notation of that section, we have defined once again, for a = 1, 2,

za ≡ bk · ua
√

γ2 − 1
. (4.3.9)

Using eq. (4.1.5), we can rewrite eq. (4.3.7) as follows

EM =
b2

2π2 (γ2 − 1)5/2

∫ ∞

0
dω ω

∫

dΩ
z1 + z2

z21

{

K2
0

(

z1
)[(

z1 + γ(3− 2γ2)z2
)2

+ 4z1γ
2(2γ2 − 3)

(

z1 − (3− 2γ2)(z1 − γz2)
)]

+K2
1

(

z1
)

(1− 2γ2)2
[

4(1− γ2)z21 − k · b
]

}

, (4.3.10)
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where we used that

d4k δ−+(k
2) = 2πd3k/(2|k|)|k0=|k| = π dΩ dω ω|k0=ω , ω ≡ |k| , (4.3.11)

with dΩ denoting the integration over the solid angle. Working again in the frame (3.3.8),
one can first solve the integrals in the azimuthal angle φ and the frequency ω, then finally
in the polar angle θ, eventually recovering eq. (4.3.6). We stress again that such a direct
procedure is intractable when the amplitude involves A⊢

λ(k) (see eq. (3.3.7)).

4.3.2 . N topology

For the N topology the numerator in eq. (4.3.2) is

NN = Pµνρσt
µνt∗ρσ . (4.3.12)

Performing again the IBP reduction procedure and using the symmetry u1 ↔ u2, we find
that IN can be rewritten in terms of two master integrals, g2 and g3,

IN(γ, ε) = CN,2(γ, ε)g2(ε, γ) +
CN,3(γ, ε)

ε
√

γ2 − 1
g3(γ, ε) , (4.3.13)

where CN,2 and CN,3 are functions starting at order ε0. The coefficient in front of g3
diverges for ε → 0 but this is compensated by g3 that starts at order ε, see eqs. (4.2.26)
and (4.2.29). Plugging in the LO solutions for g2 and g3, we eventually find

EN(γ) =
π

8

[

4
(

20γ6 − 64γ5 + 98γ4 − 80γ3 + 28γ2 − 1
)

(γ2 − 1)3/2

+
4
(

2γ2 − 3
) (

2γ4 − 2γ2 + 1
)

(γ2 − 1)3/2
γ arccosh (γ)
√

γ2 − 1

]

, (4.3.14)

where we have used eq. (2.3.21) to replace

− log (x) = arccosh γ . (4.3.15)

4.3.3 . IY topology

For the IY topology the numerator in eq. (4.3.2) is

NIY(γ, ε) = 2PµνρσRe
[

tµνt∗⊢
ρσ
]

. (4.3.16)

After the IBP reduction we find that IIY is given in terms of g1, g2 and g3, i.e.

IIY(γ, ε) = CIY,1(γ, ε) g1(γ, ε) + CIY,2(γ, ε) g2(γ, ε) +
CIX,3(γ, ε)

ε
√

γ2 − 1
g3(γ, ε) , (4.3.17)

Both CIY,1 and CIY,2 start at order ε−1, leading to a seemingly divergent term for ε → 0,

IIY(γ) ⊃
1

ε

[

2γ4 − 3γ2 + 3

8
(g1 − g2)−

γ
(

6γ4 + γ2 − 15
)

32
√

γ2 − 1
g3

]

. (4.3.18)
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However, this is finite because both g1 − g2 and g3 start at order ε.
Inserting the solutions for g1, g2 and g3 given in eqs. (4.2.26)–(4.2.29), we eventually

obtain

EIY(γ) =
π

8

[

208γ8+384γ7−64γ6−278γ5+158γ4−5867γ3+8349γ2−2759γ−83

12(γ + 1)
√

γ2 − 1

+

(

2γ2 − 3
) (

3γ2 + 5
)

4
√

γ2 − 1

γ arccosh (γ)
√

γ2 − 1
− 4

(

2γ4 − 3γ2 + 3
)

√

γ2 − 1
log

(

γ + 1

2

)]

,

(4.3.19)

where we used again eq. (4.3.15) and

log

(

(x+ 1)2

4x

)

= log

(

γ + 1

2

)

. (4.3.20)

4.3.4 . H topology

Finally, we need to compute the contribution of the H topology, for which

NH ≡ 1

2
Pµνρσt

µν
⊢ t∗⊢

ρσ . (4.3.21)

IBP reducing one last time, we find

IH(γ, ε) = CH,1(γ, ε) g1(γ, ε) + CH,2(γ, ε) g2(γ, ε) + CH,4(γ, ε) g4(γ, ε) . (4.3.22)

Once again, the cancellation of divergencies for ε → 0 is non-trivial. Before expanding
g1, g2 and g4 we obtain a seemingly divergent term,

IH(γ) ⊃
1

4ε

[

83γ4−420γ3+738γ2−532γ+195

12
g2 −

35γ4−60γ3+90γ2−76γ+27

2
g4

−
(

2γ4 − 15γ3 + 27γ2 − 19γ + 7
)

g1

]

, (4.3.23)

which however is finite once we use the solutions for g1, g2 and g4, eqs. (4.2.26)–(4.2.28)
and (4.2.30). Using these, we obtain

EH(γ) = −π

8

[

2(γ − 1)
(

32γ7+92γ6+60γ5+166γ4−236γ3−1017γ2+996γ−261
)

3(γ + 1)
√

γ2 − 1

+
(γ − 1)

(

19γ3 + 79γ2 − 47γ + 29
)

√

γ2 − 1
log

(

γ + 1

2

)]

. (4.3.24)

4.4 . Final result

Summing up all the above contributions, i.e. eqs. (4.3.6), (4.3.14), (4.3.19) and
(4.3.24), and taking into account also the symmetric ones, we eventually obtain

Epp(γ) =
π

8

[

f1(γ) + f2(γ) log

(

γ + 1

2

)

+ f3(γ)
γ arccosh (γ)

2
√

γ2 − 1

]

, (4.4.1)
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with

f1(γ) =
210γ6 − 552γ5 + 339γ4 − 912γ3 + 3148γ2 − 3336γ + 1151

6 (γ2 − 1)3/2
, (4.4.2)

f2(γ) = −35γ4 + 60γ3 − 150γ2 + 76γ − 5
√

γ2 − 1
, (4.4.3)

f3(γ) =

(

2γ2 − 3
) (

35γ4 − 30γ2 + 11
)

(γ2 − 1)3/2
. (4.4.4)

This agrees with the one derived via different methods [110, 120, 121, 129, 153], and
complete the LO radiated sector derived with an EFT worldline approch [206].

From eq. (4.2.1) one can compute the COM radiated energy using eq. (1.4.16),
obtaining [120]

∆Ehyp =
G3M4ν2

b3Γ
Epp(γ) +O(G4) , (4.4.5)

This result has been used to check with the literature in different regimes. For instance,
one can compare against post-Newtonian computations up to 2PN [41, 82, 234] by ex-
panding it for small velocities. From eq. (4.4.5), one can also obtain the radiated energy in
elliptic orbits in the high ellipticity limit via analytic continuation [114,192] and compare
the small velocity expansion with known 3PN results [21]. We refer to [120,121,153,193]
for a more thorough discussion.

4.5 . Summary of the chapter

To summarize, in this chapter we applied the roadmap depicted in figure 7 (page 56)
in order to find the LO radiated four-momentum. We recasted the problem as a cut
two-loop integral and we divided it in four topologies.

Employing reverse unitarity [121, 168–171] and the IBP identities [172–176], we re-
duced the problem to the computation of just four MIs given in eqs. (4.2.13)–(4.2.16),
that we solved using the differential equation method [180–185]. Finally, to find the
suitable boundary conditions, we compute the non cut MIs in the near static limit (see
appendix B) and we used Cutkosky’s rules [204, 205, 227, 228] to related these results
with the cut MIs.

In the following, we employ again all these steps to go beyond the point-particle
approximation and include the effects of tidal deformations and spins.

84



5 - Beyond point-particle: Tidal deformations

Until now we have studied the dynamics of two point-like massive objects interacting
via gravity. While this approximation works well when the objects are far from each other,
it misses the influence of their internal structure when they get closer. An important target
of current and future observations of GW signals is the measurement of tidal deformations
during the coalescence of compact objects [144,198,199,241–247], which may shed light
on the internal structure of neutron stars [248], the nature of black holes [249] or the
existence of more exotic astrophysical objects [250–252].

Tidal deformations affect the conservative two-body dynamics as well as the emitted
energy in GWs. They have been studied employing different analytical techniques, most
notably the PN expansion [59–61, 253–255], the effective-one-body approach [212, 256,
257], classical EFT approaches [20, 23–27] and the self-force formalism [258–261]. see
[262] for a review of the different approaches and waveform models for tidal deformations.

Tidal effects have been also studied within the PM expansion using on-shell scattering
amplitude methods [131–136,263,264] as well as worldine approaches [149,155–158,265].
These developments concern mainly the conservative sector of the scattering of the
two objects. By following a procedure analogousx to the one outlined in the previous
chapters, we shall here show how to incorporate tidal effects in the radiative sector
[155, 167, 208, 263]. In particular, we focus on the leading tidal contributions to the
orbital dynamics, i.e. quadrupolar deformations, but this study can be straightforwardly
extended to higher multipoles using the same approach.

5.1 . Tidal deformations in the worldline action

In the EFT approach, one can add modifications to the point-particle approximation
by adding a set of unknown operators that describe such effects. Since the exact physics
that determines the internal structure of the compact objects sourcing the gravitational
field is still unknown, it is convenient to parametrize our ignorance of the system at
the scale of the objects with suitable operators [20, 26, 144]. We can then match this
description with either experimental data or a theory of the physics inside the bodies.
In practice, considering one spinless body of mass m as in chapter 1, we can include
finite-size effects in eq. (1.2.4) by modifying the mass-shell constraint,

Hm = −e(λ)

[

p2 −m2

2m
+
∑

n

On(λ)

]

, (5.1.1)

where λ is the affine parameter describing the worldline. On the right-hand-side, On(λ)

are a tower of generic operators parametrizing the finite-size effects that satisfy the
symmetries of the system far from the object, i.e. invariance under dieffeomorphism
and re-parametrization of the worldline. They depend on the gravitational field, and we
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shall specify their precise form momentarily. Following steps similar to the ones shown
in section 1.2 we arrive to the action

Sm = −1

2

∫

dλ
1

e(λ)

[

mẋ2(λ) + e2(λ)

(

m+
∑

n

On(λ)

)]

, (5.1.2)

where ẋ2 = gµν ẋ
µẋν . Note that now e(λ) satisfies the equation

m
ẋ2(λ)

e2(λ)
−m−

∑

n

On(λ) = 0 . (5.1.3)

At this point, we can still choose the affine parameter τ such that e(τ) = 1. Defining
again Uµ = dxµ/dτ , from the previous equation we find that

U2(τ) = 1 +
1

m

∑

n

On(τ) . (5.1.4)

This means that in this case τ is not exactly the proper time. In a scattering scenario,
the bodies in the far past move freely in empty space, thus we expect

On(τ) → 0 , for τ → −∞ . (5.1.5)

This implies that τ is the proper time in the asymptotic past. We shall now employ this
affine parameter to describe the worldine. From eq. (5.1.2) we then obtain the action

Sm = −1

2

∫

dτ

[

mU2(τ) +m+
∑

n

On(τ)

]

. (5.1.6)

Let us now focus on the finite-size operators. After discarding redundant couplings
involving the Ricci scalar and tensor [20,26], the operators On(τ) can be written in terms
of contractions of the Weyl or, equivalently, the Riemann tensor. It is convenient to fur-
ther decompose this into gravito-electric and -magnetic components defined respectively
as

Eµν ≡ RµανβUαUβ , Bµν ≡ 1

2
ǫαβγµR

αβ
δνUγUδ , (5.1.7)

where ǫαβγµ is the Levi-Civita (pseudo) tensor. They are symmetric and obey

gµνE
µν = 0 = gµνB

µν , EµνUν = 0 = BµνUν . (5.1.8)

We can then parametrize finite-size effects using symmetric trace-free multipole mo-
ments [266]. Going in a locally flat co-moving frame by introducing a vierbein eµi s.t.
eµ0 = Uµ and eµae

ν
bgµν = ηab, we can write this moments as

∑

n

∫

dτOn(τ) =

∫

dτ
(

QE
ab(τ)E

ab(x(τ)) +QB
ab(τ)B

ab(x(τ)) + . . .
)

, (5.1.9)
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where the indices are raised and lower with the flat metric ηab. Here we have written
for simplicity only the first deformation given by the electric and magnetic quadrupole
moments of the massive object, QE

ab and QB
ab, because all of the following discussion can

be done analogously for any multipole moment. [26,198,199,212].
let us focus on QE

ab. We can decompose it into two components

QE
ab = Q̄E

ab + δQE
ab , (5.1.10)

where:

• Q̄E
ab is an intrisic permanent multipole of the body that depends on the physics at

the scale of the object;

• δQE
ab is an induced multipole due to the presence of a long-wavelength interaction.

As we said earlier, here we consider non-rotating bodies for which the multipoles of the
first kind are zero, leaving us with only the induced tidal deformations. We shall see in
the next chapter an explicit example of a non-zero permanent multipole. Using linear
response theory, we can write [20,26,131,212]

δQE
ab(τ) =

∫

dτ ′Gret(τ, τ
′)Eab(x(τ

′)) , (5.1.11)

where Gret(τ, τ
′) is the green function describing the interaction inducing the deforma-

tion. We consider local interactions whose frequency ω is larger than the size of the
object, i.e. ωRs ≪ 1. We can then go in frequency space in eq. (5.1.11) and write

δQE
ab(τ) =

∫

dτ ′
∫

dω

2π

(

c
(2,0)
E2 + c

(2,1)
E2 ω2 + . . .

)

e−iω(τ−τ ′)Eab(x(τ
′))

= c
(2,0)
E2 Eab(x(τ))− c

(2,1)
E2

d2

dτ2
Eab(x(τ

′)) + . . . , (5.1.12)

where we have performed an expansion for small ω of the Fourier transform of Gret(τ, τ
′)

and considered only even power of ω because at this stage the system is still conservative.
The constants c

(n,l)
E2 are unknown Wilson coefficients that contains all the information

about the internal structure of the body. Plugging this result in eq. (5.1.9) and integrat-
ing by parts, we finally obtain

∑

n

∫

dτOn(τ) =

∫

dτ

(

c
(2,0)
E2 EµνE

µν + c
(2,1)
E2

d

dτ
Eµν

d

dτ
Eµν + . . .

)

, (5.1.13)

where we get rid of the flat-frame indices by covariantizing the final result. An analogous
discussion holds for QB

µν .
Following a similar procedure for the other multipole moments, we can describe the

full tidal-modified action in eq. (5.1.6) as Sm = Spp + Stidal, where Spp is the usual
point-particle action given in eq. (1.2.7), and

Stidal =

∫

dτ
∞
∑

n=2

∞
∑

l=0

(

c
(n,l)
E2 E(l)

µ1...µn
E(l)µ1...µn + c

(n,l)
B2 B(l)

µ1...µn
B(l)µ1...µn

)

, (5.1.14)
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with the higher rank tensors defined as

Eµ1...µn = Symµ1...µn

[

Πν3
µ3
...Πνn

µn
∇ν3 ...∇νnEµ1µ2

]

, (5.1.15)

E(l)
µ1...µn

=
(

uα∇α

)l
Eµ1...µn =

(

∂τ
)l
Eµ1...µn , (5.1.16)

where Πµν = gµν −UµUν is the U -orthogonal projector on the worldline, and Symµ1...µn

stands for the symmetrization of all indices µ1, . . . , µn inside the square brackets. An
analogous definition goes for the magnetic components. Note that in eq. (5.1.14) we
include a factor 1/2 in the definition of the coefficients c(n,0)

E2 and c
(n,0)
B2 .

One can also go beyond the linear response described here and include higher order
operators in Eµν and Bµν responsible of non-linear tidal effects, see e.g. [131,265]. The

Wilson coefficients c(n,0)
E2 and c

(n,0)
B2 are linked to the size of the body and the tidal Love

numbers [198, 199, 212, 267]. These are dimensionless coefficients that depend on the
equation of states of the internal structure of the object and decrease as the compactness
increases, reaching zero in the case of a black hole [198, 199, 245, 268]. What we have
outlined here for one single object can be easily extended to a binary or even a multi-body
system.

5.2 . Tidal effects in the radiative sector

We now describe how to perform computations similar to the one performed in the
previous chapter in the presence of tidal deformations. For simplicity, we shall consider
only the LO mass and current quadrupole deformation which means that our starting
point effective action is given by1

Seff,2 = Seff,1 +
∑

a=1,2

∫

dτa

(

cE2
a
Ea

µνE
µν
a + cB2

a
Ba

µνB
µν
a

)

, (5.2.1)

where Seff,1 is given in eq. (1.3.1). Note that the Wilson coefficients have mass dimension

⌊cE2
a
⌋ = ⌊cB2

a
⌋ = −3. The explicit relation with the relativistic Love numbers k

(2)
a and

j
(2)
a is, resplectively [198,199,212],

cE2
a
=

k
(2)
a R5

a

6G
, cB2

a
=

j
(2)
a R5

a

32G
, (5.2.2)

with Ra the radius of the object a.
We focus on the radiative sector, therefore we want to find the pseudo stress-energy

tensor defined in eq. (1.3.17) including the tidal deformations we have just described.
Following again the matching procedure described in the previous chapters, first we
expand gµν = ηµν +hµν/mPl in eq. (5.2.1) and find the relevant Feynman rules. All the
rules coming from Seff,1 have been derived in section 3.1, we need to provide the new

1For simplicity from now on we call c
(2,0)

E2 ≡ cE2
a

and c
(2,0)

B2 ≡ cB2
a

.
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τ1
µν

τ2

q2

k

(a)

τ1
µν

τ2

q2

q1 k

(b)

1τ1
µν

τ2

q2

k

(c)

Figure 9: The Feynman diagrams needed for the computation of the stress-energy tensor: (a)
and (b) are the point-particle contributions computed in section 3.2, and (c) is the tidal one. The
symmetric terms are obtained by exchange of 1 ↔ 2.

one coming from tidal contributions. Let us define the following quantities

MEa
µναβ(ℓ) ≡

2δEa
µν

δhαβ(ℓ)
= ηµσηνρu

σ
au

ρ
aℓαℓβ

+ (ℓ · ua)2ηα(µην)β − 2(ℓ · ua)uρaηρ(µην)(αℓβ) +O (G) , (5.2.3)

MBa
µναβ(ℓ) ≡

2δBa
µν

δhαβ(ℓ)
=

1

2
lρuσaǫρσα(µ

[

ην)β(ℓ · ua)

− ην)ρu
ρ
aℓβ
]

+ (α ↔ β) +O (G) , (5.2.4)

where we use the flat metric ηµν to raise and lower indices. In the above equations we
have also expanded the worldlines around straight motion as in eqs. (1.4.7) and (1.4.8),
hence uµa are the constant initial velocities of the two objects. We also kept only the
needed leading order in the PM expansion. The Feynman rules then reads

τa

κλ

µνℓ1

ℓ2

= i
∑

X=E,B

cX2
a

4m2
Pl

∫

dτae
i(ℓ1+ℓ2)·(ba+uaτa)MXa

µναβ(ℓ1)MXa
κλ

αβ
(ℓ2) , (5.2.5)

On the left-hand side of eq. (5.2.5) we used a square to denotes a tidally-coupled particle
evaluated using the straight worldline. We have verified that our expression agrees with
the one that can be read off from the 4-point amplitude at leading PM order obtained
in Ref. [131].

5.2.1 . Stress-energy tensor with tides

The stress-energy tensor needed to compute the emitted four-momentum is given by
the sum of the point-particle and tidal contributions, i.e.,

T̃µν = T̃µν
pp + T̃µν

tid , (5.2.6)

where, as usual, the tilde denotes the Fourier transform. The stress-energy tensor in the
point-particle case has been computed in section 3.2, see eqs. (3.2.2) and (3.2.10).

The contribution of the tidal operators to the stress-energy tensor has no static piece.
The leading PM term can be obtained from the diagram (c) in figure 9 and its symmetric
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under exchange of the two particles. We obtain

T̃µν
tid =

m1m2

4m2
Pl

∫

q1,q2

δ−(q1 · u1)δ−(q2 · u2)δ−4(k − q1 − q2)

× eiq1·b1+iq2·b2

q21q
2
2

∑

a=1,2

∑

X=E,B

tµν
X2

a
(q1, q2) , (5.2.7)

tµν
X2

1
≡ −2

cX2
1

m1
q21 ηµαηνβMX1

αβρσMX1
κλ

ρσ
(

uκ2u
λ
2 − ηκλ/2

)

(5.2.8)

Defining βγ = 2γ2 − 1 and using eqs. (5.2.3) and (5.2.4), the explicit expressions of tµν
E2

1

and tµν
B2

1
is

tµν
E2

1
=

cE2
1

m1
q21

[

ω4
1η

µν − βγω
2
1q

µ
2 q

ν
2 − 2ω3

1q
(µ
1 u

ν)
1 + 2ω2

1

(

γ(q21−q22−k2) + 2ω1ω2

)

u
(µ
1 u

ν)
2

− ω1

(

βγ(q
2
1 − q22 − k2) + 4γω1ω2 + 2ω2

1

)

q
(µ
2 u

ν)
1 + 4γω3

1q
(µ
2 u

ν)
2 − 2ω4

1u
µ
2u

ν
2

−
(

βγ
(q21−q22−k2)2

4
+ 2γω1ω2(q

2
1−q22−k2)− k2ω2

1 + 2ω2
1ω

2
2

)

uµ1u
ν
1

]

, (5.2.9)

tµν
B2

1
=

cB2
1

m1
q21

[

ω2
1

(

q21−q22−k2

2
+ ω2

1

)

ηµν − ω1 (βγω1 − 2γω2) q
µ
2 q

ν
2 + ω2

1q
(µ
1 q

ν)
2

−
(

(

γ(q21−q22−k2) + 2ω1ω2

)2

2
− k2ω2

1

)

uµ1u
ν
1 − ω2

1(q
2
1−q22−k2 + 2ω2

1)u
µ
2u

ν
2

−
(

ω1(k
2 + 2ω2

1 − 2ω2
2 + 4γω1ω2) +

q21−q22−k2

2

(

(1 + 4γ2)ω1 − 2γω2

)

)

q
(µ
2 u

ν)
1

+ ω1(γ(q
2
1−q22−k2) + 4γω2

1 − 2ω1ω2)q
(µ
2 u

ν)
2 − ω1

(

q21−q22−k2

2
+ 2ω2

1

)

q
(µ
1 u

ν)
1

]

+

(

q21−q22−k2

2
+ 2ω2

1

)

(

γ(q21−q22−k2) + 2ω1ω2

)

u
(µ
1 u

ν)
2 . (5.2.10)

Analogous expressions hold for tµν
E2

2
and tµν

B2
2

with (1 ↔ 2). In chapter 3 we saw that

kµT̃
µν
pp = 0, therefore here we can focus just on the above quantities. We have verified

that the total stress energy tensor including tidal effect is conserved in general, i.e. that
kµT̃

µν
tid = 0 for any kµ. To simplify computations, in the next sections we shall consider

the external momentum to be on-shell, i.e. impose k2 = 0 in eqs. (5.2.9) and (5.2.10).
We can also discard terms proportional to q22 which give only short-range contributions.

Before proceeding, we find important to write how the tidal contributions to the
stress-energy tensor scale w.r.t. the leading point-particle term. Following what we said
in Sec. 1.3, neglecting the static piece from eq. (3.2.10) we see that T̃µν

pp ∼ Gm2.
Recalling eq. (5.2.2), for the tidal contribution of eq. (5.2.7) we find

T̃µν
tid ∼ Gm2 x (Gmq)4

(

R

Gm

)4

, (5.2.11)

where x denotes either the electric k(2) or the magnetic j(2) love number and R is the
typical value of the radius of the scattered objects. According to the scaling outlined
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in Sec. 1.3, tidal deformations seems to start being relevant at 5PM order. However,
T̃µν
tid contains a factor of (R/Gm)4, which means that these effects can be enhanced and

enter earlier in the perturbation expansion whenever we look at an objects like neutron
stars whose size is bigger than their Schwarzschild radius Gm [59–61,243,246].

5.2.2 . Asymptotic waveform

Following the procedure of section 3.4.1, we can find the asymptotic waveform in
direct space from the stress-energy tensor we have just computed. Following eq. (3.4.11),
we work in the TT gauge and define the contribution of the tidal deformations to the
waveform as

htidij (x) =
1

r

[

ǫ+ijf
(+)
tid + ǫ−ijf

(−)
tid

]

+O
(

G5/2
)

, (5.2.12)

where, calling k0 = ω and tr the retarded time,

f
(±)
tid ≡ 1

8πmPl

∫

dω

2π
e−iωtrǫ±∗

ij T̃ ij
tid

∣

∣

kµ=ωnµ , (5.2.13)

If computed in the COM frame, the results for f
(±)
tid could be use to compute the

emitted angular momentum as in section 3.5.3. Also in this case, for the LO computation
one needs only the total gravitational wave-memory of the tidal contribution, i.e.

∫

dtr ḟ
tid
λ = − i

8πmPl

∫

dω

2π
δ−(ω)ω ǫ±∗

ij T̃ ij
tid

. (5.2.14)

From the previous equation we understand that only the soft limit of the stress-energy
tensor given in eq. (5.2.7) contributes. It is not hard to see that

ǫ±∗
ij T̃ ij

tid
= O

(

ω3
)

, for ω → 0 , (5.2.15)

which implies

∫

dtr ḟ
tid
λ = 0 . (5.2.16)

This means that the contribution to the emitted angular momentum coming from the
leading tidal deformation is at least of order O

(

G3
)

.
Going back to the computation of eq. (5.2.13), plugging in the expression of the

T̃µν
tid

found in the previous section and using manipulations similar to the one described
in section 3.4.1, one finds

f
(±)
tid =

∑

X=E,B

Gm2

mPl

ǫ∗λµν(n)

n · u1

∫

q

δ−(q · u2)eiq·b̃1
q2(k − q)2

tµν
X2

1
(k, q)

∣

∣

ω=
q·u1
n·u1

+ (1 ↔ 2), (5.2.17)

where b̃µ1 ≡ bµ+
uµ
1

n·u1
(tr−n ·b1). We can then choose a frame and remove the remaining

delta function by integrating in q0. Regardless of the chosen frame, the remaining integral
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can be put in the form of the integrals

I =

∫

q

eiq·b

q ·M · q =
1

4π

[

b ·M−1 · b
]−1/2

[det(M)]1/2
, (5.2.18)

Ii1,...,in =

∫

q

qi1 . . . qineiq·b

q ·M · q =
∂

i∂bi1
...

∂

i∂bin
I (5.2.19)

where M is a 3 × 3 matrix. For simplicity, we perform the calculation in the rest frame
of particle 2 defined in eq. (3.3.8) obtaining

f
(±)
tid =

15Gm1m2

4πmPl

γ2 − 1

b5

∑

a=1,2

∑

X=E,B

cX2
a

ma

ǫ∗λij e
i
Ie

j
JA

IJ
X2

a

(n · ua)3c9/2a

, (5.2.20)

where we have introduced an extra index I, J = v, b, and the functions

c1 = 1 +
γ2 − 1

γ2(n · u1)2
(

tr
b
+ n · eb

)2

, c2 = 1 + (γ2 − 1)
t2r
b2

(5.2.21)

Defining fa = 6ca−7, ga =
√
ca − 1(4ca−7) and v =

√

γ2 − 1/γ the explicit expressions
for AIJ

X2
a

are

Abb
E2

a
= (n · ua)2βγfa ,

Avb
E2

a
= γ(n · ua)

[

faβγvδa1eb · n+ ga
]

,

Avv
E2

a
=

(2f2
a − 17fa − 7)

30
+ fa(γ

2 − 1) + vγ2δa1eb · n
[

faβγvδa1eb · n+ 2ga
]

,

Abb
B2

a
= 2γ(n · ua)

[

γ n · ua −
(n · u1)(n · u2)

n · ua
]

fa , (5.2.22)

Avb
B2

a
= faγ

2(2γδa1n · ua − 1)veb · n+ ga
[

γ n · ua −
(n · u1)(n · u2)

n · ua
]

,

Avv
B2

a
= 2γ2veb · n

[

faγ
2vδa1eb · n+

γδa1 − δa2
γ

ga
]

.

One can verify that, performing the low-velocity expansion, the contribution of the mag-
netic quadrupole enters at 1PN higher than the electric one, as expected. This expression
has been recently confirmed in Ref. [167].

5.3 . Radiated four-momentum with tides

The derivation of the emitted linear momentum closely follows the procedure pre-
sented in chapter 4. Staring again from eq. (4.1.4) we have

Pµ
rad =

1

4m2
Pl

∫

k
δ−+(k

2)kµPαβρσ

(

T̃αβ
pp + T̃αβ

tid

)(

T̃ ∗ρσ
pp + T̃ ∗ρσ

tid

)

(5.3.1)

= Pµ
pp +

1

2m2
Pl

∫

k
δ−+(k

2)kµRe
[

T̃αβ
pp PαβρσT̃

∗ρσ
tid

]

+ . . . . (5.3.2)
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In the above equation we considered only the LO terms in the Tidal deformation. Recall-
ing eq. (5.2.11), we see that the contribution quadratic in T̃tid is further suppressed by
O(G4) and is thus neglected. Pµ

pp is the emitted momentum in the point-particle case
computed in chapter 4 and given by eqs. (4.2.1) and (4.4.1). The second term is the
first tidal deformation contribution. Ignoring the static piece that does not contribute to
the observable, is explicitly given by

Pµ
tid =

1

2m2
Pl

∫

k
δ−+(k

2)kµRe
[

T̃αβ
NLO(k)PαβρσT̃

ρσ
tid(−k)

]

, (5.3.3)

with T̃µν
NLO and T̃µν

tid given respectively in eqs. (3.2.10) and (5.2.7). Analogously to eq.
(4.1.7), we can interpreted the phase-space delta function as a cut propagator, so that
the integrand reproduces vacuum-to-vacuum diagrams with a cut, pictorially represented
as follows

Pµ
tid =

1

2m2
Pl

∑

X=E,B

∫

k
kµRe













cX2
1

k

+

cX2
1

k

+

cX2
1

k













+ (1 ↔ 2) .

(5.3.4)

In drawing this we have considered again the upper dot as body a = 1 and the lower one
as a = 2. In contrast with the point-particle case, at LO in the tidal effects we just need
to compute three topologies. The H-like diagram is absent, because there are no tidal
interactions linear in hµν .

Defining again ∆1,2(q, k) ≡ δ−(q · u1)δ−(q · u2 − k · u2), we can explicitly write

Re
[

T̃ ρσ(k)PρσαβT̃
αβ
tid (−k)

]

2m2
Pl

=
m2

1m
2
2

32m6
Pl

∑

X=E,B

∫

q1,q2

∆1,2(q1, k)∆1,2(q2, k)

×
ei(q1−q2)·b

(

NX1(q1, q2, k) +NX2(q1, q2, k)
)

q21q
2
2(k − q1)2(k − q2)2

,

(5.3.5)

where

NXa(q1, q2, k) ≡Re

[

(

tµν(q1, k) + tµν(q1, k) + tµν⊢ (q1, k)
)

Pµνρσ

(

tρσXa
(q2, k)

)∗
]

.

(5.3.6)

The numerators entering in the computation of the three topologies depicted in eq. (5.3.4)
come from the contraction of respectively tµν , tµν and tµν⊢ with (tµνX1

)∗, as can be seen
from the above equation. One must then add the 1 ↔ 2 piece. Performing once again
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the renaming defined in eq. (4.1.11) one eventually arrives to

Pµ
tid

=
m2

1m
2
2

32m6
Pl

∫

q
δ−(q · u1)δ−(q · u2)eiq·bQµ

tid , (5.3.7)

Qµ
tid ≡

∑

X=E,B

∫

ℓ1,ℓ2

δ−−((ℓ1 + ℓ2 − q)2)δ−(ℓ1 · u1)δ−(ℓ2 · u2)

×
(

− ℓµ1 − ℓµ2 + qµ
)

(

NX1(ℓ1, ℓ2, q) +NX2(ℓ1, ℓ2, q)
)

ℓ21ℓ
2
2(ℓ1 − q)2(ℓ2 − q)2

. (5.3.8)

Once again, the LO emitted momentum can be recasted as a two-loop integration fol-
lowed by a Fourier transform from q to b space.

To get rid of the free index in eq. (5.3.3), we can decompose again the emitted
momentum using the four-vectors defined in eq. (2.2.8) as in (3.5.1), i.e.

Pµ
tid =

G3m2
1m

2
2

b3

(

Ctid
u1

ǔµ1 + Ctid
u2

uµ2 − Ctid
l l̂µ − Ctid

b b̂µ
)

. (5.3.9)

The final integral is odd in the exchange

(ℓ1 · b̂, ℓ2 · b̂) → −(ℓ1 · b̂, ℓ2 · b̂) , and (ℓ1 · l̂, ℓ2 · l̂) → −(ℓ1 · l̂, ℓ2 · l̂) (5.3.10)

therefore we conclude that Cl = Cb = 0. Moreover, Cu2 = Cu1

∣

∣

1↔2
. We finally have

Pµ
tid

=
15π

64

G3m2
1m

2
2

b7

∑

X=E,B

[(

cX2
1

m1
EX +

cX2
2

m2
FX

)

ǔµ1 + (1 ↔ 2)

]

. (5.3.11)

In the above equation we divided by an extra b4 w.r.t. the point-particle case to make
EX and FX dimensionless. For convenience, we have also collected an overall numerical
coefficient and split into electric and magnetic contributions.

Analogously to the point-particle case described in detail in chapter 4, EX and FX

can be written as Fourier transform of a scalar cut two-loop integral, see eq. (4.2.2). In
particular, introducing again the notation of eq. (4.2.4) and (4.2.5) we have

EX(γ)=
217π2

15
b7
∫

q
δ−(q · u1)δ−(q · u2)eiq·b(−q2)5/2IX

E (γ) ,

FX(γ)=
217π2

15
b7
∫

q
δ−(q · u1)δ−(q · u2)eiq·b(−q2)5/2IX

F (γ) ,

(5.3.12)

where the cut two-loop integrals IX
E (γ) and FX

E (γ) are explicitly

IX
E =

1

(−q2)

m1

cX2
1

∫

ℓ1,ℓ2

δ−−(ρ7)δ
−(ρ1)δ

−(ρ4)
ρ3NX1

ρ5ρ6ρ8ρ9
, (5.3.13)

IX
F =

1

(−q2)

m2

cX2
2

∫

ℓ1,ℓ2

δ−−(ρ7)δ
−(ρ1)δ

−(ρ4)
ρ3NX2

ρ5ρ6ρ8ρ9
, (5.3.14)
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fE
1

1

2(γ + 1)3
√

γ2 − 1

[

937γ9 + 1551γ8 − 2463γ7 − 5645γ6

+20415γ5 + 65965γ4 − 349541γ3 + 535057γ2 − 360356γ + 92160
]

fB
1

γ − 1

4(γ + 1)3
√

γ2 − 1

[

1559γ8 + 3716γ7 − 1630γ6 − 11660γ5

−28288γ4 + 155292γ3 − 543442γ2 + 535212γ − 180775
]

fE
2 30

√

γ2 − 1
(

21γ4 − 14γ2 + 9
)

fB
2 210(γ2 − 1)3/2

(

1 + 3γ2
)

fX
3 −fX

2

γ(2γ2 − 3)

4(γ2 − 1)

FE 3(γ − 1)2

(γ + 1)3
√

γ2 − 1

[

42γ8 + 210γ7 + 315γ6 − 105γ5 − 944γ4

−1528γ3 + 22011γ2 − 33201γ + 16272
]

FB −
3(γ − 1)3(105γ5 + 630γ4+1840γ3+ 3690γ2−17769γ + 15984)

(γ + 1)3
√

γ2 − 1

Table I: Functions specifying the radiated four-momentum in eq. (5.3.11).

Following the procedure of chapter 4, making use of reverse unitarity [168–171], we
can use IBP identities to express the two-loop integrals IX

E,F as linear combinations of
simpler master integrals. We perform this reduction using the Mathematica package
LiteRed [177, 178], finding that the three integrals defined in eqs. (4.2.13)–(4.2.15)
form a complete base. The absence of the integral g4 defined in eq. (4.2.16) is expected
due to the fact that in this computation we do not have the contribution of the H

topology. Indeed, from eqs. (4.3.5), (4.3.13), (4.3.17) and (4.3.22), we can see that
g4 entered only in the IBP reduction of the H-like diagram in the point-particle case.
Plugging the solutions of the integrals g1, g2 and g3 inside the IBP reduced version of
IX
E and IX

F , we eventually obtain

EX = fX
1 + fX

2 log

(

γ + 1

2

)

+ fX
3

arccosh(γ)
√

γ2 − 1
, (5.3.15)

with fX
1 , fX

2 , fX
3 and FX given in Table I.

5.3.1 . Radiated energy and instantaneous flux

From eq. (5.3.11), one can compute the radiated energy in the COM frame from
tidal effects, ∆Etid

hyp. Using eq. (1.4.16) and the notation introduced in section 1.1,
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this reads

∆Etid
hyp =

15πG7M8ν2

64b7Γ
G(EX ,FX) , (5.3.16)

where
G(EX ,FX) ≡

∑

X=E,B

[

κX2EX+ λX2(FX − EX)
]

, (5.3.17)

and we have introduced the dimensionless parameters [156]

λX2 ≡ 1

G4M5

(

cX2
1
m2

m1
+

cX2
2
m1

m2

)

, (5.3.18)

κX2 ≡ 1

G4M4

(

cX2
1

m1
+

cX2
2

m2

)

. (5.3.19)

Expanding for small relative velocities v ≡
√

γ2 − 1/γ, we find

EE = 288v3 +
2143

7
v5 +

14542

21
v7 +O(v9) ,

EB = −98v5 +
585

4
v7 +O(v9) ,

FE = 288v3 + 336v5 +
3027

4
v7 +O(v9) ,

FB = −210v5 − 669

4
v7 +O(v9) ,

(5.3.20)

which shows that the current (magnetic) quadrupole is 1PN order higher than the mass
(electric) one, as expected.

On the other hand, evaluating eq. (5.3.16), for large γ we find

EX
HE = (aX + bX log γ)γ5 +O(γ3) , (5.3.21)

FX
HE = cXγ6 + dXγ4 +O(γ2) , (5.3.22)

where

aE = 937/2− 945 log 2 , aB = 1559/4− 945 log 2 bE = bB = 315 ,

cE = 126 , cB = 0 , dE = −504 , dB = −315 .
(5.3.23)

While EE
HE and EB

HE scale in the same way with γ, FE
HE and FB

HE behave differently.
Moreover, contrary to the point-particle case, we find a log γ divergent term in the
large γ limit. This is due again to the absence of an H topology contribution. Our
perturbative expansion is valid for γ(GM/b) ≪ 1 [123, 190, 269] (see also [82]). In this
regime ∆Etid ≪ ∆E ∼ (GM/b)3(M/Γ)γ3 ≪ E.

The emitted energy from a two-body encounter can be used to derive the energy loss
for closed orbits employing the B2B relation [114,192,193], see eq. (1.5.18). Expressing
the result in terms of the asymptotic angular momentum J , we find

∆Etid
ell =

15πG7M15ν9(1− γ2)7/2

64J7Γ8
G(ẼX , F̃X) , (5.3.24)
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where for X = E,B

ẼX = f̃X
1 + f̃X

2 log

(

γ + 1

2

)

+ f̃X
3

arccos(γ)
√

1− γ2
, (5.3.25)

with f̃X
1 = −2fX

1 , f̃E
2 = −2fE

2 , f̃B
2 = 2fB

2 , f̃E
3 = 2fE

3 , f̃B
3 = −2fB

3 and F̃X = −2FX

subject to the replacement (γ2−1)n/2 → (1−γ2)n/2 for X = E,B. In the next section
we show that this expression is consistent with known results in the PN approximation.

Following [193], we can use eq. (5.3.16) to reconstruct the instantaneous flux. Using
the scattering angle and the B2B map [114, 192], we can reconstruct the Hamiltonian
H(r,p2) and the radial momentum pr(r, E) =

√

p2(r, E)− J2/r2 of the system in the
center-of-mass frame and the isotropic gauge, see section 1.5. Recall the definition of E
given in eq. (1.1.3). Then, the total emitted energy can be computed as

∆Ehyp =

∫ ∞

rmin

dr

(

∂H(r,p2)

∂p2

)−1
FE(r, E)

√

p2(r, E)− J2/r2
, (5.3.26)

with rmin the point of closest approach, and FE ≡ dE/dt the energy flux. For the
computations done in the following paragraphs, we only need the straight motion version
of these quantities, i.e.

rmin = b+O (G) ,

(

∂H(r,p2)

∂p2

)−1

= 2MΓξ +O (G) , p2 = p2∞ +O (G) ,

(5.3.27)

with ξ ≡ E1E2/E, and Ea the initial asymptotic energy of body a = 1, 2. In the PM
framework, we have computed the right hand side of this equation

∆Ehyp =
G3M6ν2

J3

(

∆E(0)
pp +

1

J4
∆E

(0)
tid

)

+O
(

G4
)

, (5.3.28)

where ∆E
(0)
pp is the emitted energy in the point-particle case computed in the previous

chapter, see eq. (4.4.5) and Ref. [110,120,121,129,153,207]. The second term in round

brackets is the tidal contribution, i.e. ∆E
(0)
tid = J7∆Etid

hyp/(G
3M6ν2) with ∆Etid

hyp given
in eq. (5.3.16). We can expand the energy flux in the PM regime as follows

FE(r, E) =
G3M4

r4

(

F (0)
pp (E) +

F (0)
tid (E)
r4

)

+O
(

G4
)

, (5.3.29)

where the dependence on r is fixed by dimensional analysis. Integrating both sides of
eq. (5.3.26) and matching oder per oder in G, we find the same F (0)

pp (E) written in [193],
while for the tidal contribution

G3M4

r8
F (0)
tid =

G7M8

r8
3ν3
√

γ2 − 1

4Γ3ξ
G(ẼX , F̃X) , (5.3.30)

As we explain momentarily, also this expression coincides with what is known in the PN
literature.
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5.3.2 . Consistency checks

We can use eq. (5.3.24) to compare our result for small velocities to the emitted
energy in one period derived in the PN expansion in the large eccentricity limit, i.e. to
leading order in large J . Expressing eq. (5.3.24) in terms of E and

j =
J

GM2ν
, (5.3.31)

the PN expansion of our result, i.e. the limit γ → 1 or E → 0 gives

∆Etid
ell

πMν2
=

1

j7

[

E54320κE2 − E6 30(11κE2(504ν − 149)−209λE2+686κB2+784λB2)

7

+ E7 5

7

(

2κE2

(

55944ν2 − 24585ν + 19250
)

+ (−6270ν + 2891)λE2+

+ 21κB2(980ν + 977) + λB2(23520ν − 16926)
)

]

+O
(

E8
)

. (5.3.32)

We should be able to check this expression with PN result in the large eccentricity, i.e.
large angular momentum limit.

The tidal effects on the gravitational wave energy flux for spinless bodies has been
computed up to the next-to-next-to-leading order in Ref. [60]. See [59,61] for a derivation
of the equations of motion and Hamiltonian in this case, respectively; see also [263] for
a calculation of the PM Hamiltonian and the emitted energy for quasi-circular orbits at
leading PN order, with interactions cubic in the curvature and tidal effects. Although
in [60] the results were given only for quasi-circular orbits, their authors have kindly

provided us with an expression of the flux F
(PN)
E and the conserved energy E and angular

momentum J for generic orbits, written in terms of r, ṙ and φ̇, respectively the two-body
distance, the radial velocity and the angular velocity in the COM frame. A dot denote a
derivative with respect to the time coordinate that, in the PN regime, is universal.

To find the emitted energy for generic orbits, we shall follow a procedure similar to
the one outlined in [270,271]. Inverting the following relations

E =
E(r, ṙ, φ̇)−M

Mν

j =
J(r, ṙ, φ̇)

GM2ν















−→
{

ṙ = ṙ(E , j, r)
φ̇ = φ̇(E , j, r)

, (5.3.33)

we obtain an expression for the radial and angular velocities as a function of E , j and r.
At this point we can find the periastron r+(E , j) and apastron r−(E , j) as the solution
for r of ṙ(E , j, r) = 0. The total emitted energy can then be found as

∆E
(PN)
tid (E , j) = 2

∫ r+(E,j)

r−(E,j)

dr

ṙ(E , j, r)F
(PN)
E (E , j, r) . (5.3.34)

We verified that this expression is equivalent to (5.3.32) in the limit of large j. As an
extra check, we verified that ∆E

(PN)
tid (E , j) reduces to that given in [60] for circular

orbits, defined by the condition r+(E , j) = r−(E , j).
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We can also directly compare the PN flux F
(PN)
E with the low velocity expansion of

eq. (5.3.30). Although the leading PM computation is not enough to reconstruct even
the complete leading PN term, we can nonetheless check the O

(

G3
)

terms of F (PN)
E .

There are two subtleties that we must discuss. The first is that eq. (5.3.30) and the PN
flux are in two different gauges, the isotropic and harmonic gauge respectively. However,
this gauge difference is 2PM orders higher and can be here neglected. Secondly, the
procedure employed to construct F (0)

tid ignores the contributions of the so-called Schott

terms [272], hence eq. (5.3.30) coincides with F
(PN)
E only up to total derivatives. Indeed

we have verified that, expanding F (0)
tid for small velocities, i.e. small reduced energy E ,

we find
∫ r+

r−

dr
1

ṙ

(

G3M4

r8
F (0)
E,tid − F

(PN)
E

)

= 0 +O
(

G5
)

, (5.3.35)

hence, the two fluxes coincides at this order in G up to total derivative terms.

5.4 . Summary of the chapter

In this chapter, we went beyond the point-particle approximation and included the
effects of tidal deformations on the motion of two compact objects interacting via gravity.
In particular, we computed for the first time the influence of such effects in the asymptotic
waveform, the emitted four-momentum and the radiated flux at leading PM order. We
focused on electric and magnetic-type quadrupole deformations for simplicity, but our
computations can be straightforwardly extended to higher multipoles or to higher-orders
in the curvature fields. Due to the absence of the H-like topology, the computation of
the radiated four momentum required only three of the four MIs we found in the previous
chapter.

We have then derived the emitted energy and flux for bound orbits using the B2B
dictionary and verified that it is consistent with PN results for eccentric orbits. Moreover,
considering the ultra-relativistic limit of the energy loss, we observed that the contribu-
tions of the electric and magnetic component scale differently unlike the case of the
conservative scattering angle.

We shall now proceed and conclude by modifying again the worldline action to include
rotational degrees of freedom, i.e. spin effects.

99





6 - Beyond point-particle: Spin effects

In the last chapter of this thesis we address the contribution of spin effects in the
dynamics of the two bodies. As binary systems with spinning black holes or neutron stars
constitute one of the primary sources of gravitational waves, modeling precisely how spin
influences a binary’s inspiral is essential for making robust detections and performing
accurate parameter estimation studies [273–275] and look for possible physics beyond
the standard model [252,273,276–278].

These effects have been thoroughly investigated in the traditional PN expansion
using both explicit solutions to the Einstein equations [54–56, 279, 280], classical EFT
methods [26, 57, 58, 200–202] and the self force formalism [68–70, 281]. Together with
the EOB formalism [139, 282–285] they form a powerful semi-analytic framework that
allows us to construct waveform template needed for the gravitational wave detectors.

The analysis of spin effects on the binary system have also been address recently within
the PM expansion using again worldline approaches [159–161,164,166] and on-shell scat-
tering amplitude methods [116,140–143,286–288]. These advancements concern mainly
the conservative sector and the full inclusion of spins in the radiated observables at 3PM
was notably absent from the literature. To be precise, the outgoing waveform from a
spinning binary has been computed up to 2PM in Ref. [165] and radiation effects on the
conservative motion at 3PM have been included in [166,289].

Following once more the procedure we detailed in the previous chapters, we shall
complete the 3PM radiative sector with the computation of the radiated momentum up
to quadratic order in spins. Remarkably, we shall see that in order to solve the final
loop integration we need once again only the four two-loop integrals we have already
computed in the minimal point-particle case, see section 4.2.

6.1 . Spin effects in the wordline action

In this section we review how to include spin degrees of freedom in Einstein gravity,
using the EFT approach. In particular, we see how to construct the Routhian describing
a spinning extended object [26, 200] starting from a first-order Lagrangian. We redirect
to Refs. [26, 57, 58, 159, 200–202, 290–292] and references therein for a more complete
discussion on this subject.

6.1.1 . Degrees of freedom

In any generally covariant theory, a spinning particle can be described by a worldline
xµ(λ) and an orthonormal tetrad eµA(x(λ)). The first specifies the trajectory of the par-
ticle, while the latter may be regarded as the Jacobian eµA ≡ ∂xµ/∂yA that transforms
between a general coordinate chart xµ and the particle’s body-fixed frame yA, hence

ηAB = gµν(x(λ))e
µ
A(x(λ))e

ν
B(x(λ)) . (6.1.1)
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This transformation encodes information about the intrinsic rotation of the particle, which
proceeds with an angular velocity given by

Ωµν ≡ ηABeµAẋ
α∇αe

ν
B , ẋµ =

dxµ

dλ
. (6.1.2)

Note that Ωµν is antisymmetric by construction. We call the conjugate momentum pµ
and the spin tensor Sµν ; they are defined as

pµ ≡ −δSspin

δẋµ
, Sµν ≡ −δSspin

δΩµν
, (6.1.3)

where the action for the particle is Sspin =
∫

dλLspin and the Lagrangian Lspin can than
be constructed in first-order form as

Lspin = −pµẋ
µ − SµνΩ

µν −Hspin . (6.1.4)

Analogously to the non-spinning case, see section 1.2, the Hamiltonian will contain the
needed constraints that we shall discuss momentarily.

Before proceeding, it is important to write a few more words about eµA(λ). The
transformation from the generic coordinates xµ to the body-fixed frame yA consists of
essentially two steps: first we rescale the metric to go in a locally flat frame, and then
we perform a Lorentz transformation to end up in the body-fixed frame. Concretely this
means

eµA(x(λ)) = Λa
A(λ)e

µ
a(x(λ)) . (6.1.5)

Here eµa is the vierbein that brigs us in the locally flat frame, and Λa
A is the final time-

dependent Lorentz transformation. In this way, we have explicitly separated the particle’s
translational (eµa) and rotational (Λa

A) degrees of freedom. As a consequence, from
eq. (6.1.2) we get [26,200]

eaµe
b
νΩ

µν = Ωab
Λ + ẋµωab

µ , (6.1.6)

where we have introduced the angular velocity relative to the rest frame Ωab
Λ and the spin

connection ωab
µ defined respectively as1

Ωab
Λ ≡ ηABΛa

AΛ̇
b
B , ωab

µ ≡ gρσebρ∇µe
a
σ . (6.1.7)

Introducing the spin tensor in the locally-flat frame, Sab = Sµνe
µ
ae

ν
b, eq. (6.1.4)

becomes
Lspin = −ẋµ

(

pµ + Sabω
ab
µ

)

− SabΩ
ab
Λ −Hspin . (6.1.8)

Because the “kinetic term” SabΩ
ab
Λ for the rotational degrees of freedom is independent

of the metric, we see that a minimal coupling between gravity and spin appears only
through an interaction term involving the spin connection.

Let us now go back to the construction of the Hamiltonian. We can see that we need
to add some constraints to eq. (6.1.8) by counting the number of degrees of freedom.

1Note that Λa
A depends only on λ, therefore ẋµ∇µΛ

a
A = Λ̇a

A.
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The coordinate xµ and the conjugate momentum pµ contain in total eight degrees of
freedom. The Lorentz matrix Λa

A and the spin tensor Sab add another 12 degrees of
freedom, bringing the total to twenty. To uniquely describe a spinning point-particle
we only need six generalized coordinates (or equivalently twelve phase-space variables),
hence we need to impose a commensurate number of constraints. As in the non-spinning
case, see section 1.2, the Hamiltonian is made up purely of constraints [210]. In particular
we have [290]

Hspin = − e

2m
(p2 −m2 +mHfs)− e χa(

√

p2Λa
0 − pa)− e ξaSabp

b, (6.1.9)

where the fields e(λ), χa(λ), and ξa(λ) serve as Lagrange multipliers. We shall define
Hfs momentarily. These three constraints impose

C0 ≡ p2 −m2 +mHfs ≈ 0 , (6.1.10)

Ca
1 ≡

√

p2Λa
0 − pa ≈ 0 , (6.1.11)

Ca
3 ≡ Sabpb ≈ 0 . (6.1.12)

The hyper-surface in phase-space where all the three conditions above are satisfied is
called constraint surface. We use the weak equality symbol, i.e. a ≈ b if a and b differ
by terms that vanish on the constraint surface [293].

Let us analyze these constraints one by one. The first constraint is the usual mass-
shell condition we have imposed also in the non-spinning case. Here we have included
possible modifications due to finite-size effects contained in mHfs =

∑

nOn, see section
5.1. We will explain this more explicitly at the end of this section. For a rotating object,
the total ADM mass2 is in general a function of the spin absolute magnitude [26, 292],
i.e. m2 = m2(S2) where S2 ≡ SabSab/2. As we shall see in the next section, specifying
the exact dependence of m2 on S2 is actually not necessary because from the EOM one
can see that S2 is conserved, therefore m2 remains constant. This constraint removes
one degree of freedom.

The second constraint Ca
1 imposes Λa

0 ≈ pa/
√

p2, which removes the superfluous
boosts degrees of freedom of the Lorentz transformation. This basically means that we
are setting the timelike vector eµ0 parallel to the particle four-momentum [200], which
removes three degrees of freedom.

Finally, Ca
2 is known as the spin supplementary condition (SSC) [26, 295]. This

removes three out of six degrees of freedom from Sab, leaving us with only the three
angles needed to describe the rotation of the body. This constraint is not unique: we
choose to work with the so-called covariant SSC, which has the advantage of keeping
Lorentz invariant manifest. We redirect the reader to refs. [26,200,202,296] for alternative
SSC implementations.

Even with all the constraints we have imposed so far, we are left with one extra
redundant degree of freedom. This is associated with the reparametrization invariance;

2For asymptotically flat systems, the ADMmass can be defined, via Noether’s theorem, by the
asymptotic symmetries at spatial infinity. See e.g. [294].
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hence, fixing a gauge for the worldline parameter λ removes the last remaining unphysical
degree of freedom.

The last thing we need to discuss are the finite size effects Hfs, that can be written
in terms of multipoles as in eq. (5.1.9). Let us consider again the electric quadrupole
multipole. As we mentioned in section 5.1, all the multipoles can be decomposed into a
permanent part and a response contribution, see eq. (5.1.10). Spinning objects have a
non-zero permanent multipole, in particular Q̄E

ab is given by

Q̄E
ab =

CE

m
SacSc

b . (6.1.13)

The Wilson coefficient CE contains again information about the internal structure of
the body. By matching this point-particle theory with the full Kerr solutions, one finds
CE = 1 for rotating black holes, while Q̄B

ab = 0 for parity reasons. Ignoring the induced
tidal deformation that we have analyzed in the previous section, from now on we consider

Hfs =
CE

m
SacSc

bEab + . . . , (6.1.14)

and redirect to [202] for an explicit expression of the higher multipoles.

6.1.2 . Consistency condition

The action in eq. (6.1.8), together with eq. (6.1.9), can be use to derive the EOM
for the spinning object [200,295]. For ẋµ and Ωab

Λ one explicitly finds

me−1ẋµ ≈ pµ −m
(

χaΠ
aµ − ξaSaµ

)

+
1

p2
CES

aeSe
bRacbd p

(cΠd)µ , (6.1.15)

me−1(Ωab
Λ + ẋµωab

µ ) ≈ −∂m2

∂S2
Sab + 2mξ[apb] + 2CEEc

[aSb]c , (6.1.16)

where we have introduced the projector Πµ
ν ≡ δµν − pµpν/p

2. The EOM for Sab in the
locally flat frame is given by

Ṡab = 2eχ[apb] − 2Ω
c[a
Λ Sb]

c . (6.1.17)

Notice that SabṠab = dS2/dλ and

dS2

dλ
= 2eχ[apb]Sab − 2Ω

c[a
Λ Sb]

cSab = 0 . (6.1.18)

The first term on the right hand side vanishes because of the covariant SSC, while the last
term is zero by means of symmetry. This proves that S2 is a constant as we mentioned
in the previous section. The equation for the spin tensor can be rewritten in terms of the
general coordinates using eµa and eq. (6.1.6). One eventually obtains

ẋα∇αSµν =2eχ[µpν] − 2Ωρ
[µSν]ρ . (6.1.19)

Using eqs. (6.1.15) and (6.1.16) we finally get

1

e
ẋα∇αSµν ≈2p[µẋν] +

CE

m

(

1

p2
SaeSe

bRacb[µpν]p
c + Ea[µSν]bSab

)

. (6.1.20)
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Ultimately, the EOM for pµ can be found by working in normal coordinates around
a point where the Christoffel symbols vanish (but their derivatives do not), and then
covariantising the result [200]. Doing so, one obtains

1

e
ẋα∇αpµ ≈− 1

2e
Rµνρσẋ

νSρσ − CE

2m
∇µ(EabSacSc

b) . (6.1.21)

Note that for the case of a point-particle, CE = 0, eqs. (6.1.20) and (6.1.21) are the
Mathisson-Papapetrou equations [297,298].

The reason why we wrote down these equation is that they allow us to find some
consistency conditions on the constraints Ca

1 and Ca
2 , which then provide an explicit

expression for the Lagrange multipliers χa and ξa in eq. (6.1.9). We would expect
a consistent solution to preserve the constraints under time evolution; hence, we shall
additionally require

ẋα∇αC
a
1 ≈ 0 , ẋα∇αC

a
2 ≈ 0 . (6.1.22)

It is worth remarking that, for n = 1, 2, if Ca
n ≈ 0, then for any tensor Taa1...ak one has

ẋα∇α

(

Ca
nTaa1...ak

)

≈ 0. For Ca
1 we can then evaluate

ηABeµAẋ
α∇α

(

gρσe
ρ
Be

σ
aC

a
1

√

p2

)

= − 1
√

p2

(

Ωµνpν +Πµν ẋα∇αpν

)

≈ 0 . (6.1.23)

Analogously for Ca
2 we can take

ẋα∇α

(

ηabe
b
µC

a
2

)

= ẋα∇α

(

Sµνp
ν
)

≈ 0. (6.1.24)

Using eq. (6.1.19) we can write

ẋα∇α

(

Sµνp
ν
)

=
(

2eχ[µpν] − 2Ωρ
[µSν]ρ

)

pν + Sµν ẋ
α∇αp

ν ≈ 0 . (6.1.25)

Eq. (6.1.23) and the covariant SSC tell us that the second term in the round brackets
in the above equation cancels the last one, leaving us with

χa ≈ 0 . (6.1.26)

Finally substituting (6.1.16) and (6.1.21) into (6.1.25), and then using χa ≈ 0 to
simplify terms, we find

Sµν

(

e p2ξν − 1

2
Rν

λαβẋ
λSαβ

)

≈ 0 . (6.1.27)

This yields to the solution for ξµ, which is explicitly

ξµ =
1

2e p2
Rν

λαβẋ
λSαβ . (6.1.28)
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In the end, plugging eqs. (6.1.26) and (6.1.28) into (6.1.8) with Hspin given in
(6.1.9), we find an explicit expression for the Lagrangian describing a spinning object
without any Lagrange multiplier [26,202]

Lspin = −ẋµ
(

pµ + Sabω
ab
µ

)

− SabΩ
ab
Λ −Hspin , (6.1.29)

Hspin = − e

2m
(p2 −m2 + CESacSc

bEab)−
1

2p2
paẋ

eRebcdSabScd . (6.1.30)

Having removed all the Lagrange multipliers, we must impose the covariant SSC at the
level of the EOM.

6.1.3 . Constructing the Routhian

We have now all the ingredients needed for the construction of the Routhian. In
principle, in order to get a canonical Lagrangian that depends only on xµ, ẋµ and Ωµν

we should invert eqs. (6.1.15) and (6.1.16) to find an expression for the conjugate
momenta pµ and Sµν to plug in (6.1.29). In practice, it is more convenient to remove
only the pµ dependence. As we shall see, the result of this procedure corresponds to
perform a partial Legendre perform that allows us to define the Routhian Rspin.

To remove the pµ dependence in Lspin we can plug the solutions (6.1.26) and (6.1.28)
into eq. (6.1.15) to get

m

e
ẋµ ≈ pµ +

m

2e p2
ẋeRebcdSµbScd +

1

p2
CESaeSe

bRacbd p
(cΠd)µ . (6.1.31)

This relation can be used to find the explicit expression of the conjugate momentum pµ

in terms of ẋµ and Sab. Inverting order per order in spins up to O
(

S2
)

, we have

pµ ≈ m

e
ẋµ − 1

2em
ẋeRebcdSµbScd − e

mẋ2
CESaeSe

bRacbd ẋ
(cUd)µ + . . . , (6.1.32)

where we introduced for convenience the new projector Uµ
ν ≡ δµν − ẋµẋν/ẋ

2. Plugging
this expression in (6.1.29) results in

Lspin = Rspin −
1

2
SabΩ

ab
Λ , (6.1.33)

where Rspin is precisely the Routhian we were looking for

Rspin =− m

2e2
(

ẋ2 + e2
)

− 1

2
ẋµωab

µ Sab +
1

2me
ẋaẋ

eRebcdSabScd

+
e

2m
CEEabSacSc

b + . . . ,
(6.1.34)

and the electric part of the Riemann tensor is now defined as Eab = Racbdẋ
cẋd/ẋ2.

The first three terms of eq. (6.1.34) describe the motion of a spinning point-particle
in a gravitational field. The last term of this line is there to ensure that the covariant
SSC that now reads Sabẋ

b = 0 + O
(

RS3
)

holds upon time evolution. On the other
hand, the second line describes a quadrupole interaction, i.e. the first term responsible
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for the influence of the internal structure of the rotating body. Higher multipoles can be
incorporated in a similar way [202].

Being defined as a partial Legendre transform, the Routhian behaves as a Lagrangian
for xµ and as a Hamiltonian for Sab. The EOM can then be found as follows

δ

δxµ

∫

dλRspin = 0 ,
dSab

dλ
= {Sab,Rspin} , (6.1.35)

where the only non-trivial Poisson brackets is given by

{Sab,Scd} = 2ηa[dSc]b − 2ηb[dSc]a . (6.1.36)

Finally, analogously to what we did in the point-particle and tidal deformations anal-
ysis, we can choose the affine parameter τ such that e(τ) = 1, so that eq. (6.1.34)

becomes

Rspin =− m

2

(

gµνUµUν + 1
)

− 1

2
Uµωab

µ Sab +
1

2m
UaUeRebcdSabScd

+
1

2m
CEEabSacSc

b ,

(6.1.37)

where Uµ ≡ dxµ/dτ . As in the previous chapter, see eq. (5.1.4), this implies that

U2(τ) = 1 +O
(

RS2
)

. (6.1.38)

This means that, in the scattering process we shall study momentarily, τ is the proper
time only in the asymptotic past and future.

6.2 . Spin effects in the radiative sector

We have now all the instruments we need to study the scattering of two spinning
composite objects interacting via gravity. The starting point is the following effective
“action”

Seff,3 = − 2

κ2

∫

ddx
√

−g2R+
∑

A=1,2

∫

dτ RA , (6.2.1)

For reasons that will be clear in the next sections, we work in d dimensions from the
beginning and introduce

κ ≡
√
32πG =

1

m
(d−2)/2
Pl

. (6.2.2)

here we use κ rather then mPl because its definition does not depend explicitly on d. In
(6.2.1) for each body A = 1, 2, RA is the Routhian given in eq. (6.1.37). We study
this system in the PM perturbative regime, hence we expand again gµν = ηµν + κhµν .
Recall that in the Routhian we have introduced a vielbein eaµ = ∂ya/∂xµ that brigs
us in the locally flat frame of each object3, thus RA contains both flat-space Latin and
curved-space Greek indices. However, In the weak field expansion, it is not hard to find

eaµ = ηaρ
(

ηµρ +
κ

2
hµρ −

κ2

8
hµσh

σ
ρ + . . .

)

. (6.2.3)

3We omit the label A denoting the object to lighten the notation.
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µν ρσk

(a)

µ1ν1

µ2ν2µ3ν3

k1
k2k3

(b)

τA

µν

k

(c)

τA

µ1ν1 µ2ν2

k1 k2

(d)

Figure 10: Feynman rules relevant to our computation.

As a consequence, we see that in this expansion Greek and Latin indices are now indistinct.
The spin tensors are, nonetheless, still defined in their respective locally flat frames [161].

We are now ready to derive the relevant Feynamn rules for computing radiative ob-
servables. Once we add the usual de Donder gauge fixing term given in eq. (1.3.7), from
the purely gravitational part of Seff,3 we get the usual propagator and cubic interaction
vertex, see eqs. (3.1.1) and (1.3.10). We draw them once again in figure 10 (a)–(b) for
the reader convenience.

From the Routhian in (6.2.1) we obtain the worldline vertices describing graviton
emission, sketched in figure 10 (c)–(d). Recall that, in order to completely isolate the
power of G, we should also expand the worldline parameters xµA, Uµ

A and Sµν
A around

straight motion, see section 1.4.1. To keep the expressions more compact, it is more
convenient to use the convention introduced in section 1.3, and define the Feynman
rules using the non-expanded variables, represented by an empty dot, and then expand
to the desired PM order. For instance, the single graviton emission from the worldline is
explicitly given by

τa µν
k

=− 1

2
iκ

∫

dτA eik·xA

[

mAUA
µUA

ν + ikρSA
ρ(µUA

ν)

+
1

mA
kρkσUAα

(

UA
(µSA

ν)ρSA
σα + UA

ρSA
σ(µSA

ν)α
)

+
1

2mA
CEA

kρkσ
(

SA
ραSA

σ
α UA

µUA
ν

+ 2UA
ρSA

σαSAα
(µUA

ν) + SA
(µ

αSA
ν)αUA

ρUA
σ
)

]

. (6.2.4)

Expressions for the remaining vertices, which are much lengthier, are presented in ap-
pendix C.

Once we have computed the relevant diagrams, we must expand the body variables
XA ≡ (xA,UA,SA) about their initial straight-line trajectories as mentioned before. We
write [149,161]

XA(τA) = XA(τA) +
∞
∑

n=1

δ(n)XA(τA), (6.2.5)

where once again δ(n)XA represents the O (Gn) deflection away from the initial trajectory
XA due to the gravitational pull of the other body. The 1PM deflections δ(1)XA, which
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τ1

µν

k

(a)

τ1

µν

τ2

k

k − q

(b)

τ1

τ2

µν
q

k − q

k

(c)

Figure 11: Feynman diagrams contributing to the stress-energy tensor up to next-to-leading
order in G. While not drawn explicitly, our calculation includes the mirror inverses of (a) and (b),
which are obtained by interchanging the body labels 1 ↔ 2 and redefining the loop momentum
q → k − q.

we will need later in our calculation, were previously computed using Eq. (6.1.35) in
Refs. [149, 161]. Note that in that references the authors use a different gauge for the
gravitons. This difference however does not affect the result for the EOM at this order.
As for the straight-motion variables XA, we write

xµA = bµA + uµAτA, Uµ
A = uµA, and Sµν

A = mAs
µν
A , (6.2.6)

where the constant vectors uµA and bµA were defined in eqs. (1.4.7) and (1.4.8), while
the constant tensor sµνA describes the initial spin tensor per unit of mass. Note that
sµνA uAν = 0 as per the covariant SSC.

6.2.1 . Stress-energy tensor up to O
(

S2
)

With the rules given in figure 10 we can then construct all the relevant Feynman
diagrams to compute the stress energy tensor via a matching procedure, see section 1.3.2.
We compute it up to NLO in G and up to quadratic order in spins. To this end, we need
the three diagrams depicted in figure 11.

At leading order in G, only the diagram in figure 11(a), with XA replaced by XA,
contributes. The result is

T̃µν
LO(k) =

2
∑

A=1

δ−(k · uA)mAe
ik·bA

[

uA
µuA

ν + ikρsAρ
(µuA

ν)

− 1

2
CEA

(kρsA
ρσsAσ

αkα)uA
µuA

ν
]

. (6.2.7)

As it was the case for the point-particle case, Tµν
LO(k) is static and it does not contribute

to the emitted energy.
All three diagrams in figure 11 contribute at NLO in G. From figure 11 (a), we extract

the O
(

κ2
)

part of the diagram by expanding XA up to 1PM, whereas for Figs. 11 (b)
and 11 (c), it suffices to replace XA by XA. The total result can be written as

T̃µν
NLO(k) =

κ2M2ν

4

∫

q

∆12(q, k)

q2(k − q)2
tµν(q, k) eiq·beik·b2 , (6.2.8)

where we have introduced again ∆12(q, k) ≡ δ−(q·u1) δ−((k−q)·u2). An explicit expression
for tµν , accurate to O(s2), is presented in appendix C. As a first consistency check of
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our result, we verified that using eq. (1.4.12) we recover the waveform at infinity of
Ref. [165]. We have also verified that the stress-energy tensor is conserved for any kµ,
i.e. kµT̃

µν
NLO = 0.

6.3 . Radiated four-momentum with spins

To derive the LO radiated four momentum we follow again the procedure presented
in chapter 4. Staring from eq. (4.1.4) we have that

Pµ
rad =

κ2

4

∫

k
δ−+(k

2)kµ
[

T̃αν
NLO(k)PανρσT̃

∗ρσ
NLO(k)

]

+ . . . , (6.3.1)

where we discarded the non-radiative contribution T̃LO given in eq. (6.2.7). As in eq.
(4.1.7), we can interpreted the phase-space delta function as a cut propagator, so that
the integrand reproduces a vacuum-to-vacuum diagram. Explicitly, eq. (6.3.1) can be
sketched as

Pµ
rad =

κ2

4

∫

k
kµ











1 k

+

1

k
+

1 k

+

k

+
k

+

k

+
k









+ (1 ↔ 2) + . . . , (6.3.2)

where again the upper dot is A = 1 and the lower one is A = 2. Due to the double
expansion in κ and spins the representation is a bit more subtle. In the above equation
we put a number inside the empty dot to remind at which order of the expansion given
in eq. (6.2.5) we need to evaluate that diagram. The black dot represents again straight
motion. It might seems we have more topologies to evaluate that the ones we have
seen so far, however one can realize that the first three diagrams of eq. (6.3.2) give
analogous contribution as respectively the topology M, N and IY. Note that inside the
above equation there is also the point-particle contribution we have already computed in
chapter 4.

Concretely, substituting Eq. (6.2.8) into Eq. (6.3.1), we then find

Pµ
rad =

κ6M4ν2

64

∫

k,q1,q2

δ−+(k
2)∆12(q1, k)∆12(q2, k)k

µ

× tαν(q1, k)Pανρσ t
∗ρσ(q2, k)e

i(q1−q2)·b

q21q
2
2(k − q1)2(k − q2)2

. (6.3.3)

Performing once again the renaming defined in eq. (4.1.11) one eventually arrive to the
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usual form

Pµ
rad =

κ6M4ν2

64

∫

q
δ−(q · u1)δ−(q · u2) eiq·bQµ

S(q) . (6.3.4)

Qµ
S ≡

∫

ℓ1,ℓ2

δ−−((ℓ1 + ℓ2 − q)2)δ−(ℓ1 · u1)δ−(ℓ2 · u2)

×
(

− ℓµ1 − ℓµ2 + qµ
)

NS(ℓ1, ℓ2, q)

ℓ21ℓ
2
2(ℓ1 − q)2(ℓ2 − q)2

. (6.3.5)

In the presence of spins, we need to perform one additional step before being able to
implement the second step represented in figure 7, page 56, i.e. the application of IBP
identities.

6.3.1 . Loop integral decomposition and IBP reduction

Let us introduce again the definition of ρ1, . . . , ρ9 given in eqs. (4.2.4) and (4.2.5).
The quantity Qµ

S(q) is expressible as a sum of terms in which qµ, uµA, and sµνA are
contracted amongst themselves and with the two-loop integrals

G
µ1···µiν1··· νj
n1···n9 ≡

∫

ℓ1,ℓ2

ℓ
µ1

1 · · · ℓµi

1 ℓ
ν1
2 · · · ℓνj2

ρn1
1 ρn2

2 ρn3
3 ρn4

4 ρn5
5 ρn6

6 ρn7
7 ρn8

8 ρn9
9

. (6.3.6)

Our goal is to write every possible contraction of the loop momenta ℓµ1 and ℓµ2 in terms
of the scalar products ρ1, . . . , ρ9 and q2. Similarly to what we saw in section 2.2, to
accomplish this we decompose ℓµA (A ∈ {1, 2}) in the numerator as

ℓµA = (ℓA · u1) ǔµ1 + (ℓA · u2) ǔµ2 +
(ℓA · q)

q2
qµ + ℓµA⊥ , (6.3.7)

where ǔµ1 and ǔµ2 are defined in eq. (2.2.8), and ℓµA⊥ is the part of ℓµA that is orthogonal
to uµ1 , uµ2 , and qµ (recall that qµ is orthogonal to both uµ1 and uµ2 ). The three products
(ℓA · u1), (ℓA · u2) and (ℓA · q) can be easily written in terms of the ρ1, . . . , ρ9 defined
in (4.2.4) and q2, therefore we just need to discuss the orthogonal components ℓµA⊥.

The fact that the denominator of eq. (6.3.6) is invariant under the exchange

(ℓµ1⊥, ℓ
µ
2⊥) → −(ℓµ1⊥, ℓ

µ
2⊥) (6.3.8)

implies that any term in the numerator with i powers of ℓµ1⊥ and j powers of ℓµ2⊥ will
integrate to zero if i+ j is odd. If instead i+ j = 2, then rotational invariance on the
hypersurface orthogonal to u1, u2, and q allows us to replace

ℓ
µ
A⊥ℓ

ν
B⊥ → (ℓ

ρ
A⊥ρσℓ

σ
B)

d− 3
⊥µν , (6.3.9)

under the integral, where the metric on this hypersurface is

⊥µν = ηµν − ǔµ1u
ν
1 − ǔµ2u

ν
2 − qµqν/q2 . (6.3.10)
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Note that the inner product (ℓρA⊥ρσℓ
σ
B) is easily rewritten solely in terms of the variables

ρ1, . . . , ρ9, q2, and γ. Analogous replacement rules can be derived for the i+ j = 4 case
by positing the ansatz

ℓ
µ
A⊥ℓ

ν
B⊥ℓ

ρ
C⊥ℓ

σ
D⊥ → c1⊥µν⊥ρσ + c2⊥µρ⊥νσ + c3⊥µσ⊥ρν (6.3.11)

and then solving for the coefficients {c1, c2, c3} by taking appropriate contractions.
The same can be done for all i+ j ∈ 2N, although in practice we encounter only in-
tegrals with i+ j ≤ 5.

At this point we can explain why we worked in d dimensions from the beginning. The
expressions for the coefficients {c1, c2, c3} in (6.3.11) are rather long in general, but for
e.g. A = B = 1 and C = D = 2 we see that all of them are proportional to (d− 4)−1,
hence this decomposition is not well defined in four dimension.

Qµ
S is now a sum of terms in which different combinations of qµ, uµA, and sµνA are

contracted with one another and multiplied by one of the scalar-valued integrals Gn1···n9 .
At this stage, 3100 different scalar integrals enter into Qµ

S , but not all of them are inde-
pendent. Remarkably, after using the LiteRed software package [177,178] to implement
IBP relations between the different integrals, we find that they reduce to the same four
master integrals g1, g2, g3 and g4 we found in the point-particle case, see eqs. (4.2.13)
– (4.2.13).

Working in d = 4 − 2ε, we first checked that all the seemingly divergent terms
proportional to ε−1 coming from either the IBP reduction process or the decomposition in
(6.3.11) vanish once we plug the solution for the master integrals. One might expect finite
contributions coming from the divergent coefficients inside the decomposition (6.3.11)

times the order ε solution of the master integrals, see eqs. (4.2.27) – (4.2.30), which
would implies a non trivial contribution coming from the order ε of the stress-energy
tensor. We also checked that such contributions actually sum up to zero, meaning that
we could have actually worked in d = 4 up to eq. (6.3.4), and then solve the loop
integrals in d = 4 − 2ε dimension as explained above. This is consistent with the fact
that we expect the final result to be finite in d = 4 dimension.

6.3.2 . The radiated four-momentum

Given what we said in the previous section, we can now specializing to four di-
mensions eq. (6.3.4). It becomes convenient to decompose again onto the complete
four-dimensional basis defined in (2.2.8), i.e.

Pµ
rad =

G3M4πν2

b3
(

Cu1 ǔ
µ
1 + Cu2 ǔ

µ
2 − Cb̂b̂µ − Cl̂ l̂µ

)

. (6.3.12)

Considering V ∈ {u1, u2, b̂, l̂}, each coefficients CV is explicitly

CV ≡ 512π2b3
∫

q
δ−(q · u1)δ−(q · u2) eiq·b VµQ

µ
S . (6.3.13)

We can then solve all the (cut) two-loop integrals VµQ
µ
S as explained in the previous

section, and then perform the final Fourier transform using eqs. (2.1.8) and (2.1.10).
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fII
210γ6 − 356γ5 − 111γ4 − 1627γ3 + 5393γ2 − 4741γ + 1352

16(γ + 1)(γ2 − 1)

−105γ4 + 345γ3 − 405γ2 + 147γ − 48

8(γ + 1)
log

(

1 + γ

2

)

+
210γ6 − 405γ4 + 135γ2

16(γ2 − 1)3/2
arccosh γ

fIII
210γ6 − 279γ5 − 219γ4 − 1350γ3 + 4732γ2 − 4243γ + 1245

16(γ + 1)(γ2 − 1)

−21γ4 + 66γ3 − 84γ2 + 30γ − 9

2(γ + 1)
log

(

1 + γ

2

)

+
42γ6 − 81γ4 + 27γ2

4(γ2 − 1)3/2
arccosh γ

fIV −425γ5 − 1215γ4 + 2491γ3 − 3957γ2 + 2992γ − 760

16(γ + 1)(γ2 − 1)2

−84γ6 + 459γ5 − 825γ4 − 138γ3 + 666γ2 − 321γ + 75

8(γ + 1)(γ2 − 1)2
log

(

1 + γ

2

)

+
168γ7 + 78γ6 − 414γ5 − 171γ4 + 261γ3 + 81γ2 − 27γ

16(γ + 1)(γ2 − 1)5/2
arccosh γ

Table I: Functions of the Lorentz factor γ appearing in Eq. (6.3.16).

Note that in this computation we have included also the point-particle contributions given
in chapter 4. Isolating this, we can write

Pµ
rad = Pµ

pp +
G3M4πν2

b3

2
∑

s=1

(

C(s)
u1

ǔµ1 + C(s)
u2

ǔµ2 − C(s)

b̂
b̂µ − C(s)

l̂
l̂µ
)

, (6.3.14)

where s labels the order in spins. In the final result, we trade the asymptotic spin tensors
sµνA with the corresponding Pauli-Lubanski spin vectors (per unit of mass) defined as

sµA ≡ 1

2
ǫµνρσu

ν
As

ρσ
A , (6.3.15)

then, the components C(s)
V are dimensionless functions of only the Lorentz factor γ, the

two Wilson coefficients CEA
, and the six inner products (sA · V )/b (there are only six

because sA · uA = 0 by definition).
The fact that Pµ

rad is a polar vector strongly constrains which inner products can

appear at any given order, and in which combinations. For instance, because C(1)
u1 , C(1)

u2 ,
and C(1)

b̂
must all be even under parity, they can only depend on (sA · l̂)/b at linear order

in the spins. Indeed, we find explicitly that

C(1)
u1

=
1

b

[

(s1 · l̂)fII(γ) + (s2 · l̂)fIII(γ)
]

+O(s2),

C(1)

l̂
=

1

b

[

(s1 · u2) + (s2 · u1)
]

fIV(γ) +O(s2), (6.3.16)
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while C(1)

b̂
= 0 +O(s2). The remaining component C(1)

u2 can be obtained from C(1)
u1 by

swapping the body labels 1 ↔ 2, since Pµ
rad must be symmetric under this interchange.

The functions fII(γ), fIII(γ) and fIV(γ) are given in table I. An additional 21 functions
of γ, with similar analytic structure, appear at O(s2). These are presented in appendix C.

Notice that for s = 1, 2, C(s)

b̂
and C(s)

l̂
both vanish when the spins are aligned along l̂;

hence, for so-called aligned-spin configuration, for the which the binary’s motion is con-
fined to a plane, we see that momentum is lost only in the direction of the relative
velocity.

6.3.3 . Consistency checks

To validate eq. (6.3.12) against the existing literature, we compare results for the
energy ∆Ehyp radiated in the center-of-mass frame, computed using eq. (1.4.16). Since
b̂µ and l̂µ are purely spatial in this frame, sA · b̂ and sA · l̂ are equivalent to the three-
dimensional dot products − sA · b̂ and − sA · l̂, respectively, and note that s1 · u2 ≃ s1 · v
while s2 · u1 ≃ − s2 · v after expanding to first order in the relative 3- velocity v. Having
done so, our result for ∆Ehyp agrees with that of Ref. [165], which is accurate to leading
order in v and to quadratic order in the spins, once we also replace

(b, sA, CEA
) → (−b,−sA, 1− CEA

) (6.3.17)

to account for differing conventions.
As a second consistency check, we use analytic continuation by way of the B2B

map [114,192,193] to convert our result for ∆Ehyp into the energy ∆Eell radiated during
one period of elliptic-like motion. This is accomplished in three steps. Owing to current
limitations of the B2B map, we first specialize to aligned-spin configurations. Next, we
must transform from the covariant SSC to the canonical (Newton-Wigner) SSC [296] for
the map to work. As explained in [139,285], this generally entails transforming (b, sA) to
new canonical variables (bc, sA c). However, in the aligned-spin case sA ≡ sA c, hence,
only the magnitude of the impact parameter must be transformed. The rule is

bp∞ = bcp∞ − E −M

2E

[

E a+ − (m1 −m2)a−
]

, (6.3.18)

where a± = (s1± s2) · l̂, and we may define Lc = bcp∞ as the canonical asymptotic
orbital angular momentum. Finally, we obtain ∆Eell from ∆Ehyp via [193]

∆Eell(E , Lc, a±) = ∆Ehyp(E , Lc, a±)−∆Ehyp(E ,−Lc,−a±), (6.3.19)

having eliminated γ in favor of E , see eq. (1.1.3). The l.h.s. follows after analytic
continuation from positive to negative values of E . Expanded in powers of E , we find
that our result in the large-angular-momentum limit agrees with the overlapping terms
from PN theory up to 3PN in Ref. [193], and up to 4PN in Refs. [63,203].
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6.4 . Summary of the chapter

We extended the worldline EFT presented in the first chapter to describe spinning
compact objects, following Refs. [26, 200,202,292].

We then focused once again on the radiative sector and compute the radiated four-
momentum at 3PM up to quadratic order in the spins (including the first finite-size effect)
and to all orders in the velocity. Remarkably, integrating over the loop momenta required
knowledge of only four master integrals, the same four as in the non-spinning case. At
low velocities, our radiated energy is consistent with the existing literature, including the
case of the energy loss from a bound system during a single orbit, which we derived via
analytic continuation using the B2B map.
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Conclusions and outlooks

In this thesis, we studied the gravitational two-body problem in the PM perturbative
regime using the worldline EFT approach. In chapter 1, we laid out the original description
presented in Ref. [149] and we saw how dissipative effects can be included, focusing in
particular on the direct computation of radiative observables. We included also a brief
presentation of the powerful B2B map [114,192,193] that allows to connect the scattering
and the bound two-body problems.

We then presented in chapter 2 an explicit application of this EFT: the computation
of the 2PM total impulse. This rather simple example allowed us to present in details all
the modern integration techniques that we then employed throughout the dissertation,
notably reverse unitarity [121, 168–171], IBP identities [172–176], differential equation
for Feynman integrals [180–185] and Cutkosky’s rules [204,205,227,228].

Building on [208], we proceeded by considering two point-particles interacting via
gravity, and computed the pseudo stress-energy tensor up to NLO in the perturbative
expansion. This quantity contains all the relevant information for the computation of
radiative observables. We used it explicitly in chapter 3 to compute the asymptotic
waveform at NLO, the LO energy spectrum in the soft limit, and the O

(

G2
)

emitted
angular momentum, finding agreements with results known in the literature. However,
we were not able to find an expression for the stress-energy tensor in term of analytic
known function, and for this reason we could not compute at this stage the full radiated
four-momentum at LO.

Then, in chapter 4, we worked around this problem by recasting the computation
of the four-momentum as a cut two-loop integral, following [207]. Applying all the
modern integration techniques explained in chapter 2, we divided the computation in
four topologies that arose naturally from the Feynman rules of the EFT and computed
them one by one. This led us to find an explicit expression for the radiated momentum
using the classical worldline formalism, filling an important gap.

All these tools can be applied rather straightforwardly to go beyond the current
state-of-the-art, by including the influence of the internal structure of the two bodies. In
particular, in chapter 5, we analyzed for the first time the radiative scattering dynamics
of two compact objects including tidal deformations within the PM expansion [208], and
gave explicit expressions for the emitted waveform up to NLO and the emitted momentum
due to tidal modifications. Using the map presented in [114, 192, 193], we analytically
continued the result to the case of bound orbits and found agreement with the PN
literature [59–61].

Finally, we considered a binary system with spinning compact constituents. Starting
from the well established EFT for spinning particles [26,57,58,159,161,164,166,200–202],
we computed the LO radiated momentum including spin effects up to quadratic order
in spins, and the LO finite-size effect for a rotating body [209]. We found again that
our results were in agreement with existing PN results [63, 193, 203]. Remarkably, the
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computations done in the simpler point-particle case was essentially enough to compute
all these quantities, which explains why the analytic structure of our result is similar in
all the studied scenarios. All the results are collected in appendix C.

There are still many important challenges to reach the ambitious goals of future
GWs science. Of course, one is the systematic inclusion of radiative effects, in particular
in the incomplete 4PM term. In this sense, the worldline approach has recently made
some progresses in extending the current systematic framework to include dissipative
effects [150,167], implementing the in-in formalism [151].

It is also practically important and theoretically interesting to push the current compu-
tations to even higher orders. Indeed, the precision of future GWs experiments [1,2,299]
requires the improvement of our current state-of-the-art of at least two orders of mag-
nitudes [19]. Moreover, a more systematic inclusion of tidal and spin effects at higher
order is also needed to fully test GR and exploring possible physics beyond the standard
model [250–252,300]. Analytic computation of 5PM and 6PM orders could exhibit pat-
terns that might shed light on a possible resummation of the PM series. GW memory
effects are expected at 5PM, hence knowledge of this might also help to understand the
role of GW memory on the dynamics of th two-body problems and its connection with
radiated angular momentum [123,128] and soft gravitons [301].

Advancements in the efficiency of the perturbative study of the two-body problem
can once again come from the synergy between different approaches, in particular EFT
and high-energy physics tools. For instance, double copy [94–97] has greatly helped
simplifying the computation of gravitational scattering amplitude. Attempts to include
this in a worldline formalism can be found in [146–148,155,159,160,302], for both bound
and unbound systems. It would be also interesting to generalize (if possible) the Cutkosky
cutting rules used in this thesis to include the use of retarded and advanced propagators,
and apply them directly in the context of the in-in formalism used in [150,167].

Another technical and important challenge is improving the current systematic frame-
work used to find solutions for Feynman loop integrals, see also Ref. [303]. The IBP
identities explained in chapter 2 becomes computationally more demanding at higher
order, thus developments in this sense are crucially required [304–306]. The differen-
tial equation method to solve the master integrals found using the aforementioned IBP
identities proved to be highly powerful and efficient. Improving the algorithm used to
find the canonical basis [184, 185] is vital in view of the increasing number of integrals
appearing at each new perturbative order. Moreover, finding the suitable boundary con-
ditions to this differential equations becomes more challenging when higher order in the
perturbative series or retarded/advanced propagators are considered [150,167].

As we underlined in the text of this work, the PM series is suitably adapted to study
scattering phenomena. It is definitely interesting to understand whether such hyperbolic
encounters could be seen with future detectors [186–189], and in this sense computing
waveform for such events is an important goal [163,206,307]. It is worth underlying that
the analytic structure of the LO waveform in Fourier space and, consequently, of the
energy spectrum for a scattering phenomenon is still unknown.
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As of today, bound systems’ signals are expected to be definitely more abundant.
Thus, it is crucial to develop a precise way to map to the bound case all these pieces
of information coming from study of the hyperbolic motion. Great progresses has been
made especially in the context of the so-called B2B map [114,192,193]. A crucial missing
element is the inclusion of non-local effects [31,34,194–196], which have just made their
appearance in the PM scheme in the recently obtained 4PM order [129, 130, 153, 154].
While Ref. [193] showed explicitly how to map the local and universal (logarithm) part
of the non-local Hamiltonian, the non-universal pieces are still a puzzle that must be
addressed in future studies.
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A - Derivation of the Cutkosky rules

In this appendix, we review the derivation of the Cutkosky cutting rules [204]. We
follow the approach of Ref. [205] and derive them using the Vetlman largest time equation
(see also [228]).

A.1 . The largest time equation

Let us consider a massless scalar field. First of all, we define the following Wightman’s
functions corresponding to Feynman and anti-Feynman (or Dyson) propagators

D(x) = i

∫

k

e−ik·x

k2 + i0+
, D̄(x) = −i

∫

k

e−ik·x

k2 − i0+
. (A.1.1)

Defining also

∆±(x) =

∫

k
δ−±(k

2)e−ik·x , (A.1.2)

is not hard to see that

D(x) = ϑ(x0)∆+(x) + ϑ(−x0)∆−(x) , (A.1.3)

D̄(x) = ϑ(x0)∆−(x) + ϑ(−x0)∆+(x) . (A.1.4)

The largest time equation is essentially a generalization of the following statement:

{

D(x) = ∆+(x) if x0 > 0

D(x) = ∆−(x) if x0 < 0
,

{

D̄(x) = ∆−(x) if x0 > 0

D̄(x) = ∆+(x) if x0 < 0
. (A.1.5)

Let us be more concrete and consider a massless scalar field ϕ described by the
following Lagrangian

L =
1

2
(∂µϕ)

2 − m2

2
ϕ2 +

g

3!
ϕ3 . (A.1.6)

One possible contribution to the two-point correlation function 〈ϕ(x1)ϕ(x2)〉 is given by
the following diagram

x1 y1 y2 x2 = (ig)2D(y1 − x1)
(

D(y2 − y1)
)2
D(x2 − y2) , (A.1.7)

where we implied that repeated spacetime coordinates are integrated. Suppose that y01
is the largest time, i.e. y01 > y02 and y01 > x0i for i = 1, 2; then, for eq. (A.1.5) we can
write

x1 y1 y2 x2 = (ig)2∆+(y1 − x1)
(

∆−(y2 − y1)
)2
D(x2 − y2) , (A.1.8)
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Or, in other words, when y01 is the largest time, the following identity holds

D(y1−x1)
(

D(y2−y1)
)2
D(x2−y2)−∆+(y1−x1)

(

∆−(y2−y1)
)2
D(x2−y2) = 0 . (A.1.9)

The idea now is to generalize this identity for any possible largest time and any
diagram. It is convenient to introduce the following diagrammatic convention. For any
diagram with n external points and m internal points, we can depict 2n+m decorated

diagrams by introducing two distinct vertices represented by black and white dots. Then,
the following rules hold

1. For each internal black vertex, multiply by ig, for each internal white vertex,
multiply by −ig .

2. For each line connecting two black dots xi, xj , assign D(xj − xi) .

3. For each line connecting two white dots xi, xj , assign D̄(xj − xi).

4. For each line connecting a black (white) dot xi with a white (black) one xj , assign
∆+(xj − xi) (∆−(xj − xi)).

Let us consider the previous diagram and explain why this decorated representation
is essentially the generalization of eq. (A.1.9) to any possible largest time. The diagram
in eq. (A.1.7) has 2 internal and external points, hence we need to draw 16 diagrams.
Let us sum all of them, i.e., calling F (x1, x2) the original non-decorated diagram, we
have

∑

decorated

F (x1, x2) = +

+ + +

+ + +

+ + +

+ + +

+ + .

(A.1.10)

Let us consider again y01 as the largest time. Following the rules listed above and using
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eq. (A.1.5), considering the first and the third diagrams we have

= (−ig)2∆−(y1−x1)
(

∆+(y2−y1)
)

D̄(x2−y2) , (A.1.11)

= (ig)(−ig)∆−(y1−x1)
(

∆+(y2−y1)
)

D̄(x2−y2) , (A.1.12)

which implies that

+ = 0 . (A.1.13)

The same cancellation happens to any pair of diagrams in which the largest time vertex
is circled once in black and once in white. This is precisely what we were looking for, i.e.
the generalization of eq. (A.1.9) in which any possible vertex is the largest time.

Since the cancellation happens pair by pair, it is not hard to realize that
∑

decorated

F (x1, x2) = 0 . (A.1.14)

This is indeed the largest time equation for our considered diagram. This can obviously
be generalized to any diagram with n external points and m internal points. We can add
then a rule to the four we have listed above

5. If F (x1, . . . , xn) is the non-decorated diagram, the sum of all decorated diagrams
is zero, i.e.

∑

decorated

F (x1, . . . , xn) = 0 . (A.1.15)

We shall see momentarily how this equation derived rather easily in direct space implies
non trivial relations between cut and uncut diagrams in momentum space.

A.2 . Largest time equation in momentum space and the Curkosky

rules

The Wightman functions of eqs. (A.1.1) and (A.1.2) in momentum space are

D(k) =
i

k2 + i0+
, D̄(k) =

i

k2 − i0+
, ∆± = δ−±(k

2) . (A.2.1)

From the rules listed in the previous section we understand that
}

The energy can flow in any direction

k

k

}

The energy must flow from the black to the white dot
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(a) (b)

Figure 12: Diagram (a) is inconsistent because all the energy is flowing out of the loop. On the
other hand, in (b) all the energy is flowing into the loop.

In this sense, the black dots serve as “sources” and white ones are “sinks”.

From this rather naive consideration, we can actually discard 8 of the 16 diagrams
we depicted in (A.1.10) because of energy conservation. For instance, let us consider the
two diagrams represented in figure 12 (a) and (b), which are respectively the third and
the eight diagrams of eq. (A.1.10). We can immediately discard them because in (a)
all the energy is flowing out of the loop, while in (b) all the energy is flowing into the
loop [228]. Removing all the diagrams that are inconsistent, we reduce eq. (A.1.10) to

∑

decorated

F (x1, x2) = +

+ + +

+ + + = 0 .

(A.2.2)

Finally, we can specify the energy flow of the external legs. If we are interested in a
scattering phenomenon with an incoming on-shell particle with positive energy (rightmost
leg) and an outgoing on-shell particle with positive energies (leftmost leg), then we can
further reduce the above equation to

+ + = 0 . (A.2.3)

At this point, we can clearly see the connection between these decorated diagrams
and the cutting rules listed in section 2.3.5. Given what we said at the beginning of this
section we have that

k

=

k

= δ−+(k
2) . (A.2.4)

Hence, we have derived the first Cutkosky’s rule

• Cut propagators are replaced by on-shell delta functions.
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Writing eq. (A.2.5) in terms of cuts, we have

+ + = 0 . (A.2.5)

From here we understand another rule given in section 2.3.5:

• The sum of all the cuts in a channel is zero.

Finally, from eq. (A.2.5) and the rules listed in the previous section, we see that on
the left-hand side of the cut we have only black dots; thus, we have the usual ig for
the vertices and the Feynman propagators for the lines connecting two black dots. On
the right hand-side we have only white dots, which implies −ig for the vertices and
anti-Feynman propagators. From here we derive the last Cutkosky rule:

• All uncut propagators and vertices on the left-hand side of the cut are unaltered,
while the ones on the right-hand side are replaced by the complex conjugate of
their usual expressions.

All the rules derived here are valid for any diagrams and any relevant cut in a given
channel. For simplicity, we have considered diagrams where no line begins and ends at
the same point, but a similar derivation can be carried out in that case considering the
renormalized propagator, see e.g. [205, 228]. Of course, the same rules apply whenever
one has arbitrary massive or massless fields. Cutkosky’s rules are non-perturbative re-
lations, hence, if one expands the diagram in a certain way (e.g. soft expansion), the
rules must be valid at each order in this expansion. Finally, we stress that this derivation
requires to have only Feynman and anti-Feynman propagators; it would be interesting to
see if such rules can be extended to include directly retarded and advanced propagators.
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B - Boundary conditions

In this appendix we show how to compute the master integrals defined in eqs. (4.2.13)–
(4.2.16) in the near-static limit to obtain the boundary conditions that we wrote in
eqs. (4.2.24) and (4.2.25). We are going to follow closely the appendices of Refs. [110,
121].

B.1 . Connecting cut and uncut integrals

In this short section we shall use cutting rules to connect cut and non-cut integrals.
For the reader convenience, we rewrite here the four integrals we need to solve to find
all the radiated four-momenta computed in this work:

g1 =
√

−q2G2,0,0,1,0,1,1,0,1 , (B.1.1)

g2 =
√

−q2G2,0,0,1,0,0,1,1,1 , (B.1.2)

g3 = ε
√

−q2
√

γ2 − 1G1,0,1,1,0,0,1,1,1 , (B.1.3)

g4 =
(

√

−q2
)5 γ − 1

8
G2,0,0,1,1,1,1,1,1 +

√

−q2
1− 2ε(2 + 3γ)

12(1 + 2ε)
G2,0,0,1,0,0,1,1,1

+
2ε

(1 + 2ε)(1 + γ)

√

−q2G2,0,0,1,0,1,1,0,1 , (B.1.4)

where we have defined

Gi1,i2,i3,i4,i5,i6,i7,i8,i9 =

∫

ℓ1,ℓ2

1

ρi11 ρ
i2
2 ρ

i3
3 ρ

i4
4 ρ

i5
5 ρ

i6
6 ρ

i7
7 ρ

i8
8 ρ

i9
9

. (B.1.5)

Underlined propagators are cut, see eq. (4.2.8), and the definition of the propagators
ρ1, . . . , ρ9 is given in eqs. (4.2.4) and (4.2.5). Using a similar diagrammatic convention
to the one of section 4.2.2 we can represent g1, . . . , g4 as follows

g1 = , g2 = , g3 = ε
√

γ2 − 1 , (B.1.6)

g4 =
γ − 1

8
+

1− 2ε(2 + 3γ)

12(1 + 2ε)

+
2ε

(1 + 2ε)(1 + γ)
, (B.1.7)

where once again thin and thick lines represent respectively massless and massive prop-
agators. Note that we have included in the definition of the graph the power of

√

−q2
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(a)

1

2

(b)

1

2

(c)

1

2

(d)

Figure 13: Representation of the topologies of scalar integrals needed to compute the boundary
conditions for the four master integrals.

needed to make the integral dimensionless. We want to find boundary conditions for the
differential equation given in (4.2.17), thus we need to solve this integrals in the near
static limit.

To this end, we can first use the Cutkosky rules listed in 2.3.5 and derived in the
previous appendix to connect the cut diagrams pictured above with the non-cut one that
we have collected in figure 13. Let us introduce the notion of scalar integrals, which
are basically Feynman diagrams in which one isolates all the factors of i coming from
the non-cut propagators and the factors of −i coming from the vertices. We can then
rewrite the non-cut diagrams in figure 13 as

figure 13(a) → i

∫

ℓ1,ℓ2

√

−q2

(2ℓ1 · u1)2(2ℓ2 · u2)ℓ22(ℓ2 − q)2(ℓ1 + ℓ2 − q)2
≡ i I1 , (B.1.8)

figure 13(b) → i

∫

ℓ1,ℓ2

√

−q2

(2ℓ1 · u1)2(2ℓ2 · u2)(ℓ1 − q)2(ℓ2 − q)2(ℓ1 + ℓ2 − q)2
≡ i I2 ,

(B.1.9)

figure 13(c) → i

∫

ℓ1,ℓ2

√

−q2

(2ℓ1 · u1)(−2ℓ2 · u1)(2ℓ2 · u2)(ℓ1−q)2(ℓ2−q)2(ℓ1+ℓ2−q)2
≡ iI3 ,

(B.1.10)

figure 13(d) → i

∫

ℓ1,ℓ2

(
√

−q2)5

(2ℓ1 · u1)2(2ℓ2 · u2)ℓ21ℓ22(ℓ1 − q)2(ℓ2 − q)2(ℓ1 + ℓ2 − q)2
≡ i I4 .

(B.1.11)

Using Cutkosky rules we then obtain

g1 = 2Im (I1) (B.1.12)

g2 = 2Im (I2) , (B.1.13)

g3 =
(

ε
√

γ2 − 1
)

2Im (I3)− ε
√

γ2 − 1 , (B.1.14)

g4 =
γ − 1

8
2Im (I4) +

1− 2ε(2 + 3γ)

12(1 + 2ε)
2Im (I2) +

2ε

(1 + 2ε)(1 + γ)
2Im (I1) . (B.1.15)

Therefore, to find the solutions of the cut master integrals in the near static limit it is
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enough to compute the scalar integrals I1, . . . , I4, and the extra cut diagram in (B.1.14).
That is what we do explicitly in the next section.

B.2 . Integrals in the near-static limit

In what follows, unless stated otherwise we will always consider an implicit Feynman
prescription +i0+ for all the propagators. We also recall that q · u1 = 0 = q · u2 in our
kinematics.

Integral g1

Let us start by I1 defined in eq. (B.1.8). Sending ℓµ1 → ℓµ1 + qµ− ℓµ2 we can separate the
integration in ℓµ1 and ℓµ2

I1 =

∫

ℓ2

√

−q2

(2ℓ2 · u2)ℓ22(ℓ2 − q)2

∫

ℓ1

1

ℓ21(2ℓ1 · u1 − 2ℓ2 · u1)2
. (B.2.1)

We can solve the integral in ℓµ1 using eq. (10.25) of Ref. [176],

I1 = − i

(4π)2−ε
Γ(1− ε)Γ(2ε)

∫

ℓ

√

−q2

(−2ℓ · u1)2ε(2ℓ · u2)ℓ2(ℓ− q)2
. (B.2.2)

For simplicity, we now perform a Wick rotation to Euclidean space, i.e., for each vector
vµ = (v0,v) = (iv0E ,vE), and we use the metric ηµνE = diag(+,+,+,+) to contract
the indices. The above equation becomes

I1 =

√

q2E

(4π)2−ε
Γ(1− ε)Γ(2ε)

∫

ℓE

1

(2ℓE · uE1 )2ε(−2ℓE · uE2 )ℓ2E(ℓE − qE)2
. (B.2.3)

Notice that

q2E = −q2 , uE1 · uE2 = −γ , uE1 · uE1 = −1 = uE2 · uE2 . (B.2.4)

Using Schwinger parametrization we can rewrite the integral over ℓE of eq. (B.2.3) as a
Gaussian integral, i.e.,

I1 =

√

q2E

(4π)2−ε
Γ(1− ε)

∫

R4
+

dt1dt2ds1ds2 t
2ε−1

×
∫

ℓE

exp
[

−t1(2ℓE · uE1 )− t2(−2ℓE · uE2 )− s1ℓ
2
E − s2(ℓE − qE)

2
]

=

√

−q2

(4π)4−2ε
Γ(1− ε)

∫

R4
+

dt1dt2ds1ds2
t2ε−1
1

(s1 + s2)2−ε

× exp

[

− s1s2
s1 + s2

(−q2)− t21 + t22 − 2γt1t2
s1 + s2

]

. (B.2.5)
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Finally, for a = 1, 2, we can split the integrations in ta and sa, by simply performing the
shift ta → √

s1 + s2ta, obtaining

I1 =

√

−q2

(4π)4−2ε
Γ(1− ε)

∫

R2
+

ds1ds2
e
−

s1s2
s1+s2

(−q2)

(s1 + s2)
3
2
−2ε

∫

R2
+

dt1dt2 t
2ε−1
1 e−[t21+t22−2γt1t2] .

(B.2.6)

The integration over s1 and s2 can be performed using standard integration over
Feynman parameters. Making the change of variables s = s1 + s2, s̃ = s1/s one gets

∫

R2
+

ds1ds2
e
−

s1s2
s1+s2

(−q2)

(s1 + s2)
3
2
−2ε

=

∫ 1

0
ds̃

∫ ∞

0

e−s[s̃(1−s̃)(−q2)]

s
1
2
−2ε

=
16ǫ

√
π

(−q2)
1
2
+2ε

Γ
(

1
2 + 2ε

)

Γ
(

1
2 − 2ε

)

Γ(1− 2ε)
.

(B.2.7)

The integration over t1 and t2 is a bit more delicate. Changing again variables as follows
t2 = t t1, one can solve the integration over t1,

∫

R2
+

dt1dt2 t
2ε−1
1 e−[t21+t22−2γt1t2] =

∫ ∞

0
dt

∫ ∞

0
dt1 t

2ε
1 e−t21[1+t2−2γt]

=
Γ
(

1
2 + ε

)

2

∫ ∞

0
dt

1

(1 + t2 − 2γt)
1
2
+ε

. (B.2.8)

Note that the integrand in t is divergent for t = γ−
√

γ2 − 1 = x and t = γ+
√

γ2 − 1,
so one must treat it with care. In the near static limit x → 1 we obtain

∫ ∞

0
dt

1

(1 + t2 − 2γt)
1
2
+ε

= − 1

2ε

+

√
π

(1− x)2ε
Γ
(

1
2 − ε

)

Γ(1− ε)
cos(πε)

(

cot(πε)− i
)

+O(1− x) . (B.2.9)

Putting all together we arrive to our final result for I1 in the near static limit, i.e.,

I1 =
1

2(4π)4−2ε

Γ
(

1
2 + 2ε

)

Γ
(

1
2 − 2ε

)

(−q2)2εΓ(1− 2ε)

[

− 16ε
√
π

2ε
Γ

(

1

2
+ ε

)

Γ(1− ε)

+
16επ

(1− x)2ε
Γ

(

1

2
+ ε

)

Γ

(

1

2
− ε

)

cos(πε)
(

cot(πε)− i
)

]

+O(1− x) .

(B.2.10)

Using eq. (B.1.12) we can finally find the boundary condition for the master integral g1,
i.e.,

g1
∣

∣

γ→1
= − CBC

(4π)4−2ε
, (B.2.11)

where CBC has been defined in (4.2.25) and we used that

16επ
Γ
(

1
2 + ε

)

Γ
(

1
2 − ε

)

cos(πε)

Γ(1− 2ε)
=

√
π

ε

Γ(1 + ε)Γ(1− ε)Γ
(

1
2 − 2ε

)

Γ(1− 4ε)
sin(πε) .

(B.2.12)
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Integral g2

Let us now analyse the second scalar integral I2 defined in eq. (B.1.9). First of all, we
perform the shift ℓ1 → ℓ1 + q and then go again to Euclidean space for simplicity,

I2 =
√

q2E

∫

ℓE1 ℓE2

1

(2ℓE1 · uE1 )2(−2ℓE2 · uE2 )(ℓE1 )2(ℓE2 − qE)2(ℓE1 + ℓE2 )
2
. (B.2.13)

Using Schwinger parametrization and then solving the two Gaussian integrals, one even-
tually arrives to

I2 =
√

q2E

∫

R5
+

dt1 . . . dt5

∫

ℓE1 ℓE2

t4 exp
[

− t1(ℓ
E
1 )

2 − t2(ℓ
E
2 − qE)

2 − t3(ℓ
E
1 + ℓE2 )

2

− t4(2ℓ
E
1 · uE1 )− t5(−2ℓE2 · uE2 )

]

=

√

−q2

(4π)4−2ε

∫

R5
+

dt1 . . . dt5
t4

T 2−ε
exp

[

− t1t2t3
T

(−q2)− t13t
5
4 + t23t

2
5 − 2γt3t4t5
T

]

,

(B.2.14)

where we have defined [110]

t13 ≡ t1 + t3 , t23 ≡ t2 + t3 , T ≡ t1t2 + t1t3 + t2t3 . (B.2.15)

Now we shift t4 →
√
Tt4 and t5 →

√
Tt5, splitting the computation in two integrals

I2 =

√

−q2

(4π)4−2ε

∫

R+3

dt1dt2dt3
e−

t1t2t3
T

(−q2)

T
1
2
−ε

∫

R+2

dt4dt5 t4e
−[t13t24+t23t25−2γt3t4t5] .

(B.2.16)

The integral in t4 and t5 can be solve exactly. Changing variables t5 = t t4 we get
∫

R+2

dt4dt5 t4e
−[t13t24+t23t25−2γt3t4t5] =

∫ ∞

0
dt

∫ ∞

0
dt5 t

2
4e

−t24[t23t
2+t13−2γt3t]

=

√
π

4

∫ ∞

0
dt

1

(t2t23 + t13 − 2γt3t)
3
2

= −
√
π

4
√
t13

√

T + t23 + γt3
(γ2 − 1)t23 − T

,

(B.2.17)

so that

I2 = −
√
π

4

√

−q2

(4π)4−2ε

∫

R+3

dt1dt2dt3
e−

t1t2t3
T

(−q2)

T
1
2
−ε

1√
t13

√

T + t23 + γt3
(γ2 − 1)t23 − T

. (B.2.18)

At this point we need to take the static limit γ → 1. One possible way is to assume
that the three Schwinger parameters do not scale with γ, i.e.,

t1 , t2 , t3 ∼ O
(

γ0
)

. (B.2.19)

However, in this case the resulting solution to the integral is real and, in view of
eq. (B.1.13), cannot contribute to the boundary conditions of g2. In particular, eq. (B.2.18)
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shows that the assumption (B.2.19) does not capture the integration region coming from
large values of t3. We can choose the following scaling instead [110]

t1 t2 ∼ O
(

γ0
)

, t3 ∼ O
(

γ2 − 1
)

. (B.2.20)

In this limit the integration over t3 factorizes so that

I2 ≃ −
√
π

2(γ2 − 1)

√

−q2

(4π)4−2ε

∫

R+2

dt1dt2
e
−

t1t2
t12

(−q2)

t
1
2
−ε

12

∫ ∞

0
dt3

1

t1−ε
3

(

t3 − t12
γ2−1

) . (B.2.21)

Changing variables, t3 = zt12/(γ
2 − 1), we have

I2 ≃ −
√
π

2(1− x)2ε

√

−q2

(4π)4−2ε

∫

R+2

dt1dt2
e
−

t1t2
t12

(−q2)

t
3
2
−2ε

12

∫ ∞

0
dz

1

z1−ε (z − 1)
, (B.2.22)

where we used that for γ → 1, (γ2 − 1)ε ∼ (1 − x)2ε. The integral in z can be solved
exactly, again taking care of the divergences in 0 and 1, obtaining

∫ ∞

0
dz

1

z1−ε (z − 1)
= (−1)1−εΓ(1− ε)Γ(1 + ε)

ε
. (B.2.23)

Instead, the integral in t1 and t2 can be solved following a procedure completely analogous
to the one of eq. (B.2.7), i.e. changing variables to t12 = t1 + t2 and t̃ = t1/t12. One
eventually obtains

∫

R+2

dt1dt2
e
−

t1t2
t12

(−q2)

t
3
2
−2ε

12

=
Γ
(

1
2 + 2ε

)

Γ
(

1
2 − 2ε

)2

(−q2)
1
2
+2εΓ(1− 4ε)

. (B.2.24)

Putting these results together and using eq. (B.1.13), we finally arrive to

g2
∣

∣

γ→1
= − CBC

(4π)4−2ε
. (B.2.25)

Integral g3

As shown by eq. (B.1.14), finding the boundary condition of g3 requires the solution of
I3 in the near static limit and also the computation of another cut of figure 13(c). First
of all, following a procedure analogous to what shown for I1 and I2, we find

I3
√

γ2 − 1
∣

∣

γ=1
=

i2−2+2επ2

(4π)4−2ε(−q2)2ε
1

ε

Γ
(

1
2 − ε

)

Γ
(

1
2 − 2ε

)

Γ
(

1
2 + 2ε

)

Γ
(

1
2 − 3ε

) . (B.2.26)

To compute g3 we have to subtract the last term on the right-hand side of eq. (B.1.14).
Following the rules described in section B.1, we find

ε
√

γ2 − 1 = −iε
√

γ2 − 1
√

−q2
∫

ℓ2

δ−(2ℓ2 · u2)δ−(2ℓ2 · u1)ILIR , (B.2.27)
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where we have defined

IL =
1

2

∫

ℓ1

1

(2ℓ1 · u1)(ℓ1 − q)2(ℓ1 + ℓ2 − q)2
, (B.2.28)

IR = − 1

(ℓ2 − q)2
. (B.2.29)

The integral IL is a simple one-loop computation that can be carried out straightforwardly
using Schwinger or Feynman parametrization, obtaining

IL = − i

(4π)2−ε

2−1+2επ

(−ℓ21)
1
2
−ε

Γ
(

1
2 − ε

)

Γ
(

1
2 + ε

)

Γ(1− ε)
. (B.2.30)

Inserting everything in eq. (B.2.27) and solving the two delta functions, one eventually
arrives to

ε
√

γ2 − 1 = − 2−1+2ε

(4π)2−ε

Γ
(

1
2 − ε

)

Γ
(

1
2 + ε

)

4Γ(1− ε)

∫

d2−εℓ2
(2π)2−ε

1

(ℓ2)
1
2
+ε(ℓ2 + q)2

=
2−1+2επ2

(4π)4−2ε(−q2)2ε
1

ε

Γ
(

1
2 − ε

)

Γ
(

1
2 − 2ε

)

Γ
(

1
2 + 2ε

)

Γ
(

1
2 − 3ε

) . (B.2.31)

Using eqs. (B.2.26) and (B.2.31) into (B.1.14), we get

g3
∣

∣

γ→1
= 0 . (B.2.32)

Integral g4

Finally, we discuss the boundary condition for g4. Because of the factor γ − 1 in front
of the first term of eq. (B.1.15), I4 does not contribute to the boundary condition of g4,
and we do not need to compute it. Using the results computed before for I1 and I2, one
can take the near-static limit of (B.1.15), obtaining

g4
∣

∣

γ→1
= − 1

12

CBC

(4π)4−2ε
. (B.2.33)
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C - Explicit expressions

In this last appendix we give an explicit expression for some of the long quantities
defined in the text.

C.1 . Radiated Four momentum

We decompose the radiated four momentum as follows

Pµ
rad =

G3M4πν2

b3

(

Cu1 ǔ
µ
1 + Cu2 ǔ

µ
2 − Cl l̂µ − Cb b̂µ

)

. (C.1.1)

Defining V ∈ {l̂, b̂, ǔ1, ǔ2}, in the next tables we give explicit expression for

CV = C(0)
V +

1

b4

∑

X=E,B

CX2

V +
1

b

∑

A=1,2

CsA
V +

1

b2

∑

A,B=1,2

CsAsB
V , (C.1.2)

The first term is the point-particle computation (chapter 4), the second represents the
tidal effects (chapter 5) and the last two are the linear and quadratic in spin contributions
(chapter 6).

Table I: Components of the coefficient Cu1
. The components of Cu2

can be obtain from the
following expressions by swapping the labels 1 and 2 of the objects.

C(0)
u1

210γ6−552γ5+339γ4−912γ3+3148γ2−3336γ+1151

48(γ2 − 1)3/2
− 35γ4+60γ3−150γ2+76γ−5

8
√

γ2 − 1
log

(

γ+1

2

)

+
70γ7 − 165γ5 + 112γ3 − 33γ

16(γ2 − 1)2
arccoshγ

CE2

u1
cE2

1

m1

[

15
√

γ2 − 1
(

937γ9 + 1551γ8 − 2463γ7 − 5645γ6 + 20415γ5 + 65965γ4
)

128(γ − 1)(γ + 1)4

− 15
√

γ2 − 1
(

349541γ3 − 535057γ2 + 360356γ − 92160
)

128(γ − 1)(γ + 1)4

+
225

32

√

γ2 − 1
(

21γ4 − 14γ2 + 9
)

log

(

γ+1

2

)

−
225γ

(

2γ2 − 3
) (

21γ4 − 14γ2 + 9
)

128 (γ2 − 1)
arccoshγ

]

+
cE2

2

m2

45(γ − 1)2
(

42γ8+210γ7+315γ6−105γ5−944γ4−1528γ3+22011γ2−33201γ+16272
)

64(γ + 1)3
√

γ2 − 1

CB2

u1
cB2

1

m1

[

15
√

γ2 − 1
(

1559γ8 + 3716γ7 − 1630γ6 − 11660γ5 + 28288γ4
)

256(γ + 1)4

+
15

√

γ2 − 1
(

155292γ3 − 543442γ2 + 535212γ − 180775
)

256(γ + 1)4

+
1575

32
(γ2 − 1)3/2

(

3γ2 + 1
)

log

(

γ+1

2

)

−
1575

128
γ
(

2γ2 − 3
) (

3γ2 + 1
)

arccoshγ

]

−
cB2

2

m2

45(γ − 1)3
(

105γ5 + 630γ4 + 1840γ3 + 3690γ2 − 17769γ + 15984
)

64(γ + 1)3
√

γ2 − 1
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Cs1
u1

(s1 · l̂)
[

210γ6 − 356γ5 − 111γ4 − 1627γ3 + 5393γ2 − 4741γ + 1352

16(γ + 1)(γ2 − 1)

− 105γ4+345γ3−405γ2+147γ−48

8(γ + 1)
log

(

γ+1

2

)

+
210γ6−405γ4+135γ2

16(γ2 − 1)3/2
arccoshγ

]

Cs2
u1

(s2 · l̂)
[

210γ6 − 279γ5 − 219γ4 − 1350γ3 + 4732γ2 − 4243γ + 1245

16(γ + 1)(γ2 − 1)

− 21γ4 + 66γ3 − 84γ2 + 30γ − 9

2(γ + 1)
log

(

γ+1

2

)

+
42γ6 − 81γ4 + 27γ2

4(γ2 − 1)3/2
arccoshγ

]

Cs1s2
u1 (s1 · u2)(s2 · u1)

[

− 1782γ7+2217γ6−20532γ5+10959γ4+75198γ3−153537γ2+115776γ−31287

64(γ + 1)2(γ2 − 1)5/2

+
189γ4 − 531γ3 + 819γ2 − 585γ + 144

4(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

− 126γ6 − 243γ4 + 81γ2

16(γ2 − 1)3
arccoshγ

]

+ (s1 · b̂)(s2 · b̂)
[

− 840γ10 − 227γ9 − 3696γ8 − 9954γ7 + 44798γ6 − 59952γ5 + 55470γ4+

64(γ + 1)2(γ2 − 1)5/2

+
20398γ3+61950γ2−90531γ+35462

64(γ + 1)2(γ2 − 1)5/2
− 168γ7 − 414γ5 + 453γ3 − 315γ

16(γ2 − 1)2
arccoshγ

+
42γ7+162γ6−345γ5+27γ4+240γ3−108γ2+63γ−81

4(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

+ (s1 · l̂)(s2 · l̂)
[

840γ8−1907γ7−752γ6−6741γ5+48430γ4−91325γ3+79596γ2−33947γ+5806

16(γ2 − 1)5/2

− 42γ7 + 162γ6 − 345γ5 + 27γ4 + 195γ3 − 153γ2 + 108γ − 36

(γ + 1)(γ2 − 1)3/2
log

(

γ+1

2

)

+
168γ9 − 582γ7 + 687γ5 − 318γ3 + 45γ

4(γ2 − 1)3
arccoshγ

]

Cs1s1
u1 (s1 · u2)2

[

1260γ8+450γ7−5670γ6+16530γ5−15501γ4−30600γ3+57822γ2−21900γ−2391

320(γ + 1)2(γ2 − 1)5/2

+
315γ4 − 1170γ3 + 1620γ2 − 1062γ + 297

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

+
90γ3 − 135γ

64(γ2 − 1)2
arccoshγ

]

+(s1 · b̂)2
[

2520γ8 + 3310γ7 − 1495γ6 − 5070γ5 + 2868γ4 + 7686γ3 − 15315γ2 + 6674γ + 24022

320(γ + 1)4
√

γ2 − 1

− 315γ6+1065γ5+210γ4−1866γ3−357γ2+801γ−168

32(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

+
630γ5−945γ3

64(γ2 − 1)
arccoshγ

]

+(s1 · l̂)2
[

5670γ6 − 1180γ5 − 16935γ4 − 58250γ3 + 171298γ2 − 131850γ + 38447

320(γ + 1)2
√

γ2 − 1

− 315γ6+1590γ5−975γ4−636γ3+573γ2−954γ+87

32(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

+
630γ5−855γ3−135γ

64(γ2 − 1)
arccoshγ

]

+CE1(s1 · u2)2
[

1260γ8+450γ7−3645γ6+20580γ5−16086γ4−125580γ3+290877γ2−236490γ+70074

320(γ + 1)2(γ2 − 1)5/2

+
315γ4 − 1170γ3 + 1620γ2 − 1206γ + 297

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

+
90γ5 − 81γ3 − 81γ

64(γ2 − 1)3
arccoshγ

]

+CE1(s1 · b̂)2
[

− 4305γ10 − 3500γ9 − 13415γ8 − 20740γ7 + 117647γ6 − 132330γ5

320(γ + 1)2(γ2 − 1)5/2
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− 75309γ4 + 1280γ3 − 127504γ2 + 155290γ − 56342

320(γ + 1)2(γ2 − 1)5/2

+
525γ7 + 1530γ6 − 2385γ5 − 2220γ4 + 2643γ3 + 834γ2 − 783γ − 144

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

− 1050γ9 − 3675γ7 + 4632γ5 − 2655γ3 + 648γ

64(γ2 − 1)3
arccoshγ

]

+CE1(s1 · l̂)2
[

3045γ8−10040γ7+8525γ6−47880γ5+217323γ4−372936γ3+296895γ2−108664γ+13732

320(γ2 − 1)5/2

− 525γ7 + 1845γ6 − 3555γ5 − 915γ4 + 2607γ3 − 489γ2 + 423γ − 441

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

+
1050γ9 − 3765γ7 + 4803γ5 − 2655γ3 + 567γ

64(γ2 − 1)3
arccoshγ

]

Cs2s2
u1 (s2 · u1)2

[

2520γ9+3150γ8−10125γ7−8925γ6+33999γ5−25761γ4−32463γ3+78777γ2−40491γ−681

640(γ + 1)2(γ2 − 1)5/2

− 189γ5 + 189γ4 + 1134γ3 − 2682γ2 + 1701γ − 531

64(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

+
378γ5 − 441γ3 − 189γ

128(γ2 − 1)2
arccoshγ

]

+ (s2 · b̂)2
[

1890γ11 + 5180γ10 − 12005γ9 − 10125γ8 + 10748γ7 + 4788γ6 + 28686γ5

640(γ + 1)2(γ2 − 1)5/2

− 20414γ4 + 4486γ3 + 5496γ2 + 24833γ − 26067

640(γ + 1)2(γ2 − 1)5/2
+

1386γ7 − 3243γ5 + 1524γ3 + 333γ

128(γ2 − 1)2
arccoshγ

− 693γ7 + 1773γ6 − 1935γ5 − 3999γ4 + 2799γ3 + 1671γ2 − 1557γ + 555

64(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

+ (s2 · l̂)2
[

945γ11 + 5915γ10 − 3425γ9 − 29070γ8 − 37396γ7 + 175404γ6 − 30792γ5

320(γ + 1)2(γ2 − 1)5/2

− 253022γ4 − 182747γ3 − 66537γ2 + 112079γ − 34236

320(γ + 1)2(γ2 − 1)5/2
+

378γ7 − 939γ5 + 552γ3 + 9γ

64(γ2 − 1)2
arccoshγ

− 189γ7 + 729γ6 − 1755γ5 + 393γ4 + 927γ3 − 957γ2 + 639γ − 165

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

+CE2(s2 · u1)2
[

2520γ9 + 3150γ8 − 10125γ7 − 5565γ6 + 42159γ5−

640(γ + 1)2(γ2 − 1)5/2

−
53841γ4+99183γ3−346377γ2+330891γ−108279

640(γ + 1)2(γ2 − 1)5/2
+

378γ7−819γ5+540γ3−243γ

128(γ2 − 1)3
arccoshγ

− 189γ5 + 189γ4 + 1134γ3 − 2682γ2 + 1845γ − 387

64(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

+CE2(s2 · b̂)2
[

− 1260γ11 + 8400γ10 − 10245γ9 − 24035γ8 − 31168γ7 + 149252γ6 − 88626γ5

640(γ + 1)2(γ2 − 1)5/2

−
52014γ4−87204γ3−96364γ2+215983γ−89267

640(γ + 1)2(γ2 − 1)5/2
− 1974γ9 − 6651γ7 + 7857γ5 − 4089γ3 + 909γ

128(γ2 − 1)3
arccoshγ

+
987γ7 + 2787γ6 − 4065γ5 − 4113γ4 + 4593γ3 + 1305γ2 − 1515γ + 21

64(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

+CE2(s2 · l̂)2
[

− 630γ9 − 3885γ8 + 5940γ7 − 335γ6 + 36456γ5 − 171341γ4

320(γ2 − 1)5/2

− 279868γ3 − 214293γ2 + 76466γ − 9506

320(γ2 − 1)5/2
+

798γ9 − 2727γ7 + 3249γ5 − 1653γ3 + 333γ

64(γ2 − 1)3
arccoshγ
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− 399γ7 + 1299γ6 − 2505γ5 − 621γ4 + 1941γ3 − 495γ2 + 165γ − 183

32(γ + 1)(γ2 − 1)3/2
log

(

γ + 1

2

)

]

Table II: Components of the coefficient Cb̂.

C(0)

b̂
= CE2

b̂
= CB2

b̂
= Cs1

b̂
= Cs1

b̂
= 0

χ

Cs1s2
b̂

(

(s1 · b̂)(s2 · u1)+(s1 · u2)(s2 · b̂)
)

[

42γ4 + 327γ3 − 273γ2 + 141γ − 57

4(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

− 315γ7 − 1096γ6 − 763γ5 − 15326γ4 + 69709γ3 − 120612γ2 + 103347γ − 34230

64(γ + 1)3(γ2 − 1)3/2

− 168γ6 + 90γ5 − 324γ4 − 153γ3 + 108γ2 + 27γ

16(γ + 1)(γ2 − 1)2
arccoshγ

]

Cs1s1
b̂

(s1 · u2)(s1 · b̂)
[

− 1575γ8+205γ7−8275γ6+13925γ5−25969γ4+5995γ3−20797γ2+100115γ−61494

640(γ + 1)3(γ2 − 1)3/2

+
147γ4+1044γ3−1014γ2+468γ−117

32(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

− 294γ6+114γ5−603γ4−153γ3+243γ2−27γ

64(γ + 1)(γ2 − 1)2
arccoshγ

]

+ CE1(s1 · u2)(s1 · b̂)
[

147γ4+1044γ3−1014γ2+372γ−261

32(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

+
1575γ8+765γ7+6085γ6+6305γ5+59699γ4−430405γ3+807067γ2−658825γ+204374

640(γ + 1)3(γ2 − 1)3/2

− 294γ6+114γ5−603γ4−249γ3+243γ2+117γ

64(γ + 1)(γ2 − 1)2
arccoshγ

]

Cs2s2
b̂ Equal to − Cs1s1

b̂
after exchanging the labels 1 and 2.

Table III: Components of the coefficient Cl̂.

C(0)

l̂
= CE2

l̂
= CB2

l̂
= 0

χ

Cs1
l̂

(s1 · u2)
[

− 425γ5 − 1215γ4 + 2491γ3 − 3957γ2 + 2992γ − 760

16(γ + 1)(γ2 − 1)2

− 84γ6 + 459γ5 − 825γ4 − 138γ3 + 666γ2 − 321γ + 75

8(γ + 1)(γ2 − 1)2
log

(

γ + 1

2

)

+
168γ7 + 78γ6 − 414γ5 − 171γ4 + 261γ3 + 81γ2 − 27γ

16(γ + 1)(γ2 − 1)5/2
arccoshγ

]

Cs2
l̂ Equal to Cs1

l̂
after exchanging the labels 1 and 2.

Cs1s2
l̂

(

(s1 · l̂)(s2 · u1) + (s1 · u2)(s2 · l̂)
)

[

− 42γ4 + 327γ3 − 273γ2 + 141γ − 57

(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

− 315γ6 + 4714γ5 − 12807γ4 + 52652γ3 − 102963γ2 + 71562γ − 16161

64(γ + 1)2(γ2 − 1)3/2
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+
168γ6 + 90γ5 − 324γ4 − 153γ3 + 108γ2 + 27γ

4(γ + 1)(γ2 − 1)2
arccoshγ

]

Cs1s1
l̂

(s1 · u2)(s1 · l̂)
[

− 147γ4 + 1044γ3 − 1014γ2 + 468γ − 117

8(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

− 1575γ7 − 4870γ6 + 19265γ5 − 36520γ4 + 222041γ3 − 461166γ2 + 316159γ − 67044

640(γ + 1)2(γ2 − 1)3/2

+
294γ6 + 114γ5 − 603γ4 − 153γ3 + 243γ2 − 27γ

16(γ + 1)(γ2 − 1)2
arccoshγ

]

+ CE1(s1 · u2)(s1 · l̂)
[

1575γ7−2910γ6−19975γ5+65240γ4−207991γ3+390746γ2−293289γ+73324

640(γ + 1)2(γ2 − 1)3/2

− 147γ4+1044γ3−1014γ2+372γ−261

8(γ + 1)2
√

γ2 − 1
log

(

γ + 1

2

)

+
294γ6+114γ5−603γ4−249γ3+243γ2+117γ

16(γ + 1)(γ2 − 1)2
arccoshγ

]

Cs2s2
l̂ Equal to Cs1s1

l̂
after exchanging the labels 1 and 2.

C.2 . Stress-energy tensor for spinning object up to O (s2)

In this section we present the expression for the pseudo-stress energy tensor spin
contributions tµν defined in (6.2.8). Introducing the reduce spin tensors

sµνA ≡ Sµν
A

ma
, (C.2.1)

we decompose it as follows tµν

tµν = tµν(0) +
∑

A=1,2

tµνsA +
∑

A,B=1,2

tµνsAsB
+O

(

s3
)

. (C.2.2)

tµν(0) is essentially the d dimensional version of the sum of eqs. (3.2.11), (3.2.12) and

(3.2.13), while the subscript s1 denotes the part that is proportional to sµν1 , and so on.
For the sake of brevity, we write Sym[ · · · ] to denote the action of symmetrizing over all
(µi, νi) index pairs, e.g.

Sym[Xµν ] ≡ X(µν) , Sym[Xµ1ν1µ2ν2 ] ≡ X(µ1ν1)(µ2ν2) . (C.2.3)

Additionally, we use the shorthands

(U · sA · V ) ≡ UµsAµνV
ν , (U · sA · sA · V ) ≡ UµsAµνsA

ν
ρV

ρ , (C.2.4)

to represent the scalar contractions between arbitrary vectors U , V and the spin tensor sA.

tµν(0) Sym

[

1

d− 2
[2γ(d− 2)(k · u1)(k · u2) + 2(k · u1)2 + 2(k · u2)2 + βγ(d− 2)(k · q)
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− βγ(d− 2)q2]ηµν + 2βγk
µkν +

1

(d− 2)(k · u1)
[2βγ(d− 2)q2 − 4(k · u1)2]kµu1ν

+ 2βγq
µqν +

1

(k · u2)
[2βγq

2 + 4γ(k · u1)(k · u2)− 4βγ(k · q)]qµu2ν

+
1

(k · u1)2
[2γ(k · u1)(k · u2)q2 + 2(k · u1)2(k · u2)2 + βγ(k · q)q2]u1µu1ν + [4γ(k · q)

− 4γq2 − 4(k · u1)(k · u2)]u1µu2ν +
1

(k · u2)2
[2βγ(k · q)2 + 2γ(k · u1)(k · u2)q2

+ 2(k · u1)2(k · u2)2 − 4γ(k · q)(k · u1)(k · u2)− βγ(k · q)q2]u2µu2ν − 2βγk
µqν

− 4

d− 2
[γ(d− 2)(k · u1) + (k · u2)]kµu2ν −

2

(k · u1)
[2γ(k · u1)(k · u2) + βγq

2]qµu1
ν

]

tµνs1 i Sym

[

1

d− 2
[(d− 2)(k · u1)(k · u2)(q · s1 · u2) + γ(d− 2)(k · q)(q · s1 · u2)

− 2(k · u1)(k · s1 · q)− γ(d− 2)(k · u2)(k · s1 · q)− γ(d− 2)(q · s1 · u2)q2]ηµν

+ 2γ(q · s1 · u2)kµkν +
1

(d− 2)(k · u1)
[2qρ(k · u1)2 + γ(d− 2)(k · u1)q2u2ρ

− βγ(d− 2)kρq2]kµs1
ν
ρ +

1

(d− 2)(k · u1)
[2γ(d− 2)(q · s1 · u2)q2 + 2(k · u1)(k · s1 · q)

− γ(d− 2)(k · s1 · u2)q2]kµu1ν + [2γ(k · s1 · q)− 2(k · u1)(q · s1 · u2)]kµu2ν

+ 2γ(q · s1 · u2)qµqν +
1

(k · u1)
[2γqρ(k · u1)(k · u2) + βγk

ρq2 − γ(k · u1)q2u2ρ]qµs1νρ

+
1

(k · u1)
[γ(k · s1 · u2)q2 − 2γ(q · s1 · u2)q2 − 2(k · u1)(k · u2)(q · s1 · u2)]qµu1ν

+
1

(k · u2)
[2γ(q · s1 · u2)q2 + 2(k · u1)(k · u2)(q · s1 · u2)− 2γ(k · u2)(k · s1 · q)

− 4γ(k · q)(q · s1 · u2)]qµu2ν +
1

(k · u1)2
[γ(k · q)(k · u1)q2u2ρ + (k · u1)2(k · u2)q2u2ρ

− 2qρ(k · u1)2(k · u2)2 − βγk
ρ(k · q)q2 − γkρ(k · u1)(k · u2)q2

− γqρ(k · u1)(k · u2)q2]s1µρu1ν + [2qρ(k · u1)(k · u2) + γkρq2 + γqρq2 − 2γqρ(k · q)

− (k · u1)q2u2ρ]s1µρu2ν +
1

(k · u1)
[2(k · q)(k · u1)(q · s1 · u2)

+ 2(k · u1)(k · u2)(k · s1 · q) + γ(k · s1 · q)q2 + (k · u1)(k · s1 · u2)q2

− 2(k · u1)(q · s1 · u2)q2]u1µu2ν +
1

(k · u2)2
[2γ(k · q)2(q · s1 · u2)

+ 2γ(k · q)(k · u2)(k · s1 · q) + (k · u1)(k · u2)(q · s1 · u2)q2

− 2(k · q)(k · u1)(k · u2)(q · s1 · u2)− 2(k · u1)(k · u2)2(k · s1 · q)
− γ(k · q)(q · s1 · u2)q2 − γ(k · u2)(k · s1 · q)q2]u2µu2ν − 2γ(q · s1 · u2)kµqν

− q2

(k · u1)2
[γ(k · q)(k · s1 · u2) + (k · u1)(k · u2)(k · s1 · u2)− γ(k · q)(q · s1 · u2)
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− (k · u1)(k · u2)(q · s1 · u2)]u1µu1ν
]

tµνs2 Equal to tµνs1 after interchanging the body labels 1 ↔ 2 and mapping q 7→ k − q

tµνs1s2 Sym

[

1

2
[γ(k · q)(q · s1 · s2 · k) + γ(k · s1 · q)(k · s2 · q) + γ(q · s1 · s2 · q)q2

+ (k · q)(q · s1 · u2)(q · s2 · u1) + (k · u1)(k · u2)(q · s1 · s2 · k)
+ (k · u2)(k · s1 · q)(k · s2 · u1) + (k · s2 · u1)(q · s1 · u2)q2 − γ(k · q)(q · s1 · s2 · q)
− γ(q · s1 · s2 · k)q2 − (k · q)(k · s2 · u1)(q · s1 · u2)− (k · u1)(k · u2)(q · s1 · s2 · q)
− (k · u1)(k · s2 · q)(q · s1 · u2)− (k · u2)(k · s1 · q)(q · s2 · u1)
− (q · s1 · u2)(q · s2 · u1)q2]ηµν + [γ(q · s1 · s2 · k) + (q · s1 · u2)(q · s2 · u1)
− γ(q · s1 · s2 · q)− (k · s2 · u1)(q · s1 · u2)]kµkν + [γ(q · s1 · s2 · q)
+ (k · s2 · u1)(q · s1 · u2)− γ(q · s1 · s2 · k)− (q · s1 · u2)(q · s2 · u1)]kµqν

+
q2

2(k · u1)
[2γkρ(k · s2 · u1) + (k · u1)(q · s2 · u1)u2ρ − 2γkρ(q · s2 · u1)

− (k · u1)(k · s2 · u1)u2ρ]kµs1νρ +
γq2

2
(qρ − kρ)kµs1

νσs2 ρσ + [γkρ(k · s1 · q)
+ qρ(k · u1)(q · s1 · u2)− γqρ(k · s1 · q)− kρ(k · u1)(q · s1 · u2)]kµs2νρ

+
q2

2(k · u1)
[2γ(q · s1 · s2 · k) + 2(q · s1 · u2)(q · s2 · u1) + γ(k · s1 · s2 · q)

+ (k · s1 · u2)(k · s2 · u1)− 2γ(q · s1 · s2 · q)− 2(k · s2 · u1)(q · s1 · u2)
− γ(k · s1 · s2 · k)− (k · s1 · u2)(q · s2 · u1)]kµu1ν + [(k · u1)(q · s1 · s2 · q)
+ (k · s1 · q)(q · s2 · u1)− (k · u1)(q · s1 · s2 · k)− (k · s1 · q)(k · s2 · u1)]kµu2ν

+
γ

2
[2(k · q)− q2]qµqρs1 ρ

σs2
ν
σ +

(k · u2)
2

[q2 − 2(k · q)]qρs1 ρσs2µσu1ν

+ [γ(q · s1 · s2 · k) + (q · s1 · u2)(q · s2 · u1)− γ(q · s1 · s2 · q)

− (k · s2 · u1)(q · s1 · u2)]qµqν +
1

2(k · u1)
[2γkρ(q · s2 · u1)q2

+ 2qρ(k · u1)(k · u2)(q · s2 · u1) + (k · u1)(k · s2 · u1)q2u2ρ − 2γkρ(k · s2 · u1)q2
− 2γqρ(k · u1)(k · s2 · q)− 2qρ(k · u1)(k · u2)(k · s2 · u1)

− (k · u1)(q · s2 · u1)q2u2ρ]qµs1νρ +
γq2

2
(kρ − qρ)qµs1

νσs2 ρσ

+
1

2(k · u2)
[2γkρ(q · s1 · u2)q2 + 2γqρ(k · u2)(k · s1 · q) + 2kρ(k · u1)(k · u2)(q · s1 · u2)

+ 2(k · q)(k · u2)(q · s1 · u2)u1ρ − 2γkρ(k · u2)(k · s1 · q)
− 2qρ(k · u1)(k · u2)(q · s1 · u2)− 4γkρ(k · q)(q · s1 · u2)

− (k · u2)(q · s1 · u2)q2u1ρ]qµs2νρ +
1

2(k · u1)
[2γ(q · s1 · s2 · q)q2

+ 2(k · u1)(k · u2)(q · s1 · s2 · q) + 2(k · u1)(k · s2 · q)(q · s1 · u2)
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+ 2(k · s2 · u1)(q · s1 · u2)q2 + γ(k · s1 · s2 · k)q2 + (k · s1 · u2)(q · s2 · u1)q2

− 2γ(q · s1 · s2 · k)q2 − 2(k · u1)(k · u2)(q · s1 · s2 · k)− 2(q · s1 · u2)(q · s2 · u1)q2

− γ(k · s1 · s2 · q)q2 − (k · s1 · u2)(k · s2 · u1)q2]qµu1ν

+
1

2(k · u2)
[2(k · q)(k · s2 · u1)(q · s1 · u2) + 2(k · u1)(k · u2)(q · s1 · s2 · k)

+ 2(k · u2)(k · s1 · q)(k · s2 · u1) + 2(q · s1 · u2)(q · s2 · u1)q2 + 4γ(k · q)(q · s1 · s2 · q)
+ γ(q · s1 · s2 · k)q2 − 2γ(k · q)(q · s1 · s2 · k)− 2γ(q · s1 · s2 · q)q2
− 2(k · u1)(k · u2)(q · s1 · s2 · q)− 2(k · u2)(k · s1 · q)(q · s2 · u1)
− 4(k · q)(q · s1 · u2)(q · s2 · u1)− (k · s2 · u1)(q · s1 · u2)q2]qµu2ν

+
1

2
[2qρ(k · q)(k · u2)u1σ + γkρkσq2 − 2qρqσ(k · u1)(k · u2)− γkρqσq2

− qρ(k · u2)q2u1σ]s1µρs2νσ +
1

2(k · u1)2
[2γkρ(k · q)(k · s2 · u1)q2

+ 4qρ(k · u1)2(k · u2)(k · s2 · q) + γkρ(k · u1)(k · s2 · q)q2 + γqρ(k · u1)(k · s2 · q)q2

+ kρ(k · u1)(k · u2)(k · s2 · u1)q2 + (k · q)(k · u1)(q · s2 · u1)q2u2ρ

+ qρ(k · u1)(k · u2)(k · s2 · u1)q2 − 2γkρ(k · q)(q · s2 · u1)q2

− kρ(k · u1)(k · u2)(q · s2 · u1)q2 − (k · q)(k · u1)(k · s2 · u1)q2u2ρ

− (k · u1)2(k · s2 · q)q2u2ρ − qρ(k · u1)(k · u2)(q · s2 · u1)q2]s1µρu1ν

+
1

2(k · u2)
[2γqρ(k · q)(k · s2 · q) + kρ(k · u2)(q · s2 · u1)q2 + qρ(k · u2)(q · s2 · u1)q2

− 2qρ(k · q)(k · u2)(q · s2 · u1)− 2qρ(k · u1)(k · u2)(k · s2 · q)− γqρ(k · s2 · q)q2

− kρ(k · u2)(k · s2 · u1)q2]s1µρu2ν +
(k · u1)q2

2
(kρ − qρ)s1

µσs2 ρσu2
ν

+
1

2
[2kρqσ(k · u1)(k · u2) + γkρqσq2 + qρ(k · u1)q2u2σ − 2γkρqσ(k · q)

− kρ(k · u1)q2u2σ]s1µσs2νρ +
1

2(k · u1)
[2kρ(k · q)(k · u1)(q · s1 · u2)

+ 2kρ(k · u1)(k · u2)(k · s1 · q) + γkρ(k · s1 · q)q2 + kρ(k · u1)(k · s1 · u2)q2

+ qρ(k · u1)(q · s1 · u2)q2 − 2kρ(k · u1)(q · s1 · u2)q2 − 2qρ(k · u1)(k · u2)(k · s1 · q)
− γqρ(k · s1 · q)q2 − qρ(k · u1)(k · s1 · u2)q2]s2µρu1ν

+
1

2(k · u2)2
[2kρ(k · u1)(k · u2)(q · s1 · u2)q2 + 2qρ(k · q)(k · u1)(k · u2)(q · s1 · u2)

+ 4γkρ(k · q)2(q · s1 · u2) + 4γkρ(k · q)(k · u2)(k · s1 · q)
+ 4qρ(k · u1)(k · u2)2(k · s1 · q) + γqρ(k · u2)(k · s1 · q)q2

+ (k · q)(k · u2)(q · s1 · u2)q2u1ρ + (k · u2)2(k · s1 · q)q2u1ρ − 2γkρ(k · q)(q · s1 · u2)q2

− 2γkρ(k · u2)(k · s1 · q)q2 − 2γqρ(k · q)(k · u2)(k · s1 · q)
− 2(k · q)2(k · u2)(q · s1 · u2)u1ρ − 2(k · q)(k · u2)2(k · s1 · q)u1ρ

− 4kρ(k · q)(k · u1)(k · u2)(q · s1 · u2)− 4kρ(k · u1)(k · u2)2(k · s1 · q)
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− qρ(k · u1)(k · u2)(q · s1 · u2)q2]s2µρu2ν +
q2

2(k · u1)2
[γ(k · q)(k · s1 · s2 · q)

+ γ(k · q)(q · s1 · s2 · k) + (k · q)(k · s1 · u2)(k · s2 · u1) + (k · q)(q · s1 · u2)(q · s2 · u1)
+ (k · u1)(k · u2)(k · s1 · s2 · q) + (k · u1)(k · u2)(q · s1 · s2 · k)
+ (k · u1)(k · s1 · u2)(k · s2 · q)− γ(k · q)(k · s1 · s2 · k)− γ(k · q)(q · s1 · s2 · q)
− (k · q)(k · s1 · u2)(q · s2 · u1)− (k · q)(k · s2 · u1)(q · s1 · u2)
− (k · u1)(k · u2)(k · s1 · s2 · k)− (k · u1)(k · u2)(q · s1 · s2 · q)
− (k · u1)(k · s2 · q)(q · s1 · u2)]u1µu1ν

+
1

2(k · u1)(k · u2)
[2(k · u1)(k · u2)(q · s1 · s2 · q)q2 + (k · u1)(k · u2)(k · s1 · s2 · k)q2

+ (k · u1)(k · s2 · q)(q · s1 · u2)q2 + (k · u2)(k · s1 · q)(q · s2 · u1)q2
− 2(k · q)(k · u1)(k · u2)(q · s1 · s2 · q)− 2(k · q)(k · u1)(k · s2 · q)(q · s1 · u2)
− 2(k · u1)(k · u2)(k · s1 · q)(k · s2 · q)− (k · u1)(k · u2)(k · s1 · s2 · q)q2

− (k · u1)(k · u2)(q · s1 · s2 · k)q2 − (k · u2)(k · s1 · q)(k · s2 · u1)q2]u1µu2ν

+
1

2(k · u2)2
[2(k · q)2(q · s1 · u2)(q · s2 · u1) + 2(k · q)(k · u1)(k · u2)(q · s1 · s2 · q)

+ 2(k · q)(k · u2)(k · s1 · q)(q · s2 · u1) + γ(k · q)(q · s1 · s2 · q)q2

− 2γ(k · q)2(q · s1 · s2 · q)− (k · q)(q · s1 · u2)(q · s2 · u1)q2

− (k · u1)(k · u2)(q · s1 · s2 · q)q2 − (k · u2)(k · s1 · q)(q · s2 · u1)q2]u2µu2ν

− 1

2(k · u2)
[2γ(k · q)2 + (k · u1)(k · u2)q2 − 2(k · q)(k · u1)(k · u2)

− γ(k · q)q2]qρs1 ρσs2µσu2ν −
q2

2(k · u1)
[γkρ(k · q) + kρ(k · u1)(k · u2)− γqρ(k · q)

− qρ(k · u1)(k · u2)]s1µσs2 ρσu1ν
]

tµνs1s1 Sym

[

q2[(k · s1 · u2)− (q · s1 · u2)]kρs1µρu2ν +
q2

d− 2
(qσ − kσ)kρs1

µ
ρs1

ν
σ

+
γq2

(k · u1)
[(q · s1 · u2)− (k · s1 · u2)]kµkρs1νρ

+
γq2

(k · u1)
[(k · s1 · u2)− (q · s1 · u2)]kρqµs1νρ

− q2

(d− 2)(k · u1)2
[(d− 2)(k · u1)(k · u2)(k · s1 · u2) + γ(d− 2)(k · q)(k · s1 · u2)

+ (k · u1)(k · s1 · q)− (d− 2)(k · u1)(k · u2)(q · s1 · u2)
− γ(d− 2)(k · q)(q · s1 · u2)]kρs1µρu1ν + βγCE1(q · s1 · s1 · q)kµqν + CE1q

2[βγq
ρ

+ γ(k · u1)u2ρ − βγk
ρ]kµs1

νσs1 ρσ + CE1q
2[βγk

ρ − βγq
ρ − γ(k · u1)u2ρ]qµs1νσs1 ρσ

+ CE1 [2γ(q · s1 · s1 · q)q2 + 2(k · u1)(k · u2)(q · s1 · s1 · q) + γ(k · s1 · s1 · k)q2

− 2γ(k · q)(q · s1 · s1 · q)− γ(k · s1 · s1 · q)q2 − (k · u1)(k · s1 · s1 · u2)q2]u1µu2ν
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− βγCE1(q · s1 · s1 · q)kµkν − βγCE1(q · s1 · s1 · q)qµqν − CE1(k · u1)q2[γqρ
+ (k · u1)u2ρ − γkρ]s1

µσs1 ρσu2
ν

+
2CE1(q · s1 · s1 · q)

d− 2
[γ(d− 2)(k · u1) + (k · u2)]kµu2ν −

CE1(k · u1)2q2
d− 2

s1
µρs1

ν
ρ

− CE1(q · s1 · s1 · q)
2(d− 2)

[2γ(d− 2)(k · u1)(k · u2) + 2(k · u1)2 + 2(k · u2)2

+ βγ(d− 2)(k · q)− βγ(d− 2)q2]ηµν +
CE1

(k · u1)
[2γ(k · u1)(k · u2)(q · s1 · s1 · q)

+ βγ(k · s1 · s1 · k)q2 + βγ(q · s1 · s1 · q)q2 − βγ(k · s1 · s1 · q)q2

− γ(k · u1)(k · s1 · s1 · u2)q2]qµu1ν +
CE1

(d− 2)(k · u1)
[2(k · u1)2(q · s1 · s1 · q)

+ βγ(d− 2)(k · s1 · s1 · q)q2 + γ(d− 2)(k · u1)(k · s1 · s1 · u2)q2

− βγ(d− 2)(k · s1 · s1 · k)q2 − βγ(d− 2)(q · s1 · s1 · q)q2]kµu1ν

+
CE1q

2

(d− 2)(k · u1)
[2kρ(k · u1)2 + βγ(d− 2)qρ(k · q) + (d− 2)(k · u1)2(k · u2)u2ρ

+ γ(d− 2)(k · q)(k · u1)u2ρ + γ(d− 2)qρ(k · u1)(k · u2)− βγ(d− 2)kρ(k · q)
− γ(d− 2)kρ(k · u1)(k · u2)]s1µσs1 ρσu1ν

+
CE1

2(d− 2)(k · u1)2
[2βγ(d− 2)(k · q)(k · s1 · s1 · q)q2

+ 2(d− 2)(k · u1)2(k · u2)(k · s1 · s1 · u2)q2 + 2γ(d− 2)(k · q)(k · u1)(k · s1 · s1 · u2)q2

+ 2γ(d− 2)(k · u1)(k · u2)(k · s1 · s1 · q)q2 + 2(k · u1)2(k · s1 · s1 · k)q2

− 2βγ(d− 2)(k · q)(k · s1 · s1 · k)q2 − 2(d− 2)(k · u1)2(k · u2)2(q · s1 · s1 · q)
− 2γ(d− 2)(k · u1)(k · u2)(k · s1 · s1 · k)q2 − 2γ(d− 2)(k · u1)(k · u2)(q · s1 · s1 · q)q2

− βγ(d− 2)(k · q)(q · s1 · s1 · q)q2]u1µu1ν +
CE1(q · s1 · s1 · q)

(k · u2)
[2βγ(k · q)

− 2γ(k · u1)(k · u2)− βγq
2]qµu2

ν +
CE1(q · s1 · s1 · q)

2(k · u2)2
[4γ(k · q)(k · u1)(k · u2)

+ βγ(k · q)q2 − 2βγ(k · q)2 − 2γ(k · u1)(k · u2)q2 − 2(k · u1)2(k · u2)2]u2µu2ν
]

tµνs2s2 Equal to tµνs1s1 after interchanging the body labels 1 ↔ 2 and mapping q 7→ k − q

C.3 . Feynman rules

In this section we write the explicit Feynman rules we did not displayed in the main
text. In particular we write the graviton cubic vertex in d dimensions. To get the one in
four dimension (see (1.3.10)) it is sufficient to replace κ → m−1

Pl . The four-dimensional
delta function of momentum conservation is imply. We also display the worldline vertices
corresponding to single- and double-graviton emission from the Ath spinning body (see
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figs. 10 (c) and (d)) in d dimensions. We use again the shorthands defined in eqs.
(C.2.3) and (C.2.4), replacing sµνA with Sµν

A in the latter.

1
8 iκ Sym

[

10k21η
µ1µ2ηµ3ν3ην1ν2 + 16(k1 · k2)ηµ1µ2ηµ3ν3ην1ν2

+ 2(k1 · k3)ηµ1µ2ηµ3ν3ην1ν2 + 10k22η
µ1µ2ηµ3ν3ην1ν2

+ 2(k2 · k3)ηµ1µ2ηµ3ν3ην1ν2 + 10k21η
µ1µ3ηµ2ν2ην1ν3

+ 2(k1 · k2)ηµ1µ3ηµ2ν2ην1ν3 + 16(k1 · k3)ηµ1µ3ηµ2ν2ην1ν3

+ 2(k2 · k3)ηµ1µ3ηµ2ν2ην1ν3 + 10k23η
µ1µ3ηµ2ν2ην1ν3

+ 2(k1 · k2)ηµ1ν1ηµ2µ3ην2ν3 + 2(k1 · k3)ηµ1ν1ηµ2µ3ην2ν3

+ 10k22η
µ1ν1ηµ2µ3ην2ν3 + 16(k2 · k3)ηµ1ν1ηµ2µ3ην2ν3 + 10k23η

µ1ν1ηµ2µ3ην2ν3

+ 9k1
µ1k1

µ2ηµ3ν1ην2ν3 + 15k1
µ1k1

µ2ηµ3ν2ην1ν3 + 12k1
µ1k1

µ3ηµ2ν1ην2ν3

+ 12k1
µ1k1

µ3ηµ2ν3ην1ν2 + 16k1
µ1k1

ν1ηµ2ν2ηµ3ν3 + 20k1
µ1k2

µ2ηµ3ν1ην2ν3

+ 12k1
µ1k2

µ2ηµ3ν2ην1ν3 + 12k1
µ1k2

µ3ηµ2ν1ην2ν3 + 4k1
µ1k2

µ3ηµ2ν3ην1ν2

+ 12k1
µ1k2

ν1ηµ2ν2ηµ3ν3 + 10k1
µ1k3

µ2ηµ3ν1ην2ν3 + 6k1
µ1k3

µ2ηµ3ν2ην1ν3

+ 24k1
µ1k3

µ3ηµ2ν1ην2ν3 + 8k1
µ1k3

µ3ηµ2ν3ην1ν2 + 12k1
µ1k3

ν1ηµ2ν2ηµ3ν3

+ 4k1
µ2k1

ν2ηµ1µ3ην1ν3 + 4k1
µ2k2

µ3ηµ1ν1ην2ν3 + 12k1
µ2k2

ν2ηµ1ν1ηµ3ν3

+ 4k1
µ2k3

µ1ηµ3ν3ην1ν2 + 8k1
µ2k3

µ3ηµ1ν2ην1ν3 + 8k1
µ2k3

µ3ηµ1ν3ην1ν2

+ 16k1
µ2k3

ν2ηµ1µ3ην1ν3 + 4k1
µ3k1

ν3ηµ1µ2ην1ν2 + 4k1
µ3k2

µ1ηµ2ν2ην1ν3

+ 8k1
µ3k2

µ2ηµ1ν2ην1ν3 + 8k1
µ3k2

µ2ηµ1ν3ην1ν2 + 16k1
µ3k2

ν3ηµ1µ2ην1ν2

+ 4k1
µ3k3

µ2ηµ1ν1ην2ν3 + 12k1
µ3k3

ν3ηµ1ν1ηµ2ν2 + 9k2
µ1k2

µ2ηµ3ν1ην2ν3

+ 15k2
µ1k2

µ2ηµ3ν2ην1ν3 + 4k2
µ1k2

ν1ηµ2µ3ην2ν3 + 4k2
µ1k3

µ2ηµ3ν3ην1ν2

+ 12k2
µ1k3

µ3ηµ2ν1ην2ν3 + 4k2
µ1k3

µ3ηµ2ν3ην1ν2 + 16k2
µ1k3

ν1ηµ2µ3ην2ν3

+ 12k2
µ2k2

µ3ηµ1ν2ην1ν3 + 12k2
µ2k2

µ3ηµ1ν3ην1ν2 + 16k2
µ2k2

ν2ηµ1ν1ηµ3ν3

+ 10k2
µ2k3

µ1ηµ3ν1ην2ν3 + 6k2
µ2k3

µ1ηµ3ν2ην1ν3 + 16k2
µ2k3

µ3ηµ1ν2ην1ν3

+ 16k2
µ2k3

µ3ηµ1ν3ην1ν2 + 12k2
µ2k3

ν2ηµ1ν1ηµ3ν3 + 4k2
µ3k2

ν3ηµ1µ2ην1ν2

+ 4k2
µ3k3

µ1ηµ2ν2ην1ν3 + 12k2
µ3k3

ν3ηµ1ν1ηµ2ν2 + 12k3
µ1k3

µ3ηµ2ν1ην2ν3

+ 12k3
µ1k3

µ3ηµ2ν3ην1ν2 + 4k3
µ1k3

ν1ηµ2µ3ην2ν3 + 12k3
µ2k3

µ3ηµ1ν2ην1ν3

+ 12k3
µ2k3

µ3ηµ1ν3ην1ν2 + 4k3
µ2k3

ν2ηµ1µ3ην1ν3 + 16k3
µ3k3

ν3ηµ1ν1ηµ2ν2

− 6k21η
µ1µ2ηµ3ν1ην2ν3 − 6(k1 · k2)ηµ1µ2ηµ3ν1ην2ν3

− 6(k1 · k3)ηµ1µ2ηµ3ν1ην2ν3 − 6k22η
µ1µ2ηµ3ν1ην2ν3

− 6(k2 · k3)ηµ1µ2ηµ3ν1ην2ν3 − 6k23η
µ1µ2ηµ3ν1ην2ν3 − 10k21η

µ1µ2ηµ3ν2ην1ν3

− 10(k1 · k2)ηµ1µ2ηµ3ν2ην1ν3 − 10(k1 · k3)ηµ1µ2ηµ3ν2ην1ν3

− 10k22η
µ1µ2ηµ3ν2ην1ν3 − 10(k2 · k3)ηµ1µ2ηµ3ν2ην1ν3 − 10k23η

µ1µ2ηµ3ν2ην1ν3

− 4k21η
µ1ν1ηµ2ν2ηµ3ν3 − 4(k1 · k2)ηµ1ν1ηµ2ν2ηµ3ν3

− 4(k1 · k3)ηµ1ν1ηµ2ν2ηµ3ν3 − 4k22η
µ1ν1ηµ2ν2ηµ3ν3

− 4(k2 · k3)ηµ1ν1ηµ2ν2ηµ3ν3 − 4k23η
µ1ν1ηµ2ν2ηµ3ν3 − 20k1

µ1k1
µ2ηµ3ν3ην1ν2
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− 20k1
µ1k1

µ3ηµ2ν2ην1ν3 − 32k1
µ1k1

ν1ηµ2µ3ην2ν3 − 32k1
µ1k2

µ2ηµ3ν3ην1ν2

− 8k1
µ1k2

µ3ηµ2ν2ην1ν3 − 20k1
µ1k2

ν1ηµ2µ3ην2ν3 − 8k1
µ1k3

µ2ηµ3ν3ην1ν2

− 32k1
µ1k3

µ3ηµ2ν2ην1ν3 − 20k1
µ1k3

ν1ηµ2µ3ην2ν3 − 4k1
µ2k2

µ3ηµ1ν2ην1ν3

− 4k1
µ2k2

µ3ηµ1ν3ην1ν2 − 20k1
µ2k2

ν2ηµ1µ3ην1ν3 − 5k1
µ2k3

µ1ηµ3ν1ην2ν3

− 3k1
µ2k3

µ1ηµ3ν2ην1ν3 − 8k1
µ2k3

µ3ηµ1ν1ην2ν3 − 8k1
µ2k3

ν2ηµ1ν1ηµ3ν3

− 6k1
µ3k2

µ1ηµ2ν1ην2ν3 − 2k1
µ3k2

µ1ηµ2ν3ην1ν2 − 8k1
µ3k2

µ2ηµ1ν1ην2ν3

− 8k1
µ3k2

ν3ηµ1ν1ηµ2ν2 − 4k1
µ3k3

µ2ηµ1ν2ην1ν3 − 4k1
µ3k3

µ2ηµ1ν3ην1ν2

− 20k1
µ3k3

ν3ηµ1µ2ην1ν2 − 20k2
µ1k2

µ2ηµ3ν3ην1ν2 − 5k2
µ1k3

µ2ηµ3ν1ην2ν3

− 3k2
µ1k3

µ2ηµ3ν2ην1ν3 − 8k2
µ1k3

µ3ηµ2ν2ην1ν3 − 8k2
µ1k3

ν1ηµ2ν2ηµ3ν3

− 20k2
µ2k2

µ3ηµ1ν1ην2ν3 − 32k2
µ2k2

ν2ηµ1µ3ην1ν3 − 8k2
µ2k3

µ1ηµ3ν3ην1ν2

− 32k2
µ2k3

µ3ηµ1ν1ην2ν3 − 20k2
µ2k3

ν2ηµ1µ3ην1ν3 − 6k2
µ3k3

µ1ηµ2ν1ην2ν3

− 2k2
µ3k3

µ1ηµ2ν3ην1ν2 − 20k2
µ3k3

ν3ηµ1µ2ην1ν2 − 20k3
µ1k3

µ3ηµ2ν2ην1ν3

− 20k3
µ2k3

µ3ηµ1ν1ην2ν3 − 32k3
µ3k3

ν3ηµ1µ2ην1ν2
]

− 1

2
iκ

∫

dτA eik·xA Sym

[

mAUA
µUA

ν + ikρSA
ρµUA

ν +
1

mA
kρkσUAα

(

UA
µSA

νρSA
σα + UA

ρSA
σµSA

να
)

+
1

2mA
CEA

kρkσ
(

SA
ραSA

σ
αUA

µUA
ν

+ 2UA
ρSA

σαSAα
µUA

ν + SA
µ
αSA

ναUA
ρUA

σ
)

]

1

8
iκ2
∫

dτA ei(k1+k2)·xA Sym

[

i[(k1 · UA)− (k2 · UA)]η
µ1µ2SA

ν1ν2

− 2ik1
ρηµ1µ2SA

ν2
ρUA

ν1 − 2ik1
µ2SA

µ1ν2UA
ν1 − 2ik2

ρηµ1µ2SA
ν1

ρUA
ν2

− 2ik2
µ1SA

µ2ν1UA
ν2 +

2

mA

{

[(k1 · SA · k2)UA
ρ + k2

ρ(k1 · SA · UA)

+ k2
ρ(k2 · SA · UA)]η

µ1µ2SA
ν1

ρUA
ν2

+ [(k1 · SA · UA)(k2 · UA)− (k1 · UA)(k2 · SA · UA)]η
µ1µ2SA

ν1ν2

+ [k1
ρ(k1 · SA · UA) + k1

ρ(k2 · SA · UA)− (k1 · SA · k2)UA
ρ]ηµ1µ2SA

ν2
ρUA

ν1

+ (k1
ρ + k2

ρ)k1
µ2SA

µ1
ρSA

ν2
σUA

ν1UA
σ

+ [(k1 · SA · UA) + (k2 · SA · UA)]k1
µ2SA

µ1ν2UA
ν1

+ (k1
ρ + k2

ρ)k2
µ1SA

µ2
ρSA

ν1
σUA

ν2UA
σ

+ [(k1 · SA · UA) + (k2 · SA · UA)]k2
µ1SA

µ2ν1UA
ν2

+ (k1
ρk1

σ + k2
ρk2

σ)SA
µ1

ρSA
µ2

σUA
ν1UA

ν2

+ [k1
ρ(k1 · UA) + (k1 · k2)UA

ρ]SA
µ1µ2SA

ν1
ρUA

ν2 − [k1
ρ(k1 · UA)

+ k2
ρ(k1 · UA) + k2

ρ(k2 · UA)]η
µ1µ2SA

ν1
ρSA

ν2
σUA

σ − [k1
ρ(k1 · UA)

+ k1
ρ(k2 · UA) + k2

ρ(k2 · UA)]η
µ1µ2SA

ν1
σSA

ν2
ρUA

σ
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− k1
ρk2

µ1SA
µ2

ρSA
ν2

σUA
ν1UA

σ − k1
µ2k2

ρSA
µ1

ρSA
ν1

σUA
ν2UA

σ

− [(k1 · UA) + (k2 · UA)]k1
µ2SA

µ1ν2SA
ν1

ρUA
ρ

− [(k1 · UA) + (k2 · UA)]k2
µ1SA

µ2ν1SA
ν2

ρUA
ρ

− [(k1 · k2)UA
ρ + k2

ρ(k2 · UA)]SA
µ1µ2SA

ν2
ρUA

ν1
}

+
CEA

mA

{

2[k2
ρ(k1 · UA)

− 2k1
ρ(k2 · UA)− k2

ρ(k2 · UA)]η
µ1µ2SA

ν1σSAρσUA
ν2 + 2[(k1 · UA)

2

+ (k1 · UA)(k2 · UA) + (k2 · UA)
2]ηµ1µ2SA

ν1ρSA
ν2

ρ

+ 2(k1
ρ + k2

ρ)k1
µ2SA

ν2σSAρσUA
µ1UA

ν1 + 2(k2 · UA)k1
µ2SA

µ1ρSA
ν1

ρUA
ν2

+ 2(k1
ρ + k2

ρ)k2
µ1SA

ν1σSAρσUA
µ2UA

ν2 + 2(k1 · UA)k2
µ1SA

µ2ρSA
ν2

ρUA
ν1

+ 2(k1 · k2)SA
µ1ρSA

µ2
ρUA

ν1UA
ν2 − 2[2k2

ρ(k1 · UA) + k1
ρ(k1 · UA)

− k1
ρ(k2 · UA)]η

µ1µ2SA
ν2σSAρσUA

ν1 − 2(k1 · SA · SA · k2)ηµ1µ2UA
ν1UA

ν2

− 2k1
ρk2

µ1SA
µ2σSAρσUA

ν1UA
ν2 − 2k1

µ2k2
ρSA

µ1σSAρσUA
ν1UA

ν2

− 2[(k1 · UA) + (k2 · UA)]k1
µ2SA

µ1ρSA
ν2

ρUA
ν1

− 2[(k1 · UA) + (k2 · UA)]k2
µ1SA

µ2ρSA
ν1

ρUA
ν2

− (k1 · k2)SA
µ1ρSA

ν1
ρUA

µ2UA
ν2 − (k1 · k2)SA
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