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Résumé: Le modèle Qram est un modèle de calcul quantique pratique composé d’un ordinateur classique et un processus quantique qui communiquent entre eux. Le programme est exécuté sur l’ordinateur classique. Il envoie les instructions correspondant aux opérateurs quantiques sur le co-processeur, et reçoit le résultat de l’observation de l’état quantique. Ce modèle est considéré comme un modèle standard et plusieurs langages de programmation ont été conçus en basant sur ce modèle.

Alors que les programmes dans ce modèle sont capables de réaliser tout calcul quantique grâce à l’usage de la mémoire quantique, il est difficile de les analyser sans l’aide d’un autre ordinateur quantique. Ce problème suscite le besoin pour des méthodes formelles pour les langages programmations quantiques : les outils formels pour raisonner sur l’optimisation du code, pour l’analyser des ressources, et pour spécifier et prouver les propriétés des programmes quantiques.

La sémantique catégorique fait partie de ces méthodes qui fait le lien entre les opérateurs quantiques et les programmes et introduit le système logique qui peut décrire les propriétés sur l’état quantique dans le système de types. Bien que plusieurs travaux proposent des sémantiques catégoriques pour les langages de description de circuits quantiques, aucun ne supporte l’usage du résultat d’une mesure au sein du processeur classique (le ”levage dynamique”).

Dans cette thèse, nous formalisons le levage dynamique qui transfère le résultat d’observations sur l’état quantique à l’information classique dans un langage de programmation de description de circuit quantique. En suivant l’approche du langage Proto-Quipper, nous définissons un langage typé de description de circuit quantique où l’information quantique levée est incorporée dans la structure ramifiée. Ensuite, le levage dynamique est formalisé dans le cadre de la sémantique opérationnelle et la sémantique catégorique.

Notre sémantique catégorique est basée sur le modèle de Francisco Rios et Peter Selinger pour le langage programmation Proto-Quipper-M. Pourtant, pour formaliser le levage dynamique, nous construisons une catégorie de Kleisli en capturant la mesure quantique comme un effet de bord sur une catégorie concrète pour le circuit avec la mesure quantique. Nous prouvons le théorème de correction de la sémantique catégorique par rapport à la sémantique opérationnelle.
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Abstract: The quantum random-access machine (QRAM) model is a practical model of quantum computation composed of a classical computer and a quantum processor communicating with each other. The program is executed on the classical computer. It can send instructions corresponding to quantum operations and receive measurement outcomes from the quantum co-processor. This model is expected to be the model of quantum computation in the near future, and a group of quantum programming languages has been developed based on it.

While the program in the model has the ability to simulate any quantum circuit with the help of a quantum processor, analyzing the program becomes difficult without relying on another quantum computer. This problem calls for the development of formal methods for quantum programming languages: formal tools to develop and reason on code optimization, analyze resources, and specify and prove the properties of quantum programs.

One of these tools is categorical semantics, which links the actions of quantum operators to the meaning of quantum programs and embeds logical systems on quantum states to the type system of the language. Although categorical semantics for quantum programming languages is an established field, dynamic lifting—the ability to use the result of a measurement in the classical host—has so far only been considered in the context of denotational semantics based on operator algebras: a circuit in the model is not a syntactic object that can be manipulated.

In this thesis, we formalize dynamic lifting in a quantum circuit-description language which allows programs to transfer the result of measuring quantum data into classical data. Following the Proto-Quipper approach, we define a typed circuit-description language called Proto-Quipper-L, where the lifted data is encoded in the branching structure. Dynamic lifting is then formalized within the operational and categorical semantics.

Our categorical semantics is based on the model from Rios & Selinger for Proto-Quipper-M. However, to formalize dynamic lifting, we construct, on top of a concrete category of circuits with measurements, a Kleisli category, capturing the measurement as a side effect. We show the soundness of this semantics with regard to the operational semantics.
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1 - Introduction

Quantum computation is interesting. The development of quantum mechanics (which was done by physicists like Max Planck, Niels Bohr, Albert Einstein, Werner Heisenberg, Erwin Schrödinger, et al.) [29] and the formalization of computation and logic (done by logicians and mathematicians like Alan Turing, Kurt Gödel, Bertrand Russell, Alfred North Whitehead, Alonzo Church, Gottlob Frege, David Hilbert, et al.) have created distinct research fields that have been very successful beginning from the period from late nineteenth century to the first half of the twentieth century. Although the results of each of the two fields had influences on the other field—e.g., the discovery of the transistor due to the understanding of solid-state electronics based on quantum mechanics [15] and the computational physics, which utilizes the high-performance computer and optimization methods to solve complex physical systems [37]—it was not until the late 1970s or 1980s that the central ideas of quantum mechanics, which are superposition of states and time evolution of states, have begun to be considered as an ingredient in the study of the model of computation [31, 19]. Conversely, it is also possible to consider the profound implication of logic in the theory of physics—like using topos theory in the formalization of quantum physics in [30]—but let us not delve into this subject since it is out of the scope of the thesis.

The introduction of these new quantum features as a resource of computation gave birth to interesting algorithms ranging from Deutsch-Jozsa algorithm [20] for the discrimination of different modes of input to Shor’s algorithm [66] for the factorization of large natural numbers. Moreover, the BB84 protocol [8], a secure quantum key distribution protocol, is another example of the advantages of using quantum resources. In these algorithms and protocols, new data types are introduced, which are called qubit, and the operations in process or functions are defined over qubits.

While quantum algorithms theoretically bring extraordinary advantages compared to conventional algorithms for specific problems, there have been doubts about whether these algorithms are realizable, i.e., whether we can make a practical quantum computer [49]. Even though there are multiple blueprints on the construction of quantum-based computers on different materials ranging from photons to trapped ions, each scheme has difficulties that makes it hard to build a universal quantum computer with many qubits. An example of such difficulties is the balance between the decoherence—which means the collapse of the quantum state induced by the interaction between the system and the environment—and the applicability of quantum operator—which requires an interaction between the system and the environment. This seemingly paradoxical requirement, i.e., to reduce decoherence while main-
ing the applicability of quantum operators, has been a good reason for many people to be skeptical about the development of real and practical quantum computers.

However, the situation has been changing recently with the development of quantum chips with more than fifty qubits by Google [5] and IBM [54]. In 2019, in its publication of the Sycamore processor, Google claimed the advent of quantum supremacy, which means the existence of a quantum process that the high-performance classical computer cannot simulate in a feasible time. Google and other companies plan to increase the number of qubits with the help of their scalable methods of construction of qubits.

Yet, it is worth noting that each qubit and quantum operation may not be perfect, meaning there can be errors. The fidelity of qubits and quantum operations may differ over the different realizations of qubits. Nevertheless, different error-correcting methods have been developed, starting with Shor’s error-correction code [67], which would help us build reliable quantum computers even based on imperfect qubits and quantum operations.

With these recent successes, quantum computation or quantum informatics is gaining more interest worldwide while improving rapidly. Although we cannot say decisively yet that, for example, we will implement Shor’s algorithm in a real quantum computer, it seems that we can afford the assumption that we will have a real and practical quantum computer someday. Given this, what we can do with a quantum computer becomes our next question.

What we can do with quantum computer A straightforward approach to answer the question is by showing problems that can be solved more efficiently by quantum computers than by classical computers. There are several examples of quantum algorithms: the list includes the quantum walks, the finding hidden-subgroup problem, quantum machine learning, graph isomorphism, ... These algorithms are classified by methods from which they obtain the quantum advantage over classical computation. Such methods include Quantum Fourier Transform (QFT), Phase Estimation (PE), and Quantum Walk (QW). However, in general, it is challenging to find a quantum algorithm that brings an advantage compared to classical computer since there are many problems that seem to be hard, but we do not know yet if there is a classical algorithm that efficiently solves the problem.

A more systematic approach to answering this question is formalizing quantum computation and classical computation and finding the difference between these models and its implications for algorithmic problems. A good example of the difference between the models of classical and quantum computation is contextuality. Intuitively, the contextuality of the quantum system is generated by the existence of non-commutative quantum operators and implies a contradiction together with the assumption of the existence of a global
state which maps a probability distribution to each operator. Let us elaborate on this contradiction since it is helpful to keep in mind the contextuality when discussing models of quantum and classical computation, and it is one of the primary sources of the weirdness of quantum logic that we would like to distinguish from classical logic in the future.

Let us assume that we have two parts of the system called $A$ and $B$. Each part is equipped with two operators $p^A_1$ and $p^A_2$ for $A$ and $p^B_1$ and $p^B_2$ for $B$. Furthermore, we assume that each operator creates two possible outcomes 0 and 1. Now, we consider a state as a probability distribution over the possible outcomes of each operator. Since $A$ and $B$ are separated, we can apply one operator for each part simultaneously. For example, when the operators $p^A_1$ and $p^B_1$ are applied to $A$ and $B$ simultaneously, we obtain one among $(0,0)$, $(0,1)$, $(1,0)$, and $(1,1)$ as outcome where the first and the second element of the pair represent the outcome of $p^A_1$ and $p^B_1$, respectively. And a state is a probability distribution over the four outcomes.

Each of the following two tables shows possible states defined for each pair of operators applied simultaneously to the parts $A$ and $B$.

$$
\begin{pmatrix}
0,0 & 0 & 1 & 1,0 & 1,1 \\
p_A^1, p_B^1 & \frac{1}{4} & 0 & 0 & \frac{1}{2} \\
p_A^1, p_B^2 & \frac{1}{4} & \frac{1}{2} & \frac{1}{4} \\
p_A^2, p_B^1 & \frac{1}{4} & \frac{1}{2} & \frac{1}{4} \\
p_A^2, p_B^2 & \frac{1}{4} & 0 & \frac{1}{2} \\
\end{pmatrix}
\begin{pmatrix}
0,0 & 0 & 1 & 1,0 & 1,1 \\
p_A^1, p_B^1 & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 \\
p_A^1, p_B^2 & \frac{1}{3} & 0 & \frac{1}{6} & \frac{1}{6} \\
p_A^2, p_B^1 & \frac{1}{3} & \frac{1}{6} & \frac{1}{6} & 0 \\
p_A^2, p_B^2 & \frac{1}{3} & \frac{1}{6} & \frac{1}{6} & \frac{1}{6} \\
\end{pmatrix}
$$

Both tables are obtained from actual quantum states. The left one is obtained from the state $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$ and the right is from the state $\frac{1}{\sqrt{3}}(|00\rangle + |01\rangle + |10\rangle)$, where the operators $p^A_1$ and $p^B_1$ are the measurement over $|0\rangle$ and $|1\rangle$ basis while the operators $p^A_2$ and $p^B_2$ are the measurement over $|+\rangle$ and $|\rangle$ basis.

The global state is then represented by a probability distribution over all 16 possible outcomes for each operator. This global state is supposed to generate the given table for each state by marginalization. However, it can be shown that there is no such global state for the table on the right while there exists a global state for the table on the left.

This example gives us a hint why we need a different model for quantum computation. Firstly, from the logical point of view (which is classically equivalent to the computational perspective), it is not straightforward to define quantum logic. For example, when we consider a quantum operator as a logical statement, the conventional model theoretical interpretation based on the valuation of logical sentences does not work since there may not be a global state. Secondly, from the computational perspective, contextuality shows that classical states are strictly included in quantum states. It can be considered resources that one can utilize to design algorithms that are impossible in classical computation. In addition, there is the limitation of quantum
computation, as well, in that not every table of the partial state is realizable as a quantum state.

Once we have formal models of classical and quantum computation, we can study their relationship. In one direction, we may try to find an embedding of classical functions into quantum functions, which would allow us to see the advantages of quantum computation as the extra parts in the model of quantum computation which has no counterpart in the model of classical computation. In the other direction, it is equally possible to think of a variant of the model of classical computation where the quantum function is introduced as the constant or black box. Given the equivalence between the model of classical computation and logic (by Curry-Howard isomorphism), this extension corresponds to the logic where the quantum function is specified in classical logic. This direction provides us with a way to verify quantum functions in classical logic.

This thesis partially concerns this question of the relationship between the models of classical and quantum computation: its initial goal was to build a toolchain of verifications of quantum programs, which can be viewed in line with the implication mentioned above on the verification of quantum programs. In particular, our approach to this goal relies on studying the semantics of programming languages and type systems of quantum computation. Remembering that λ-calculus was shown to formalize classical computation, namely, by Church-Turing thesis, we can hope that quantum programming languages (or quantum type systems) will formalize quantum computation where the execution of the quantum computation is represented as reduction, or equivalence, of terms. Combining these programming languages (or type systems) with classical logic where the quantum function is introduced as constant, we could obtain a toolchain for implementing and verifying quantum algorithms.

In this context, we would like to focus on the formalization of programming languages for quantum computation as the first step toward the formal verification of quantum algorithms. In particular, for practical reasons, we consider programming languages for a certain scenario where a classical computer controls a quantum processor. This scenario corresponds to the QRAM model of quantum computation, and it is considered to be the model of quantum computation for the near future, the so-called Noisy Intermediate-Scale Quantum (NISQ) era.

Current issues: how to write (to program) quantum algorithms, what is the meaning (the semantics) of quantum programs. So far, we have introduced the subjects of this thesis in a broad context, relating them to the general questions coming from computer science and logic. Now, let us delve into the
more precise subjects of the thesis–which are quantum programming languages and their categorical semantics.

Intuitively, a programming language explains how to represent computation, and its semantics represents the computation as a mathematical object. It has been studied for many years where one may consider Church’s $\lambda$-calculus as the first programming language whose semantics is given as complete lattices and Scott domains. It has grown into a big field as there are numerous programming languages for different purposes ranging from circuit description languages to probabilistic and statistic programming languages and programming languages for concurrent systems. Furthermore, it takes an important role in applications like software verification and testing, program synthesis, and type inference. In order to do that, the programming language is equipped with type systems and various semantics from which desired properties of a program can be represented and derived. Relying on a relationship between logic and type system, a program can be considered a proof and finding a proof of certain property becomes synthesizing a program.

These methodologies regarding the questions revolving around programming languages and formal semantics are called formal methods. Therefore, formal methods are the tools that we use to obtain practical results from the abstract definition of computation. In particular, in this thesis, we would like to use formal methods to decode and analyze quantum computation.

Programming language for quantum computation In quantum computation, one considers a special kind of memory where data is encoded into the state of objects governed by the laws of quantum mechanics. The basic unit for quantum data is the quantum bit, or qubit, and in general, a quantum memory is understood as consisting of individually addressable qubits. The state of a quantum memory can be represented by a unit vector in a complex Hilbert space. Elementary operations on qubits consist of unitary operations on the state space, called quantum gates, and measurements, which are probabilistic operations returning a classical boolean.

The usual model for quantum computation is the notion of quantum circuits. Quantum circuits are made of quantum gates and wires. A wire represents a qubit, and each gate, attached to one or several wires, is a unitary operation acting on the corresponding qubits. In this model, a computation consists of allocating a quantum register, applying a circuit (i.e., the list of gates, in order), followed by the measurement of the register to get a classical piece of information.

On the contrary, in the QRAM model, quantum computation is performed under the control of a classical host [34]. The classical host will emit a stream of
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interleaved (pieces of) quantum circuits and measurements to the quantum co-processor. The quantum co-processor executes the instructions while returning the results of measurements on the fly to the classical host. This interaction between the host and the co-processor is illustrated in Figure 1.1. In this model, the computation is not a fixed linear list of quantum gates: the quantum gates emitted to the quantum co-processor depend on the result of intermediate measurements.

Various quantum programming languages, from quantum $\lambda$-calculus to Quipper and QWire, are based on this QRAM model. While quantum $\lambda$-calculus strictly follows the diagram of the QRAM model, Quipper and QWire provide circuit-level operations (like the reverse and control operators for the construction of quantum circuits and print and gate-count operators for the analysis of quantum circuits) which are applied to buffered quantum operations (consisting of gates and measurements). The features of classical programming language like high-order abstractions, branching statements, recursion, inductive data types, and dependent types have been studied and formalized in this context. These features provide a powerful and expressive way to represent quantum computation. However, it would be worth mentioning that there are features of quantum computation that do not have a classical counterpart, like quantum switch and indefinite causal order, which imply that functions, or sequences of functions, can form a superposed function, or an ensemble of functions. Finding and formalizing new features of quantum computation in programming languages constitutes an exciting part of the research of quantum programming languages.

Formal methods for quantum programming languages

One of the motivations of formal methods is the verification of programs. As programs and systems that we deal with in real-world applications are very complicated, it is not straightforward anymore to decide whether the program is safe. By applying formal methods, a program, or some properties of the program, can be verified by the programming language’s formal semantics and type systems. The same scenario applies to quantum programs. In particular, we need formal methods for quantum programs since it is not easy to get intuition on what the program does from a quantum program (imagine a sequence of unitary gates and measurements).

Formal methods for verification of programs are, in general, divided into two regimes which are static and dynamic analyses. Firstly, static analysis of a program means that the analysis is done without the execution of a program. It consists of, for example, a type system, abstract interpretation, and all analyses based on the semantics of programs. Next, dynamic analysis
constitutes the analysis of the program, which requires execution like testing. In practice, it is for now considered that running a program on a quantum processor requires more resources compared to a classical computer and that debugging a quantum programming is tricky because there is no way to inspect the quantum state directly, while the measurement causes the collapse of the quantum state. Therefore, formal methods applied to quantum programming language tend to be static analysis.

In particular, type theory has been commonly used in studying quantum programming languages to eliminate erroneous programs. In the context of quantum programming languages, the quantum data like qubit is considered not duplicable nor erasable, reflecting an implication of quantum mechanics. This property of quantum data is summarised by linearity which originated from linear logic.

In fact, type theory has a close relationship with logic, where the type represents the logical sentence, and the type inference rules correspond to the inference rules in the logic. Note that, in this context, a type system is a theory in certain logic whose universe of the model is the state of the program. As concrete examples, dependent type theory is related to intuitionistic first-order logic and simply-typed λ-calculus maps to intuitionistic propositional logic. Consequently, the analysis of the expressivity of a theory in logic can be applied to investigate the definability of properties in a type system. Therefore, one can conceive diverse type theories with different assumptions and different languages, which form different theories within the corresponding logic. To find out how to represent quantum properties and find a theory for reasoning about them would be an interesting question in the research of formal methods for quantum programming languages.

Indeed, there is a tradeoff between the expressivity of logic and the computational hardness of proving sentences in the logic. On the one hand, there can be a very expressive type theory where we can describe various properties in quantum computation. Considering that the type represents the program’s state, this property may include any set in the powerset of the quantum states. As one can imagine, it is not trivial to prove a sentence in the logic, which is to find a program that transforms any state in the input type into some state in the output type. On the other hand, there can be a type theory where the expressivity is limited. For example, in a type system which has only qubits and their composition as quantum data type, type system is not expressive enough to distinguish two different quantum processes which take the same number of input and output qubits. However, this simplicity may allow us to automate the type checking process (finding typing derivations).

Therefore, it is left as a choice to select a proper type theory (the logic) and define the type constants and type inference rules (the language and the axioms in theory), depending on the purpose. In addition, this also falls into
the realm of abstract interpretation, where one finds abstract properties of states preserved through the computation.

Another example of formal methods is the formal semantics of programming language, which concerns the problem of finding the mathematical structure (or model) which characterizes programs represented by the programming language. If a type system describes the properties of program states, the semantics of programming languages attempts to characterize the meaning of each program (by finding a mathematical model which precisely represents the meaning of the program). There are two approaches to the problem, which are called operational and denotational semantics.

Firstly, operational semantics interprets each program as a sequence of the evaluation of the program. It can be considered as an abstract machine (like a Turing machine), where the program corresponds to machine instructions, which act on the program state (or a tape). Therefore, the configuration of the operational semantics is defined as a pair of the partially evaluated program and the program state. The execution of a part of the program is called reduction. Operational semantics gives intuitive formalization of classical and quantum computation.

However, the sequence of configurations from the operational semantics is hard to analyze. In particular, given that the sequence can be infinitely long, the equality of two programs is not decidable (by the reduction from the Halting problem). It is similar to the fact that although we describe the laws of physics by Newton’s theory (which predicts the position and momentum of each particle in the system after an infinitesimal period), it is, in general, difficult to determine the exact position and momentum of particles after a long period.

Denotational semantics is another way to interpret the program, representing the program as a mathematical object preserved over the reduction derived by operational semantics. As the denotational semantics does not change throughout the execution, one can compare two programs by looking at the interpretation of any programs in the execution, including the initial programs. It is similar to the representation of particles as a path over time in Lagrangian mechanics, where each point of the path creates the same path. Denotational semantics is often related to categorical semantics, where the interpretation of a program is defined in a categorical notion called morphism.

In addition, note that for denotational semantics to be meaningful, one needs to make sure that the interpretation is equal for all programs in the reduction sequence defined by a given operational semantics. In general, a good denotational semantics requires that the interpretation is the same for all observationally equivalent programs (i.e., they can be replaceable in any context, in the sense that the whole program reduces to the same value). Moreover, another valuable property of denotational semantics is that the interpretation
distinguishes programs that are not observationally equivalent. Given these properties, denotational semantics gives a denotation of the program (or an equation theory of programs), which characterizes the meaning of the program given by the operational semantics. Continuing the analogy between the semantics of programming languages and the mechanics, these properties of denotational semantics could be considered analogous to the principle of stationary action in Lagrangian mechanics in that the principle provides criteria for selecting a particular path that minimizes the action among all paths given the initial and final states.

In summary, when the formal semantics is defined, the program is mapped to a mathematical object, and programs can be analyzed based on this interpretation.

Why are we interested in finding categorical semantics of programming languages? Category theory is often used as a denotational semantics of programming languages. However, it is hard to see how this abstract formalization helps us solve any practical problem, for example, verification of a program over some given specification and representation of specification. Therefore, we can ask why we are interested in categorical semantics and what it brings to us. In this paragraph, we would like to discuss what we can wish to do with the categorical semantics of programming languages.

The most straightforward reason to use category theory would be that it is a universal language that formally describes various objects in different fields, from mathematics and computer science to physics. Categorical theory can be firstly considered an abstract classification of different types of functions. Many things are functions: for example, time-dependent physical states like position and momentum are real or complex functions over time. Moreover, the valuation of the logical sentence is a Boolean function while, more generally, any logical formula is a function from the composition of types of all variables appearing in the formula to the type of the formula.

As a concrete example, quantum mechanics is formalized as the category of $C^*$-algebras—an object is a $C^*$-algebra, which refers to the Hilbert space of bounded operators; and a morphism is a $*$-homomorphism between $C^*$-algebras, which refers to the quantum process. Then, the quantum state can be represented as a function over these bounded operators whose values represent probabilities. In this representation, a state should correspond to a $*$-homomorphism from the $C^*$-algebra of operators to the $C^*$-algebra of probabilities whose meaning is applying the operator. Furthermore, as alluded to in the example of contextuality, a state of a system can also be considered a collection of probability distributions over possible outcomes assigned to each set of compatible operators. In this way, one can represent the collections of compatible operators by defining a category of the compatible operators of
$C^*$-algebras.

Another benefit of category theory is that it describes abstract objects. In fact, in the previous example of the category of $C^*$-algebras, the morphism is defined by the language of set theory, and it is not entirely category theory. The category defined by using the set-theoretic notion is called the concrete category. As we will discuss in detail, the simply-typed $\lambda$-calculus corresponds to a cartesian closed category which is an abstract definition of the category. Therefore, any concrete category that satisfies the requirements of the cartesian closed category can model the simply-typed $\lambda$-calculus. As a result, the abstract category lets us link seemingly different objects and, in some cases, use intuition on one object while studying the other object.

An example is the notion of symmetric monoidal category, which is a category with a symmetric and associative bifunctor, called tensor product, that has a unit. It can be interpreted as both a diagrammatic language and a category of vector spaces. A diagram consists of wires—the objects of a symmetric monoidal category—and boxes—the morphisms of the category. Then, the composition of morphisms gives a new diagram which is obtained by merging two diagrams that are given by the morphisms, while the bifunctor induces the juxtaposition of two diagrams. Next, in the category of vector spaces—whose objects refer to all vector spaces over a specific field and morphisms refer to all linear maps—the tensor product forms the tensor product of vector spaces and linear maps. Given this relationship, we can actually make a diagram of linear maps over vector spaces depending on how it is constructed in the category.

To sum up, from what we have discussed above, what we can expect to do with category theory is that we can find an abstract model of a programming language using the expressive language of category theory. Then, we can find different concrete categories that satisfy the abstract definition of the model. One of these concrete categories should be the model of quantum mechanics, which implies that each program in the programming language corresponds to a physical process and that any physical process can be represented as a program in the language.

Problem - mixing measurement and unitaries

Now, let us introduce the specific features of quantum programming language that we want to formalize. Although quantum circuits and QRAM models are equivalent in expressive power, practical quantum computation is more likely to be based on the QRAM model. For this reason, many programming languages and their semantics are based on QRAM model [63, 47, 28, 77, 81, 72, 69]. An interesting implication of this model is that the quantum circuit construction in the classical host can be dependent on the result of measurement: there is a transfer of information from the quantum co-processor to the classical host. This feature is implemented, for example, in Quipper [28, 4] and QWire [47, 52]. Following
Quipper’s convention, we call this transfer dynamic lifting.

The classical control over the circuit construction imposed by dynamic lifting has not been explicitly formalized in the semantics of the circuit construction languages using it. To illustrate this problem, let us look at the program in Eq. (1.1). The program measures the qubit \( v_c \) and obtains the updated state of the qubit together with the resulting boolean \( b \). Based on \( b \), it then either allocates a new qubit initialized by true, then frees the qubit \( v_c \), or simply returns \( v_c \). Despite this simple structure, the program does not correspond to a circuit because of the classical control.

\[
\exp ::= \text{let } \langle b, v_c \rangle = \text{meas}(v_c) \text{ in } \text{if } b \text{ then } \langle \text{init}(\text{tt}), \text{free}(v_c) \rangle \text{ else } \langle v_c, * \rangle
\]

(1.1)

In QWire, the operational semantics performs the normalization for composition and unbox operations, but the classical control by dynamic lifting is hidden in the host term within the unbox. In Quipper, the operational semantics is encoded in Haskell’s monadic type system and capture a notion of the dynamic circuit that includes measurements. However, this semantics has never been fully formalized.

Besides the operational semantics, programming languages for quantum circuits have been formalized using denotational semantics based on density matrices \([47]\) and categorical semantics based on symmetric monoidal categories \([61, 55, 38, 55, 24]\), or on the category of \(C^*\)-algebras \([70, 53]\). However, these examples of formalizations do not solve the problem in that they either ignore the structure of the circuit or keep the term with dynamic lift abstract. In particular, in \([55, 24]\), the authors construct an expressive categorical model for the family of circuits (or parameterized circuit) and linear dependent type theory, respectively. However, they do not provide the semantics of dynamic lifting explicitly.

Outline of the work - add dynamic lifting in formalized quantum programming languages

Our goal in this thesis is to find a model and to formalize the semantics for interleaved quantum circuits and dynamic lifting. The problem rests on how to analyze the structure of the computation without requiring the quantum co-processor to settle the values of measurements. We solve the problem by making circuits not only lists but trees branching over the result of measurements: we call such objects quantum channels. Hence, the semantics of dynamic lifting can be formalized by the generation of multiple control flows in the classical computation, each of which is interpreted as a quantum channel.

\footnote{The program actually returns a pair consisting of a qubit and the unit term \( * \) so that it is well-typed. We assume that the return type of free is the unit.}
In this thesis, we propose both a small-step operational semantics and a categorical semantics for a typed language extending quantum lambda calculus [63] with circuit construction operators (box and unbox) and circuit constants. The formalization extends the one of Proto-Quipper [56]: circuits are generalized to quantum channels enabling the formalization of dynamic lifting semantics. A quantum computation that only consists of unitary gates deterministically reduces to only one possible value. On the other hand, a quantum computation using dynamic lifting might reduce to different values depending on the results of the measurements. To support this, the language is extended with a notion of branching terms, representing the non-determinism of computations. We prove a type safety theorem that ensures that a well-typed term does not get stuck and that types are preserved over reduction.

Next, we propose a candidate for a sound categorical model for the language. The model is based on the co-product completion of a symmetric monoidal closed category which is introduced in [55]. This category is used initially to separate parameters (which is known at circuit generation stage) and the (high-order) states (which require the execution of the circuit), where the states can be parameterized by parameters but not vice versa. However, one can notice that the same model could be used to formalize branching terms and quantum channels: use the path of a term in a branching term as a parameter and the term itself as a state, and, similarly, the path in the quantum channel as a parameter and the quantum state as state. Moreover, the non-deterministic computation which creates a branching term can be modeled by a strong monad over the category as shown in [44, 76].

We realize this idea of categorical semantics by defining a concrete category of diagrams $\mathcal{M}$, which is a symmetric monoidal closed category with a product. Then, we obtain the co-product completion $\overline{\mathcal{M}}$ of the category. On top of it, we define a strong monad over $\overline{\mathcal{M}}$ which maps a circuit family parameterized by a set to another circuit family parameterized by the multi-set of the set. Based on this structure, we provide the interpretation of the type system into the Kleisli category of the monad and show weak soundness of the semantics.

Specifically, the weak soundness theorem states that the interpretation is preserved over some reduction of typing derivation, based on the operational semantics. However, as some typing judgments admit more than one typing derivation, it does not imply that the interpretation is preserved over the operational semantics. Consequently, we can only say that any typing derivations that reduce to the same typing derivation are denotationally equal. Nevertheless, together with the fact that the operational semantics reduces any term into a value and that there is a unique typing derivation for some basic types, we can conclude that, for those basic types, all type judgments have the same interpretation and the interpretation is sound.
Outline of the thesis  In this thesis, we introduce dynamic lifting into the Proto-Quipper language from Neil Ross’s Ph.D. thesis [56]. Dynamic lifting allows a program to transfer quantum data, qubit, into classical data, boolean. However, this process introduces non-determinism without the simulation of quantum circuits. To formalize dynamic lifting:

• first, the language is extended with branching terms, which represent the non-determinism of states of computation;

• second, quantum circuits are extended to quantum channels, which are trees of quantum circuits where each measurement creates a branch;

• third, the operation of dynamic lifting is encoded as a quantum channel constant, called meas, which creates a branching term for each boolean value from a given a qubit.

We define the type systems and the operational semantics of the language and show safety properties of the type system.

Next, we introduce categorical semantics for the proposed language, which is based on the co-product completion of a monoidal closed category from Francisco Rios and Peter Selinger’s paper [55]:

• first, we define a concrete category of diagrams, \( \mathcal{M} \), and show that it is a symmetric monoidal closed category with a product;

• next, we define the co-product completion of \( \mathcal{M} \), which is called \( \overline{\mathcal{M}} \) as in [55].

On top of \( \overline{\mathcal{M}} \), we define a symmetric monoidal strong monad \( (F : \overline{\mathcal{M}} \to \overline{\mathcal{M}}, \mu, \eta, t) \) which models non-deterministic computations. Then, type derivations are interpreted as morphisms of the Kleisli category given by the monad \( F \). Finally, we show a weak version of the soundness of the interpretation and the uniqueness of the typing derivation for basic types.
2 - Background

2.1. Quantum Computation

This section provides a quick recap of what is needed about quantum computation for this thesis. Although quantum computation is inspired by physics, we rely on the mathematical formalism presented and used by Peter Selinger in [59]. A complete introduction to quantum computation can be found in, for example, [45].

2.1.1. Quantum state

The state of a qubit is defined as the set of normalized vectors in a (finite dimensional) vector space over complex numbers. When we equip the vector space with a basis, for example, the computational basis, the state can be represented as normalized vector

\[ q = \alpha |0\rangle + \beta |1\rangle, \]

where \(\{0\}, \{1\}\) is the orthonormal basis called computational basis.

The joint state-space of two systems is the tensor product of the two-state spaces. If \(\{i\}_A\) is a basis for the state-space of system A and \(\{j\}_B\) is a basis for the state-space of system B, then the \(\{ij\}_AB\) is a basis for the state-space of joint system \(A \otimes B\).

For instance, the state of two qubits is in general

\[ \alpha_{00} |00\rangle + \alpha_{01} |01\rangle + \alpha_{10} |10\rangle + \alpha_{11} |11\rangle \]  (2.1)

with \(\sum |\alpha_{ij}|^2 = 1\).

Note that there are states that are not separable, i.e., entangled states, which means that a state cannot be represented as a tensor product of vectors from separated state spaces. For example, the state \(\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)\) cannot be written as \(|\phi\rangle \otimes |\psi\rangle\) of two qubits \(|\phi\rangle\) and \(|\psi\rangle\).

2.1.2. Quantum operators

Next, we introduce quantum operations over the quantum states. There are three kinds of operation—initialization, unitary maps, and measurements.

Initialization

First, an initialization is a unit vector in qubit and we can define a linear map from the one-dimensional vector space, or scalar, to the subspace created by the unit vector in qubit that preserves the norm. In particular, we give an instance of initialization for each element in the computational basis of qubit \((|0\rangle\) and \(|1\rangle\)), namely,

\[ \text{init}_0 = |0\rangle \quad \text{and} \quad \text{init}_1 = |1\rangle. \]
Unitary maps

A unitary map is a linear map over a state space of a particular dimension that preserves normalized vectors. A unitary map can be represented in the following form.

\[ U := \sum_{i,j \in B} u_{i,j} |j\rangle \langle i| \]

where \( B = \{ |0\rangle, \ldots, |n\rangle \} \) represent the basis of the state space. It describes the meaning of the unitary map in terms of change of basis, where each element in the basis is mapped to a linear combination of the basis. Then, the new basis needs to be orthonormal.

Equivalently, one can represent a unitary map as a matrix.

\[ U = \begin{pmatrix} u_{0,0} & \cdots & u_{0,n} \\ \vdots & \ddots & \vdots \\ u_{n,0} & \cdots & u_{n,n} \end{pmatrix} \]

Then, the unitary condition can be represented in the linear algebraic equation \( UU^* = I = U^*U \), where \( U^* \) is the complex conjugate of \( U \).

Although any unitary maps are allowed in quantum computation, we often restrict ourselves to a universal set of unitary maps since any unitary map can be approximated, up to an arbitrarily small error, as a composition of unitary maps from the universal set. An example of a universal set is:

\[ N = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad V = \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix}, \quad W = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{i} \end{pmatrix}, \]

\[ N_c = \begin{pmatrix} I & 0 \\ 0 & N \end{pmatrix}, \quad H_c = \frac{1}{\sqrt{2}} \begin{pmatrix} I & 0 \\ 0 & H \end{pmatrix}, \quad V_c = \begin{pmatrix} I & 0 \\ 0 & V \end{pmatrix}, \quad W_c = \begin{pmatrix} I & 0 \\ 0 & W \end{pmatrix}, \]

\[ X = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \]

where the first four maps are unitary maps over one qubit, and the rest are unitary maps over two qubits.

Measurement

For this thesis, we allow measurement over the computational basis on each qubit. Measurement is basically an observation of a quantum state that collapses the quantum state at the same time. Firstly, the observation of quantum state provides information on quantum state represented by classical data like Boolean value. Even if we measure the same quantum state, we may obtain different values, which forms a probability distribution characterized by
the quantum state. Secondly, the collapse of the quantum state can be considered a projection of the vector onto a subspace that depends on the observation value.

Formally, measurement on a qubit, \( \text{meas} = ([0], [1]) \), is defined as a family of projection spaces, \([0]\) and \([1]\)\), indexed by observation value, 0 and 1. When we apply measurement on a quantum state represented as \( q = \alpha |0\rangle + \beta |1\rangle \), then we will observe 0 with the state in the projection space \([0]\) with probability \(|\alpha|^2\) and observe 1 with the state in the projection space \([1]\) with probability \(|\beta|^2\). Note that the state is normalized after the measurement.

Next, over the quantum state of multiple qubits indexed by a set \( I \), measurement \( \text{meas}_i \) over the qubit \( i \in I \) is defined as a family of projection spaces, joint state-spaces of qubits except for \( i \) where the state-space of qubit \( i \) is either the subspace \([0]\) or \([1]\), indexed by observation value, 0 and 1. When we apply measurement \( \text{meas}_i \) on a quantum state represented as \( q = \sum_{a \in \{0,1\}^I} \alpha_a |a\rangle \), then we will observe 0 with the state in the projection space \([a \in A_0]\), where \( A_0 \) is the subset of \( \{0,1\}^I \) whose \( i \)-th element is 0, with probability \( \sum_{a \in A_0} |\alpha_a|^2 \); and observe 1 with the state in the projection space \([a \in A_1]\), where \( A_1 \) is the subset of \( \{0,1\}^I \) whose \( i \)-th element is 1, with probability \( \sum_{a \in A_1} |\alpha_a|^2 \). For example, when we measure the quantum state in Eq. (2.1) on the first qubit, we will observe the value 0 with the state \( \frac{1}{|\alpha_{00}|^2 + |\alpha_{01}|^2} (\alpha_{00} |00\rangle + \alpha_{01} |01\rangle) \) with probability \(|\alpha_{00}|^2 + |\alpha_{01}|^2\); and observe the value 1 with the state \( \frac{1}{|\alpha_{10}|^2 + |\alpha_{11}|^2} (\alpha_{10} |10\rangle + \alpha_{11} |11\rangle) \) with probability \(|\alpha_{10}|^2 + |\alpha_{11}|^2\). Measurements on different qubits are commutative; which means that we will observe the same value with the same state with the same probability for both cases—where we measure the qubit \( i \) and then measure the qubit \( j \) and where we measure the qubit \( i \) after that we measure the qubit \( j \).

Although we can consider measurement as a projection operator whose projection space is chosen probabilistically, one can also consider measurement from a global point of view, i.e., measurement creates a probability distribution of quantum states. It leads us to generalize the quantum state, in which case our definition of the quantum state is called a pure state, and the probability distribution of quantum states is called a mixed state.

2.1.3. Properties of quantum computation

Superposition and entanglement of states are properties of the quantum computation that distinguish it from the classical computation. Superposition describes that the quantum state is the linear combination of the computational basis corresponding to the classical state. Moreover, by applying unitary maps, one can transform one quantum state into another while classical computation (e.g., lambda-calculus) corresponds to permutation unitary maps. It seems that quantum computation gives a considerable advantage over classical computation.
However, there are some restrictions in quantum computation based on the transformation of the quantum state. First of all, quantum operators still need to be local; otherwise, it would mean that information can be transferred faster than light. In other words, although the quantum operator includes all unitary maps over the quantum state, each unitary map should be constructed by applying unitary maps over the quantum state of a finite number of qubits. It does limit the advantage of quantum computation, particularly when we only allow unitary maps over one qubit, in which case, all states are separable (we cannot create an entangled state), and separable state can be efficiently encoded in classical computation. In effect, entanglement in a quantum state is considered a real quantum resource that classical computation cannot have, and many quantum algorithms use entanglement to get a quantum advantage.

Secondly, although quantum states are much larger than the classical states and unitary maps serve as a powerful tool for computation, there is a problem with obtaining (classical) information from quantum states. There are several tasks that quantum mechanics prohibits. For example, no-cloning theorem states that a quantum state cannot be duplicated. This theorem is a concrete example that distinguishes quantum computation from the classical computation. Many programming languages for quantum computation, including the one discussed in this thesis, need a particular typing system that excludes programs that violate this property.

2.1.4. Models of quantum computation

Quantum circuit

A Quantum circuit is a model of quantum computation which consists of wires representing qubits and boxes for unitary maps. Therefore, the quantum circuit can be thought of as a big unitary map, and a quantum circuit is obtained by composing quantum circuits horizontally and vertically. Sometimes, it is assumed that each qubit is measured after the application of the circuit.

Quantum channel

Although pure quantum computation can be represented as a quantum circuit, the model of quantum computation on which we rely in this thesis is going to be the quantum co-processor model—aka QRAM model—[35]. In this model, the classical host accesses the quantum state through the quantum co-processor by sending quantum operators and receiving the quantum co-processor’s response for each measurement. We call a sequence of quantum operations mixing unitary maps and measurements a quantum channel.

2.2. Example: Quantum teleportation

Quantum teleportation is an exemplary quantum protocol [45] where quantum information is transferred through classical data and entangled qubits. In
the protocol, which is illustrated in Figure 2.1, we assume that each of two remote parts, called $A$ and $B$, share one qubit of a Bell pair: let us call the qubit that $A$ takes $y$ and the qubit that $B$ takes $q$. The part $A$, given a qubit, $x$ of any state, measures the qubits $x$ and $y$ then transfers the classical measurement results to $B$. The part $B$ then applies different unitary operations on $q$ depending on classical data from the part $A$. The resulting state of $q$ and the unknown state of $x$ can be shown to be the same.

Quantum teleportation has been a recurring example to several works on quantum protocols [1] and quantum programming languages [46] because it requires both quantum and classical data. For example, in our example, the part $A$ receives two qubits and returns two classical bits, while the part $B$ returns one qubit when given two classical bits and one qubit. Quantum teleportation will be a driving example in this paper, and we will show how the protocol can be expressed in Proto-Quipper-L and interpreted into a graphical language.

2.3. Lambda-calculus

Lambda-calculus [7] is a versatile model of higher-order programming languages, where functions are first-order terms that can be returned or passed along as arguments. The syntax of lambda calculus is defined in Eq. 2.2.

\[(\text{syntax of } \lambda\text{-calculus}) \quad t, t_1, t_2 ::= x \mid \lambda x.t \mid t_1(t_2) \quad (2.2)\]

where $x$ refers to variable, $\lambda x.t$ is the abstraction of the $\lambda$-term $t$, and $t_1(t_2)$ refers to the application of the term $t_1$ to $t_2$. Note that the formalism of lambda-calculus can easily be extended with pairing, injections, and matching, side-effects: probabilistic or non-deterministic behavior, inputs/outputs, global state, etc. An example of $\lambda$-term is Church numerals and arithmetic operations (e.g., $+$) over the Church numerals, which allows us to represent arithmetic expressions in lambda-calculus. First, we define Church numerals to represent natural number as in Eq. 2.3.

\[\bar{n} ::= \lambda f.\lambda x.f^n(x) \quad (2.3)\]
According to the definition, we can derive some instance examples of the terms of natural numbers as follows.

\[
\begin{align*}
0 &= \lambda f. \lambda x. x \\
1 &= \lambda f. \lambda x. f(x) \\
2 &= \lambda f. \lambda x. f(f(x)) \\
&\vdots 
\end{align*}
\]

Then, we can define successor function \( S \) and addition \( + \) as follows.

\[
\begin{align*}
S &= \lambda n. \lambda f. \lambda x. f((n(f))(x)) \\
+ &= \lambda n_1. \lambda n_2. \lambda f. \lambda x. (n_1(f))(n_2(f))(x)
\end{align*}
\] (2.4)

In order to see that these operations are indeed the operations that we expect, we need to be able to execute the lambda terms. In specific, what we want to show is that

\[
S(\overline{n}) = S(\lambda f. \lambda x. f^n(x))
\]

\[
= \lambda f. \lambda x. f^{n+1}(x)
\]

\[
= n + 1
\]

\[
+ (\overline{n_1}, \overline{n_2}) = (+((\lambda f. \lambda x. f^{n_1}(x)))(\lambda f. \lambda x. f^{n_2}(x))
\]

\[
= \lambda f. \lambda x. f^{n_1+n_2}(x)
\]

\[
= n_1 + n_2
\] (2.5)

The equation with question marks needs to be shown by the equivalence relation over the terms.

Lambda-calculus comes with an equivalence theory which consists of \( \alpha \)-equivalence and \( \beta \)-equivalence. The \( \alpha \)-equivalence states that terms with different bounded variable are equivalent, i.e. \( (\lambda x. t = \lambda y. t[y/x]) \) where \( t[y/x] \) means the term obtained by renaming the variable \( x \) by \( y \) in term \( t \). The \( \beta \)-reduction states that the application of an abstracted term to a term is equivalent to the substitution of the variable by the second term in the first abstracted term, i.e. \( ((\lambda x. t_1)(t_2) = t_1[t_2/x]) \). These rules are contextual, meaning that we can substitute a term with an equivalent term in a larger term.

With the help of the equation theory, we can derive the equation with question marks in Eq. 2.5 as follows:

\[
S(\lambda f. \lambda x. f^n(x)) = (\lambda n. \lambda f. \lambda x. f((n(f))(x)))(\lambda f. \lambda x. f^n(x))
\]

\[
= \lambda f. \lambda x. f(((\lambda f. \lambda x. f^n(x))(f))(x))
\]

\[
= \lambda f. \lambda x. f((\lambda x. f^n(x))(x))
\]

\[
= \lambda f. \lambda x. f(f^n(x))
\]

\[
= \lambda f. \lambda x. f^{n+1}(x)
\]
and

\[ (+ (\lambda f. \lambda x. f^n_1(x)))(\lambda f. \lambda x. f^n_2(x)) \]

\[ = ((\lambda n_1. \lambda n_2. \lambda f. \lambda x. (n_1(f))(n_2(f))(x))(\lambda f. \lambda x. f^n_1(x)))(\lambda f. \lambda x. f^n_2(x)) \]

\[ = (\lambda n_1. \lambda n_2. \lambda f. \lambda x. (n_1(f))(n_2(f))(x))(\lambda f. \lambda x. f^n_1(x)) \]

\[ = \lambda f. \lambda x. ((\lambda f. \lambda x. f^n_1(x))(f))((\lambda f. \lambda x. f^n_2(x))(f))(x) \]

\[ = \lambda f. \lambda x. (\lambda f. \lambda x. f^n_1(x))(f)(\lambda f. \lambda x. f^n_2(x))(f)(x) \]

\[ = \lambda f. \lambda x. (\lambda f. \lambda x. f^n_1(x))((\lambda f. \lambda x. f^n_2(x))(f))(x) \]

\[ = \lambda f. \lambda x. (\lambda f. \lambda x. f^n_1(x))(f)(\lambda f. \lambda x. f^n_2(x))(f)(x) \]

\[ = \lambda f. \lambda x. (\lambda f. \lambda x. f^n_1(x))(f)(\lambda f. \lambda x. f^n_2(x))(f)(x) \]

\[ = \lambda f. \lambda x. (\lambda f. \lambda x. f^n_1(x))((\lambda f. \lambda x. f^n_2(x))(f))(x) \]

Note that there are choices that we have made in this example, i.e., there are multiple subterms to apply the \( \beta \)-reduction rule. These choices come from the facts that the term with application \( t_1 t_2 \) creates two subterms \( t_1 \) and \( t_2 \) each of which may reduce to some other terms \( t'_1 \) and \( t'_2 \) and that if \( t_1 \) is an abstraction, then we can apply \( \beta \)-reduction rule at anytime. It leads us to two standard reduction strategies: call-by-name, which first applies the \( \beta \)-reduction rule before reducing the subterm \( t_2 \); and call-by-value \[48\], which reduces the subterm \( t_2 \) first.

Although the confluence property of lambda-calculus guarantees that each term reduces to the same term in the end regardless of choice if the evaluation terminates, different reduction strategies can produce different evaluation results in some extensions of lambda-calculus. For example, with side-effects, the behavior of a term might depend on the choice of reduction strategy.

Now, let us give an example of lambda calculus where different reduction strategies make different evaluations. In specific, consider the term

\[ (\lambda x. (\langle x, x \rangle))(a + b) \]

where \( \langle M, N \rangle \) stands for pairing and \( + \) stands for non-deterministic choice. In a call-by-value strategy this term reduces to \( \langle a, a \rangle + \langle b, b \rangle \) while in call-by-name it yields \( \langle a, a \rangle + \langle a, b \rangle + \langle b, a \rangle + \langle b, b \rangle \).

If some programming languages such as Haskell \[33\] follow a call-by-name strategy (technically, call-by-need), other languages \[21, 3\] choose call-by-value for its arguably more natural behavior for the programmer.

2.4. Curry-Howard

Lambda-terms can be typed \[6\], and this forms the basis for the Curry-Howard isomorphism \[17, 18, 32\], driving a correspondence between programming languages and logical systems. In this context, a programming language is defined in two layers: a language of programs (or terms) and a type system,
which consists in the definition of types and type derivation rules. Similarly, a logic, in sequent calculus style, is defined by the definition of a sequent, which consists of sentences, and derivation rules. The isomorphism is then based on a map between types and sequents and a map between type derivations and proofs. Furthermore, once we interpret a type derivation as a proof of a sequent, then the proof normalization, which is based on the equivalence of proofs gives a notion of computation of the derivation.

As an example, let us consider the simply typed \( \lambda \)-calculus with conjunction \( \land \) and disjunction \( \lor \), defined below in Definition 2.4.1.

**Definition 2.4.1.** Terms and types of simply typed lambda calculus with conjunction and disjunction are defined as follows.

\[
\begin{align*}
(\text{term}) & \quad t, t_1, t_2 & \quad ::= & \quad v \mid c^T \mid \lambda x : A. t \mid t_1 t_2 \mid (t_1, t_2) \mid p_1(t) \mid p_2(t) \mid i_1(t) \mid i_2(t) \mid \text{match}(x = t). (t_1, t_2) \\
(\text{type}) & \quad A, A_1, A_2 & \quad ::= & \quad \bot \mid T \mid A_1 \rightarrow A_2 \mid A_1 \land A_2 \mid A_1 \lor A_2
\end{align*}
\]

where \( T \) a base type.

In the term language, we let \( v \) be variable and \( c^T \) be constant of type \( T \). Moreover, one can construct an abstract term \( \lambda x : A. t \), which represents a term \( t \) depending on a variable \( x \) of type \( A \), and an application \( t_1 t_2 \), which means application of \( t_1 \) to \( t_2 \). Furthermore, a pair \( (t_1, t_2) \) and the projections \( p_1(t) \) and \( p_2(t) \) can be constructed from any terms \( t_1, t_2, \) and \( t \). Similarly, the injections \( i_1(t) \) and \( i_2(t) \) and the match statement \( \text{match}(x = t). (t_1, t_2) \) (whose meaning is the substitution either \( t_1[t'/x] \) or \( t_2[t'/x] \) depending on \( t \) which is either \( i_1(t') \) or \( i_2(t') \) ) from any terms \( t_1, t_2, \) and \( t \).

For the type language, type can be a constant \( \bot \) or \( T \), and one can construct function type \( A_1 \rightarrow A_2 \) and conjunction and disjunction types \( A_1 \land A_2 \) and \( A_1 \lor A_2 \).

Next, the type judgment has the form \( \Gamma \vdash t : A \) where \( \Gamma \) consists of a set of pairs of a variable and a type, and \( t \) and \( A \) are a term and a type. Then, the type derivation rules for simply typed \( \lambda \)-calculus are given in Definition 2.4.2.

**Definition 2.4.2.** The type derivation rules for simply typed \( \lambda \)-calculus are as follows.

\[
\begin{align*}
\Gamma, x : A & \vdash x : A & \Gamma \vdash t : \bot \\
\Gamma, x : A & \vdash t : B & \Gamma \vdash \lambda x : A. t : B & \Gamma \vdash p_1(t) : A \\
\Gamma, x : A & \vdash t : A & \Gamma \vdash t_1 : A & \Gamma \vdash t_2 : A \quad & \Gamma \vdash t_1 t_2 : B
\end{align*}
\]
\[ \begin{array}{c}
\Gamma \vdash t : A \\
\Gamma \vdash i_1(t) : A \lor B \\
\Gamma \vdash i_2(t) : A \lor B \\
\Gamma \vdash t : A_1 \lor A_2 \\
\Gamma, (x : A_1) \vdash t_1 : B \\
\Gamma, (x : A_2) \vdash t_2 : B \\
\Gamma \vdash \text{match}(x = t, (t_1, t_2)) : B
\end{array} \]

On the other hand, intuitionistic propositional logic is defined as in Definition 2.4.3.

**Definition 2.4.3.** Inference rules of intuitionistic propositional logic in sequent calculus form are presented below.

\[ \begin{array}{c}
\Gamma \vdash \bot \\
\Gamma \vdash A \\
\Gamma \vdash T \\
\Gamma, A \vdash A \\
\Gamma, A \vdash B \\
\Gamma \vdash A \rightarrow B \\
\Gamma \vdash A \land B \\
\Gamma \vdash A \\
\Gamma \vdash B \\
\Gamma \vdash A \lor B \\
\Gamma \vdash A \\
\Gamma \vdash B \\
\Gamma \vdash A_1 \lor A_2 \\
\Gamma, A_1 \vdash B \\
\Gamma, A_2 \vdash B \\
\Gamma \vdash B
\end{array} \]

By considering a type as a proposition, we can see that the type derivation rules give the derivation of the sequent in the intuitionistic propositional logic and see that the term represents the proof, i.e., the typing derivation.

2.5 . Categorical semantics of Lambda-calculi

Category theory is a formalism well-suited to describe structures, and it has successfully served as a backbone for the semantics of programming languages [71, 2].

Among multiple definitions of a category, one can define a category as a directed (multi) graph whose nodes are called objects and edges are called morphisms and which is subject to several conditions. First of all, all objects and morphisms have names—we use capital letters \( A, B, \ldots \) to denote the objects and small letters \( f, g, \ldots \) to denote the morphisms. Then, a category has a morphism named \( \text{id}_A : A \rightarrow A \) (or identity morphism) from \( A \) to itself, for each object \( A \). Moreover, for any two morphisms \( f : A \rightarrow B \) from the object \( A \) to \( B \) and \( g : B \rightarrow C \) from \( B \) to \( C \), there exists a morphism \( g \circ f : A \rightarrow C \). Then, category satisfies the following axioms:

\[ f \circ \text{id}_A = f = \text{id}_B \circ f \]  \hspace{1cm} (2.6)

\[ h \circ (g \circ f) = (h \circ g) \circ f \]  \hspace{1cm} (2.7)
for any objects $A$, $B$, $C$, and $D$, and morphisms $f : A \to B$, $g : B \to C$, and $h : C \to D$. The first axiom states that the composition of a morphism with the morphism $\text{id}$, i.e., identity morphism, is the morphism itself and the second axiom states that the composition of morphisms is associative.

When interpreting a language in a category, a type $A$ is mapped to an object $\llbracket A \rrbracket$ and a typing judgement $x_1 : A_1, \ldots, x_n : A_n \vdash M : B$ to a morphism $\llbracket A_1 \rrbracket \times \cdots \times \llbracket A_n \rrbracket \to \llbracket B \rrbracket$, assuming that the category has product $\times$ structure. The interpretation of each typing rule informs us how to construct a morphism from the morphisms constructed from the typing derivation of subterms in the category from the semantics. Therefore, when we consider a category as a graph, the interpretation process transforms a typing derivation into a path in the graph of the category.

A question, then, arises when we try to interpret the language–how to encode different typing rules in terms of categories or categorical structure. In order to do that, we assume that the category exhibits particular structures–to name a few, the cartesian closed category or the monoidal closed structure. These structures provide us with objects and morphisms in the category, named in particular ways. These structures are defined using categorical constructions like cartesian category, functors, natural transformations, and adjointness, which will be summarized in this section.

These constructions are defined for any category, and their conditions are set as axioms for the model that interprets the language. However, sometimes, categorical semantics are defined over some other mathematical structure like Sets, in which case, the category is called concrete, and the axioms of the categorical construction should be derived for the underlying mathematical structure. In this case, the categorical semantics serves as an intermediate layer in the interpretation process from the language and the type system to the mathematical structure.

2.5.1. Categorical notions and constructions

Now, let us introduce some categorical notions and constructions that appear in the interpretation of lambda-calculus.

Commuting diagram
To say that two morphisms are equal, we often use the notion of a commuting diagram. When we say that a diagram commutes, all morphisms of the paths from an object to another object in the diagram are equal.

Functor
A functor $F : C \to D$ from a category $C$ to a category $D$ is a map which sends each object $A$ in $C$ to the object $F(A)$ in $D$ and which sends each morphism $f : A \to B$ in $C$ to morphism $F(f) : F(A) \to F(B)$ in $D$ which preserves the identity morphism $(F(\text{id}_A) = \text{id}_{F(A)}$ for any morphism $A)$ and
the composition of morphisms \((F(g \circ f) = F(g) \circ F(f)\) for any objects \(A, B,\) and \(C\) and morphisms \(f : A \to B\) and \(g : B \to C\).

Natural transformations
A natural transformation \(\alpha : F \to G\) from a functor \(F : C \to D\) to a functor \(G : C \to D\) maps each object \(A\) in \(C\) to a morphism \(\alpha(A) : F(A) \to G(A)\) in \(D\) which satisfies the naturality condition, which is, for any morphism \(f : A \to B\) in \(C\), the following diagram commutes:

\[
\begin{array}{ccc}
F(A) & \xrightarrow{\alpha(A)} & G(A) \\
\downarrow^{F(f)} & & \downarrow^{G(f)} \\
F(B) & \xrightarrow{\alpha(B)} & G(B)
\end{array}
\]

In other words, it means that \(\alpha(B) \circ F(f) = G(f) \circ \alpha(A)\). The composition of natural transformations is defined by the composition of morphisms of category \(D\) at each object in \(C\).

Functor category
Given two categories \(C\) and \(D\), all functors from \(C\) to \(D\) and all natural transformations between the functors form a category called functor category, \(\mathcal{D}^C\). In specific, each functor \(C \to D\) forms an object and each natural transformation from functor \(F\) to \(G\) forms a morphism. The identity is given by the identity natural transformation, which maps each object in \(C\) to identity morphism in category \(D\). The composition of natural transformations is the composition of two morphisms.

Product of categories
Given two categories \(C\) and \(D\), the product of these categories is the category \(\mathcal{C} \times \mathcal{D}\) with an object \((A, B)\) for each object \(A\) in \(C\) and object \(B\) in \(D\) and a morphism \((f, g) : (A, B) \to (A', B')\) for each morphism \(f : A \to A'\) in \(C\) and morphism \(g : B \to B'\) in \(D\). This category can be shown to satisfy the axioms of the category with the identity morphism defined by the pair of identity morphisms of \(C\) and \(D\) and the composition of morphisms defined by the compositions of morphisms in the same categories.

Adjointness of functors

**Definition 2.5.1** (Definition of adjointness (Lambek J. and Scott P.J.)). An adjointness between two categories \(C\) and \(D\) is defined as quadruple \((F, G, \eta, \epsilon)\) where \(F : C \to D\) and \(G : D \to C\) are functors and \(\eta : 1_C \to (G \circ F)\) and \(\epsilon : (F \circ G) \to 1_D\) are natural transformations between the functors such that

\[
(G\epsilon) \circ (\eta G) = 1_G \text{ and } (\epsilon F) \circ (F\eta) = 1_F
\]  
(2.8)
which means that the following diagrams commute:

\[
\begin{array}{ccc}
G(B) & \xrightarrow{\eta(G(B))} & (G \circ F \circ G(B)) \\
\downarrow{id_{G(B)}} & & \downarrow{G(\epsilon(B))} \\
G(B) & \xrightarrow{F(\eta(A))} & (F \circ G \circ F)(A) \\
& \downarrow{id_{F(A)}} & \downarrow{\epsilon(F(A))} \\
& F(A) & F(A)
\end{array}
\]

We say that \( G \) is the right adjoint to \( F \) and that \( F \) is the left adjoint of \( G \), and the natural transformations \( \eta \) and \( \epsilon \) are called the two adjunctions.

A more intuitive explanation of adjointness can be found in Theorem 2.5.1 which says that when categories \( C \) and \( D \) are locally small categories, the adjointness \( (F, G, \eta, \epsilon) \) can be considered as an isomorphism between the morphisms from \( A \) to \( G(B) \) in \( C \) and the morphisms from \( F(A) \) to \( B \) in \( D \) for each objects \( A \) in \( C \) and \( B \) in \( D \).

**Theorem 2.5.1** (Proposition 3.4. from Introduction to Higher Order Categorical Logic (Lambek J. and Scott P.J.)). An adjointness \( (F, G, \eta, \epsilon) \) between locally small categories (i.e. categories whose morphisms between any two objects form a set) \( C \) and \( D \) gives rise to and is determined by a natural isomorphism between the functors \( \text{Hom}_D(F(-), -), \text{Hom}_C(-, G(-)) : C^{\text{op}} \times D \rightarrow \text{Set} \), from the product of the opposite category of \( C \) obtained by reversing the direction of each morphism and the category \( D \) to the category of sets \( \text{Set} \).

Adjointness is widely used to formalize various notions in category theory, for example, terminal object, which is the object \( T \) to which there is a unique morphism from each object \( A \) to \( T \). Not every category has the terminal object, and the existence of the terminal object in category \( C \) corresponds to the existence of the right adjoint of the functor \( F : C \rightarrow I \) from the category \( C \) to the category \( I \) which has one object \( T \) with unique morphism \( \text{id}_T \). Intuitive reasoning for it is that for a locally small category \( C \), the right adjoint \( G \) of the functor \( F \) defines the terminal object \( G(T) \) in \( C \) where there is an isomorphism between the morphisms from any object \( A \) in \( C \) to \( G(T) \) and the morphisms from \( F(A) = T \) to \( T \), which is to say that there is a unique morphism from \( A \) to \( G(T) \) for each object \( A \) in \( C \).

Limit

**Definition 2.5.2** (Definition of limit (Lambek J. and Scott P.J.)). For a given (index) category \( I \) and a functor \( F : I \rightarrow C \) (called an \( I \)-diagram), a limit of \( F \) is given by a terminal object in the category of all pairs \( (A, t) \) with object \( A \) in \( C \) and a natural transformation \( t : K(A) \rightarrow F \) between the functor \( K(A) : I \rightarrow C \) (which is a functor with constant value \( A \)) and the given functor \( F \).
An example of the limit is the product in a category in which case the index category \( \mathcal{I} \) is discrete, meaning that there are no morphisms in \( \mathcal{I} \) except the identity morphisms. Product of a family of objects \( \{A_i\} \) in \( \mathcal{C} \) is an object \( A \) called product with a family of morphisms \( \{p_i : A \to A_i\} \) called projections. Moreover, product satisfies a universal property, which is that for any object \( B \) and family of morphisms \( \{q_i : B \to A_i\} \), there is a unique morphism \( h : B \to A \) such that \( q_i = p_i \circ h \) for each \( i \). The object \( A \) is represented as \( \prod A_i \) and the unique morphism \( h \) is denoted as \( h_{q_i} : B \to \prod A_i \).

In terms of limit, the product of a family of objects \( \{A_i\} \) is the limit of index category \( \mathcal{I} \) and functor \( F : \mathcal{I} \to \mathcal{C} \) given by the discrete category with objects \( \{i\} \) and the functor \( F \) which maps object \( i \) in \( \mathcal{I} \) to the object \( A_i \) in \( \mathcal{C} \). The limit consists of an object \( A \) which is product and a natural transformation \( t : K(A) \to F \) which defines the projection \( p_i : A \to A_i \) for each element \( i \) in \( \mathcal{I} \). Moreover, the universal property means that the limit \( (A, t) \) is the terminal object in the category of all pairs \((A, t)\).

In addition, when the family of objects is empty, the product becomes the terminal object, to which there is a unique morphism from each object. We call this object unit and denote as \( 1 \); and denote the unique morphism as \( O_A : A \to 1 \).

**Monad**

**Definition 2.5.3** (Definition of triple (Lambek J. and Scott P.J.)). A triple, or a monad, \( (T, \eta, \mu) \) on a category \( \mathcal{C} \) consists of a functor \( T : \mathcal{C} \to \mathcal{C} \) and natural transformations \( \eta : 1_{\mathcal{C}} \to T \) and \( \mu : T^2 \to T \) satisfying the equations

\[
\mu \circ T \eta = 1_T = \mu \circ \eta T, \quad \mu \circ \mu = \mu \circ T \mu.
\]

In other words, the following diagrams commute:

\[
\begin{array}{ccc}
TA & \xrightarrow{T(\eta(A))} & T^2A \\
\downarrow{\mu(T(A))} & & \downarrow{\mu(A)} \\
T^2A & \xrightarrow{\mu(A)} & TA
\end{array}
\quad
\begin{array}{ccc}
T^3A & \xrightarrow{T(\eta(A))} & T^2A \\
\downarrow{\mu(T(A))} & & \downarrow{\mu(A)} \\
T^2A & \xrightarrow{\mu(A)} & TA
\end{array}
\]

for any object \( A \) in \( \mathcal{C} \). These equations are called the *unity laws* and *associative law* respectively.

Monads are used in the formal definition of computational models and each monad produces the Kleisli category which is defined as in Definition 2.5.4.

**Definition 2.5.4** (Definition of Kleisli category (Definition 2.3 in [42])). Given a monad \( (T, \eta, \mu) \) over \( \mathcal{C} \), the Kleisli category \( \mathcal{C}_T \), is the category s.t.:

- the objects of \( \mathcal{C}_T \) are those of \( \mathcal{C} \)
- the set \( \mathcal{C}_T(A, B) \) of morphisms from \( A \) to \( B \) in \( \mathcal{C}_T \) is \( \mathcal{C}(A, TB) \)
• the identity on \( A \) in \( C_T \) is \( A \xrightarrow{\eta_A} T \cdot A \)

• the composition of \( f \in C_T(A, B) \) and \( g \in C_T(B, C) \) in \( C_T \) is

\[
A \xrightarrow{f} TB \xrightarrow{T(g)} T^2C \xrightarrow{\eta(C)} TC
\]

2.5.2 . Higher-order

Programming languages like (simply typed) lambda-calculus allow us to define high-order functions, which refers to the functions over functions that again can be high-order functions, and to apply these functions to other terms. For example, in lambda-calculus, we can define a function by the abstraction of a term that takes variables, i.e., polynomial. The functions defined by abstraction can be applied to a term whose meaning is to substitute all variables in the polynomial by the given term.

Returning to categorical semantics, all terms are mapped to a morphism between the objects of their types in a categorical model. The abstraction necessitates a way to designate a morphism of function constructed from the morphism which denotes the polynomial, and the application requires being able to name a morphism that represents the substitution of the variables (or the replacement of the part for variable in the morphism) in the polynomial by a morphism mapped to the term.

However, before we ask these questions, we need to know if we can say that a polynomial is a morphism. A polynomial is a term dependent on an indefinite term called \( x \). In categorical semantics, a polynomial is a family of morphisms indexed by morphism \( x \). The problem is that we do not know how to represent a family of morphisms as a morphism in the same category. The functional completeness\[36\] in categorical model states that every polynomial \( \phi(x) : A \rightarrow C \) in variable \( x : A \rightarrow B \) is uniquely represented as \( A \xrightarrow{x} B \xrightarrow{f} C \), where \( f \) is a morphism that does not depend on \( x \).

Therefore, suppose that we let the abstraction of polynomial \( \phi(x) : A \rightarrow C \) (which is a morphism \( A \xrightarrow{x} B \xrightarrow{f} C \)) to be the morphism \( f : B \rightarrow C \) and the application \( f(y) \) to be simply the composition \( A \xrightarrow{y} B \xrightarrow{f} C \). Then, we can see that substitution of variable \( x \) in the polynomial \( \phi(x) \) is the substitution of the morphism \( x \) by \( y \). To sum up, the functional completeness gives us a representation of polynomial \( \phi(x) : A \rightarrow C \), which is a family of morphisms indexed by the morphism \( x : A \rightarrow B \) as the abstraction of the polynomial which is a morphism from \( B \) to \( C \).

Still, we need to transform this morphism of the abstraction from \( B \) to \( C \) into a term which is a morphism from some object 1 (unit of product) to \( C^B \) an object (internal hom) connected to the type \( B \rightarrow C \). Or, in more general case where there is more than one variables in the polynomial, the morphism of the polynomial is represented as \( \Gamma \times A \xrightarrow{1d_{\Gamma \times x}} \Gamma \times B \xrightarrow{f} C \) and we need to
transform the morphism \( f : \Gamma \times B \to C \) into a morphism from \( \Gamma \) to \( C^B \). It can be done by the adjointness structure in the cartesian closed category, and the object \( B \to C \) is called internal hom or exponential object of \( B \) and \( C \).

A standard structure for modeling higher-order programming languages is the structure of a cartesian-closed category (CCC) [36]. A CCC is a category \( C \) with a binary product \((\times)\) and its unit \(1\), and internal hom \((-)^{(-)}\) where there is an adjointness between the functors \((- \times B), (-)^B : C \to C\). The adjointness implies that there is an isomorphism between the sets \( \text{Hom}_C(\Gamma, A^B) \) and \( \text{Hom}_C(\Gamma, A \to B) \) morphism when the category \( C \) is a locally small category.

Type derivation rules in simply typed lambda-calculus can be obtained from the structure of CCC.

- From the definition of category:
  \[
  \text{id}_A : A \to A
  \]
  \[
  g \circ f : A \to C, \text{ for any } f : A \to B \text{ and } g : B \to C
  \]

- From the product in category:
  \[
  O_a : A \to 1
  \]
  \[
  p_1 : A \times B \to A
  \]
  \[
  p_2 : A \times B \to B
  \]
  \[
  (f, g) : C \to A \times B, \text{ for any morphisms } f : C \to A \text{ and } g : C \to B
  \]
  \[
  p_1 \circ h : C \to A, \text{ for any morphism } h : C \to A \times B
  \]
  \[
  p_2 \circ h : C \to A, \text{ for any morphism } h : C \to A \times B
  \]

The first morphism corresponds to the introduction rule of truth value \( T \); the second and the third morphisms represent the axiom rule; and the rest correspond to the introduction and the elimination rules of \( \land \), in the intuitionistic propositional logic.

- From the adjointness \((\times), (-)^B, \eta, \epsilon)\):
  \[
  \epsilon(A) : (A^B) \times B \to A
  \]
  \[
  ev(h_1, h_2) : C \xrightarrow{(h_1, h_2)} (A^B) \times B \xrightarrow{\epsilon(A)} A, \text{ for any } h_1 : C \to A^B \text{ and } h_2 : C \to B
  \]
  \[
  h^* : C \xrightarrow{\eta(C)} (C \times B)^B \xrightarrow{((-)^B)(h)} A^B, \text{ for any } h : C \times B \to A
  \]

The first morphism corresponds to the morphism called evaluation, which appears in the second morphism for the elimination rule of \( \to \); while the third morphism corresponds to the introduction rule of \( \to \).
On top of the structure of CCC, we can add coproduct structure to obtain the inference rules for $\lor$ and $\bot$ in Definition 2.4.3.

Given that the morphism represents the proof, the commuting diagrams between morphisms create an equivalence relation among proofs. Any CCC gives the following equalities between morphisms.

- From the definition of category:
  \[ id_B \circ f = f = f \circ id_A \]
  \[ h \circ (g \circ f) = (h \circ g) \circ f \]
  for any morphisms $f : A \to B$, $g : B \to C$, and $h : C \to D$.

- From the product in category:
  \[ f = O_A, \text{ for all } f : A \to 1 \]
  \[ p_1(f, g) = f \]
  \[ p_2(f, g) = g \]
  \[ (p_1 h, p_2 h) = h \]
  for any morphisms $f : C \to A$, $g : C \to B$, and $h : C \to A \times B$.

- From the cartesian closed category:
  \[ \epsilon(A)(h^* p_1, p_2) = h \]
  \[ (\epsilon(A)(kp_1, p_2))^* = k \]
  for any $h : C \times B \to A$ and $k : C \to A^B$. Note that the left hand side in the first equation refers to the evaluation $\text{ev}(h^* p_1, p_2) : C \times B \to A$ where the first argument $h^* p_1$ represents the abstraction of the morphism $h$. Therefore, the first equation corresponds to the $\beta$-reduction in lambda-calculus applied to the abstraction $h^*$ and the variable of type $B$. In other word, if is the cut-elimination in sequent calculus (meaning that the cut-rule, i.e., $C, B \vdash A$ and $B \vdash B$ imply $C, B \vdash A$, is reduced to the proof of the sequent $C, B \vdash A$, where the right branch (proof) is just an axiom rule, as shown below).

\[
\begin{aligned}
C, B \vdash h : A \\
C \vdash h^* : A^B \\
B \vdash \text{id}_B : B \\
C, B \vdash h^* p_1 : A^B \\
C, B \vdash p_2 : B \\
C, B \vdash \text{ev}(h^* p_1, p_2) : B \\
\end{aligned}
\]

Note that we put the name of the morphism corresponding to the proof between the turnstile symbol $\vdash$ and the colon $:$. Also, note that the logic is sensitive to the change of context, which is controlled by the projection operators.
Similarly, we can show the second equation as follows. The second equation corresponds to the \( \eta \)-expansion which says that the term \( h \) with variable of type \( B \) is equal to the application of the abstraction \( h^* \) applied to the variable of type \( B \).

\[
\begin{align*}
C \vdash k : A^B & \quad B \vdash \text{id}_B : B \\
C, B \vdash kp_1 : A^B & \quad C, B \vdash p_2 : B \\
C, B \vdash \text{ev}(kp_1, p_2) : A & \\
C \vdash (\text{ev}(kp_1, p_2))^* : A^B = C \vdash k : A^B
\end{align*}
\]

Lastly, any CCC satisfies the functional completeness property as shown in Lemma 2.5.2 from [36].

**Lemma 2.5.2** (Functional completeness (Proposition 6.1. from Introduction to Higher Order Categorical Logic (Lambek J. and Scott P.J.))). *For every polynomial \( \phi(x) : B \to C \) in an indeterminate \( x : 1 \to A \) over a cartesian or cartesian closed category \( C \), there is a unique arrow \( f : A \times B \to C \) in \( C \) such that \( f(xO_B, \text{id}_B) = \phi(x) \).*

2.5.3. Side-effects

The models described above are not enough when considering programs with side effects. Now, computation does mean not only the reduction of a program but also the transformation of the environment: let us call the mixture of the environment and the program as configuration.

A concrete example of side-effect is the quantum state. Based on the QRAM model of quantum computation [35], computation in the classical host does not only reduce the program but also modifies the quantum state through the quantum co-processor. In this case, the configuration would be represented by some structure that contains the program and the quantum state. However, we need to know how to formally define such a structure and, in particular, what structures the structure requires to have to build a consistent model of computation.

This question of categorical models of computation is studied by Eugenio Moggi [42, 43, 44]. In categorical semantics, he defines the model of computation with side-effects by the Kleisli category induced by a monad \((T, \eta, \mu)\) with tensorial strength on a category \( C \) of the categorical model of the computation, for example, CCC for the simply-typed lambda-calculus. Roughly speaking, the functor \( T : C \to C \) refers to the configuration space; in specific, the object \( T(A) \) designates the configuration space on the object \( A \) and the morphism \( T(f) \) defines a computation over the configuration space on the corresponding objects; the natural transformation \( \eta : 1_C \to T \), called unit, allows us to define a particular configuration on each object; and the natural transformation
\( \mu : T^2 \rightarrow T \), called multiplication, states that the configuration of a configuration is a configuration and it allows us to compose programs. Moreover, the tensorial strength extends the notion of configuration to the general context represented by the product. Then, the Kleisli category induced by the monad over the category \( \mathcal{C} \) gives the model of computation where the construction of morphism is defined inductively for the program.

Formally, Definition 2.5.5, Definition 2.5.6, and Definition 2.5.7 defines the categorical model for simply typed lambda-calculus with side-effects. Assuming that the product in CCC has required properties, like symmetry and associativity, the simply-typed lambda-calculus with side-effects can be interpreted in the Kleisli category generated by the \( \lambda_c \) model over CCC.

**Definition 2.5.5** (Definition of computational model (Definition 2.1 in [42])). A **computational model** is a monad \((T, \eta, \mu)\) over category \( \mathcal{C} \) which satisfies equalizing requirement: \( \eta_A : A \rightarrow TA \) is an equalizer of \( \eta_{TA} \) and \( T(\eta_A) \). In other word, for any \( f : B \rightarrow TA \) such that \( B \xrightarrow{f} TA \xleftarrow{\eta_{TA}} T(\eta_A) \), there exists a unique \( m : B \rightarrow A \) such that \( f = B \xrightarrow{m} A \xrightarrow{\eta_A} TA \).

**Definition 2.5.6** (Definition of computational cartesian model (Definition 3.2 in [42])). Let \( \mathcal{C} \) be a category with finite products equipped with the following natural isomorphisms:

\[
(1 \times A) \xrightarrow{r_1} A, \quad (A \times B) \times C \xrightarrow{\alpha} A \times (B \times C), \quad (A \times B) \xrightarrow{\sigma} (B \times A)
\]

Then, a **computational cartesian model** over \( \mathcal{C} \) is a computational model \((T, \eta, \mu)\) over \( \mathcal{C} \) together with a tensorial strength \( t_{A,B} : (A \times TB) \rightarrow T(A \times B) \) of \( T \), which is a natural transformation satisfying the following diagrams:

\[
\begin{align*}
1 \times TA & \xrightarrow{t_{1,A}} T(1 \times A) \\
& \xrightarrow{TTA} T(1 \times TA) \\
(A \times B) \times TC & \xrightarrow{t_{A,B,C}} T((A \times B) \times C) \\
& \xrightarrow{T(\alpha_{A,B,C})} T((A \times B) \times C) \\
A \times (B \times TC) & \xrightarrow{id_A \times t_{B,C}} A \times (B \times C) \\
& \xrightarrow{t_{AB \times C}} T(A \times (B \times C)) \\
A \times B & \xrightarrow{id_A \times B} A \times B \\
& \xrightarrow{\eta(A \times B)} T(A \times B) \\
A \times TB & \xrightarrow{id_A \times \eta(B)} A \times TB \\
& \xrightarrow{t_{AB}} T(A \times B) \\
& \xrightarrow{\mu(A \times B)} T^2(A \times B) \\
A \times T^2B & \xrightarrow{t_{A,TB}} T(A \times TB) \\
& \xrightarrow{T(t_{AB})} T^2(A \times B)
\end{align*}
\]
Definition 2.5.7 (Definition of $\lambda_c$-model over $C$ (Definition 3.5 in [42])). Let $C$ be a category with finite products. A $\lambda_c$-model over $C$ is a computational cartesian model $(T, \eta, \mu, t)$ over $C$ together with a family of universal arrows $\text{eval}_{A,B}^T : (B_T^A \times A) \to TB$ in $C$ s.t. for any $f : (C \times A) \to TB$, there exists a unique $h : C \to B_T^A$ (denoted by $\Lambda_{A,B,C}^T(f)$) making the following diagram commute.

$$
\begin{array}{c}
B_T^A \times A \\
\downarrow \text{eval}_{A,B}^T \\
TB \\
\end{array} \\
\begin{array}{c}
h \times \text{id}_A \\
\downarrow f \\
C \times A \\
\end{array}
$$

Finally, to make a formal model of computation with side-effects, it only remains to define the side-effects in terms of the computational model in Definition 2.5.5. Some examples of computational models are non-deterministic computation and computations with side-effects:

- non-deterministic computation (over the category $\text{Set}$):
  
  The functor $T(\cdot)$ is the powerset functor which sends an object $A$ to its powerset $\mathcal{P}(A)$ and a morphism $f : A \to B$ to the function from $\mathcal{P}(A)$ to $\mathcal{P}(B)$ which maps each subset of $A$ to the image $f(A)$ of $A$. Next, the unit $\eta(A)$ maps each element $a \in A$ to the singleton set $\{a\}$ and the multiplication $\mu(A)$ is the set-theoretic union.

- computation with side-effects:
  
  The monad is given by: the functor $T(\cdot) = (\cdot \times S)^S$ which maps an object $A$ to the object $(A \times S)^S$ whose intuitive meaning is a function dependent on the memory $S$ that returns a value and updates the memory; the unit $\eta(A)$ is the map $a \mapsto (\lambda s : S.(a, s))$; and the multiplication $\mu(A)$ is the map $f \mapsto (\lambda s : S.\text{eval}(fs))$.

For the example of quantum computation introduced before, a quantum state in the quantum co-processor can be represented as a complex function over the computational basis. Therefore, in terms of monads, quantum computation can be modeled by the computation with side-effects or by the distribution monad.

2.5.4. Properties of categorical semantics

Categorical semantics allows us to consider a term in terms of a mathematical object instead of the possibly infinite sequence of reductions of the term or all possible effects of the term in any context. However, what it means to have a categorical semantics depends on the properties that the semantics satisfies. This section introduces four properties of categorical semantics that state the relationship between the models in the categorical semantics and the equivalence classes of terms.
Equivalence of terms

The notion of equivalence of terms can vary across the context, but there is an exemplary notion of equivalence, namely, observational equivalence. First, the equivalence is based on an operational semantics which consists of a set of reduction rules over configurations. Two terms are equivalent whenever they both diverge or reduce to the same value. However, when a term has side-effects, a term may have different behaviors depending on the context. In this case, the equivalence of two terms means that the terms are equivalent in any context; in other words, we can substitute one term with the other in any context.

More concretely, for example, we can define the context $C[\cdot]$ (at the level of term) and $C[\cdot]$ (at the level of configurations) over some language $\mathcal{L}$, as shown in Eq. (2.9).

\[
C[\cdot] ::= [-] \mid \lambda x. C[\cdot] \mid M(C[\cdot]) \mid \langle C[\cdot], M \rangle \mid \langle M, C[\cdot] \rangle
\]

- let $\langle x, y \rangle = C[\cdot]$ in $M$ | let $\langle x, y \rangle = M$ in $C[\cdot]$  
- if $C[\cdot]$ then $M_a$ else $M_b$  
- if $M$ then $C[\cdot]$ else $M_b$ | if $M$ then $M_a$ else $C[\cdot]$

\[
C[\cdot] ::= (Q, C[\cdot]) \tag{2.9}
\]

for any term $M$, $M_a$, and $M_b$ in the language $\mathcal{L}$ and any context $Q \in C[\cdot]$ which means state. Then, observational equivalence of two terms are defined in Definition 2.5.8.

**Definition 2.5.8.** Two term $M_1$ and $M_2$ are observationally equivalent if, for any configuration context $C[\cdot]$, either there exists a configuration $C_t$ such that $C[M_1] \xrightarrow{*} C_t$ and $C[M_2] \xrightarrow{*} C_t$

or both configurations diverge.

Properties of categorical semantics

Next, we introduce the following properties of categorical semantics.

- **Soundness**

  On the basis, soundness means that the denotation of the term is preserved by the equivalence of terms. On the one hand, when the computation is pure function, we can define the equivalence of terms by the reduction rules from operational semantics, i.e., two terms are equivalent whenever they reduce to the same value or both diverge. On the other hand, when the computation has side-effects, we can define an equivalence on terms as the observational equivalence. Regardless of the definition of an equivalence class, we call this property of categorical semantics soundness defined as in Definition 2.5.9 which depends on
the notion of equivalence. Note that \([\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\·
Definition 2.5.11. Two terms $M_1$ and $M_2$ are equivalent under the context $\Gamma \vdash (Q, -) : A$ if and only if
\[
\llbracket \tau_1 \mid \Gamma \vdash (Q, M_1) : A \rrbracket = \llbracket \tau_2 \mid \Gamma \vdash (Q, M_2) : A \rrbracket
\]
for any typing derivation $\tau_1$ of $\Gamma \vdash (Q, M_1) : A$ and $\tau_2$ of $\Gamma \vdash (Q, M_2) : A$.

- Adequacy

Another relaxation of the property of categorical semantics from full abstraction is adequacy. Adequacy requires that the equality of the denotations of two terms implies their equivalence. Note that it does not imply that all terms in an equivalence class are mapped to the same model in the semantics, and, hence, it does not imply the soundness property. In effect, adequacy is the converse of the soundness theorem, and together with soundness, adequacy implies full abstraction. Still, adequacy is a beneficial property of categorical semantics, which allows us to show the equality of terms by comparing the semantics without reducing or executing the terms. Adequacy property can be represented as in Definition 2.5.12.

Definition 2.5.12. For any two terms $M_1$ and $M_2$; any typing context $\Gamma$; any state $Q$; any type $A$; and typing derivations $\tau_1$ and $\tau_2$ of the type judgements $\Gamma \vdash (Q, M_1) : A$ and $\Gamma \vdash (Q, M_2) : A$: if
\[
\llbracket \tau_1 \mid \Gamma \vdash (Q, M_1) : A \rrbracket = \llbracket \tau_2 \mid \Gamma \vdash (Q, M_2) : A \rrbracket
\]
then, the terms $M_1$ and $M_2$ are equivalent.

2.6. Linear logic

Linear logic, introduced by Girard [25], is a logical system where one considers a proof as a resource. Linear logic is a resource-sensitive system that incorporates both intuitionistic and classical logic. There are multiple variants [73, 26, 22] of linear logic, which contains different sets of connectives, units, implications, exponentials, and quantifiers.

For the sake of quantum programming languages, we only introduce an intuitionistic propositional fragment of linear logic that contains $\otimes$ (multiplicative conjunctive connective), $I$ (multiplicative conjunctive unit), $\rightarrow$ (linear implication), $!$ (exponential), and variables. Simply, the language can be represented as a propositional logic ($I, !, \otimes, \rightarrow$) with one constant $I$, one unary connective $!$ and two binary connectives $\otimes$ and $\rightarrow$. Formally, the language of the logic is defined inductively as in Definition 2.6.1.
Definition 2.6.1. Language of intuitionistic, multiplicative propositional linear logic with exponential is defined as follows.

\[ S, S_1, S_2 ::= I \mid v \mid S_1 \otimes S_2 \mid S_1 \rightarrow S_2 \mid !S \]

where \( v \) refers to variables.

The unit \( I \) of the tensor can be considered as linear true and tautologies, which are properties logically derived from true, are the properties that follow from \( I \). The multiplicative conjunction \( S_1 \otimes S_2 \) represents a juxtaposition of propositions whose derivation is also a juxtaposition of the derivations of the two propositions. The linear arrow \( S_1 \rightarrow S_2 \) is another connective representing a juxtaposition of propositions whose derivation requires the derivation of \( S_2 \) given the derivation of \( S_1 \). Lastly, exponential \( !S \) represents a proposition whose derivation is treated classically, meaning it can be duplicated and erased.

The logic comes with inference rules which conform to the explanation given above. We introduce the inference rules in the form of sequent calculus as usual. A sequent has the form \( A_1, \ldots, A_n \vdash B \) which consists of a set of propositions \( A_i \), for \( 1 \leq i \leq n \), and a proposition \( B \). A sequent is read as one can construct a proof for proposition \( B \) given proofs of propositions \( (A_i)_{1 \leq i \leq n} \).

How we construct such a proof is described by a set of inference rules, as in definition 2.6.2, which forms a derivation tree whose nodes correspond to sequents and root is the conclusion.

Definition 2.6.2. The following set of inference rules corresponds to the intuitionistic, multiplicative propositional linear logic. Each inference rule is read as: given the derivation of the sequents above the horizontal line, we can construct a derivation of the sequent under the line.

\[
\begin{align*}
& \frac{}{A \vdash A} \text{(HYP)} \\
& \frac{\Delta \vdash A_1 \quad \Delta \vdash A_2 \quad (\otimes I)}{\Delta, A_1 \otimes A_2 \vdash A} \\
& \frac{\Delta \vdash A \quad (\rightarrow I)}{\Delta \vdash A \rightarrow B} \\
& \frac{\Delta \vdash A \quad (\rightarrow E)}{\Delta, A \rightarrow B \vdash B} \\
& \frac{\Delta, A \vdash !A \quad A \in \Delta, (\exists A'. (A =!A'))}{\Delta \vdash A} \\
& \frac{\Delta \vdash A_1 \quad A \vdash A_2 \quad (\otimes E)}{\Delta, A_1 \otimes A_2 \vdash A} \\
& \frac{\Delta \vdash !A \quad A \vdash B \quad (!E)}{\Delta, A \vdash B} \\
& \frac{\Delta \vdash A 
& \Delta \vdash !B \vdash A} \text{(!W)} \\
& \frac{\Delta \vdash A \quad !B \vdash A \quad (!C)}{\Delta, !B \vdash A}
\end{align*}
\]

Note that the symbols \( \Delta, \Delta_1 \) and \( \Delta_2 \) refer to the set of propositions.
2.7. Semantics of linear logic

Linear logic appears in the type systems of various quantum programming languages, including quantum lambda-calculus and quantum circuit languages like QWire and Quipper. In particular, quantum data is typed with a linear quantum type, called a qubit, and with the tensor product of the quantum types, while classical data has a non-linear type which can be utilized any number of times in the term and type. Consequently, the denotational semantics of a quantum programming language and its type system rely on the semantics of linear logic. This section summarizes the categorical semantics of the intuitionistic propositional and multiplicative part of linear logic with exponential.

Our presentation relies on the presentation from the thesis of Benoît Valiron [76] (Chapter 2.7 for the monoidal category and Chapter 5.6 for the semantics of linear logic). We, first, introduce symmetric monoidal categories as categorical semantics of the multiplicative fragment of intuitionistic linear logic. Next, we define categorical structures—commutative comonoid, comonad, and its coalgebra, monoidal functor and natural transformation, and monoidal comonad—which are used to define linear and non-linear categories [14, 13, 10, 9, 11]. When discussing the categorical semantics of linear logic, we maintain our strategy of interpreting types as objects and the inference rules as constructions of morphisms in the category.

In the previous section, we have introduced linear logic where the exponential represents non-linear types. We can divide the logic into the purely linear part— all types are linear—and the classical part— types can contain exponential constructors. To explain, in purely linear logic, all propositions in the context are used precisely once in the type derivation since each leaf of the typing derivation will be either (HYP) or (I) and each occurrence of a proposition in the conclusion appears in exactly one leaf. In terms of categorical semantics, the purely linear part of linear logic corresponds to symmetric monoidal closed categories.

A (symmetric) monoidal category is a category with an operator of composition (⊗) of objects, which is (symmetric), associative, and has a unit (Definition 2.7.1). Moreover, when there is an exponential object (−)(−) and an adjunction between the functor (− ⊗ B) and (−)B, it is called a (symmetric) monoidal closed category, where the adjunction provides the interpretation of abstraction and application of linear function type constructors −→.

**Definition 2.7.1** (Monoidal category and symmetric monoidal category (Definition 2.7.1. and Definition 2.7.2. from [76])). A monoidal category C is a tuple (C, ⊗, I, α, λ, ρ) where C is a category, ⊗ : C × C → C is a functor, I is an object
of $C$ and $\alpha, \lambda, \rho$ are three natural isomorphisms:

$$
\alpha_{A,B,C} : A \otimes (B \otimes C) \to (A \otimes B) \otimes C
$$

$$
\lambda_A : I \otimes A \to A
$$

$$
\rho_A : A \otimes I \to A
$$

such that the diagrams commute. We call the category **strict monoidal** when $\alpha_{A,B,C}$, $\lambda_A$ and $\rho_A$ are identity morphisms. A monoidal category is said to be **symmetric** when it is equipped with a natural isomorphism $\sigma_{A,B} : A \otimes B \to B \otimes A$ such that the diagrams commute.

There are various contexts where symmetric monoidal categories can help to capture the structure of the subject of interest. We take two possible perspectives on the structure of symmetric monoidal category as examples. On the one hand, each object of this category may be considered a space of vectors and each morphism may be considered as linear maps as in the category of finite dimensional vector spaces. On the other hand, morphisms in a (symmetric) monoidal category can be viewed as diagrams where an object is represented as a wire, and a morphism creates a box from wires to wires [61]—note that the composition of objects is represented as the juxtaposition of wires in the diagram. The diagrammatic representation gives us a clear intuition of why a symmetric monoidal category models the purely linear part of linear logic since each wire appears precisely once in the corresponding diagram.
On top of the purely linear part, there is a non-linear part of the logic. First of all, to interpret non-linear types in category theory, we need objects with an extra structure for duplication and deletion (commutative comonoid 2.7.2 subject to different coherence conditions). Subcategories obtained by taking these particular objects form the original category and all morphisms between them form cartesian closed categories corresponding to intuitionistic logic.

Secondly, for the inference rules for introduction and elimination of \(! (I_I \text{ and } !_E)\), we need to be able to lift a linear object to a non-linear object and force a non-linear object to a linear object. In categorical semantics, it is done by a comonad 2.7.3. This comonad and the comonoid structure form the basis of Bierman’s linear categories [14, 13] which is formally defined below.

**Definition 2.7.2** (Commutative comonoid (Definition 2.7.3. from [76])). In a symmetric monoidal category \(C\), a commutative comonoid object is an object \(A\) of \(C\) equipped with two arrows \(\triangle_A : A \to I\) and \(\triangledown_A : A \to A \otimes A\) such that the following diagrams commute:

\[
\begin{array}{ccc}
A & \xrightarrow{\triangle_A} & A \\
\downarrow{A \otimes \Delta_A} & & \downarrow{\Delta_A \otimes A} \\
A \otimes (A \otimes A) & \xrightarrow{\alpha} & (A \otimes A) \otimes A
\end{array}
\]

\[
A \otimes I \xleftarrow{A \otimes \Delta_A} A \otimes A \xrightarrow{\Delta_A \otimes A} I \otimes A
\]

\[
\begin{array}{ccc}
A & \xleftarrow{\rho_A} & A \\
\downarrow{\Delta_A} & & \downarrow{\lambda_A} \\
A A & \xrightarrow{\Delta_A} & A \otimes A
\end{array}
\]

\[
\begin{array}{ccc}
A \otimes A & \xrightarrow{\sigma_A A} & A \otimes A
\end{array}
\]

A morphism \(f : (A, \triangle_A, \triangledown_A) \to (B, \triangledown_B, \Delta_B)\) of commutative comonoids is an arrow \(f : A \to B\) in \(C\) such that the following diagrams commute.

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{\triangle_A} & & \downarrow{\Delta_B} \\
A \otimes A & \xrightarrow{f \otimes f} & B \otimes B
\end{array}
\]

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{\Delta_A} & & \downarrow{\Delta_B} \\
A & \xrightarrow{\nabla_A} & I
\end{array}
\]

**Definition 2.7.3** (Definition of comonad (Definition 2.6.1. from [76])). A comonad in a category \(C\) is a tuple \((L, \epsilon, \delta)\) where \(L : C \to C\) is a functor and \(\epsilon : L \to 1_C\) and \(\delta : L \to L^2\) are natural transformations which render commutative the diagrams

\[
\begin{array}{ccc}
L_1A & \xrightarrow{\delta_A} & L^2A \\
\downarrow{\delta_A} & & \downarrow{L\delta_A} \\
L^2A & \xrightarrow{\delta_{L_1A}} & L^3A
\end{array}
\]

\[
\begin{array}{ccc}
L_1A & \xleftarrow{\delta_A} & L^2A \\
\downarrow{L_1\delta_A} & & \downarrow{\delta_{L_1A}} \\
L^2A & \xrightarrow{id_{L_1A}} & L^3A
\end{array}
\]

\[
\begin{array}{ccc}
L_1A & \xrightarrow{id_{L_1A}} & L^2A \\
\downarrow{L_1\delta_A} & & \downarrow{\delta_{L_1A}} \\
L^2A & \xrightarrow{id_{L_1A}} & L^3A
\end{array}
\]

\[
\begin{array}{ccc}
L_1A & \xrightarrow{id_{L_1A}} & L^2A \\
\downarrow{L_1\delta_A} & & \downarrow{\delta_{L_1A}} \\
L^2A & \xrightarrow{id_{L_1A}} & L^3A
\end{array}
\]

\[
\begin{array}{ccc}
L_1A & \xrightarrow{id_{L_1A}} & L^2A \\
\downarrow{L_1\delta_A} & & \downarrow{\delta_{L_1A}} \\
L^2A & \xrightarrow{id_{L_1A}} & L^3A
\end{array}
\]
**Definition 2.7.4** (Definition of $L$-coalgebra (Definition 2.6.3. from [76])). Given a comonad $(L, \delta, \epsilon)$ on a category $C$, an $L$-coalgebra is a pair $(A, h_A : A \to LA)$ where $A$ is an object and $h_A$ is a morphism of $C$ such that both commute.

$$
\begin{array}{ccc}
A & \xrightarrow{h_A} & LA \\
\downarrow{h_A} & & \downarrow{\delta_A} \\
LA & \xrightarrow{Lh_A} & L^2A \\
\end{array}
$$

A morphism $f : (A, h_A) \to (B, h_B)$ of $L$-coalgebras is a morphism $f : A \to B$ of $C$ which renders commutative the diagram

$$
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{h_A} & & \downarrow{h_B} \\
LA & \xrightarrow{Lf} & LB \\
\end{array}
$$

**Definition 2.7.5** (Lax (symmetric) monoidal functor (Definition 2.8.1. from [76])). A (lax) monoidal functor $F$ between two monoidal categories $(C, \otimes, I)$ and $(D, \otimes', I')$ consists of a functor $F : C \to D$ together with two natural transformations $d^F_{A,B} : FA \otimes' FB \to F(A \otimes B), d^F_I : I' \to F(I)$, called coherence maps, with the following coherence equations:

$$
\begin{array}{c}
(FA \otimes' FB) \otimes' FC \xrightarrow{\alpha} FA \otimes' (FB \otimes' FC) \\
\downarrow{d^F_{A,B} \otimes' FC} & & \downarrow{F \otimes' d^F_{B,C}} \\
F(A \otimes B) \otimes' FC & & FA \otimes' F(B \otimes C) \\
\downarrow{d^F_{A \otimes B, C}} & & \downarrow{d^F_{A,B} \otimes C} \\
F((A \otimes B) \otimes C) & \xrightarrow{F \alpha} & F(A \otimes (B \otimes C))
\end{array}
$$

$$
\begin{array}{c}
FA \otimes' I' \xrightarrow{F \otimes' d^F_{I,I'}} FA \otimes' F(I) \\
\downarrow{\rho} & \downarrow{d^F_{A,I'}} & \downarrow{\lambda} & \downarrow{d^F_{I',B}} \\
FA & \xleftarrow{F \rho} & F(A \otimes I) & F(I \otimes B) \\
FB & \xleftarrow{F \lambda} & FB \\
\end{array}
$$

If the categories are symmetric, the functor is said to be lax symmetric monoidal if the following diagram also commutes:

$$
\begin{array}{c}
FA \otimes' FB \xrightarrow{\sigma} FB \otimes' FA \\
\downarrow{d^F_{A,B}} & & \downarrow{d^F_{B,A}} \\
F(A \otimes B) & \xrightarrow{F \sigma} & F(B \otimes A)
\end{array}
$$
Definition 2.7.6 (Monoidal natural transformation (Definition 2.8.4. from [76])).

If \((F, d)\) and \((F', d')\) are two symmetric monoidal functors from \((C, \otimes, I)\) to \((D, \otimes', I')\), we say that a natural transformation \(n : (F, d) \to (F', d')\) is monoidal if the following diagrams commute:

\[
\begin{array}{c}
F A \otimes' F B \xrightarrow{n_A \otimes n_B} F' A \otimes' F' B \\
\downarrow d_{A,B} \quad \quad \quad \downarrow d'_{A,B} \\
F(A \otimes B) \xrightarrow{n_{A \otimes B}} F'(A \otimes B)
\end{array}
\]

\[
\begin{array}{c}
F(I) \xrightarrow{n_I} F'(I) \\
\downarrow n_l \quad \quad \downarrow d'_l \\
\end{array}
\]

Definition 2.7.7 ((Symmetric) monoidal comonad (Definition 2.8.6. from [76])).

Let \((C, \otimes, I)\) be a (symmetric) monoidal category. A (symmetric) monoidal comonad on \(C\) is a comonad \((L, \delta, \epsilon)\):

- equipped with two natural transformations \(d_{A,B} : LA \otimes LB \to L(A \otimes B)\) and \(d_I : L(I) \to I\) making \((L, d)\) a lax (symmetric) monoidal functor,

- such that \(\delta\) and \(\epsilon\) are monoidal natural transformations, i.e. such that the following diagrams commute:

\[
\begin{array}{c}
LA \otimes LB \xrightarrow{d_{A,B}} L(A \otimes B) \\
\downarrow \epsilon_A \epsilon_B \quad \quad \quad \downarrow \epsilon_{A \otimes B} \\
A \otimes B
\end{array}
\]

\[
\begin{array}{c}
I \xrightarrow{d_I} L(I) \\
\downarrow \id_I \quad \quad \downarrow \epsilon_I \\
I
\end{array}
\]

Definition 2.7.8 (Bierman’s linear category (Definition 5.6.1. and Definition 5.6.2. from [76])). Let \((C, \otimes, I, \alpha, \lambda, \rho, \sigma)\) be a symmetric monoidal category. Let \((L, \delta, \epsilon, d^L, d^l)\) be a monoidal comonad. We say that \(L\) is a linear exponential comonad provided that

1. each object in \(C\) of the form \(LA\) is equipped with a commutative comonoid \((LA, \triangle_A, \diamond_A)\) where \(\triangle_A : LA \to LA \otimes LA\) and \(\diamond_A : LA \to I\).

2. \(\triangle_A\) and \(\diamond_A\) are monoidal natural transformations, i.e. the following diagrams commute.

\[
\begin{array}{c}
LA \otimes LB \xrightarrow{\triangle_A \otimes \triangle_B} (LA \otimes LA) \otimes (LB \otimes LB) \\
\downarrow d^L_{A,B} \quad \quad \quad \downarrow sw \\
(LA \otimes LB) \otimes (LA \otimes LB) \\
\downarrow d^L_{A,B} \otimes d^L_{B,B} \quad \quad \downarrow d^L_{A,B} \otimes d^L_{B,B} \\
L(A \otimes B) \xrightarrow{\triangle_{A \otimes B}} L(A \otimes B) \otimes L(A \otimes B)
\end{array}
\]
\[ I \xrightarrow{\lambda_I^{-1}} I \otimes I \quad LA \otimes LB \xrightarrow{\Diamond_A \otimes \Diamond_B} I \otimes I \]

\[ L(I) \xrightarrow{\triangle_I} L(I) \otimes L(I) \quad L(A \otimes B) \xrightarrow{\Diamond_{A \otimes B}} I \]

where \( sw \) is the natural transformation \( \alpha; (\alpha^{-1} \otimes \text{id}); ((\text{id} \otimes \sigma) \otimes \text{id}); (\alpha \otimes \text{id}); \alpha^{-1} \).

3. The maps

\[ \triangle_A : (LA, \delta_A) \rightarrow (LA \otimes LA, (\delta_A \otimes \delta_A); d_A), \]

\[ \Diamond_A : (LA, \delta_A) \rightarrow (I, d_I^L) \]

are \( L \)-coalgebra morphisms, i.e., the following diagrams commute.

\[ \begin{array}{ccc}
LA & \xrightarrow{\triangle_A} & LA \otimes LA \\
\downarrow \delta_A & & \downarrow \delta_A \otimes \delta_A \\
L^2 A \otimes L^2 A & \xrightarrow{d_{L^2 A, L^2 A}} & L(LA \otimes LA) \\
\end{array} \quad \begin{array}{ccc}
LA & \xrightarrow{\Diamond_A} & I \\
\downarrow \delta_A & & \downarrow d_I^L \\
L^2 A & \xrightarrow{\Diamond_{LA}} & L(I) \\
\end{array} \]

4. Every map \( \delta_A \) is a comonoid morphism \( (LA, \Diamond_A, \triangle_A) \rightarrow (L^2 A, \Diamond_{LA}, \triangle_{LA}) \), i.e. the following diagrams commute.

\[ \begin{array}{ccc}
LA & \xrightarrow{\delta_A} & L^2 A \\
\downarrow \triangle_A & & \downarrow \triangle_{LA} \\
LA \otimes LA & \xrightarrow{\delta_A \otimes \delta_A} & L^2 A \otimes L^2 A \\
\end{array} \quad \begin{array}{ccc}
LA & \xrightarrow{\delta_A} & L^2 A \\
\downarrow \Diamond_A & & \downarrow \Diamond_{LA} \\
I & & I \\
\end{array} \]

A *linear category* is a symmetric monoidal category \((C, \otimes, I)\) with finite product \((\times, 1)\), together with a linear exponential comonad \( L \).

Benton’s linear-non-linear categories [10, 9, 11] in Definition 2.7.9 formulate the above categories in terms of adjunction [76]. In particular, the comonad and the comonoid structure of Bierman’s linear category arise from the symmetric monoidal adjunction between the symmetric monoidal closed category and the cartesian category. The adjunction provides a comonad \((!, \epsilon!, \Rightarrow \text{Id}_L) \delta ! \Rightarrow ! !)\) with the functor \(! := F \circ G : C \rightarrow C\) and the natural transformations: \( \epsilon, \) the counit of the adjunction, and \( \delta, \) defined by \( \delta(A) := F(\eta_G(A)) \) where \( \eta : \text{Id}_C \Rightarrow F \circ G \) is the unit of the adjunction.
Definition 2.7.9 (Benton’s linear-non-linear category (Definition 5.6.3. from [76])). A linear/non-linear category consists of

- a symmetric monoidal closed category with finite coproducts \((L, \otimes, I)\);
- a category \((C, \times, 1)\) with finite products;
- a symmetric monoidal adjunction

\[
\begin{array}{c}
\text{C} \\
\downarrow \otimes \\
\text{L}
\end{array}
\]

2.8. Lambda-Calculi with Linear Type

Linear lambda-calculus is a programming language that reflects the purely linear part of linear logic. The types consist of the language (propositions) of the intuitionistic propositional linear logic without exponential !. The types also include constants types. The terms represent the type inference rules and the derivation trees. Linear lambda-calculus is used for quantum lambda calculus, where all variables, classical or quantum, are used precisely once. An example of quantum lambda-calculus with linear type is shown in Definition 2.8.1 which is taken from the thesis of Benoît Valiron [76] (Chapter 7).

Definition 2.8.1 (Linear quantum lambda calculus (Definition 7.1.1. from [76])).

\[
\begin{align*}
\text{(Type)} \ A, B & ::= \text{bit} \mid \text{qubit} \mid A \to B \mid 1 \mid A \otimes B \\
\text{(Term)} \ M, N, P & ::= x^A \mid MN \mid \lambda x^A.M \mid \langle M, N \rangle \mid \text{let } \langle x^A, y^B \rangle = M \text{ in } N \mid \text{if } M \text{ then } N \text{ else } P \mid 0 \mid 1 \mid \text{new} \mid \text{meas} \mid U \\
& \mid \text{let } * = M \text{ in } N \mid * \mid \Omega_{x_1^A, \ldots, x_n^A}
\end{align*}
\]

where \(\Omega\) is a non-terminating term and \(\text{let } * = M \text{ in } N\) is used to match 0-tuples.

The quantum related constant added to types is qubit for qubit and constants added to terms are new for initialization, meas for measurement, and \(U\) for unitary maps. The term constants have the following types:

- \(\text{meas} : \text{qubit} \to \text{bit}\)
- \(\text{new} : \text{bit} \to \text{qubit}\)
- \(U : \text{qubit}^{\otimes n} \to \text{qubit}^{\otimes n}\)

for some integer \(n\) depending on the unitary map \(U\).

The operational semantics is defined over the quantum closure which is triple \([Q, L, M]\) where \(Q\) and \(L\) represent the quantum state (a normalized vector in \(\otimes_{i=1}^n \mathbb{C}^2\)) and a bijective function from the variables of the term \(M\).
to \{0, \ldots, n - 1\} for some \( n \geq 0 \). The quantum state \( Q \) and the bijection \( L \) represent the quantum memory accessed through the quantum co-processor. The quantum related terms (new, meas, and \( U \)) only modify the quantum memory.

For the denotational semantics, an instance of the model of the purely linear logic (symmetric monoidal closed category) called CPM (Definition 2.8.5) is used for a fully abstract model. This category has a product \( \otimes \) and a coproduct \( \oplus \), and the function type \( A \to B \) is interpreted as the product \([A] \otimes [B]\), which induces the adjunction given by the associativity of the product.

**Definition 2.8.2** (Positive maps from [46]). A matrix \( A \in \mathbb{C}^{n \times n} \) is positive if \( v^* A v > 0 \) for all \( v \in \mathbb{C}^n \).

**Definition 2.8.3** (Löwner partial order from [46]). Given \( A, B \in \mathbb{C}^{n \times n} \), we write \( A \supseteq B \) iff \( B - A \) is positive and it is called Löwner partial order.

**Definition 2.8.4** (Completely positive maps from [46]). A linear map \( F : \mathbb{C}^{n \times n} \to \mathbb{C}^{m \times m} \) is called positive if \( A \supseteq 0 \) implies \( F(A) \supseteq 0 \), and completely positive if \( F \otimes \text{id}_k \) is positive for all \( k \), where \( \text{id}_k \) is the identity function on \( \mathbb{C}^k \).

**Definition 2.8.5** (Category of completely positive maps (CPM) (Definition 4.3.1. from [76])). The category CPM is defined as follows:

- The objects are finite tuples of positive integers, \( \sigma = n_1, \ldots, n_k \),
- the morphisms \( \sigma \to \tau \) are completely positive maps \( V_{n_1} \to V_{n_1} \) where \( V_{n_1, \ldots, n_k} \) is the Hilbert space (i.e. vector space with norm) \( \mathbb{C}^{n_1 \times n_1} \times \cdots \times \mathbb{C}^{n_k \times n_k} \).

2.9. Approaches to Quantum Lambda-Calculi

2.9.1. Quantum Lambda-Calculi

The quantum lambda-calculus [62, 74, 65, 75] aims at providing a higher-order lambda-calculus that is capable of representing the classical control flow introduced by measurements and, at the same time, which distinguishes the classical and the quantum data, where the quantum data is treated linearly because of no-cloning theorem. In other words, in addition to the lambda-calculus with linear types from the previous section, it necessitates bringing classical data types into the type system. It can be done by introducing the exponential constructor \( ! \) of the linear logic, which comes with dereliction and promotion inference rules. An example of quantum lambda calculus can be found in Definition 2.9.1. In this definition, the type \( !(A \to B) \) can be thought of as a subtype of \( A \to B \) which consists of duplicable terms of type \( A \to B \), meaning that any term any term of type \( !(A \to B) \) is also a term of type
Although it only allows the exponential type of function types, each type \( A \) can be simulated by the function type \( ! (1 \rightarrow A) \) which, in turn, gives us the exponential type \( !(1 \rightarrow A) \). From the definition, type bit can be defined as the coproduct \( 1 + 1 \) while the terms of type bit are defined as \( \text{tt} = \text{in}_r \) skip and \( \text{ff} = \text{in}_l \) skip.

**Definition 2.9.1 (Quantum lambda-calculus (from [46])).**

\[
\begin{align*}
\text{(Type) } A, B &::= \text{qubit} \mid A \rightarrow B \mid !(A \rightarrow B) \mid 1 \mid A \otimes B \mid A \oplus B \mid A^I \\
\text{(Term) } M, N, P &::= x \mid \lambda x^A. M \mid MN \mid \text{skip} \mid M; N \mid M \otimes N \\
&\quad \mid \text{let } x^A \otimes y^B = M \text{ in } N \mid \text{in}_l M \mid \text{in}_r M \\
&\quad \mid \text{match } P \text{ with } (x^A : M \mid y^B : N) \mid \text{split}^A \\
&\quad \mid \text{letrec } f^A \rightarrow^B x = M \text{ in } N \mid \text{meas} \mid \text{new} \mid U
\end{align*}
\]

The definition contains several new types (the type constant \( 1 \), the coproduct type \( A \oplus B \), and the finite list \( A^I \) of type \( A \)) and new terms (\( \text{skip} \) for the type \( 1 \) and the concatenation of terms \( MN \), \( \text{in}_l M \) and \( \text{in}_r M \) for the introduction inference rules for \( \oplus \), \( \text{match } P \text{ with } (x^A : M \mid y^B : N) \) for the elimination rule of \( \oplus \), \( \text{split}^A \) for the list \( A^I \), and \( \text{letrec } f^A \rightarrow^B x = M \text{ in } N \) for recursion). Equipped with these new features, the language becomes more expressive in that more computations can be represented in the language. In particular, with the help of the finite list and the recursion, one can now represent programs that may not terminate, as shown in Example 2.9.1. Its intended meaning is that, given a qubit \( q \), toss a coin until the head comes out while appending one qubit entangled to the original qubit \( q \) at each toss.

**Example 2.9.1 (Cointoss example from [46]).**

\[
\begin{align*}
\text{letrec } &f^\text{qubit} \rightarrow^\text{qubit} q = \\
&\text{if } \text{cointoss} \text{ then } (q :: \text{nil}) \\
&\text{else } (\text{let } x^\text{qubit} \otimes y^\text{qubit} = (\text{entangle } q) \text{ in } x :: f y) \\
&\text{in } (\lambda q^\text{qubit}. f q)
\end{align*}
\]

where \( \text{nil} = \text{in}_l \text{ skip}; \text{cointoss} = \text{meas}(H(\text{new}(\text{tt}))); \text{entangle} = \lambda x^\text{qubit}. N_c(x \otimes (\text{new}(\text{ff}))); \text{ and if } P \text{ then } M \text{ else } N \text{ and } M :: N \text{ are abbreviations for } \text{match } P \text{ with } (x^1 : N \mid y^1 : M) \text{ and } \text{in}_r (M \otimes N), \text{ respectively.}
\]

Similar to the linear quantum lambda-calculus, the operational meaning of the term can be understood based on the QRAM model of computation as computation with side-effects that update the quantum state through the quantum co-process while the control flow of execution depends on the probabilistic outcome of the measurements. Hence, the operational semantics can be given to quantum lambda calculus as an abstract machine over the triple,
called quantum closure, \([Q, L, M]\), where \(Q\) represents the quantum state, \(L\) is the bijection between the free variables in \(M\) and the index of the qubits in the quantum state, and \(M\) is a term. Reduction rules over the quantum closure raise an equation theory of the quantum closure, although the sequence of reductions now has the possibility of having an infinite length. Moreover, the reduction rules are probabilistic. Multiple reduction rules can be applied to the same quantum closure where one reduction rule is taken according to a probability distribution. In Example 2.9.1, each time a coin is tossed, there are two possibilities of the outcome, and the term may reduce to any finite-length list of qubits.

The denotational semantics of quantum lambda-calculus relies on linear logic’s categorical semantics. The function type \(\to\), the exponential type \(!\), the type constant \(1\), and the tensor product \((\otimes)\) are derived from the monoidal closed category with the comonoid structure of the category.

However, to model new features of the language, we need extra structures in the category. Firstly, the category needs a bifunctor \((\oplus)\) for the coproduct type \(\oplus\) of the language. Moreover, the list type \(A^I\) of type \(A\) implies that the category is required to interpret infinite sum. Secondly, regarding the recursion, we need to find a morphism representing the possibly infinite reduction sequence (i.e., an infinite sequence of morphisms). One way of doing it is to let the set of morphisms between any two objects be a complete partial order where the supremum of the sequence of morphisms (of the reduction of recursion) is picked for the denotation of the recursion.

In [46], the authors (Michele Pagani, Peter Selinger, and Benoît Valiron) provide a concrete categorical semantics of the quantum lambda-calculus in Definition 2.9.1 by extending the \(\text{CPM}\) category in Definition 2.8.5. In order to model the exponential, which is not sensitive to the order, the categorical model is based on the permutation groups and the completely positive maps, which are invariant under the permutation (Definition 2.9.3). Then, each hom-set of \(\text{CPMs}\) is extended by D-completion (Definition 2.9.5) so that each indexed family of morphisms has a sum defined by least upper bound (category \(\text{CPMs}\) in Definition 2.9.6). Finally, the category \(\text{CPMs}^\oplus\) is the completion of the category \(\text{CPMs}\) in the manner of the completion of CPM category, so that the objects represent mixed states (Definition 2.9.7).

In specific, the letrec constructor is interpreted by using the fixed point operator \(Y\) as follows:

- let \(\phi\) be a morphism in the set \(\text{CPMs}^\oplus(!C \otimes !A, !A)\),

- define the morphism \(\phi^n \in \text{CPMs}^\oplus\) as:

\[
\begin{align*}
\phi^0 & := !C \xrightarrow{w:0} !A \\
\phi^{n+1} & := !C \xrightarrow{c} !C \otimes !C \xrightarrow{id \otimes \phi^n} !C \otimes !A \xrightarrow{\phi} !A
\end{align*}
\]
where $w : !C \to 1, !0 : 1 \to !A$, and $c : !C \to !C \otimes !C$ come from the comonoid structure.

- $Y(\phi)$ is defined as the least upper bound of the set $\{\phi^n\}$ which is directed complete.

**Definition 2.9.2** (Permutation groups from [46]). Let $S_n$ be the symmetric group of degree $n$, i.e., the group of permutations of $n = \{0, \ldots, n-1\}$. Any permutation $g \in S_n$ gives rise to a matrix $P_g \in C^{n \times n}$, defined by $P_g(e_i) = e_{g(i)}$, where $e_i$ is the $i$th standard basis vector.

An action of $g$ on $C^{n \times n}$ is defined by $g \circ M := P_g M P_g^{-1}$. Moreover, for a subgroup $G \subseteq S_n$, we define

$$G \circ M := \frac{1}{\#G} \sum_{g \in G} g \circ M$$

where $\#G$ is the number of elements of $G$.

**Definition 2.9.3** (Category $\textbf{CPMs}$ from [46]). The category $\textbf{CPMs}$ is the category defined with the following data:

- objects are the subgroups $G \subseteq S_n$ of the groups of permutations $S_n$, and

- a morphism from $G \subseteq S_n$ to $H \subseteq S_m$ is a completely positive map $f : C^{n \times n} \to C^{m \times m}$ which is invariant under the actions of the two subgroups $G$ and $H$, i.e., $H \circ f \circ G = f$.

**Definition 2.9.4** (Scott-closedness from [46]). Given any partially ordered set (poset) $P$, a subset $S \subseteq P$ is Scott-closed if it is down-closed and for every directed $I \subseteq S$, if the least upper bound $\_I$ exists in $P$, then $\_I \in S$.

**Definition 2.9.5** (D-completion from [46]). Let $\Gamma(P)$ be the set of Scott-closed subsets of $P$, which forms a dcpo (directed-complete partial order) under the subset ordering, i.e., any subset which is non-empty and such that every pair of elements has an upper bound in the subset (directed subsets) has a supremum. The D-completion $c(P)$ is defined to be the smallest sub-dcpo of $\Gamma(P)$ containing all sets of the form $\downarrow x = \{y : y \leq x\}$.

**Definition 2.9.6** (Category $\textbf{CPMs}$ from [46]). The category $\textbf{CPMs}$ is the category which has the same objects as $\textbf{CPMs}$ and whose homset is obtained by taking the D-completion of the homset of $\textbf{CPMs}$, i.e. $\textbf{CPMs}(G, H) := c(\textbf{CPMs}(G, H))$ for any objects $G$ and $H$. Note that the partial order of $\textbf{CPMs}$ is given by the Löwner order $A \subseteq B$ from Definition 2.8.3.

**Definition 2.9.7** (Category $\textbf{CPMs}^\circ$ from [46]). The category $\textbf{CPMs}^\circ$ is defined with the following data:
• objects are given by indexed families $A = \{(d^A_a, G^A_a)\}_{a \in |A|}$, where the index set $|A|$ is called the web of $A$, and, for every $a \in |A|$, $d^A_a$ is a positive integer, and $G^A_a$ a subgroup of permutations of degree $d^A_a$, called respectively the dimension and the permutation group of $A_a$; and

• morphisms from $A$ to $B$ are matrices $\phi$ indexed by $|A| \times |B|$ and such that $\phi_{a,b} \in \text{CPMS}(G^A_a, G^B_b)$.

To summarize, in terms of syntax, a quantum lambda-calculus is a lambda-calculus (e.g., Definition 2.4.1) extended with constant terms for quantum operators—initialization, unitary maps, and measurement—and exponential constructors. Similarly, the type system of quantum lambda-calculus is an extension of linear logic with quantum types. It capitalizes on linear logic to account for the non-duplicability of quantum data. In other words, well-typed terms under a given context can be physically realized without violating the no-cloning theorem. However, quantum lambda-calculi are limited in their expressivity: they do not allow the manipulation of quantum circuits as first-class objects, limiting their use for representing non-trivial quantum algorithms.

2.9.2. Quantum Circuit Description Language

A later trend of quantum programming languages aims at answering this problem, offering the possibility to manipulate and reason on quantum circuits as first-class objects. In general, a circuit constant has a type of $\text{Circ}(A, B)$ where $A$ and $B$ refer to the pattern type of the input and output of the circuit. A circuit constant is internally defined as a composition of unitary maps and initializations and measurements of qubits, while its internal structure is hidden from the programmer. In other words, the circuit is encapsulated inside some circuit constant or boxed object constructed from classical computation with circuit constants. In specific, a circuit constant has type $\text{Circ}(A, B)$ with appropriate pattern types $A$ and $B$, and the box operator has type $(A \rightarrow B) \rightarrow \text{Circ}(A, B)$ which is a function from the function type $(A \rightarrow B)$ to the type of circuit constant $\text{Circ}(A, B)$.

A programming language may also provide circuit-level operators over the circuit objects, which include unbox, run, gate-count, control, and reverse operators. These operators help programmers code practical quantum algorithms by hiding the concrete interpretation of the operators. Moreover, useful operators can be added to the language by need later. Among the circuit-level operators, the unbox operator is utilized to send the circuit object to the quantum co-processor by linking the input of the circuit to the corresponding variables in the given pattern. For this reason, the unbox operator is sometimes called apply. Contrary to the box, the unbox operator has type $(\text{Circ}(A, B) \otimes A) \rightarrow B \sim \text{Circ}(A, B) \rightarrow (A \rightarrow B)$ by Currying.
Concretely, the internal definition of a circuit constant consists of a quantum circuit with linking functions of the input or output pattern required for the unbox operator. A quantum circuit can be represented as a diagram of boxes and wires, the sequential composition of quantum operators, or a completely positive map, depending on the context. Then, the pattern represents the collection of wires which reflects the structure of the composition so that one can bind two patterns constructively. The Pattern type is then the composition of the type of each wire in the pattern with the same structure.

Next, in this section, we present two examples of quantum circuit description languages—QWIRE and Quipper.

QWIRE [47, 50, 51] is an embedded language that describes the quantum circuit and interacts with the host language into which it is embedded. The language consists of the circuit description part and the host language part. The circuit description part answers the question of how to represent a quantum circuit while the host language is extended from an existing language. In the language, a quantum circuit is created by composing gates and measurements (lift), unboxing a boxed circuit, or concatenating two quantum circuits. It also explains how to normalize quantum circuits. In QWIRE, the lift constructor from the circuit description part implies the dynamic lifting, allowing the host language to use the values as a resource obtained by measuring a quantum state.

The host language is extended with two operators box and run. First, the box operator transforms a circuit into the boxed circuit, which is a first-class object of type $\text{Circ}(W_1, W_2)$ where $W_1$ and $W_2$ represent the input and output wire types, respectively. Next, the run operator refers to the simulation of a circuit, which brings probabilistic side-effects of computation. The language does not specify the implementation of the run operator, which means that it can be either interaction with quantum co-processor or classical simulation. For the classical simulation, the operational meaning of the quantum circuit is formally defined by denotational semantics. Accordingly, the operational semantics of the host language is extended with the probabilistic reduction step of the run operator.

In an implementation QWIRE over the proof assistant Coq, the host language is equipped with all features provided by the internal logic of COQ (Calculus of Inductive Construction). In particular, the reduction of the term is given by the simplification provided by Coq. Moreover, each term has a type given by the internal logic, which is an extension of a dependent type system. An example of what we can do with the dependent type system of Coq is to define a dependent circuit or parameterized circuit. It is essential to obtain a scalable quantum programming language since quantum algorithms are defined over an arbitrary size of the input (number of qubits). Furthermore, the functional meaning of the program in the host language of QWIRE...
can be specified by using the dependent type system (or internal logic) of Coq. In this way, any quantum algorithm written in QWIRE can be specified by a type judgement and verified by a type derivation.

Quipper [28, 27, 68] is another quantum circuit description language that is scalable and expressive and which is used to implement various realistic quantum algorithms ranging from Binary Welded Tree (BWT) to Quantum Linear Systems (QLS). As introduced before, Quipper is an embedded language whose implementation is embedded in Haskell. Quipper consists of a language for circuit description, a procedural description of an extension of the quantum circuit with ancillas. It asserts circuit operators, run and box operators, and quantum data types. The type of circuits (or boxed subcircuits) is implemented as a monad in Haskell, which comes with unit and multiplication functions. Then, we can define the box operator as a function from the function type to the circuit type or the computation type because the computation of the program outputs a circuit.

An important programming paradigm of Quipper is to have two phases of computation: circuit generation and circuit execution. In the circuit generation phase, the program is transformed into a quantum circuit while consuming parameters which include input-size, error-thresholds, etc. Circuit execution may occur in an actual quantum processor or a classical computer by simulating the circuit generated from the circuit generation phase. In the circuit execution phase, the simulation transforms the input state into the output state.

Consequently, in Quipper, there are two different notions of resource–parameter and state. Although there is no difference between the parameter and the state appearing in the program, their types may differ. As an example, the Boolean parameter has type Bool while the Boolean state has type Bit and the qubit state has type Qubit. In this context, dynamic lifting is a function from Bit to Bool. Based on the two-phase paradigm of Quipper, dynamic lifting is an expensive operation since the circuit generation phase is suspended until the sub-circuit is executed.

Moreover, parameter and state have different properties; the parameter is classical data, while the state can be quantum (or wire in the circuit diagram). In other words, the parameter is a non-linear resource while the state is a linear resource. Unfortunately, Haskell does not provide linear types in nature, implying that the Haskell type checker cannot distinguish physically non-realizable programs. This limit has led to the study of ProtoQuipper, a formal language designed for quantum circuit description.

ProtoQuipper [56] is a formalization of a part of Quipper based on an extension of primitive quantum lambda-calculus without general coproduct types and recursion by adding circuit type (Circ(T, U)) and circuit operators (rev, unbox, and boxT) as shown in Definition 2.9.8. As quantum lambda-
calculi, it capitalizes on linear logic to forbid the duplication of quantum data,
and both quantum bits and quantum circuits are considered first-order objects.

The first ProtoQuipper from Neil Ross’s thesis comes with a sound operational
semantics over the closure, which is the pairs \((C, a)\) where \(C\) refers to a
circuit and \(a\) refers to a term. The definition of closure is different from that
of quantum lambda-calculus since the operational semantics of ProtoQuipper
focuses on the circuit generation phase of the computation of the Quipper
program.

**Definition 2.9.8** (Definition 8.2.1. and 8.2.2. from [56]). Types and terms of
ProtoQuipper are defined as follows:

\[
\begin{align*}
\text{(types)} & \quad A, B ::= \text{qubit} \mid 1 \mid \text{bool} \mid A \otimes B \mid A \rightarrow B \mid !A \mid \text{Circ}(T, U) \\
\text{(terms)} & \quad a, b, c ::= x \mid q \mid (t, C, a) \mid \text{True} \mid \text{False} \mid \langle a, b \rangle \mid * \mid ab \mid \lambda x.a \\
& \quad \mid \text{rev} \mid \text{unbox} \mid \text{box}^T \mid \text{if } a \text{ then } b \text{ else } c \mid \text{let } * = a \text{ in } b \\
& \quad \mid \text{let } (x, y) = a \text{ in } b
\end{align*}
\]

where \((t, C, a)\) refers to the circuit constant; and \text{rev}, \text{unbox}, and \text{box}^T
refer to circuit operators.

Later, several extensions of ProtoQuipper have been proposed, which for-
malize different features of programming languages like recursion and depen-
dent type systems. Concerning this thesis, we study the dynamic lifting in
quantum circuit description language and formalize it in a language extended
from ProtoQuipper. Moreover, the categorical semantics of different versions
of Quipper have been studied. We also study the categorical semantics of the
language, which we define to formalize dynamic lifting.

2.10. Categorical models of quantum computation

2.10.1. Completely positive maps

Completely positive maps, which we have introduced in Section 2.8 have
been utilized as the semantics of quantum circuit description languages as
well. To summarize the semantics briefly, a square matrix \(A \in \mathbb{C}^{n \times n}\) is called
hermitian if \(A = A^*\). A positive, or positive semidefinite, matrix is a hermitian
matrix such that \(u^*Au \geq 0\) for all \(u \in \mathbb{C}^n\). A density matrix is a positive matrix
formed in a particular way. It represents the state of a system following a
sequence of quantum operations (unitary maps and measurements).

More specifically, we have introduced the quantum state in Section 2.1.1
as a normalized vector \(q\) called pure state in the vector space of the quantum
state. Then, the density matrix of the quantum state \(q\) is defined as \(qq^*\).
In addition, measurement creates a probability distribution of states which is
called mixed state. A mixed state is given as a family of pairs of a pure state
$q_i$ and its probability $p_i$ where $1 \leq i \leq k$, and then the density matrix for the given mixed state is defined as $p_1q_1^* + \ldots + p_kq_k^*$.

Operations over the density matrix are defined for both unitary maps and measurements. A unitary map $U$ maps a density matrix (pure and mixed states) $A$ to a density matrix $UAU^*$. For the measurement, the resulting density matrix is the sum of all resulting states $q_i$. In specific, for a given density matrix $\sum_{1 \leq i \leq k} p_i q_i$, let us assume that the measurement applied to the pure state $q_i$ results in the state $q_i^1$ with probability $p_i^1$ and in the state $q_i^2$ with probability $p_i^2$. Then, the resulting density matrix by the measurement is the sum of all resulting states of measurement at the pure state, which is $\sum_{1 \leq i \leq k} p_i (p_i^1 (q_i^1)^* + p_i^2 (q_i^2)^*)$.

These quantum operators are interpreted as superoperators (Definition 2.10.1), which are linear maps from a list of square matrices to a list of square matrices that preserve the positive elements even if the maps are extended with identity maps by tensor product (i.e., completely positivity) and satisfies the trace condition. Moreover, the superoperator preserves Löwner partial order (Definition 2.8.3) and the upper bounds of increasing sequences. This forms the category of quantum computation, and its CPO-enrichment can be used to model recursion [59].

**Definition 2.10.1 (Completely positive operator, superoperator (from [59])).**

Let $F : V_\sigma \to V_{\sigma'}$, where $\sigma = (n_1, \ldots, n_s)$ and $\sigma' = (m_1, \ldots, m_t)$ are lists of natural numbers (i.e., signatures), be a linear function from the vector space $V_\sigma = \mathbb{C}^{n_1 \times n_1} \times \ldots \times \mathbb{C}^{n_s \times n_s}$ to the vector space $V_{\sigma'} = \mathbb{C}^{m_1 \times m_1} \times \ldots \times \mathbb{C}^{m_t \times m_t}$. Note that elements of $V_\sigma$ are tuples of matrices $A = (A_1 \in \mathbb{C}^{n_1 \times n_1}, \ldots, A_s \in \mathbb{C}^{n_s \times n_s})$. Then, we say that $F$ is positive if $F(A)$ is positive for all positive $A \in V_\sigma$ meaning that each element $A_i$ of $A$ is positive. We say that $F$ is completely positive if $\text{id}_{\tau} \otimes F : V_{\tau \otimes \sigma} \to V_{\tau \otimes \sigma'}$ is positive for all signatures $\tau = (o_1, \ldots, o_{\tau})$, where $\tau \otimes \sigma = (o_1n_1, \ldots, o_{\tau}n_{\tau}, \ldots, o_an_s, \ldots, o_{\tau}n_s)$ and $\text{id}_{\tau} \otimes F$ is defined on basis elements by $(\text{id} \otimes F)(A \otimes B) = \text{id}(A) \otimes F(B)$. Finally, $F$ is called a superoperator if it is completely positive and satisfies the following trace condition: $\text{tr}(F(A)) \leq \text{tr}(A)$, for all positive $A \in V_\sigma$, where $\text{tr}(A) = \sum_i \text{tr}(A_i)$.

The fact that a quantum state can be represented as a positive matrix called a density matrix explains why we are interested in positive matrices and the positive linear maps, which preserve positive matrices. Completely positive maps form the canonical semantics of quantum computation [45]. Selinger has shown in 2004 [57] that one can formalize it as a semantics for first-order languages, and later exploration showed that completely positive maps could be used to build semantics of quantum lambda-calculus [58, 64].

One of the limitations of completely positive maps and positive matrices is the finite-dimensionality of the model: this makes it impossible to represent duplicable data or inductive datatypes. Several extensions have been devised,
either based on suitable algebraic extensions such as C* or von Neumann algebras [79, 78], or using categorical constructs [46, 40, 41].

2.10.2. Semantics of quantum channels

The meaning of quantum channels may vary across different research domains like quantum information theory and quantum operator theory. This thesis follows the definition of quantum operator theory and defines the quantum channel as an algebraic structure. An operator algebra consists of a signature for the algebra and an equation theory over the operators. A quantum channel is then defined by an equivalence class of operators.

In order to define a practical operator algebra of quantum channels, one needs to know what it represents, namely, in quantum computation. Based on the formalism of Dirac and Von Neumann, quantum mechanics can be explained in $C^\ast$-algebras. In this formalism, observables of a quantum system form self-adjoint operators on a Hilbert space, i.e., a Banach space equipped with an inner product that is consistent with the norm. The observables of $n$-dimensional Hilbert space for any natural number $n$ form a $C^\ast$-algebra. One can then define a state as a function from the self-adjoint elements of the $C^\ast$-algebra to reals in $[0, 1]$.

In this context, quantum computation corresponds to the maps between $C^\ast$-algebras that preserve positive elements (positive), hence, the self-adjoint elements since self-adjoint elements are positive. Moreover, the map needs to preserve the unit element (unital) and needs to be able to be extended with other disconnected parts of the system (completely positive). This forms a category of $C^\ast$-algebras with unital completely positive maps, $\text{Cstar}_{\text{CPU}}$, whose objects are the $C^\ast$-algebras over different Hilbert spaces, and morphisms are the unital completely positive maps between these algebras.

For quantum computation with measurement, one needs to be able to represent observables that depend on the measurement results. In category theory, coproduct, or direct sum, represents this non-determined set of observables. Coproduct in $C^\ast$-algebras is defined as a juxtaposition of the observables corresponding to different measurement results. Now, quantum computation with measurement, assuming that there has been no measurement made before, becomes completely positive and unital maps from a $C^\ast$-algebra to a coproduct of $C^\ast$-algebras. In general, quantum computation beginning with measurements made before can be represented as the juxtaposition of such maps for each $C^\ast$-algebra from the initial stage.

A quantum channel in an operator algebra is usually represented by an operator parameterized by the input variables. Intuitively, these operators represent the observables in the $C^\ast$-algebra of the corresponding quantum system. As an example of an operator algebra, in [70], Sam Staton defines the algebraic structure of quantum computation as in Definition 2.10.2.
Definition 2.10.2 (Algebraic structure of quantum computation (Definition 3 from [70])). There are three accessor functions new for the initialization of qubit, meas for the measurement, and apply$_U$ for the application of unitary map $U$ defined as follows:

$$
\text{new} : (0 \mid 1), \ \text{meas} : (1 \mid 0, 0) \ \text{and} \ \text{apply}_U : (n \mid n)
$$

where $\circ : (\tau \mid \sigma)$ means that the operator $\circ$ takes input $\tau = n_1, \ldots, n_s$ and output $\sigma = m_1, \ldots, m_s$ that represents the list of quantum states of $n_i$-qubits and $m_j$-qubits, respectively, and $U$ is a unitary operator over $2^n$ dimension state space.

Each quantum operator is defined by composition of the accessor functions in the following manner:

$$
t := \begin{cases} 
\text{new}(a.t), \\
\text{meas}(a, t, u), \\
\text{apply}_U(a_1 \ldots a_n, b_1 \ldots b_n.t)
\end{cases}
$$

where new$(a)$ refers to the creation of a new qubit $a$ which passes the qubit to the operator $t$; meas$(a, t, u)$ refers to the measurement of the qubit $a$ which continues to either $t$ or $u$ depending on the measurement outcome; and apply$_U(a_1 \ldots a_n, b_1 \ldots b_n.t)$ refers to the application of unitary map $U$ to the qubits $a_1 \ldots a_n$ and passes these qubits to the operator $t$ after binding the qubits to the names $b_1 \ldots b_n$.

There are three types of operator, each of which is parameterized by specific numbers of qubits: firstly, new is an operator that creates a qubit and passes it through the rest of the operator while not taking any input; secondly, meas takes the name of one qubit as input, which is measured and disappears, and passes through different parts of the rest of the operator depending on the measurement result; and, lastly, apply$_U$ applies a unitary operator $U$ to the $n$ qubits designated by names in the input and passes the new names of these qubits through the rest of the operator.

Furthermore, Sam Staton defines unitary operator as shown in Definition 2.10.3.

Definition 2.10.3 (Construction of the unitary operator from [70]).

$$
U ::= \ldots \mid U_1 \otimes U_2 : (n_1 + n_2 \mid n_1 + n_2) \mid D(U_1, \ldots, U_k) : (n \mid n)
$$

where $\ldots$ means a choice of an unitary operator set; $n_i$ refers to the size of $U_i$; $U_1 \otimes U_2$ means the tensor product of the two unitary operators $U_1$ and $U_2$; and $D(U_1, \ldots, U_k)$ refers to the block diagonal matrix created by the unitary operators $U_i$ of size $n_i$ such that $n$ is the size of the new operator such that $2^n = \sum_{i \leq k} 2^{n_i}$. Note that the last constructor of diagonal matrix is defined only for unitary operators such that there exists $n$ that satisfies the given condition on the size.
To summarize, the unitary operator set is the closure of the chosen unitary operator set over the tensor product; the group product of the unitary operators of the same dimension; and the block diagonal composition needs to be complete concerning finite-dimensional unitary operators. For instance, the following unitary operators form a complete set of unitary operators over the compositions explained above.

\[
\left\{ \text{id}_0 = (1), \ X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \ Z^\theta = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\theta} \end{pmatrix}, \ H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \right\}
\]

where \( \text{id}_0 : (0 \mid 0) \) and \( X, Z^\theta, H : (1 \mid 1) \)

The algebraic operator theory comes with axioms that equate the operators based on syntactic pattern matching. In the paper [70], Sam Staton proposes an algebraic theory which consists of the axioms in Definition 2.10.4.

**Definition 2.10.4 (Algebraic theory of quantum computation (Sam Staton)).** An algebraic theory of quantum computation is defined by the following equations over the operators from Definition 2.10.2.

1. \( \text{apply}_X(a, \text{measure}(a, x, y)) = \text{measure}(a, y, x) \)
   where \( X \) is from the unitary operator set

2. \[
\text{measure}(a, \text{apply}_U(\vec{b}, \vec{b}.x(\vec{b})), \text{apply}_V(\vec{b}, \vec{b}.y(\vec{b}))) = \text{apply}_{D(U,V)}(a :: \vec{b}, (a :: \vec{b}).\text{measure}(a, x(\vec{b}), y(\vec{b})))
\]

3. \( \text{apply}_U(\vec{a}, \vec{a}.\text{discard}_n(\vec{a}, x)) = \text{discard}_n(\vec{a}, x) \)
   where \( \text{discard}_n(\vec{a}, x) \) refers to the operator which discards the qubits \( \vec{a} \) and continues the operator \( x \) which is defined inductively as follows:

   \[
\text{discard}_0(\varnothing, t) = t
\]

   \[
\text{discard}_{n+1}(\vec{a}, t) = \text{measure}(a, \text{discard}_n(\vec{b}, t), \text{discard}_n(\vec{b}, t))
\]

4. \( \text{new}(a.\text{measure}(a, x, y)) = x \)

5. \[
\text{new}(a.\text{apply}_{D(U,V)}((a :: \vec{b}), (a :: \vec{b}).x(a :: \vec{b})))
\]

   \[
   = \text{apply}_U(\vec{b}, \vec{b}.\text{new}(a.x(a :: \vec{b})))
   \]

6. \( \text{apply}_{\text{swap}}((a :: b), (a :: b).x(a :: b)) = x(b :: a) \)
   where

   \[
   \text{swap} = D(\text{id}_0, X, \text{id}_0) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
   \]

7. \( \text{apply}_{I}(\vec{a}, \vec{a}.x(\vec{a})) = x(\vec{a}) \)
8. \( \text{apply}_{UV} = \text{apply}_U(\overrightarrow{a}, \overrightarrow{d} \cdot \text{apply}_V(\overrightarrow{a}, \overrightarrow{d} \cdot x(\overrightarrow{a}))) \)

9. \( \text{apply}_{UV}((\overrightarrow{a} + + \overrightarrow{b}), (\overrightarrow{a} + + \overrightarrow{b}) \cdot x(\overrightarrow{a} + + \overrightarrow{b})) = \text{apply}_U(\overrightarrow{a}, \overrightarrow{d} \cdot \text{apply}_V(\overrightarrow{b}, \overrightarrow{b} \cdot x(\overrightarrow{a} + + \overrightarrow{b}))) \) where \( \overrightarrow{a} + + \overrightarrow{b} \) refers to the list of qubits obtained by concatenation of the lists of qubits \( \overrightarrow{a} \) and \( \overrightarrow{b} \).

Indeed, the operators of the theory need more information about the variables. Each term of the theory is constructed by the operator (Definition 2.10.2) with a sequence of quantum variables \( \Delta \) of type qubit and a sequence of second-order variables \( \Gamma \) of functions from qubits to qubits. Following the notation of Sam Staton [70], each term is represented by \( \Gamma \mid \Delta \vdash t \) where \( t \) is an operator from Definition 2.10.2. For the first-order theory, \( \Gamma \) will be empty. Since \( \Delta \) is represented as a sequence, each permutation on the sequence of variables \( \Delta \) creates a different term, although their intended meaning should be the same. In models of algebraic theories (like the category of sets and functions Set and the category of \( C^* \)-algebras), the effect of permutation is normally represented by the cartesian product structure of the category of bijection and the category of operators.

In his paper [70], Sam Staton shows that the algebraic theory of quantum computation proposed in the paper is fully complete for the model of quantum computation (the category \( \text{Cstar}_{CPU} \) introduced earlier). In particular, each operator can be interpreted as a linear map (i.e., matrix) between \( C^* \)-algebras based on the interpretation rules in Definition 2.10.5. Each operator term \( \emptyset \mid \Delta \vdash t \) is interpreted by a matrix of size \( 2^{|\Delta|} \times 2^{|\Delta|} \). Note that each interpretation is paired with an action of permutation over the variables \( \Delta \). The action of permutation is interpreted by the multiple applications of the swap operator (where each swap operator changes the order of two adjacent variables), following the interpretation of the unitary operator in Definition 2.10.5.

**Definition 2.10.5** (Interpretation of operators). The following rules interpret each operator.

\[
\begin{align*}
\text{new}(a, x(a)) &= a_{1,1} \\
\text{meas}(a, x, y) &= \begin{pmatrix} x[a] & 0 \\ 0 & y[a] \end{pmatrix} \\
\text{apply}_U(\overrightarrow{a}, \overrightarrow{b} \cdot x(\overrightarrow{b})) &= (U)^* \begin{pmatrix} x(\overrightarrow{b}) \end{pmatrix} (U)
\end{align*}
\]

Next, the unitary operator is interpreted based on the following rules together with the conventional matrix definition of the constant unitary opera-
tors like id₀, X, Zθ, and H.

\[
\langle U_1 \otimes U_2 \rangle = \begin{pmatrix}
\langle U_1 \rangle_{1,1} \langle U_2 \rangle & \ldots & \langle U_1 \rangle_{1,n} \langle U_2 \rangle \\
\vdots & \ddots & \vdots \\
\langle U_1 \rangle_{n,1} \langle U_2 \rangle & \ldots & \langle U_1 \rangle_{n,n} \langle U_2 \rangle
\end{pmatrix}
\]

\[
\langle D(U_1, \ldots, U_k) \rangle = \begin{pmatrix}
\langle U_1 \rangle & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \langle U_k \rangle
\end{pmatrix}
\]

where the \( \langle U_i \rangle \) is a matrix of size \( n \times n \) in the tensor product case.

Given this, the full completeness of the algebraic theory of quantum computation means that: first, any morphism in the model of quantum computation, which is a unital completely positive map, can be represented as an operator, where the interpretation of the operator is the original linear map in the category; and, secondly, the equality of two operators is derivable within the algebraic theory in Definition 2.10.4 whenever the two operators have the same interpretation as unital completely positive maps.

The operator algebra provides a good language of quantum channels which is fully complete. However, the language only allows variables up to first-order functions (i.e., operator) in the program. Hence, it does not support, for example, general recursion, which relies on the high-order abstraction. In order to obtain a high-order language of quantum channels, we instead begin from ProtoQuipper, which is based on quantum lambda-calculus, and adjust the categorical model of ProtoQuipper to get a model of quantum channels instead of quantum circuits.

2.10.3. Models of circuit-description languages

ProtoQuipper-M by Rios and Selinger [55]

In this paragraph, we summarize the categorical model of the quantum circuit description language ProtoQuipper-M by Francisco Rios and Peter Selinger [55]. A circuit description language allows programmers to construct circuits using circuit-level operators. At the same time any circuit can be simulated according to the intended meaning of each operator that constructs the circuit. Consequently, a program needs to deal with two stages of computation. A program generates a circuit from the first level of computation, and the circuit generates a state in the second computation. In a circuit description language, the computation is one-directional, meaning that the computation of the circuit does not affect the circuit generation.

An essential feature of a scalable circuit description language is the capability to represent not only a single circuit but also a family of circuits, or a parameterized circuit. This feature enables programmers to express more
complex structures in the language while introducing complexity to a program’s semantics. For instance, a family of circuits can be parameterized by another family of circuits. The semantics of the language should be able to interpret compositions or executions of such families of circuits.

In [55], the authors show that the functor category $\mathcal{C}^{2^\text{op}}$ (whose objects are functors and morphisms are natural transformations) from $2^\text{op}$ (which is the category with two objects 0 and 1, and a single non-identity morphism $1 \to 0$) to some category $\mathcal{C}$ can interpret parameters and states, as well as parameterized circuits in the object. Here, parameters are the values known at circuit generation time, and states are the values known at circuit execution time. Therefore, states cannot influence parameters, but parameters can influence states. This structure encoded in the functor category $\mathcal{C}^{2^\text{op}}$ comes from the unique non-identity morphism of the category $2^\text{op}$.

Specifically, a cartesian model [55] of parameters and states $\text{Set}^{2^\text{op}}$ is the functor category from the category $2^\text{op}$ to the category of sets and functions $\text{Set}$ defined with the following data:

- objects: functors from the category $2^\text{op}$ to the category $\text{Set}$ represented as $(A_0, A_1, a)$ where $A_0$ and $A_1$ are the sets corresponding to the two objects of $2^\text{op}$ and $a$ is the corresponding morphism from $A_1$ to $A_0$,

- morphisms: natural transformations $f : A \to B$ between the functors $A = (A_0, A_1, a)$ and $B = (B_0, B_1, b)$ from $2^\text{op}$ to $\text{Set}$ such that $b \circ f_0 = f_1 \circ a$, i.e. $b(f_0(x)) = f_1(a(x))$ for all $x \in A_1$.

An object of the category is equivalently represented as $(A_0, (A_x)_{x \in A_0})$ where each $A_x$ is the subset of $A_1$ such that $a(x') = x$ for all $x' \in A_x$ [55]. Then, the pair $(x, s)$ is called a generalized element of the object $A = (A_0, (A_x)_{x \in A_0})$ if $x$ is in $A_0$ and $s$ is in $A_x$. Now, we can consider $x$, and $s$, of a generalized element of the object as the parameter, and the state, respectively.

Then, we can define particular types of objects in the category $\text{Set}^{2^\text{op}}$ called parameter objects and state (or simple) objects. A parameter object is defined by the form $(A, A, \text{id})$, an example of which is $\text{bool} = \{(0, 1), (0, 1), \text{id}\}$, or equivalently, represented as the set of generalized elements $\text{bool} = \{(0, 0), (1, 1)\}$. Next, a state object is of the form $(\{\ast\}, A, a)$. For example, $\text{bit} = \{(\ast), (0, 1), ((0 \mapsto \ast, 1 \mapsto \ast))\}$, or equivalently, $\text{bit} = \{(\ast, 0), (\ast, 1)\}$.

The category $\text{Set}^{2^\text{op}}$ is cartesian closed, which means that there is an isomorphism between the hom set $\text{Hom}(X, Z^Y)$ and the hom set $\text{Hom}(X \times Y, Z)$ for any objects $X$, $Y$, and $Z$. Therefore, we can interpret the simply-typed lambda calculus in it: where the exponential objects interpret functions, e.g. $\parallel \text{init} : \text{bool} \to \text{bit} \parallel = \text{bit}^{\text{bool}}$.

The cartesian model of parameters and states $\text{Set}^{2^\text{op}}$ allows duplication of states since there exist morphisms $A \to A \times A$ for any object $A$. However,
states generated by quantum circuit description languages should not be duplicated to conform with the no-cloning theorem of quantum physics. Therefore, the authors define another categorical model of parameters and states denoted by $\overline{M}$ in the following way:

1. define a symmetric monoidal category $M$ to interpret the quantum states and quantum circuits.

2. define a symmetric closed, product-complete, monoidal category $\overline{M}$ where $M$ embeds into $\overline{M}$. The monoidal closed structure of $\overline{M}$ allows us to interpret high-order functions in $\overline{M}$.

3. define a category $\overline{M}$ for parameterized circuits with:
   - objects: pairs $A = (X, (A_x)_{x \in X})$, where $X$ is a set and $(A_x)_{x \in X}$ is an $X$-indexed family of objects of $\overline{M}$ and the element $A_x$ is called the fiber of $A$ over $x$.
   - morphisms: $f : (X, (A_x)_{x \in X}) \to (Y, (B_y)_{y \in Y})$ is a pair $(f_0, (f_x)_{x \in X})$, where $f_0 : X \to Y$ is a function and each $f_x : A_x \to B_{f_0(x)}$ is a morphism of $\overline{M}$.

The category $\overline{M}$ contains (by an inclusion) the symmetric monoidal category $M$, which models general circuits, an example of which is quantum circuits. This category has nice properties to interpret classical computation; for instance, it has an initial object and coproduct and is symmetric monoidal closed. Moreover, it has an inclusion functor $\overline{M} \to \text{Set}$ and its adjoint $\flat : \text{Set} \to \overline{M}$, which forms a categorical model of linear logic with exponential $! = p \circ \flat$ and which gives an interpretation of box and unbox operators. Specifically, the circuit type $\text{Circ}(T, U)$ for quantum type $T$ and $U$ is interpreted as $p(M(\overline{\text{Type}}, \overline{\text{Type}}))$ and box : $!(T \rightarrow U) \rightarrow \text{Circ}(T, U)$ and unbox : $\text{Circ}(T, U) \rightarrow !(T \rightarrow U)$ operators are defined using the following isomorphism which yields morphisms box : $!(\overline{\text{Type}} \rightarrow \overline{\text{Type}}) \rightarrow p(M(\overline{\text{Type}}, \overline{\text{Type}}))$ and unbox : $p(M(\overline{\text{Type}}, \overline{\text{Type}})) \rightarrow !(T \rightarrow U)$.

$$\flat(\overline{\text{Type}} \rightarrow \overline{\text{Type}}) \cong \overline{M}(I, \overline{\text{Type}} \rightarrow \overline{\text{Type}}) \cong \overline{M}(\overline{\text{Type}}, \overline{\text{Type}}) \cong M(\overline{\text{Type}}, \overline{\text{Type}})$$

In summary, the categorical semantics formalizes a fragment of Quipper regarding the circuit construction and provides a formalized language called Proto-Quipper-M.

Finally, the question we ask in this thesis is if we can build a similar categorical semantics for the circuits extended with measurement and dynamic lifting, called quantum channels. This implies that the measurement of a quantum state produces parameters that can be used to construct other quantum channels. It must break the assumption of the one-directional computation.
from the circuit generation to the circuit execution. However, the idea that we follow in this thesis is to think of a quantum channel as a tree of quantum circuits, where the tree structure is a classical parameter, which can be represented as the set of paths closed under a prefix. From this idea, we interpret a quantum channel as a parameterized circuit and try to find if it gives a categorical semantics.

Lindenhovius, Mislove, and Zamdzhiiev’s mixed linear-non-linear model [38, 39] Although the categorical model $\mathcal{M}$ of Francisco Rios and Peter Selinger from the previous paragraph models several inductive types like natural numbers or lists, we cannot interpret any inductive types without the further assumption that the category has any colimit. In other words, not all functors of the categorical model have an initial algebra. In this section, we introduce the categorical semantics of mixed linear/non-linear type systems with inductive types and recursion of Bert Lindenhovius, Michael Mislove, and Vladimir Zamdzhiiev from [39, 39].

Linear and non-linear fixpoint calculus (LNL-FPC) is a language that is similar to the quantum lambda-calculus without recursion. Mixed LNL-FPC is the same language where we do not have separate context for linear variables and non-linear variables but one type of context that mixes linear and non-linear variables. This language is extended with different types for variable types $X$, the fixpoint $\mu X.A$, and additional terms for folding and unfolding the type $\mu X.A$.

First of all, these new types are used to define inductive types like the natural numbers $\text{Nat} = \mu X.(I + X)$, where $I = !(0 \to 0)$ and $0 = \mu Y.Y$; and lists $\text{List}(A) = \mu X.(I + A \otimes X)$ for any type $A$. For example, a natural number is an infinite sum $\mu X.(I + X) = I + (I + (I + \ldots))$ and, in order to obtain the equation, the fixpoint type is unfolded by the following equation of substitution:

$$\mu X.(I + X) = I + \mu X.(I + X).$$

More generally, the unfolding of type $\mu X.A$ is given by $A[\mu X.A/X]$ and we call the type $\mu X.A$ the folding of type $A[\mu X.A/X]$. Formally, the fold and unfold constructors correspond to typing derivations which are shown in Eq. 2.10.

$$\Theta; \Gamma \vdash m : A[\mu X.A/X] \quad \Theta, X \vdash A \quad \Theta; \Gamma \vdash m : \mu X.A$$

$$\Theta; \Gamma \vdash \text{fold}_{\mu X.A}(m) : \mu X.A$$

$$\Theta; \Gamma \vdash \text{unfold}(m) : A[\mu X.A/X]$$

(2.10)

where $\Theta$ and $\Gamma$ refer to typing context and term context respectively; and $\Theta; X \vdash A$ is a type context relation. The type context describes the valid constructions of type $\mu X.A$.

An essential consequence of inductive types is term-level recursion. For the case of a classical type system, recursion can be defined in FPC as $\text{rec } x^A.m =$
\[ \alpha^x_m(\text{fold}(\alpha^x_m)) \] where \( \alpha^x_m = (\lambda y \mu X.(X \to A).((\lambda x A.m)((\text{unfold}(y))y))) \). The type relation \( \Theta; \Gamma \vdash \text{rec } x A.m : A \) is derived from \( \Theta; \Gamma, x : A \vdash m : A \) as follows:

\[
\begin{align*}
\Theta; \Gamma \vdash \alpha^x_m : (\mu X.(X \to A)) \to A \\
\Theta; \Gamma \vdash \text{fold}(\alpha^x_m) : \mu X.(X \to A)
\end{align*}
\]

\[ \Theta; \Gamma \vdash \alpha^x_m(\text{fold}(\alpha^x_m)) : A \]

where \( \Theta; \Gamma \vdash \alpha^x_m : (\mu X.(X \to A)) \to A \) is derived as follows:

\[
\begin{align*}
\Theta, \Gamma, y : (\mu X.(X \to A)) \vdash y : \mu X.(X \to A) \\
\Theta, \Gamma, y : (\mu X.(X \to A)) \vdash \text{unfold}(y) : (\mu X.(X \to A)) \to A \\
\Theta, \Gamma, y : (\mu X.(X \to A)) \vdash (\text{unfold}(y))y : A
\end{align*}
\]

and

\[
\begin{align*}
\Theta, \Gamma, x : A \vdash m : A \\
\Theta, \Gamma, y : (\mu X.(X \to A)), x : A \vdash m : A \\
\Theta, \Gamma, y : (\mu X.(X \to A)) \vdash \lambda x A.m : A \\
\Theta, \Gamma, y : (\mu X.(X \to A)) \vdash (\lambda x A.m)((\text{unfold}(y))y) : A \\
\Theta, \Gamma, \lambda y \mu X.(X \to A).((\lambda x A.m)((\text{unfold}(y))y)) : (\mu X.(X \to A)) \to A
\end{align*}
\]

Moreover, the reduction of the term \( \text{rec } x A.m \) to the term \( m[(\text{rec } x A.m)/x] \) is derived from the operational semantics as follows: given that \( \text{unfold}(\text{fold}(t)) \to^* t \),

\[
\begin{align*}
\alpha^x_m(\text{fold}(\alpha^x_m)) \to^* m[(\text{unfold}(\text{fold}(\alpha^x_m)))(\text{fold}(\alpha^x_m))/x] \\
\alpha^x_m(\text{fold}(\alpha^x_m)) \to^* m[(\alpha^x_m)(\text{fold}(\alpha^x_m))/x] \\
\alpha^x_m(\text{fold}(\alpha^x_m)) \to^* m[(\text{rec } x A.m)/x] \\
\text{rec } x A.m \to^* m[(\text{rec } x A.m)/x]
\end{align*}
\]

where \( \alpha^x_m(t) \to^* m[(\text{unfold}(t)t)/x] \) is obtained as follows:

\[
(\lambda y \mu X.(X \to A).((\lambda x A.m)((\text{unfold}(y))y))(t) \to (\lambda x A.m)((\text{unfold}(t))t) \]

\[ \alpha^x_m(t) \to (\lambda x A.m)((\text{unfold}(t))t) \]

and

\[ (\lambda x A.m)((\text{unfold}(t))t) \to m[(\text{unfold}(t)t)/x] \]

Similarly, in the context of mixed linear and non-linear fixpoint calculus, recursion is defined as Definition 2.10.6 in [39]. As a result, the categorical semantics of recursion follows from the categorical model of the LNL-FPC and the inductive types.

**Definition 2.10.6** (Definition of recursion (Theorem 2.3.1. and Theorem 3.0.1. from [39])). Recursion term \( \text{rec } z A.m \) is defined as \( \text{lif force } \alpha^z_m \) where

\[
\alpha^z_m = \text{lif force } \lambda x A.(\text{lift fold } \lambda x A.(\mu X.(X \to A).((\lambda x A.m)))(\text{lift (unfold force } x)x))
\]
where lift $x$ and force $x$ are terms for the introduction and the elimination typing derivation for exponential $!$. The typing rule

$$
\Theta; \Phi, z : !A \vdash m : A
$$

is derivable in LNL-FPC where $\Phi$ is non-linear and $X \not\in \Theta$ and $x \not\in \Phi$. Moreover, the evaluation rule

$$
\frac{m[\text{lift } \text{rec } z^{!A}.m/z] \rightarrow^* v}{\text{rec } z^{!A}.m \rightarrow^* v}
$$

is derivable with LNL-FPC.

For the categorical semantics of fixpoint calculus, the inductive type is denoted by using the colimit of $\omega$-diagram to a category $C$. Intuitively, $\omega$-diagram represents the fixpoint of the infinite sequence of the substitution in the inductive type while the colimit internalizes the infinite sequence represented by a $\omega$-diagram as an object of $C$. As an example, the natural number $\text{Nat} = \mu X.(I + X)$ creates the following sequence:

$$
\text{Nat} \to (I + \text{Nat}) \to (I + (I + \text{Nat})) \to \ldots
$$

In other words, the denotation of Nat can equally be the denotation of any term in the sequence, which can be considered infinite coproduct or, more specifically, colimit of $\omega$-diagram when we want to include the equality of types in the sequence.

Then, the categorical semantics of LNL-FPC, called CPO-LNL model (Definition 2.10.7 from [39]), are obtained from Benton’s linear category with the category CPO (a category of complete partial orders (CPO) and Scott-continuous functions) and a CPO-category $L$ (an enriched category whose homsets have the CPO structure and the composition of morphisms is a Scott continuous function that preserves all suprema of increasing chains of morphisms).

**Definition 2.10.7 (A CPO-LNL model (Definition 5.3.1. from [39]).** A CPO-LNL model is given by the following data:

- A CPO-symmetric monoidal closed category $(L, \otimes, \multimap, I)$ such that:
  - $L$ has an $e$-initial object $0$ and all $\omega$-colimits over embeddings;
  - $L$ has finite CPO-coproducts, where $(+ -) : L \times L \to L$ is the coproduct functor.

- A CPO-symmetric monoidal adjunction:

$$
\text{CPO} \underbrace{\overset{F}{\longrightarrow}}_{G} L
$$
The dependent type system is another feature of programming language studied in the paper on linear dependent type theory by Peng Fu, Kohei Kishida, and Peter Selinger. The paper introduces dependent type theory in the linear and non-linear settings of the ProtoQuipper’s type system. The difficulty in defining dependent type on linear types is that the linear type can appear more than once in the typing judgment. They solve this problem by interpreting dependent types as types that depend on the shape of types which is a classical abstraction of the type. Categorical semantics of linear dependent type system is obtained as a generalization of the categorical semantics of ProtoQuipper-M and is based on the state-parameter fibration.

Dependent type theory is an expressive type theory whose types correspond to formulae of first-order logic. Many properties can be represented as a first-order theory, like the reflexivity, symmetry, and transitivity of an equivalence relation can be represented as a first-order formula. The expressivity of first-order logic comes from the universal and existential quantifier, whose intended meanings are for all and there exists, respectively. The first-order universal and existential quantifiers translate into dependent product type \((\prod_{x:X} A[x])\) and dependent sum type \((\sum_{x:X} A[x])\) in the dependent type theory. Intended meanings of these dependent types are a function that transforms a proof \(x\) of type \(X\) into a proof of type \(A[x]\) and the product which is equipped with two projections that give a proof of type \(X\) and a proof of type \(A[x]\). In addition, it might be worth mentioning that the dependent product type \(\prod_{x:X} A[x]\) may look similar to the fixpoint type \(\mu X.A\) but its meaning is more similar to the meaning of a function than a fixpoint over the substitution of \(X\) by \(\mu X.A\) in \(A\).

Categorical model of dependent type theory is defined by locally cartesian closed category (LCCC), i.e. a category \(\mathcal{C}\) whose slice categories \(\mathcal{C}/X\) for object \(X \in \text{Obj}(\mathcal{C})\) are all cartesian closed. In an LCCC \(\mathcal{C}\), each type \(A\) in the type theory is interpreted as an object in a slice category \(\mathcal{C}/X\) where \(X\) represents the types of the dependent variables in \(A\).

Dependent products and sum types are interpreted in LCCC with the help of a left and a right adjoints of a functor \(f^* : \mathcal{C}/Y \to \mathcal{C}/X\) called change of base defined for each morphism \(f : X \to Y\). The right adjoint is called dependent product functor \(\prod_f : \mathcal{C}/X \to \mathcal{C}/Y\) and the left adjoint is called dependent sum functor \(\sum_f : \mathcal{C}/X \to \mathcal{C}/Y\). Assuming that the slice categories are small, the adjunction implies the following isomorphisms between the hom sets.

\[
(\mathcal{C}/X)(f^*(a), b) \cong (\mathcal{C}/Y)(a, \prod_f(b)), \quad (\mathcal{C}/X)(b, f^*(a)) \cong (\mathcal{C}/Y)(\sum_f(b), a)
\]

for any \(a : A \to Y\) and \(b : B \to X\) which are objects of the slice categories.

To illustrate what it means, let us compare these isomorphisms with the
logical rules of quantifiers in first-order logic. Given the interpretation rules:

which interpret the dependent product type $\prod_{x:X} B[x]$ as the object $\prod_f b$ in $C/Y$ and the dependent sum type $\sum_{x:X} B[x]$ as the object $\sum_f b$ in $C/Y$ where the types $X$ and $B[x]$ are interpreted as $f : X \to Y$ and $b : B \to X$, respectively, the following intuitive equivalence relations between statements (where each proof of the statement on one side can be transformed into a proof of the statement on the other side) can be obtained from the isomorphism between the homeset in Eq. (2.11):

$$A[f(x)] \vdash B[x] \iff A[y] \vdash \prod_{x:X[y]} B[x], \quad B[x] \vdash A[f(x)] \iff \sum_{x:X[y]} B[x] \vdash A[y]$$

where the entailment $\vdash$ represents the morphism in the slice category and $f(x)$ is a type corresponding to the morphism $f : X \to Y$. In the case when $f(x) = y$, this relation could be related to the logical rules for $\forall$ and $\exists$ quantifiers, which are represented as follows:

$$A[y] \vdash_{x,y} B[x] \text{ iff } A[y] \vdash y \forall_{x:X[y]} B[x], \quad B[x] \vdash_{x,y} A[y] \text{ iff } \exists_{x:X[y]} B[x] \vdash y A[y]$$

Continuing the explanation of the interpretation, a type judgment of a term $\Gamma \vdash M : A$ is interpreted as a morphism in a slice category $C/X$ where $X$ refers to the interpretation of the type of dependent variables. Recall that a morphism $f' : f_A \to f_B$ in a slice category $C/X$ is a morphism $f : A \to B$ from the original category which satisfies the following commute diagram, which represents a program which is modeled by the category $C$ (assuming that $C$ is a model of computation).

$$\begin{array}{ccc}
A & \xrightarrow{f' = f} & B \\
\downarrow f_A & \quad & \downarrow f_B \\
X & \xrightarrow{k} & X
\end{array}$$

Now, in the model of quantum computation, a program is represented as a morphism between the objects in a monoidal category which correspond to the context and output type. Therefore, to introduce dependent types, one needs to construct a monoidal category whose slice categories have the structures mentioned above (i.e., the exponential and product types, which are adjoint and the left and the right adjunctions for each base change functor). However, the linear dependent type would require a new intuitive comprehension of the type system, which is not clear how we can do it. For example, as illustrated in [24], let $f$ be an element of the dependent type $\prod_{a:A} B[a]$ where $A$ is a linear type. Then, the application $f(a) : B[a]$ of $f$ to a variable $a : A$ contains two $a$ in the term and in the type.

Instead, the linear dependent type theory in [24] restricts the dependent types to the types dependent on classical data or set. As shown in the
ProtoQuipper-M, a program is represented as a family of morphisms in a monoidal closed category indexed by a set in the category of sets (in other words, function from a set to morphisms in the monoidal closed category). Furthermore, in its categorical semantics from Benton’s linear category, the cartesian closed category (duplilcable types) can be considered part of the monoidal closed category (linear types), which has a commutative comonoid structure. Therefore, to define a categorical semantics of dependent type theory with linear and non-linear types, one needs Benton’s linear category (let it be an adjunction \((\mathcal{C}, \mathcal{L}, F, G)\) between the cartesian closed category \(\mathcal{C}\) and the monoidal closed category \(\mathcal{L}\)) where the slice category in \(\mathcal{L}\) over the classical objects \(F(X)\) for \(X \in \text{Obj}(\mathcal{C})\) is monoidal closed and has the left and the right adjunction of the base change functors.
3 - Type system and operational semantics of Proto-Quipper-L

In programming language for quantum computation, one needs to ensure that quantum data is not duplicated or deleted according to the no-cloning theorem. This has led to introducing linear types for quantum data in several quantum programming languages like quantum \(\lambda\)-calculus. Moreover, for quantum circuit description languages like Quipper, QWire, and Qbricks—which were introduced to allow circuit-level operations like print, reverse, and gate-count—it is necessary to assign types to quantum circuits. These new ingredients necessitate new type constants and type derivation rules in the type system. Furthermore, the meaning of these new operators regarding circuits can be formalized within the operational semantics, which is composed of configurations and reduction rules over the configuration.

The standard way of introducing linear type, like qubit, is based on linear logic. In the multiplicative part of linear logic, each proposition, which corresponds to type, is treated linearly. Then, the type qubit is introduced as a constant to the logic, implying that the quantum data is not duplicated nor erased within a well-typed term. However, there is still the necessity of classical data types like bit in the programming languages, which allows us to represent classical computation. For example, as in the teleportation example from the previous chapter, the part \(B\) applies different unitary operators depending on the classical bit. For this reason, the type system for a quantum programming language is usually incorporated with the exponential modality \(!\) of linear logic, whose interpretation is a label for the duplicable types.

Moreover, in this context, we are allowed to introduce constant types for quantum circuits \(\text{Circ}(A, B)\) the same way we add constants for propositions in the propositional logic. As in various versions of Proto-Quipper, the type of quantum circuits is dependent on the input and output forms of the circuit. It means that we introduce a new type of quantum circuit for each input and output form. Various operators regarding quantum circuits can then be defined as typed terms. For example, \texttt{box} and \texttt{unbox} operators are two essential operators for the construction of circuits in Quipper: \texttt{box} encapsulates a function that transforms quantum resource and makes it into a circuit object while \texttt{unbox} transforms a circuit object into a function which transmits the circuit object to the co-processor and links it with the input wires. \texttt{box} and \texttt{unbox} operators are, thus, terms of linear function type from a linear function over quantum data \((A \to B)\) to a quantum circuit type \((\text{Circ}(A, B))\) and linear function type from a quantum circuit type \((\text{Circ}(A, B))\) to a linear function \((A \to B)\), respectively.
Although the language and type system provides some information on terms, they do not give the exact meaning. For instance, the transmission of the circuit object by \texttt{unbox} operator appears neither in the term nor in its type. One way of formalizing its meaning is by giving an operational semantics which explains how the term reduces and changes the state of an abstract machine. In quantum circuit description languages like Quipper, these states are defined by a pair of the circuit object transmitted to the co-processor and a term. Depending on the term, the abstract machine transforms the program states according to the reduction rules. From the logical perspective given by the Curry-Howard isomorphism, a term represents a type derivation. Hence, in this sense, reducing a term in the operational semantics indeed means the normalization of the type derivation.

Several versions of Proto-Quipper and QWire have formal semantics for quantum circuit description language based on type systems and operational semantics, in a sense described above. However, they do not consider the non-deterministic computation from the interaction between the classical host and the quantum co-processor. For example, the classical data generated by measurement in the co-processor can be delivered to the host in terms of dynamic lifting, and different circuit descriptions can be delivered to the co-processor by the host depending on the measurement result. In this chapter, we explain how we extend the language and type system of Proto-Quipper to formalize dynamic lifting, or measurement, by giving operational semantics. In terms of the description of a quantum process, measurement is just an algebraic notion, and we define the notion of the quantum channel, which is extended from the quantum circuit with measurement, as algebraic structure . In order to formulate dynamic lifting, or transmission of measurement to the co-processor by \texttt{unbox}, inside a term, one needs to be able to represent a branching term whose structure corresponds to the abstract structure of the quantum channel.

3.1 . Syntax of the language

As explained above, we need a language capable of representing a non-deterministic computation introduced by dynamic lifting. A branching term represents a non-deterministic computation tree, where each leaf is a non-deterministic computation represented by a branching term. In terms of logic, branching terms corresponds to a collection of proofs where each proof represents the derivation of the sequent for the type judgment. The shape of a branching term has a close relationship with the shape of a quantum channel: on the one hand, \texttt{unbox} operator applied on a quantum channel which includes measurement, will create a branching term depending on input wires; and, on the other hand, each quantum channel constant contains a branching term.
which has the same shape as the quantum channel object.

In particular, each quantum channel constant consists of input wires, a quantum channel object, and a term of the language whose shape matches the shape of the quantum channel object. A quantum channel object is an instance of an algebraic structure of a quantum channel. This algebraic structure provides a way to represent quantum channels in terms of parameterized operators. From the logical viewpoint, all quantum channel objects of the same input and output types are syntactically distinctive proofs, although they form equivalence classes over the equality based on the model of quantum computation like $C^*$-algebra or an algebraic theory on operators.

3.1.1. Algebraic structure of quantum channel

In this section, we define the algebraic structure of the quantum channel with several operations related to it and the quantum channel constant, which will serve as the term for the programming language in the following. Before doing so, let us introduce the notion of quantum data as pattern and pattern type. A quantum channel can be considered as a diagram consisting of boxes, which represent quantum gates (unitary gates, free and initialization, and measurement, and wires), which connect the boxes. The wire in a diagram represents a quantum state space (analogous to $C^*$-algebra), which is represented by an ensemble of qubits called the pattern of the qubit. The notion of the pattern (in Definition 3.1.1) describes the way how data of a particular type is composed and controlled. Note that the definition depends on the thing that the pattern is composed of.

**Definition 3.1.1** (Pattern of something).

\[
(Pattern) \quad p, p_a, p_b ::= \ast \mid w \mid \langle p_a, p_b \rangle
\]

where $w$ refers to the something that particular pattern depends on and $\langle p_a, p_b \rangle$ represents a pair consisting of patterns $p_a$ and $p_b$. For example, for the pattern of wire, $w$ in the definition should be a wire.

There is a type of qubit in a programming language, and quantum data is represented as a variable of type qubit. We assume that there is an infinite denumerable set of variables, or names for wire, as $W = w, w_1, w_2, \ldots$. Then, the pattern of the qubit is represented as a pattern of variables of type qubit within the language. To formulate it formally, we first define a particular instance of pattern for quantum types as in Definition 3.1.2. Then, from the relation of the pattern type and the pattern of variable in Definition 3.1.3, the pattern qubit $p$ can be characterized by $p \vdash P$ derivable by definition for some pattern type $P$.

**Definition 3.1.2** (Type of pattern).

\[
(PType) \quad P, P_a, P_b ::= I \mid \text{qubit} \mid P_a \otimes P_b
\]
Definition 3.1.3 (Pattern type relation of the pattern of variable $\vdash$).

$$
\begin{align*}
\# & \vdash I \\
 w & \vdash \text{qubit} \\
 p_a & \vdash P_a \\
 p_b & \vdash P_b \\
 \langle p_a, p_b \rangle & \vdash P_a \otimes P_b
\end{align*}
$$

Next, we define the algebraic structure of the quantum channel. Similar to the signature of quantum computation in the paper of Sam Staton [70], we define an algebraic structure of quantum channel as in Definition 3.1.4. Each quantum channel object has the form among $\epsilon(V)$, an empty quantum channel with qubits in $V$; $U(V)Q$, application of a unitary operator $U$ over the qubits $V$, passed through the rest of the quantum channel $Q$; $\text{init} b v Q$, allocation of a qubit of name $v$ initialized by the boolean value $b$, passed through the quantum channel $Q$; $\text{meas} v Q_1 Q_2$, measurement of the qubit $v$ passed through the quantum channel either $Q_1$ or $Q_2$ depending on the measurement result; and $\text{free} v Q$, deallocation of a qubit $v$, passed through the quantum channel $Q$. Note that the qubit $v$ is not discarded in the measurement case, and to discard a qubit, one needs to free the qubit explicitly.

Definition 3.1.4 (Algebraic structure of quantum computation).

(Quantum channel)

$$Q, Q_1, Q_2 ::= \epsilon(V) \mid U(V)Q \mid \text{init} b v Q \mid \text{meas} v Q_1 Q_2 \mid \text{free} v Q$$

where $v, b, V$ and $\vec{V}$ respectively refer to variables, booleans, finite sets of variables, and a list of variables (whose element is unique in the list). A list whose element is unique is sometimes considered a set in the sequel.

Although Definition 3.1.4 represents all quantum channels that we need (which will become more apparent when we compare quantum channel and the operator algebra from Sam Staton), the definition, without any conditions on variables, generates erroneous quantum channel objects. For example, $H[v_1] \epsilon(\emptyset)$ is not a good quantum channel since the qubit $v_1$, to which the Hadamard gate $H$ is applied, is disappeared in the output. To avoid malformed quantum channels in general, we define valid quantum channels based on the state of the quantum channel. The state of a quantum channel is defined as a ternary relation on a quantum channel object, a set of variables, and a branching set of variables whose derivation rules are found in Definition 3.1.5. Here, a branching set of variables means a pattern of variables.

Definition 3.1.5 (State of quantum channel).

$$
\begin{align*}
\text{st}(\epsilon(V), V, V) & \\
\text{st}(U^{\vec{V}}) & \subseteq V \\
\text{st}(U(V^{\vec{V}})Q, V, c) & \\
\text{st}(\text{init} b v Q, V, c) & \\
v \in V & \text{st}(Q_1, V, c_a) \text{ st}(Q_2, V, c_b) \\
\text{st}(\text{meas} v Q_1 Q_2, V, [c_a, c_b]) & \\
v \notin V & \text{st}(Q, V \cup \{v\}, c) \\
\text{st}(\text{free} v Q, V, c)
\end{align*}
$$
We say that a quantum channel \( Q \) is valid (i.e. \( \text{valid}(Q) \)) if \( \text{st}(Q, V_i, c_o) \) is derivable for some set of variables \( V_i \) and some pattern of the set of variables \( c_o \). Furthermore, given the derivation of \( \text{st}(Q, V_i, c_o) \), we call the set of variables \( V_i \) the input of \( Q \) (i.e. \( \text{in}(Q) \)) and the pattern of the set of variables \( c_o \) the output of \( Q \) (i.e. \( \text{out}(Q) \)). In addition, we let \( \text{all}(Q) \) be the set of all variables that appear in the quantum channel object \( Q \).

The state of a quantum channel is a partial function that maps a valid quantum channel object to the pair \( \text{in}(Q), \text{out}(Q) \), in other words, there is a unique derivation of state for the valid quantum channel. Every empty quantum channel object \( \epsilon(V) \) is valid and mapped to the pair \( (V, V) \).

The application of unitary operation \( VU \), assuming that \( Q \) is mapped to the pair \( (V, c) \) whenever the variables to which it is applied the unitary operation is a subset of the input \( V \). Similarly, assuming that \( Q \) is mapped to the pair \( (V \cup \{v\}, c) \), the allocation of a qubit \( \text{init} b v Q \) is mapped to \( (V, c) \) whenever the new variable \( v \) does not already exist in the input \( V \).

Lastly, the measurement \( \text{meas} vQ \) is mapped to the pair \( (V, c_a) \) and \( (V, c_b) \), respectively, and the measured qubit \( v \) is in the input \( V \).

On top of the validity of quantum channel objects, we would like to describe a relation between quantum channel objects since some quantum channels have the same structure. In specific, two quantum channel objects have the same structure if they become syntactically exact after removing all variables in both of them. However, two quantum channels with the same structure can primarily be different by applying the operators to different variables or sets of variables. We give a precise meaning of equality of two quantum channels up to a bijection between the input variables of the quantum channels in Definition 3.1.6. Note that the equivalence of quantum channels implies that they have the same size, or cardinality, as the input variables.

**Definition 3.1.6 (Equality of the quantum channel, \( \sim_f \)).** Two quantum channel objects \( Q_1 \) and \( Q_2 \) are equal up to a bijection function \( f \) whenever \( Q_1 \sim_f Q_2 \) can be derived by the following rules.

\[
\begin{align*}
\epsilon(f(V)) & \sim_f \epsilon(V) \\
U(f(V)) Q_1 & \sim_f U(V) Q_2 \\
Q_1 & \sim_{f \cup \{v_2 \mapsto v_1\}} Q_2 \\
\text{init } b v_1 & Q_1 \sim_f \text{init } b v_2 Q_2 \\
f(v) Q_1 & \sim_f \text{free } v Q_2 \\
Q_1 & \sim_f Q_3 \\
Q_2 & \sim_f Q_4 \\
\text{meas } f(v) Q_1 Q_2 & \sim_f \text{meas } v Q_3 Q_4
\end{align*}
\]
where $f$ in the relation $Q_1 \sim_f Q_2$ refers to a bĳective function from the input of $Q_1$ to the input of $Q_2$. In particular, we say that quantum channel objects $Q_1$ and $Q_2$ are equal whenever $Q_1 \sim_{\text{id}} Q_2$.

Two empty quantum channel objects are equal up to a bĳection $f$ whenever the variables of one of them are obtained by applying $f$ to the variables of the other. For the unitary operator application, the list of variables applied to the unitary operator in one of the quantum channel objects needs to be the point-wise application of the bĳection to the variables applied to the same unitary operation in the other quantum channel object. Next, for the allocation of a new qubit, each quantum channel object can name the new qubit by a variable that does not appear in the input of the remaining part, while the remaining parts of both quantum channel objects must be equal up to a bĳection extended with the pair of the variables for the new qubit. For the deallocation of a qubit, the discarded qubit must be the same up to the bĳection, and the remaining parts of both quantum channel objects must be equal up to the bĳection reduced by the pair of the variables of the discarded qubit. Finally, for the measurement, the measured qubit needs to be equal up to the bĳection, and both remaining parts in the corresponding position from both quantum channel objects must be equal up to the bĳection.

One can notice that the equality over a bĳection is based on the equivalence over the renaming of new qubits in the operation of a qubit allocation. A concrete example of equal quantum channels is given by variable renaming operation in Definition 3.1.7. The renaming operation applies a renaming function $\sigma$, a bĳection over the set of all variables, to each variable in a quantum channel object. Note that not all pairs of equal quantum channel objects can be represented as a pair of a quantum channel object and a renaming operation applied to it since the same variable can be used for two qubit allocations sepa rated by a disallocation of the qubit (e.g. $\text{init } tt \ v \ (\text{free } v \ (\text{init } tt \ v \ \epsilon\{\{v\}\})) \ \sim \ \text{init } tt \ v \ (\text{free } v \ (\text{init } tt \ u \ \epsilon\{\{u\}\})))$).

However, conversely, lemma 3.1.2 shows that the quantum channel object obtained by renaming is equal to the original quantum channel object up to the renaming function over the input variables.

**Definition 3.1.7** (Renaming variables in quantum channel object). Given a renaming function $\sigma$, which is a bĳection over the set of all variables, we define the renaming of quantum channel as follows:

$$
\begin{align*}
\sigma(\epsilon(W)) &= \epsilon(\sigma(W)) \\
\sigma(U(V) Q) &= U(\sigma(V)) \sigma(Q) \\
\sigma(\text{init } b \ v Q) &= \text{init } b \ \sigma(v) \ \sigma(Q) \\
\sigma(\text{free } v Q) &= \text{free } \sigma(v) \ \sigma(Q) \\
\sigma(\text{meas } v Q_1 Q_2) &= \text{meas } \sigma(v) \ \sigma(Q_1) \ \sigma(Q_2).
\end{align*}
$$
Lemma 3.1.1. The followings hold: for any quantum channel object $Q$ and any renaming function $\sigma$, $st(Q, V, c_o)$ iff $st(\sigma(Q), \sigma(V), \sigma(c_o))$ and, hence, $out(\sigma(Q))_i = \sigma(out(Q))_i$ since $\sigma(c_o)_i = \sigma((c_o)_i)$.

Proof. It can be shown by the induction on $Q$.

If $Q = \epsilon(V)$, then $st(\epsilon(V), V, V)$ and $st(\epsilon(\sigma(V)), \sigma(V), \sigma(V))$ are the unique states related the quantum channel objects $\epsilon(V)$ and $\epsilon(\sigma(V))$. Therefore, we can derive that $st(\epsilon(V), V, V)$ iff $st(\epsilon(\sigma(V)), \sigma(V), \sigma(V))$.

If $Q = U(V_U^\sigma) Q'$, then by induction hypothesis, we have that $st(Q', V, c_o)$ iff $st(\sigma(Q'), \sigma(V), \sigma(c_o))$ for any set $V'$ and any tree of sets $c_o$. Moreover, $V_U^\sigma \subseteq V$ iff $V_U^{\sigma(V)} \subseteq \sigma(V)$ since $\sigma$ is a bijection. Therefore, we can derive that $st(U(V_U^\sigma) Q', V, c_o)$ iff $st(U(\sigma(V_U^\sigma)) \sigma(Q'), \sigma(V), \sigma(c_o))$.

If $Q = init b V Q'$, then by induction hypothesis, we have that $st(Q', V', c_o)$ iff $st(\sigma(Q'), \sigma(V'), \sigma(c_o))$ for any set $V'$ and any tree of sets $c_o$. Note that $v \in V'$ iff $\sigma(v) \in \sigma(V')$ and $v \notin V$ iff $\sigma(v) \notin \sigma(V)$ for any set $V$. Therefore, we can conclude that $st(init b V Q', V' \setminus \{v\}, c_o)$ iff $st(init b \sigma(v) \sigma(Q'), \sigma(V'), \sigma(c_o))$ either $v \in V'$ or not.

If $Q = meas v Q_1 Q_2$, then by induction hypotheses, we have that $st(Q_1, V, c_o)$ iff $st(\sigma(Q_1), \sigma(V), \sigma(c_o))$ and that $st(Q_2, V, c_o)$ iff $st(\sigma(Q_2), \sigma(V), \sigma(c_o))$. Moreover, we have that $v \in V$ iff $\sigma(v) \in \sigma(V)$ and that $\sigma([c_o, c_o]) = [\sigma(c_o), \sigma(c_o)]$. Therefore, we can derive that $st(meas v Q_1 Q_2, V, [c_o, c_o])$ iff $st(\sigma(v) \sigma(Q_1), \sigma(Q_2), \sigma(V), \sigma([c_o, c_o]))$.

If $Q = free v Q'$, then by induction hypothesis, we have that $st(Q', V', c_o)$ iff $st(\sigma(Q'), \sigma(V'), \sigma(c_o))$. Since $\sigma$ is a bijection, we have that $v \in V$ iff $\sigma(v) \in \sigma(V)$ for any set $V$. Therefore, we can derive that $st(free v Q', V' \cup \{v\}, c_o)$ iff $st(free v \sigma(v) \sigma(Q'), \sigma(V' \cup \{v\}), \sigma(c_o))$ since $\sigma(V' \cup \{v\}) = \sigma(V') \cup \{\sigma(v)\}$. \hfill $\Box$

Lemma 3.1.2. For any renaming function $\sigma$ and a valid quantum channel object $Q$, $\sigma(Q) \sim_{\sigma|\text{in}(Q)} Q$.

Proof. Since $Q$ is a valid quantum channel object, $st(Q, V, c_o)$ is derivable for some $V$ and $c_o$. We use the induction on the derivation of $st(Q, V, c_o)$.

If $Q = \epsilon(V)$, then it follows that $\sigma(Q) = \epsilon(\sigma(V))$ and, hence, $\sigma(Q) \sim_{\sigma|\text{in} Q} Q$.

If $Q = U(V_U^\sigma) Q'$, then $\sigma(Q) = U(\sigma(V_U^\sigma)) \sigma(Q')$. By induction hypothesis, we have that $\sigma(Q') \sim_{\sigma|\text{in} Q'} Q'$. Therefore, we can derive that $\sigma(Q) \sim_{\sigma|\text{in} Q} Q$.

If $Q = init b V Q'$, then $\sigma(Q) = init b \sigma(v) \sigma(Q')$. By induction hypothesis, we have that $\sigma(Q_1) \sim_{\sigma|\text{in} Q_1} Q_1$ and that $\sigma(Q_2) \sim_{\sigma|\text{in} Q_2} Q_2$. Therefore, we can derive that $\sigma(Q) \sim_{\sigma|\text{in} Q} Q$.

If $Q = meas v Q_1 Q_2$, then $\sigma(Q) = meas \sigma(v) \sigma(Q_1) \sigma(Q_2)$. By induction hypotheses, we have that $\sigma(Q_1) \sim_{\sigma|\text{in} Q_1} Q_1$ and that $\sigma(Q_2) \sim_{\sigma|\text{in} Q_2} Q_2$. Therefore, we can derive that $\sigma(Q) \sim_{\sigma|\text{in} Q} Q$.

If $Q = free v Q'$, then $\sigma(Q) = free \sigma(v) \sigma(Q')$. By induction hypothesis, we have that $\sigma(Q') \sim_{\sigma|\text{in} Q'} Q'$ and $v \in V$. Therefore, we can derive that $\sigma(Q) \sim_{\sigma|\text{in} Q} Q$. \hfill $\Box$
Comparison of quantum channel with the algebraic structure of quantum computation by Sam Staton

The quantum channel in Definition 3.1.4 has a nice relationship with the first-order algebraic structure of quantum computation by Sam Staton [70]. Specifically, there are translation functions from one to the other in both directions. First, there is a map from the quantum channel object to the algebraic structure in Definition 2.10.2. Definition 3.1.8 shows how to transform a quantum channel object into an operator from the algebraic structure.

**Definition 3.1.8** (Transformation rules from the quantum channel to the operator algebra of Sam Staton).

\[
\begin{align*}
t_{\varepsilon(V)} &= \varepsilon, \\
t_{U(V)} Q &= \text{apply}_{U}(V, V, t_{Q}) \\
t_{\text{init } v} Q &= \text{new}(v, t_{Q}) \\
t_{\text{init } ff} v Q &= \text{new}(v, \text{apply}_{X}(v, v, t_{Q})) \\
t_{\text{meas } v, Q_1, Q_2} &= \text{meas}(v, (\text{new}(v, t_{Q_1})), (\text{new}(v, \text{apply}_{X}(v, t_{Q_2})))) \\
t_{\text{free } v} Q &= \text{meas}(v, Q, Q)
\end{align*}
\]

where \( t_{Q} \), for \( Q \) being a quantum channel object, represents the operator transformed from \( Q \).

It is straightforward to check that the transformation rules applied to a valid quantum channel \( Q \) satisfy that \( \emptyset \vdash \text{in}(Q) \vdash t_{Q} \). Next, for the other direction, the following transformation rules in Definition 3.1.9 generate a quantum channel object from an operator from Definition 2.10.2.

**Definition 3.1.9** (Transformation rules from the operator algebra of Sam Staton to the quantum channel).

\[
\begin{align*}
Q_{\emptyset} &\vdash \Delta \vdash t = \varepsilon(\Delta) \\
Q_{\emptyset} \vdash \Delta, a_{1},..., a_{n} \vdash \text{apply}_{U}(a, b, t) &= U(a) \sigma(Q_{\emptyset} \vdash \Delta, b_{1},..., b_{n} \vdash t, b, a) \\
Q_{\emptyset} &\vdash \Delta \vdash \text{new}(a, t) = \text{init } a Q_{\emptyset} \vdash \Delta, a \vdash t \\
Q_{\emptyset} \vdash \Delta, a \vdash \text{meas}(a, t, u) &= \text{meas } a (\text{free } a Q_{\emptyset} \vdash \Delta \vdash t) (\text{free } a Q_{\emptyset} \vdash \Delta \vdash u)
\end{align*}
\]

where \( a \) and \( b \) are lists of qubit names of size \( n \); \( \sigma(Q_{t}, b, a) \) refers to the quantum channel obtained from \( Q_{t} \) by substituting the qubit names in \( b \) by the qubit names \( a \) in the corresponding position in the vector; and \( Q_{t} \) represents the quantum channel for the operators \( t \).

It is straightforward to check that for the operator term \( \emptyset \vdash \Delta \vdash t \), we can derive \( \text{st}(Q_{\emptyset} \vdash \Delta \vdash t, c_{0}) \) for some tree of sets \( c_{0} \). Note that the quantum channel object in the transformation rule of apply contains a renaming
operator which turns the variables in \( b \) to the variables in \( a \) since renaming variables after the application is not allowed in the quantum channel. This implies that different terms in the operator algebra may be transformed into the same quantum channel.

Based on the translation, the equation theory proposed by Sam Staton 2.10.4 can be translated into an equation theory of quantum channel objects (Definition 3.1.10) based on the above translation.

**Definition 3.1.10** (Algebraic theory of quantum channels). The axioms in Definition 2.10.4 is translated into the following list of equations.

1. \( X(a)(\text{meas } a (\text{free } a Q_1) (\text{free } a Q_2)) = \text{meas } a (\text{free } a Q_2) (\text{free } a Q_1) \)
   \[ \text{meas } a (\text{free } a (U(X) Q_1)) (\text{free } a (V(X) Q_2)) \]
   \[ = D(U, V)(a :: X) (\text{meas } a (\text{free } a Q_1) (\text{free } a Q_2)) \]

2. \( U(X) \text{ free}_n X Q = \text{free}_n X Q \)

3. \( \text{init } tt \ a (\text{meas } a (\text{free } a Q_1) (\text{free } a Q_2)) = Q_1 \)

4. \( \text{init } tt \ a (D(U, V)(a :: X) Q) = U(X) (\text{init } tt \ a Q) \)

5. \( \text{swap}(a :: b) Q = \sigma(Q, a :: b, b :: a) \)

6. \( I(V) Q = Q \)

7. \( (UV)(X) Q = U(X) V(X) Q \)

8. \( (U \otimes V)(X + +Y) Q = U(X) V(Y) Q \)

Extension operation of quantum channel

We now introduce the extension operation of the quantum channel object. It introduces new variables to the input and output of a quantum channel object (in Definition 3.1.11). Extend operation is used in the operational semantics of the language in Section 3.3. Specifically, it provides a way to define the covariant composition of multiple terms in the structural reduction rules.

Based on the relationship with the operator algebra of Sam Staton, each quantum channel object is a morphism in the category of \( C^* \)-algebras. This category is equipped with two binary operators \( \otimes \), which is a tensor product of the spaces of two \( C^* \)-algebras, and \( + \), which is the coproduct representing the non-deterministic choice of operators. In terms of category theory, each operator forms a bifunctor over the category of \( C^* \)-algebras. In this setting, extend operation corresponds to the bi-functoriality of \( \otimes \) where extend\((Q, V) = Q \otimes \text{id}_V : \text{in}(Q) \otimes V \rightarrow \text{out}(Q) \otimes V \) which satisfies:

- preservation of identity \( \text{extend}(\epsilon(V_0), V) = \epsilon(V_0 \cup V) \) (where \( \epsilon(V) \) is interpreted as the identity morphism over the \( C^* \)-algebra of dimension \( 2^{|V|} \)); and
• preservation of composition \( \text{extend}(f \circ g, V) = \text{extend}(f, V) \circ \text{extend}(g, V) \).

Note that the output of a quantum channel object could be a coproduct of multiple C*-algebras, which implies that the composition of quantum channel objects may require a coproduct of quantum channel objects. Although, in full generality, the extend operator should also be defined over the coproduct of quantum channel objects, we define the extend operator for only quantum channel objects without coproduct in its input as in Definition 3.1.11.

Moreover, one can notice that the Definition 3.1.11 assumes the distributivity of \( \otimes \) over + meaning that \( \sum_i A_i \otimes B = \sum_i (A_i \otimes B) \). To explain why, the output of an extended quantum channel object \( \text{extend}(f, V) \), for \( F : V_0 \rightarrow \sum c_o \), has the form of \( \sum c_o \otimes V \) while by the definition of extend creates a quantum channel with output of the form \( \sum_i ((c_o)_i \otimes V) \) which is the sum of the tensor product of each space of \( c_o \) and \( V \). In fact, once we have this structure of a quantum channel object, we can intuitively explain why we may assume such equality of quantum spaces.

Continuing the comparison with the operator algebra, a quantum channel object can be considered a 3-dimension object whose axes correspond to the Hilbert space with operator \( \otimes \), the non-deterministic choice from the coproduct + and the sequence of the operators generated by the composition of operators. In particular, the two operators \( \otimes \) and + create a 2-dimensional quantum space that represents the form of input and output of a quantum channel object. In this setting, there can be various ways to define a quantum space depending on the arrangement of the operators in the composition. The distributivity gives a way to equate all these different ways of representing the same space.

**Definition 3.1.11 (Addition of unused wires).** We define a function \( \text{extend} \) taking a quantum channel and a set of wire names that adds them as unused wires to the quantum channel.

- \( \text{extend}(\epsilon(V), V_i) = \epsilon(V \cup V_i) \)
- \( \text{extend}(U(V^r_i) Q_1, V_i) = U(V^r_i) \text{extend}(Q_1, V_i) \)
- \( \text{extend}(\text{init } v Q_1, V_i) = \text{init } v \text{extend}(Q_1, V_i) \)
- \( \text{extend}(\text{free } v Q_1, V_i) = \text{free } v \text{extend}(Q_1, V_i) \)
- \( \text{extend}(\text{meas } v Q_1 Q_2, V_i) = \text{meas } v (\text{extend}(Q_1, V_i)) (\text{extend}(Q_2, V_i)) \)

**Lemma 3.1.3.** The following holds: for any quantum channel object \( Q \) and any sets of variables \( W_1 \) and \( W_2 \), \( \text{extend}(Q, W_1 \cup W_2) = \text{extend}(\text{extend}(Q, W_1), W_2) \).

**Proof.** By easy structural induction on \( Q \). \( \square \)

**Lemma 3.1.4.** Provided that \( \text{all}(Q) \cap W = \emptyset \), if \( Q \) is valid then so is \( \text{extend}(Q, W) \). In particular, in this case, \( \text{st}(Q, V, c_o) \) if and only if \( \text{st}(\text{extend}(Q, W), V \cup W, c_o \cup \)
$W$, where $(c_0 \cup W)$ refers to the tree of variables whose leaf is the union of the leaf of $c_0$ and $W$, and all(extend($Q$, $W$)) = all($Q$) $\cup$ $W$ and shape($Q$) = shape(extend($Q$, $W$)).

Proof. First of all, note that the extend operation does not change the shape so it is straightforward that shape($Q$) = shape(extend($Q$, $W$)). For other propositions, we use the proof by induction on $Q$.

- $Q = \epsilon(V)$:
  First, we have that extend($\epsilon(V)$, $W$) = $\epsilon(V \cup W)$. It follows that st($\epsilon(V \cup W)$, $V \cup W$, $V \cup W$) and st($\epsilon(V)$, $V$, $V$). Moreover, all($\epsilon(V)$) $\cup$ $W$ = $V \cup W = all(\epsilon(V \cup W))$.

- $Q = U(V_U) Q'$:
  By definition extend($U(V_U) Q'$, $W$) = extend($V_U Q'$, $W$).
  Note that all($Q$) $\cap$ $W$ = $\emptyset$ implies that all($Q'$) $\cap$ $W$ = $\emptyset$. Therefore, by induction hypothesis, st($Q'$, $V$, $c_0$) iff st(extend($Q'$, $W$), $V \cup W$, $c_0 \cup W$) where $c_0$ and all(extend($Q'$, $W$)) = all($Q'$) $\cup$ $W$.
  Moreover, since all($Q$) $\cap$ $W$ = $\emptyset$, $V_U \subseteq V$ iff $V_U \subseteq V \cup W$. Therefore, we can obtain that st($Q$, $V$, $c_0$) iff st(extend($Q$, $W$), $V \cup W$, $c_0 \cup W$).
  In addition, since all($Q$) = all($Q'$) and all(extend($Q$, $W$)) = all(extend($Q'$, $W$)), by induction hypothesis, we can derive that all(extend($Q$, $W$)) = all($Q$) $\cup$ $W$.

- $Q = init b w Q'$:
  By definition, extend(init $b$ $w$ $Q'$, $W$) = init $b$ $w$ extend($Q'$, $W$).
  Note that all($Q$) $\cap$ $W$ = $\emptyset$ implies that all($Q'$) $\cap$ $W$ = $\emptyset$ since all($Q'$) $\subseteq$ all($Q$). Therefore, by induction hypothesis, we have that st($Q'$, $V'$, $c_0$) iff st(extend($Q'$, $W$), $V' \cup W$, $c_0 \cup W$) and all(extend($Q'$, $W$)) = all($Q'$) $\cup$ $W$.
  Moreover, since all($Q$) $\cap$ $W$ = $\emptyset$, it follows that $w \not\in V'$ iff $w \not\in (V' \cup W)$. Therefore, it follows that st($Q$, $V' \setminus \{w\}$, $c_0$) iff st(extend($Q$, $W$), $(V' \setminus \{w\}) \cup W$, $c_0$). Note that $(V' \setminus \{w\}) \cup W = V' \cup W \setminus \{w\}$.
  In addition, since all($Q$) = all($Q'$) $\cup \{w\}$ and all(extend($Q$, $W$)) = all(extend($Q'$, $W$)) $\cup \{w\}$, by induction hypothesis, we can derive that all(extend($Q$, $W$)) = all($Q$) $\cup$ $W$.

- $Q = free w Q'$:
  By definition, extend(free $w$ $Q'$) = free $w$ extend($Q'$, $W$).
  Note that all($Q$) $\cap$ $W$ = $\emptyset$ implies that all($Q'$) $\cap$ $W$ = $\emptyset$ since all($Q'$) $\subseteq$ all($Q$). Therefore, by induction hypothesis, we have that st($Q'$, $V'$, $c_0$)
iff \( st(extend(Q', W), V' \cup W, c_o \cup W) \) and \( all(extend(Q', W)) = all(Q') \cup W \).

Moreover, since \( all(Q) \cap W = \emptyset \), it follows that \( w \in V' \) iff \( w \in (V' \cup W) \). Therefore, it follows that \( st(Q, V' \cup \{w\}, c_o) \) iff \( st(extend(Q, W), (V' \cup \{w\}) \cup W, c_o) \).

In addition, since \( all(Q) = all(Q') \cup \{w\} \) and \( all(extend(Q, W)) = all(extend(Q', W)) \cup \{w\} \), by induction hypothesis, we can derive that \( all(extend(Q, W)) = all(Q) \cup W \).

- \( Q = meas \ w Q_1 Q_2 \):

By definition,

\[ extend(meas \ w Q_1 Q_2, W) = meas \ w extend(Q_1, W) extend(Q_2, W). \]

Note that \( all(Q) \cap W = \emptyset \) implies that \( all(Q_1) \cap W = all(Q_2) \cap W = \emptyset \) since \( all(Q_1), all(Q_2) \subseteq all(Q) \). Therefore, by induction hypothesis, we have that \( st(Q, V_1, c_o) \) iff \( st(extend(Q_1, W), V_1 \cup W, c_o \cup W) \) (and, similarly, that \( st(Q_2, V_2, c_o) \) iff \( st(extend(Q_2, W), V_2 \cup W, c_o \cup W) \)) and \( all(extend(Q_1, W)) = all(Q_1) \cup W \) and \( all(extend(Q_2, W)) = all(Q_2) \cup W \).

Moreover, since \( all(Q) \cap W = \emptyset \), it follows that \( w \in V_1 \) iff \( w \in (V_1 \cup W) \) and that \( w \in V_2 \) iff \( w \in (V_2 \cup W) \). Similarly, we can derive that \( V_1 = V_2 = V \) iff \( V_1 \cup W = V_2 \cup W = V \cup W, \) for some \( V \). Therefore, it follows that \( st(Q, V, [c_o, c_o]) \) iff \( st(extend(Q, W), V \cup W, [c_o, c_o] \cup W) \). Note that \([c_o, c_o] \cup W = [c_o \cup W, c_o \cup W] \).

In addition, since \( all(Q) = all(Q_1) \cup all(Q_2) \cup \{w\} \) and

\[ all(extend(Q, W)) = all(extend(Q_1, W)) \cup all(extend(Q_2, W)) \cup \{w\} \]

by induction hypotheses, we can derive that \( all(extend(Q, W)) = all(Q) \cup W \).

\[ \square \]

Quantum channel constant

Next, we define the quantum channel constant by padding the quantum channel object with a pattern, which is the tree of variables, and the term, which is defined in the following subsection (Section 3.1.2). The quantum channel constant is defined in Definition 3.1.12 as the smallest set of triple \((p, Q_m)\) closed under the construction rule in the definition. The definition can be summarized as follows: first, the quantum channel object \( Q \) should be valid; second, the support of pattern \( p \) (meaning the set of variables appearing in \( p \) should be equal to \( \text{in}(Q) \)); and, third, the tree shapes of \( \text{out}(Q) \) and the
term \( m \) should match and, in each branch of the tree, all variables output of \( Q \) should appear at the same branch of the term as a free variable.

The third condition is a necessary condition for the linearity of the quantum variables while it does not limit the term from using the variables several times. The linearity of quantum variables in the term will be provided by the type system presented in Section 3.2. Moreover, the condition allows that the term contains variables (i.e., classical variables) that are not present in the output of the quantum channel object.

**Definition 3.1.12 (Quantum channel constant).** A quantum channel constant is defined as the triple of a pattern, a quantum channel object, and a term derived from the following construction rules.

\[
\begin{align*}
\text{supp}(p) &\subseteq \text{FV}(M) & \text{valid}(Q', \text{supp}(p'), M) = \text{qcc}(p, Q, m) \\
\text{qcc}(p, \epsilon(\text{supp}(p)), M) &\quad \text{qcc}(p', Q', m)
\end{align*}
\]

\[
\text{valid}(\text{meas } v Q_1 Q_2) \quad \text{supp}(p') = \text{in}(\text{meas } v Q_1 Q_2) \quad \text{qcc}(p, Q_1, m_a) \quad \text{qcc}(p, Q_2, m_b)
\]

\[
\text{qcc}(p, \text{meas } v Q_1 Q_2; [m_a, m_b])
\]

where \( Q' \) is either \( U(V) \) \( Q \), init \( b v Q \), or free \( v Q \) and \( \text{supp}(p) \) refers to the support of pattern \( p \). The definition of terms (i.e. \( M, m, m_a, \) and \( m_b \)) is given below.

We consider quantum channel constants modulo alpha-renaming: in \( (p, Q, m) \), the pattern \( p \) is a binding, as are the init operations inside \( Q \). Moreover, we ignore the predicate symbol \( \text{qcc} \) of a derivable quantum channel constant and represent it as just \((-,-,-)\) unless it is necessary. Therefore, when we write \( (p, Q, m) \) in the rest of the paper, we mean: “The quantum channel constant with \( (p, Q, m) \) as a representative element”.

In quantum circuit description languages like QWire and Quipper, quantum circuit constants are first-class objects of type \( \text{Circ}(-,-) \) on the side of the classical host. In the case of a quantum circuit, the patterns in the quantum circuit constant give parameters for the \( \text{Circ} \) type constructor. Similarly, we let \( \text{QChan}(-,-) \) be the type for the quantum channel constants. Moreover, similar to the quantum circuit constant, the quantum channel constant is that the quantum channel constant includes a term. This imposes extra structures on quantum channel constants–quantum channel constants can be evaluated to an equivalent quantum channel constant whose term is a value. However, in contrast to the quantum circuit constant, the term in a quantum channel constant can have any type, meaning that type of quantum channel \( \text{QChan}(A, B) \) can take any type \( B \) while \( A \) needs to be a pattern type of qubit.

**Toward the quantum channel operators–box and unbox**

Lastly, we introduce quantum channel operators for the construction of quantum channel objects and the lifting–box and unbox–which will be formally
defined later in the thesis. Box operator translates a program into a corresponding quantum channel constant. This operation is based on the interpretation of the program as a quantum channel, where the program creates a quantum channel while being evaluated. In specific, all functions from a pattern of the qubit to any type have a corresponding quantum channel constant. The type system guarantees that the box operator is applied to functions that satisfy the constraint.

Then, unbox operator is to buffer a quantum channel constant to the channel from the classical host to the quantum co-processor. Remembering that a quantum channel constant consists of a pattern of the qubit, quantum channel object, and a term, unbox operator evaluates the term for a given instance of the pattern while extending the quantum channel object.

In fact, box and unbox can be considered as maps between the terms and quantum channel constants. However, since the definitions of quantum channel constant and term depend on each other, one needs to distinguish the depth of quantum channel constant (i.e., qcd), which is defined formally in Section 3.2. In this case, the box operator takes a term of the quantum channel depth \( n \) and outputs a quantum channel constant of depth \( n + 1 \) while unbox takes a quantum channel constant of depth \( n + 1 \) and outputs a term of depth \( n \).

A natural question is whether the box and the unbox operators are inverses. Given that unbox has a side effect that pushes quantum channel objects to quantum co-processor, the box and the unbox operators are not inverse to each other except for the case where unbox has nothing to push. However, when we model the side effect in semantics, we may show that these two operators are inverse over the equivalence of the semantics.

3.1.2. Definition of the language

Now, we define the syntax of the language Proto-Quipper-L, which is about how to construct the term in the language. Compared to the previous Proto-Quipper languages, there are two main differences in Proto-Quipper-L.

Firstly, as mentioned in the previous section, the quantum channel constant will serve as a constant term like the constant terms \( \ast, \text{tt} \) and \( \text{ff} \) that does not depend on anything. However, since a quantum channel constant includes a term inside, it can also be considered as encapsulating a term inside a constant. Thus, it is similar to the abstraction in \( \lambda \)-calculus while it requires special constant operators box\(P\) and unbox for the abstraction and application. We specify this relationship in more detail in the type systems in Section 3.2.

Secondly, since the quantum channel has a non-trivial control flow, the terms at the leaf of each branch of the control flow can have different forms, although they share the same type (provided that the term is well-typed). To incorporate this branching structure in the quantum channel constant, we
extend the language with the branching constructor $([\cdot, \cdot])$. A term of the form $[M, N]$ represents a computation that has probabilistically branched, and that is performing either $M$ or $N$. Note that the corresponding probability is not kept in the term, however.

This new structure is related to the if-then-else statement, and the if-then-else statements, the branching term, and the quantum channel constant rely on the same coproduct structure in the categorical model (Section 4). Now, the formal definition of the terms is given in Definition 3.1.13.

**Definition 3.1.13** (Syntax of Proto-Quipper-L).

(Term)

$$M, M_a, M_b ::= x \mid * \mid \text{tt} \mid \text{ff} \mid (p, Q, m) \mid \lambda x.M \mid M_a M_b \mid [M_a, M_b] \mid$$

$$\text{let } \langle x, y \rangle = M_a \text{ in } M_b \mid \text{if } M \text{ then } M_a \text{ else } M_b \mid \text{box}_P \mid \text{unbox}$$

(Branching term)

$$m, m_a, m_b ::= M \mid [m_a, m_b]$$

The constant $*$ stands for the unit term, while tt and ff stand for the booleans true and false. The term $(p, Q, m)$ represents the quantum channel constant—$p$ is a structured set of input wires of the quantum channel $Q$, $m$ is now a pattern of the term with the same structure with $Q$. The rest of the constructors of the language are standard: abstraction, application, pair, let, and conditional statements; and the quantum channel operators: box$_P$ and unbox. The index $P$ in box$_P$ stands for a pattern-type: by abuse of notation, we omit it when not needed. Finally, branching terms are constructed using terms and the branching constructor.

The terms are defined as the equivalence classes over the $\alpha$-equivalence meaning that two terms are equal if one is obtained by renaming closed variables of the other. To explain it, a variable in a term is free when it is not bounded, or, more concretely, a set of free variables of a term can be defined inductively as in Definition 3.1.14. Then the closed variables in a term are defined as all variables which are no free variables.

**Definition 3.1.14** (Free variables in terms). Free variables of a term are defined inductively as follows.

$\text{FV}(x) = \{x\}$

$\text{FV}(\ast) = \text{FV}(\text{tt}) = \text{FV}(\text{ff}) = \text{FV}(\text{box}_P) = \text{FV}(\text{unbox}) = \emptyset$

$\text{FV}(\text{let } \langle x, y \rangle = M_a \text{ in } M_b) = \text{FV}(M_a) \cup (\text{FV}(M_b) \setminus \{x, y\})$

$\text{FV}(\lambda x.M) = \text{FV}(M) \setminus \{x\}$

$\text{FV}(M_a M_b) = \text{FV}(\langle M_a, M_b \rangle) = \text{FV}(M_a) \cup \text{FV}(M_b)$

$\text{FV}(m_a, m_b) = \text{FV}(m_a) \cup \text{FV}(m_b)$

$\text{FV}(\text{if } M \text{ then } M_a \text{ else } M_b) = \text{FV}(M) \cup \text{FV}(M_a) \cup \text{FV}(M_b)$

$\text{FV}((p, Q, m)) = \cup_{i}(\text{FV}(m_i) \setminus \text{out}(Q))$

Next, given a renaming function $\sigma$ and a term $m$, $\sigma(m)$ renames all variables in $m$ by $\sigma$ (Definition 3.1.15).
\textbf{Definition 3.1.15} (Renaming variables in term).

\[
\sigma(x) = \sigma(x) \quad \sigma(* \gets x) = * \quad \sigma(\tt \gets x) = \tt \quad \sigma(\ff \gets x) = \ff \quad \sigma(\text{unbox} \gets x) = \text{unbox} \quad \sigma(\text{boxP} \gets x) = \text{boxP}
\]

\[
\sigma(\text{let } (x, y) = M_a \text{ in } M_b) = \text{let } (\sigma(x), \sigma(y)) = \sigma(M_a) \text{ in } \sigma(M_b) \quad \sigma(\lambda x. M) = \lambda(\sigma(x)).(\sigma(M))
\]

\[
\sigma(M_a \cdot M_b) = \sigma(M_a) \cdot \sigma(M_b) \quad \sigma(U_{\langle m_a, m_b \rangle}) = [\sigma(m_a), \sigma(m_b)]
\]

\[
\sigma(\text{if } M \text{ then } M_a \text{ else } M_b) = \text{if } \sigma(M) \text{ then } \sigma(M_a) \text{ else } \sigma(M_b)
\]

where \(\sigma(Q)\) is defined in Definition 3.1.7.

\textbf{Lemma 3.1.5.} The following holds: \(\sigma(\text{FV}(u_i)) = \text{FV}(\sigma(u_i))\).

Next, we define value as a subset of terms in Definition 3.1.16. Values are the terms that do not induce computation in the sense that there is not any further reduction of the values in operational semantics (Lemma 3.4.6 in Section 3.3). Moreover, in terms of categorical semantics, each morphism in the Kleisli category corresponding to a value satisfies the property that it can be decomposed by a morphism in the original category and the unit of the Kleisli category (Lemme 5.3.1 in Section 5).

\textbf{Definition 3.1.16} (Values of Proto-Quipper-L).

\begin{align*}
\text{Value} & : V, V_a, V_b ::= \ x \ | \ * \ | \ \tt \ | \ \ff \ | \ \lambda x. M \ | \ \langle V_a, V_b \rangle \ | \ (p, Q, v) \ | \ \text{boxP} \ | \ \text{unbox} \ | \ \text{unbox}(V) \\
\text{Branching value} & : v, v_a, v_b ::= V \ | \ [v_a, v_b]
\end{align*}

The value consists of the variables, unit term, true and false boolean values, quantum channel constants (whos term is value), abstraction, pair of values, and quantum channel operators. Moreover, for non-trivial structures, values are defined constructively as the branching term of two values. We prove that the value corresponds to the term, which does not reduce by the operational semantics in the progress lemma.

The following lemma states that the value is preserved under the substitution of variables by values.

\textbf{Lemma 3.1.6.} If \(v\) and \(V'\) are values, then \(v[V'/x]\) is a value.

\textbf{Proof.} Proof by induction on \(v\).

\begin{itemize}
  \item \(v = x\): since \(V'\) is a value, \(v[V'/x] = V'\) is a value.
  \item \(v = y\): \(v[V'/x] = v\) is a value.
  \item \(v = *, \tt, \ff, \text{box}, \text{unbox}\): \(v[V'/x] = v\) is value.
  \item \(v = \lambda x. M\): \(v[V'/x] = v\) is value.
  \item \(v = \lambda y. M\): \(v[V'/x] = \lambda y. M[V'/x]\) is a value.
\end{itemize}
\( v = \langle V_a, V_b \rangle \): \( v[V'/x] = \langle V_a[V'/x], V_b[V'/x] \rangle \) is a value since \( V_a[V'/x] \) and \( V_b[V'/x] \) are value by induction hypothesis.

\( v = (p, Q, v_a) \): First, we let \( (p, Q, v_a)[V'/x] = (p, Q, v_b) \). In each branch \( i \), there are two case for substitution:

- if \( x \in \text{out}(Q)_i \), then \( (v_b)_i = (v_a)_i[V'/x] = (v_a)_i \), and
- if \( x \not\in \text{out}(Q)_i \), then \( (v_b)_i = (v_a)_i[V'/x] \) is value by induction hypothesis.

Therefore, \( v_b \) and \( (p, Q, v_b) \) are values.

\( v = \text{unbox}(V) \): It follows from the induction hypothesis that \( V[V'/x] \) is value. Therefore, \( v[V'/x] = \text{unbox}(V[V'/x]) \) is value.

\( v = [v_a, v_b] \): By induction hypothesis, \( v_a[V'/x] \) and \( v_b[V'/x] \) are values. Therefore, \( v[V'/x] = [v_a[V'/x], v_b[V'/x]] \) is value.

Since we have a formal language, we can now represent quantum programs that generate quantum channels. Note that the constants for unitary gates, the new qubit allocation operator, and the measurement from the quantum lambda calculus are missing in our syntax. As in the case of Proto-Quipper, they can be defined with the unbox operator and quantum channel constants. For instance, we can construct a measurement operation inputting a qubit and outputting a boolean (and the measured wire), graphically represented as follows:

\[
\text{meas} ::= \text{unbox} \left( \begin{array}{c}
q, \quad q - \square \quad (\text{tt}, q) \\
q, \quad (\text{ff}, q)
\end{array} \right).
\]  \hspace{1cm} (3.1)

The tuple consists of a singleton wire name \( q \), the quantum channel object \( \text{meas} \in \{q\} \epsilon \{q\} \), and the branching term \([\text{tt}, q], (\text{ff}, q)]\). Note that the measurement operator we wrote here returns both a qubit and a boolean: we could discard the qubit using a quantum channel constructor “free”. Similarly, we also build the macros init\((b)\) and free\((x)\) which respectively allocates a new qubit in state \( b \) and frees a qubit \( x \)

\[
\text{init}(b) ::= \text{unbox} \left( \begin{array}{c}
*, \quad * - \square \quad \text{init} b x \\
x, \quad \bullet - x
\end{array} \right) \hspace{1cm} \text{free} ::= \text{unbox} \left( \begin{array}{c}
q, \quad q - \square \quad \text{free} q - * \\
*, \quad \bullet - *
\end{array} \right).
\]  \hspace{1cm} (3.2)

On top of it, we define the following unitary operators. Note that the unitary operator in the quantum channel object can be defined similarly to the operator algebra of Sam Staton as explained in Section 3.1.1.
Note that a variation of measurement that returns a Boolean instead of a pair of a Boolean and a qubit (e.g., measurement in Sam Staton’s algebraic language [70]) can be obtained by applying free to the qubit which has been measured. We define a quantum channel for this variation in Equation (3.4).

\[
\text{meas}_f ::= \text{unbox}\left( q, \left\{ \begin{array}{c}
\text{free } q \\
* \\
\end{array}\right\}, \left(\begin{array}{c}
tt \\
\text{free } q \\
* \\
\end{array}\right) \right)
\]

(3.4)

With these operators, we can define programs for non-trivial quantum channels as shown in the following examples (Example 3.1.1 and Example 3.1.2). Those two examples will be reappearing to illustrate the type system, operational semantics, and categorical semantics.

**Example 3.1.1.** The term exp in Example 1.1 can be now represented as a term in the language.

\[
\text{let } \langle b, v_c \rangle = \text{meas}(v_c) \text{ in if } b \text{ then } \langle \text{init}(tt), \text{free}(v_c) \rangle \text{ else } \langle v_c, \ast \rangle
\]

where the circuit constants meas, init and free are defined in the Equation 3.1 and Equation 3.2.

**Example 3.1.2.** In this example, we show how to represent the quantum teleportation (which is introduced in background) in the language with the quantum channel operators in Equation 3.1, Equation 3.2, Equation 3.3, and Equation 3.4. It consists of three parts—one that creates a bell state (Bell) and the two processes for Alice (A) and Bob (B).

First, the preparation of bell state is a function defined as follows:

\[
(\text{Bell}) ::= \text{CNOT}(\text{H}(\text{init}(tt)), \text{init}(tt))
\]

Second, the processes for Alice and Bob is defined as follows:

\[
(A) ::= \lambda y.\lambda x. (\text{let } \langle x, y \rangle = \text{CNOT}(x, y) \text{ in } \langle \text{meas}_f(\text{H}(x)), \text{meas}_f(y) \rangle) \\
(B) ::= \lambda q.\lambda xy. (\text{let } \langle x, y \rangle = xy \text{ in } U_{xy})
\]
where

\[(U_{xy}) ::= \text{if } x \text{ then (if } y \text{ then } X(Z(q)) \text{ else } Z(q)) \]
\[\text{else (if } y \text{ then } X(q) \text{ else } q)\]

Then, teleportation is defined as the following term:

\[(\text{tel}) ::= \text{let } (y, q) = \text{Bell in } (A(y), B(q)).\]

3.2. Type system

Type systems are used to decide well-formed terms in a quantum programming language, for example, the terms satisfying the no-cloning property of quantum mechanics. Since quantum data (i.e., wires) are linear, meaning that a wire is used exactly once, while classical data, including boxed circuits, are non-linear, previous works [56, 55, 47, 53] use linear/non-linear type systems to encompass both quantum and classical data types. For the same reason, we define a linear/non-linear type system for Proto-Quipper-L.

The type system is defined the same way as the other linear/non-linear type systems for quantum programming language. On top of it, for the quantum channel constant, we define the type QChan\((P, A)\) which is parameterized by a pattern type \(P\) and a type \(A\). Next, we extend typing judgment for the branching term while allowing each term in the branching term to take the same type.

Now, let us begin to introduce the type system by giving the definition type in Definition 3.2.1. Types for the language consist in constant types \(I\), \(bool\), \(qubit\); the type of quantum channels QChan\((P, A)\) with input of type \(P\) and output of type \(A\); the function type \(A_a \rightarrow A_b\); the type for pairs \(A_a \otimes A_b\); and the classical type \(!A\). The bang constructor \(!A\) indicates its instances are duplicable and deletable.

**Definition 3.2.1** (Definition of type).

\[
\begin{align*}
\text{(Type)} \quad A, A_a, A_b &::= I \mid bool \mid qubit \mid \text{QChan}(P, A) \\
&\quad A_a \rightarrow A_b \mid A_a \otimes A_b \mid !A
\end{align*}
\]

where \(P\) refers to the type of patterns, that is, first-order types constructed from constant types and tensors.

Although quantum channels are first-class data, they can contain any term inside. Since a term includes quantum channels, a term can have a finite depth of the quantum channel, what we call the nesting depth of the QChan, which is defined in Definition 3.2.2. Then, all types can be indexed by the nesting depth of the QChan and this index is used in the induction on the type.
Definition 3.2.2 (Nesting QChan depth of type).

\[ \text{qcd}(I) = \text{qcd}(\text{bool}) = \text{qcd}(\text{qubit}) = 0 \]

\[ \text{qcd}(A_a) = x \quad \text{qcd}(A_b) = y \quad \text{qcd}(A) = x \]

\[ \text{qcd}(A_a \rightarrow A_b \mid A_a \otimes A_b) = \max(x, y) \quad \text{qcd}(\text{QChan}(P, A)) = x + 1 \]

where \( x \) and \( y \) are integers and \( \max(x, y) \) takes the max of the two.

Next, since a term can contain unbounded variables, type judgment requires typing context that assigns types to the variables. Conventional typing context is a list of pairs that correspond variables to type. However, since the branching term can contain different unbounded variables, the typing context also needs to be branching. The typing context for branching and non-branching terms is formally defined in Definition 3.2.3.

\[ \Gamma_{\text{a}}, \Gamma_{\text{b}} ::= (x_l : A_l) \]

\[ \gamma, \gamma_{\text{a}}, \gamma_{\text{b}} ::= \Gamma \mid \gamma_{\text{a}} \times \gamma_{\text{b}} \]

where \( (x_l : A_l)_{l \in L} \) represents the list of pairs \( (x_l : A_l) \) indexed by \( L \) and the product \( \gamma_{\text{a}} \times \gamma_{\text{b}} \) represents the typing context for the branching term. All variables appearing in each non-branching typing context are assumed to be distinct. Also, note that each list is not ordered in the typing context.

We let the composition \( \Gamma_{\text{a}}, \Gamma_{\text{b}} \) of typing contexts \( \Gamma_{\text{a}} \) and \( \Gamma_{\text{b}} \) by comma, refer to the disjoint union of typing contexts. Then, the non-branching typing context is equally represented as the composition of the pairs of a variable and a type by comma, as follows:

\[ \Gamma = (x_{l_1} : A_{l_1}), \ldots, (x_{l_k} : A_{l_k}) \]

For convenience, we divide typing context into two parts: one consists of strictly linear data, whose types do not start with \(!\), and the other contains exponential data, whose types start with \(!\). In the sequel, we let \( Q \) and \(!\Delta\) refer to strictly linear context and exponential context, respectively. Moreover, we consider a non-branching typing context \( \Gamma \) a disjoint union of strictly linear typing context \( Q \) and exponential typing context \(!\Delta\), represented as \( \Gamma = !\Delta, Q \). Also, for simplicity, we let \( \text{TC}_Q(X) \) refer to \( (x_i : \text{qubit})_{x_i \in X} \), meaning the quantum context of variables \( X \).

Next, we define a relation called type judgment over the typing context, term, and type, as in Definition 3.2.4.

Definition 3.2.4 (Type judgement).

\[ \Gamma \vdash M : A \]

\[ \gamma \vdash m : A \]
A type judgment is true if, and only if, it is derivable from the type inference rules. For the quantum channel constants to be valid, it needs to be checked that the quantum channel is well defined and each term in the branching term has the same type under the proper context. For this reason, we define a relation called vBind over the exponential type context, the output of the quantum channel, branching terms, and type as in Definition 3.2.5. Intuitively, vBind implies that, first, the output of quantum channel and branching term share the same shape; second, for each branch, the output of quantum channel should be treated as linear variables; and, third, the term in each branch admits the given type within the context consists of the exponential context and the qubits from the output of the quantum channel.

**Definition 3.2.5 (Validity of binding, vBind).**

\[
\begin{align*}
Q \cap \text{FV}(!\Delta) &= \emptyset \\
\text{vBind}(!\Delta, Q, M, A) &\quad \text{(vBind)}
\end{align*}
\]

\[
\begin{align*}
\text{vBind}(!\Delta, c_a, m_a, A) &\quad \text{vBind}(!\Delta, c_b, m_b, A) &\quad \text{(vBind)}
\end{align*}
\]

where FV(!\Delta) refer to the set of free variables in M and the names of variables in the context !\Delta.

Next, the typing derivation rules are defined below in Definition 3.2.6.

**Definition 3.2.6 (Type derivation rules).**

\[
\begin{align*}
!\Delta, (x : A) &\vdash x : A \quad \text{(var)} \\
!\Delta, Q &\vdash M : !A &\quad \text{(d)} \\
!\Delta &\vdash V : A &\quad \text{V is value} \\
!\Delta &\vdash V : !A &\quad \text{(p)}
\end{align*}
\]

\[
\begin{align*}
!\Delta &\vdash \ast : I &\quad \text{(l)} \\
!\Delta &\vdash \texttt{tt} : \text{bool} &\quad \text{(tt)} \\
!\Delta &\vdash \texttt{ff} : \text{bool} &\quad \text{(ff)}
\end{align*}
\]

\[
\begin{align*}
!\Delta, Q, (x : A_a) &\vdash M : A_b \\
!\Delta &\vdash \lambda x. M : A_a \rightarrow A_b &\quad \text{(-o)}
\end{align*}
\]

\[
\begin{align*}
!\Delta, Q_a &\vdash M_a : A_a \\
!\Delta, Q_b &\vdash M_b : A_b \\
!\Delta, Q_a, Q_b &\vdash \langle M_a, M_b \rangle : A_a \otimes A_b &\quad \text{((\otimes)}
\end{align*}
\]

\[
\begin{align*}
!\Delta, Q_a &\vdash M : \text{bool} \\
!\Delta, Q_b &\vdash M : A \\
!\Delta, Q_a, Q_b &\vdash \text{if } M \text{ then } M_a \text{ else } M_b : A &\quad \text{(if)}
\end{align*}
\]

\[
\begin{align*}
!\Delta &\vdash \text{box}_P : !(P \rightarrow A) \rightarrow \text{QC}h(A, P) &\quad \text{(box)}
\end{align*}
\]

\[
\begin{align*}
!\Delta &\vdash \text{unbox} : \text{QC}h(A, P) \rightarrow (P \rightarrow A) &\quad \text{(unbox)}
\end{align*}
\]

\[
\begin{align*}
\gamma_a &\vdash m_a : A &\quad \gamma_b &\vdash m_b : A \\
\gamma_a \times \gamma_b &\vdash [m_a, m_b] : A &\quad (b)
\end{align*}
\]

\[
\begin{align*}
p &\vdash \text{vBind}(!\Delta, \text{out}(Q), m, A) &\quad (\text{vBind})
\end{align*}
\]

\[
\begin{align*}
!\Delta &\vdash (p, Q, m) : \text{QC}h(A, P) &\quad \text{QC}h(A, P)
\end{align*}
\]
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The typing rules ensure that all terms constituting a branching term share the same type, and the quantum channel constants have types built with the constructor of type QChan. For instance, the term meas in Eq. (3.1) is typed as !\Delta \vdash \text{meas} : \text{qubit} \rightarrow \text{bool} \otimes \text{qubit} as in Example 3.2.1. Similarly, the term init(b), and free, in Eq. (3.2) has type I \rightarrow \text{qubit}, and qubit \rightarrow I, respectively.

**Example 3.2.1** (Typing derivation of quantum channel constants). *The quantum channel constants in Eq. 3.1 and Eq. 3.2 admit the following typing derivations.*

\[
\frac{
!\Delta \vdash \text{unbox} : A_m \rightarrow B_m \quad \text{(unbox)}
}{
!\Delta \vdash \text{meas} : B_m \quad \text{(d)}
}\]

\[
!\Delta \vdash \left( q, \quad q \rightarrow \begin{array}{c}
\text{q, } \text{q} \\
\text{q, } \text{q}
\end{array}, \quad \begin{array}{c}
\langle \text{tt, } \text{q} \\
\langle \text{ff, } \text{q} \rangle
\end{array} : A_m
\]

\[
!\Delta \vdash \text{init} : I \rightarrow \text{qubit} \quad \text{!\Delta, q : qubit} \quad \text{!\Delta, q : qubit}
\]

\[
!\Delta \vdash \text{free} : \text{qubit} \rightarrow I \quad !\Delta \vdash \text{meas}_f : \text{qubit} \rightarrow \text{bool}
\]

\[
\pi_m = \begin{array}{c}
\vdash \text{unbox} : A_m \rightarrow B_m \\
\vdash \text{meas} : B_m
\end{array}
\]

\[
\pi_m = \begin{array}{c}
\vdash \text{unbox} : A_m \rightarrow B_m \\
\vdash \text{meas} : B_m
\end{array}
\]

where \( A_m = \text{QChan(qubit, bool } \otimes \text{qubit) \text{ and } B_m = qubit \rightarrow \text{bool} \otimes \text{qubit} \text{ and } \pi_m \text{ represents the following type derivation.} \)

\[
!\Delta \vdash \text{init} : I \rightarrow \text{qubit} \quad !\Delta \vdash \text{free} : \text{qubit} \rightarrow I \quad !\Delta \vdash \text{meas}_f : \text{qubit} \rightarrow \text{bool}
\]

\[
\pi_m = \begin{array}{c}
\vdash \text{unbox} : A_m \rightarrow B_m \\
\vdash \text{meas} : B_m
\end{array}
\]

\[
\pi_m = \begin{array}{c}
\vdash \text{unbox} : A_m \rightarrow B_m \\
\vdash \text{meas} : B_m
\end{array}
\]

assuming that \( x \text{ and } y \text{ is not contained in the exponential typing context } !\Delta. \text{ Note that the } (A | B) \text{ represents the two sides of the typing rule } (\text{vBind}_b): A \text{ refers to the variables for the left } \text{vBind} \text{ relation and } B \text{ refers to the variables for the right.}

Similarly, we can derive the following type judgements:

\[
!\Delta \vdash \text{init}(b) : I \rightarrow \text{qubit}
\]

\[
!\Delta \vdash \text{free} : \text{qubit} \rightarrow I
\]

\[
!\Delta \vdash \text{meas}_f : \text{qubit} \rightarrow \text{bool}
\]

and

\[
!\Delta, q : \text{qubit} \vdash X(q) : \text{qubit} \rightarrow \text{qubit}
\]

\[
!\Delta, q : \text{qubit} \vdash H(q) : \text{qubit} \rightarrow \text{qubit}
\]

\[
!\Delta, q : \text{qubit} \vdash Z(q) : \text{qubit} \rightarrow \text{qubit}
\]

\[
!\Delta, q : \text{qubit} \vdash \text{CNOT}(q_1, q_2) : \text{qubit } \otimes \text{qubit} \rightarrow \text{qubit } \otimes \text{qubit}
\]

Note that those type judgments are not unique type judgments for the terms. As an example, we can also obtain the type judgement !\Delta \vdash \text{free} : \text{qubit} \rightarrow I \text{ from the fact that } !\Delta \vdash * : I \text{ can be derived from } !\Delta \vdash * : I \text{ by the promotion rule } (p).
Remembering that term represents a proof of the sequent corresponding to the type judgment in terms of logic, the constants—qubit and QChan(-,-)—can be considered as propositional constants whose proofs are represented by variables and by quantum channel constants, respectively. Also, note that there are types of quantum channels of different input and output shapes, i.e., types of input and output.

As mentioned in Section 3.1.2, the encapsulation is similar to the abstraction. In particular, the type derivation for \(\text{unbox}(p, \epsilon(\text{supp}(p)), M)\) in Lemma 3.2.1 is similar to the typing rule \(\rightarrow_I\) for \(\lambda p. M\). However, the premises of the type derivation takes \(\text{supp}(p) : \text{qubit}\) in its typing context, which destruct the structure of the pattern \(p\) while the rule \(\rightarrow_I\) for abstraction keeps the structure of the input.

**Lemma 3.2.1.** Unbox can be thought of as an encapsulation of a term in a quantum channel constant. For some pattern \(p\) of type \(P\) such that \(\text{supp}(p) = \{p_1, \ldots, p_k\}\), we can obtain the following type derivation.

\[
\begin{align*}
\vdash & \Delta, (\text{supp}(p) : \text{qubit}) \vdash M : A \\
\Delta \vdash & \text{unbox}(p, \epsilon(\text{supp}(p)), M) : P \rightarrow A
\end{align*}
\]

Proof.

\[
\begin{align*}
\vdash & \Delta \vdash \text{unbox} : A_M \rightarrow B_M \quad \text{(unbox)} \\
\vdash & \Delta \vdash (p, \epsilon(\text{supp}(p)), M) : A_M \quad \text{(\(\rightarrow_E\))} \\
\vdash & \Delta \vdash \text{unbox}(p, \epsilon(\text{supp}(p)), M) : P \rightarrow A
\end{align*}
\]

and

\[
\begin{align*}
\vdash & \Delta, (\text{supp}(p) : \text{qubit}) \vdash M : A \\
\vdash & \Delta \vdash (p, \epsilon(\text{supp}(p)), M) : A_M \quad \text{(\(\text{vBind}_{\Delta, b}\))} \\
\vdash & \Delta \vdash \text{QChan}(P, A) \quad \text{(\(\text{QChan}_I\))} \\
\vdash & \Delta \vdash (p, \epsilon(\text{supp}(p)), M) : A_M
\end{align*}
\]

where \(A_M = \text{QChan}(P, A)\) and \(B_M = P \rightarrow A\) for some PType \(P\).

Then, by letting \(\lambda * . M\) refers to \(\text{unbox}(*, \epsilon(\emptyset), M)\) as in Equation 3.5, we can obtain the type derivation for the abstraction of a term \(M\) with no variable, as in Corollary 3.2.1.1.

\[
\lambda * . M = \text{unbox}(*, \epsilon(\emptyset), M) \quad \text{(3.5)}
\]

It allows us to define the teleportation example as a function as in Example 3.2.2.
Corollary 3.2.1.1. Then, by Lemma 3.2.1, by letting \( p = * \), we obtain the following type derivation.

\[
\begin{align*}
!\Delta & \vdash M : A \\
!\Delta & \vdash \lambda \ast . M : I \to A
\end{align*}
\]

Moreover, note that the typing rule (unbox) in our type system implies that the typing rule (unbox') in Eq. (3.6).

\[
!\Delta \vdash \text{unbox} : !\text{QChan}(P, A) \to !(P \to A) \quad \text{(unbox') (3.6)}
\]

Indeed, we can obtain the typing derivation (unbox'), by defining a variation of unbox as in Eq. (3.7), as in Lemma 3.2.2.

\[
\text{unbox}_{\text{dup}} ::= \lambda x. \text{unbox}(x) \quad \text{(3.7)}
\]

**Lemma 3.2.2.** Given that there is no quantum variables in the context, the duplicable unbox operator \( \text{unbox}_{\text{dup}} \) admits the type \( !\text{QChan}(P, A) \to !(P \to A) \).

**Proof.** The typing derivation for \( !\Delta \vdash \text{unbox}_{\text{dup}} : !\text{QChan}(P, A) \to !(P \to A) \) is shown below. Note that unbox\((x)\) is a value since variable \( x \) is a value.

\[
\begin{align*}
!\Delta, (x : !\text{QChan}(P, A)) & \vdash \text{unbox}(x) : P \to A & \text{unbox}(x) \text{ is value (p)} \\
!\Delta, (x : !\text{QChan}(P, A)) & \vdash \text{unbox}(x) : !(P \to A) & \text{\quad \quad \quad } (\to_f) \\
!\Delta & \vdash \lambda x. \text{unbox}(x) : !\text{QChan}(P, A) \to !(P \to A)
\end{align*}
\]

and

\[
\begin{align*}
!\Delta, (x : !\text{QChan}(P, A)) & \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A) & \text{(unbox)} \\
!\Delta, (x : !\text{QChan}(P, A)) & \vdash x : !\text{QChan}(P, A) \quad & \text{(var)} \\
!\Delta, (x : !\text{QChan}(P, A)) & \vdash x : \text{QChan}(P, A) \quad & \text{(d)} \\
& \vdash \text{unbox}(x) : P \to A & \text{(\( \to_E \))}
\end{align*}
\]

\[\square\]

**Example 3.2.2.** Teleportation from Example 3.1.2 can be defined as a function as follows:

\[
(\text{tel'}') ::= \lambda \ast . (\text{let } (y, q) = \text{Bell in } \langle A(y), B(q) \rangle)
\]

Now, we show some examples of type derivation for the examples of term originated from Example 3.1.2 and Example 3.1.2.
Example 3.2.3. Now, we show how the interpretation works on a typing derivation for the program \( \text{exp} \) in Eq. (1.1). We first show the typing derivation, then present the final result of the interpretation in the explicit form of tuple.

For the program \( \text{exp} \), let’s consider the following typing derivation:

\[
\begin{align*}
\text{val} : & \quad \text{qubit} \\
\vdash v_c : & \quad \text{qubit} & \quad \text{meas}(v_c) : & \quad \text{bool} \otimes \text{qubit} \\
\vdash b : & \quad \text{bool}, v_c : \quad \text{qubit} & \quad \vdash T : & \quad \text{qubit} \otimes I
\end{align*}
\]

where \( T = \text{if } b \text{ then } \langle \text{init}(tt), \text{free}(v_c) \rangle \text{ else } \langle v_c, \ast \rangle \).

\[
\begin{align*}
\vdash \text{unbox} : & \quad !A_m \rightarrow! (\text{qubit} \rightarrow (\text{bool} \otimes \text{qubit})) \\
\vdash \text{meas} : & \quad !(\text{qubit} \rightarrow (\text{bool} \otimes \text{qubit})) \\
\vdash \text{circ} : & \quad !A_m \\
\vdash \text{meas} : & \quad \text{qubit} \rightarrow \text{bool} \otimes \text{qubit} \\
\vdash v_c : & \quad \text{qubit} \rightarrow \text{meas}(v_c) : \quad \text{bool} \otimes \text{qubit}
\end{align*}
\]

where

\[
\begin{align*}
A_m & = \text{QChan}(\text{qubit}, \text{bool} \otimes \text{qubit}) \\
circ_m & = (x, \text{meas } x \epsilon \{x\} \epsilon \{x\}, [(tt, x), (ff, x)]).
\end{align*}
\]

\[
\begin{align*}
\vdash \text{tt} : & \quad \text{bool} & \quad \vdash x : & \quad \text{qubit} \\
\emptyset & = \emptyset & \quad \vdash (tt, x) : & \quad \text{bool} \otimes \text{qubit} \\
\emptyset & = \emptyset & \quad \vdash (ff, x) : & \quad \text{bool} \otimes \text{qubit}
\end{align*}
\]

\[
\begin{align*}
\vdash \text{vBind}(\emptyset, \{x\}, \langle tt, x \rangle, \text{bool} \otimes \text{qubit}) & \quad \vdash \text{vBind}(\emptyset, \{x\}, \langle ff, x \rangle, \text{bool} \otimes \text{qubit}) \\
\vdash (x, \text{meas } x \epsilon \{x\} \epsilon \{x\}, [(tt, x), (ff, x)]) : & \quad !A_m
\end{align*}
\]

\[
\begin{align*}
\vdash \text{init}(tt) : & \quad \text{qubit} \\
\vdash v_c : & \quad \text{qubit} \rightarrow \text{free}(v_c) : I \\
\vdash v_c : & \quad \text{qubit} \rightarrow \text{qubit} \\
\vdash v_c : & \quad \text{qubit} \rightarrow \langle v_c, \ast \rangle : \text{qubit} \otimes I
\end{align*}
\]

\[
\begin{align*}
\vdash b : & \quad \text{bool}, v_c : \quad \text{qubit} \rightarrow \text{if } b \text{ then } \langle \text{init}(tt), \text{free}(v_c) \rangle \text{ else } \langle v_c, \ast \rangle : \text{qubit} \otimes I
\end{align*}
\]

\[
\begin{align*}
\vdash \text{unbox} : & \quad !\text{QChan}(I, \text{qubit}) \rightarrow! (I \rightarrow \text{qubit}) \\
\vdash \text{unbox}(\ast, \text{init } b x \epsilon \{x\}, x) : & \quad !I \rightarrow \text{qubit} \\
\vdash \text{unbox}(\ast, \text{init } b x \epsilon \{x\}, x) : & \quad I \rightarrow \text{qubit} \\
\vdash \text{vBind}(\emptyset, \{x\}, x, \text{qubit}) & \quad \vdash \text{init}(tt) : \text{qubit}
\end{align*}
\]
Example 3.2.4. Next, for the teleportation, let's define the term as follows:

\[
\begin{align*}
\text{Bell} & := \text{CNOT}(H(\text{init}(tt)), \text{init}(tt)) \\
A & := \lambda y.\lambda x. (\text{let } (x, y) = \text{CNOT}(x, y) \text{ in } (\text{meas}_f(H(x)), \text{meas}_f(y))) \\
B & := \lambda q.\lambda xy. (\text{let } (x, y) = xy \text{ in } U_{XY}) \\
U_{XY} & := \text{if } x \text{ then } (\text{if } y \text{ then } X(Z(q)) \text{ else } Z(q)) \text{ else } (\text{if } y \text{ then } X(q) \text{ else } q) \\
\text{tel} & := \text{let } (y, q) = \text{Bell}(\ast) \text{ in } \langle A(y), B(q) \rangle \\
\text{tel}' & := \lambda \ast. (\text{let } \langle y, q \rangle = \text{Bell} \text{ in } \langle A(y), B(q) \rangle).
\end{align*}
\]

where we used the elementary gates (CNOT, H, X and Z), initialization (init) and measurement (meas) defined intuitively by the application of unbox to quantum channel constants. Note that the measurement with subscript \(f\) (meas\(_f\)) returns only a boolean while basic measurement meas returns a pair of a boolean and a qubit.

We sometimes use abbreviation \(QQ\) which refers to \(qubit \otimes qubit\), \(BQ\) to bool \(\otimes\) \(qubit\), and \(BB\) to bool \(\otimes\) bool for space.

Now, we can derive the following typing derivations:

\[
\begin{align*}
& y : \text{bool} \vdash y : \text{bool} \\
& \vdash X : qubit \rightarrow qubit \\
& \vdash q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
\end{align*}
\]

\[
\begin{align*}
& y : \text{bool} \vdash y : \text{bool} \\
& \vdash X : qubit \rightarrow qubit \\
& \vdash q : qubit \vdash X(Z(q)) : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
\end{align*}
\]

\[
\begin{align*}
& y : \text{bool} \vdash y : \text{bool} \\
& \vdash X : qubit \rightarrow qubit \\
& \vdash q : qubit \vdash X(Z(q)) : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
& q : qubit \vdash q : qubit \\
\end{align*}
\]
where

\[
\begin{align*}
\vdash Z : \text{qubit} &\rightarrow \text{qubit} \\
q : \text{qubit} \vdash q : \text{qubit} \\
q : \text{qubit} \vdash Z(q) : \text{qubit}
\end{align*}
\]

\[
\begin{align*}
x : \text{bool} &\vdash x : \text{bool} \\
y : \text{bool}, q : \text{qubit} &\vdash \text{CTRL}_1 : \text{qubit} \\
y : \text{bool}, q : \text{qubit} &\vdash \text{CTRL}_2 : \text{qubit}
\end{align*}
\]

\[
x : \text{qubit}, y : \text{qubit}, q : \text{qubit} \vdash U_{XY} : \text{qubit}
\]

where \(\text{CTRL}_1 = \text{if } y \text{ then } X(Z(q)) \text{ else } Z(q)\) and \(\text{CTRL}_2 = \text{if } y \text{ then } X(q) \text{ else } q\).
Bell: \[ QQ \]

\[ y : \text{qubit} \vdash A(y) : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool}) \]

\[ q : \text{qubit} \vdash B(q) : (\text{bool} \otimes \text{bool}) \rightarrow \text{qubit} \]

\[ \vdash \text{tel} : (\text{qubit} \rightarrow (\text{bool} \otimes \text{bool})) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) \]

And for the variation of teleportation term of Example 3.2.2.

\[ \vdash \text{tel'} : I \rightarrow (\text{qubit} \rightarrow (\text{bool} \otimes \text{bool})) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) \]

In addition, the type system has the following properties. First of all, Lemma 3.2.3 states that: first, for a valid type judgment \( !\Delta, Q \vdash M : A \), all free variables of the term \( M \) appears in the context \( !\Delta, Q \); and second, if a quantum channel constant \( (p, Q, m) \) is well bound, i.e. \( \text{vBind}(!\Delta, \text{out}(Q), m, A) \) is derivable, then the free variable of the quantum channel constant appears in the exponential context \( !\Delta \).

**Lemma 3.2.3.** The following two statements hold:

1. If \( (!\Delta, Q \vdash M : A) \), then \( (\text{FV}(Q) \subseteq \text{FV}(M) \subseteq (\text{FV}(!\Delta) \cup \text{FV}(Q))) \).

2. If \( \text{vBind}(!\Delta, \text{out}(Q), m, A) \), then \( (\text{FV}((p, Q, m)) \subseteq \text{FV}(!\Delta)) \)

As a consequence, \( (\text{FV}(Q) = \text{FV}(M) \setminus \text{FV}(!\Delta)) \).

**Proof.** We prove these two properties by induction on the level of QChan.

Base case: When the level of QChan of \( m \) is \(-1\), both properties are true since there is no such \( m \) with level of QChan \(-1\).

Induction step: Assume that the properties hold for all term \( m \) with level of QChan \( i \) less than or equal to \( i \). We show the two properties for any term \( m \) with QChan level \( i + 1 \) as follows.

1. If \( (\!\Delta, Q \vdash M : A) \), then \( (\text{FV}(Q) \subseteq \text{FV}(M) \subseteq (\text{FV}(!\Delta) \cup \text{FV}(Q))) \).

   Induction on type derivation.

   \[ (\!\Delta, (x : A) \vdash x : A) \]

   We have that either \( (Q = (x : A)) \) or \( (Q = \emptyset) \) and \( (M = x) \), hence \( (\text{FV}(Q) \subseteq \text{FV}(M) = \{x\}) \). Therefore, it follows that \( (\text{FV}(Q) \subseteq \text{FV}(M) \subseteq (\text{FV}(!\Delta) \cup \text{FV}(Q))) \).
• \( (\!\Delta \vdash V : !A) \) when \( (\!\Delta \vdash V : A) \) and \( V \) is a value.

The goal directly follows from induction hypothesis.

• \( (\!\Delta, Q \vdash M : A) \) when \( (\!\Delta, Q \vdash M : !A) \)

The goal directly follows from induction hypothesis.

• \( (\!\Delta \vdash * : I), (\!\Delta \vdash t : \text{bool}), \text{or } (\!\Delta \vdash f : \text{bool}) \text{ or the rules for } (\text{box}) \) and (\text{unbox})

We have that \( (Q = \emptyset) \) and \( (M = *, (\text{tt}, \text{ or } ff)) \), hence \( (\text{FV}(Q) = \text{FV}(M) = \emptyset) \). Therefore, it follows that \( (\text{FV}(Q) \subseteq \text{FV}(M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q))) \).

• \( (\!\Delta, Q_a, Q_b \vdash \text{if } M \text{ then } M_1 \text{ else } M_2 : A) \) where \( (\!\Delta, Q_a \vdash M : \text{bool}) \), \( (\!\Delta, Q_b \vdash M_1 : A) \), and \( (\!\Delta, Q_b \vdash M_2 : A) \)

From induction hypotheses, we obtain that \( (\text{FV}(Q_a) \subseteq \text{FV}(M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_a))) \), \( (\text{FV}(Q_b) \subseteq \text{FV}(M_1) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_b))) \), and \( (\text{FV}(Q_b) \subseteq \text{FV}(M_2) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_b))) \).

Therefore, we can derive that \( (\text{FV}(Q_a, Q_b) = \text{FV}(Q_a) \cup \text{FV}(Q_b) \subseteq \text{FV}(M) \cup \text{FV}(M_1) \cup \text{FV}(M_2) = \text{FV}(\text{if } M \text{ then } M_1 \text{ else } M_2) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_a) \cup \text{FV}(Q_b)) = (\text{FV}(\!\Delta) \cup \text{FV}(Q_a, Q_b))) \).

• \( (\!\Delta, Q \vdash \lambda x. M : A_a \rightarrow A_b) \) where \( (\!\Delta, Q, (x : A_a) \vdash M : A_b) \)

There are two cases to prove depending on \( A_a \). First, let us assume that \( A_a \) is linear. Then, from induction hypothesis, we have that \( (\text{FV}(Q) \cup \{x\} \subseteq \text{FV}(M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q) \cup \{x\})) \). Therefore, it follows that \( (\text{FV}(Q) \subseteq \text{FV}(M) \setminus \{x\} = \text{FV}(\lambda x. M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q))) \) since \( (x \not\in \text{FV}(\!\Delta) \cup \text{FV}(Q)) \).

Next, let us assume that \( A_a \) is non-linear. Then, induction hypothesis gives that \( (\text{FV}(Q) \subseteq \text{FV}(M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q) \cup \{x\})) \). Moreover, we have that \( (x \not\in \text{FV}(Q)) \). Therefore, we can derive that \( \text{FV}(Q) = \text{FV}(Q) \setminus \{x\} \subseteq \text{FV}(M) \setminus \{x\} = \text{FV}(\lambda x. M) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q))) \) since \( (x \not\in \text{FV}(\!\Delta) \cup \text{FV}(Q)) \).

• \( (\!\Delta, Q_a, Q_b \vdash \text{let } (x, y) = M_a \text{ in } M_b : A) \) where \( (\!\Delta, Q_a \vdash M_a : A_1 \otimes A_2) \) and \( (\!\Delta, Q_b, (x : A_1), (y : A_2) \vdash M_b : A) \)

From induction hypothesis, we can obtain that \( (\text{FV}(Q_a) \subseteq \text{FV}(M_a) \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_a))) \) and \( (\text{FV}(Q_b) \cup V \subseteq \text{FV}(M_b) \cup (\text{FV}(\!\Delta) \cup \text{FV}(Q_a) \cup V)) \) where \( \{V \subseteq \{x, y\}\} \) depending on the linearity of \( x \) and \( y \). It also follows that \( (\text{FV}(Q_b) \subseteq (\text{FV}(M_b) \setminus \{x, y\}) \cup (\text{FV}(\!\Delta) \cup \text{FV}(Q_a))) \) since \( (\text{FV}(Q_b) \cap \{x, y\} = \emptyset) \) and \( (\text{FV}(\!\Delta) \cap \{x, y\} = \emptyset) \).

Therefore, we can derive that \( (\text{FV}(Q_a, Q_b) = \text{FV}(Q_a) \cup \text{FV}(Q_b) \subseteq \text{FV}(M_a) \cup (\text{FV}(M_b) \setminus \{x, y\}) = \text{FV}(\text{let } (x, y) = M_a \text{ in } M_b \subseteq (\text{FV}(\!\Delta) \cup \text{FV}(Q_a) \cup \text{FV}(Q_b)) = (\text{FV}(\!\Delta) \cup \text{FV}(Q_a, Q_b))) \).

• \( (\!\Delta, Q_a, Q_b \vdash M_a M_b : A_b) \) where \( (\!\Delta, Q_a \vdash M_a : A_a \rightarrow A_b) \) and \( (\!\Delta, Q_b \vdash M_b : A_b) \)
From induction hypotheses, we have that \( \text{FV}(Q_a) \subseteq \text{FV}(M_a) \subseteq (\text{FV}(\Delta) \cup \text{FV}(Q_a)) \) and that \( \text{FV}(Q_b) \subseteq \text{FV}(M_b) \subseteq (\text{FV}(\Delta) \cup \text{FV}(Q_b)) \).

Therefore, we can derive that \( \text{FV}(Q_a, Q_b) = \text{FV}(Q_a) \cup \text{FV}(Q_b) \subseteq \text{FV}(M_a) \cup \text{FV}(M_b) = \text{FV}(M_aM_b) \subseteq (\text{FV}(\Delta) \cup \text{FV}(Q_a) \cup \text{FV}(Q_b)) = (\text{FV}(\Delta) \cup \text{FV}(Q_a, Q_b)) \).

- \( (\Delta, Q_a, Q_b \vdash (M_a, M_b) : A_a \otimes A_b) \) where \( (\Delta, Q_a \vdash M_a : A_a) \) and \( (\Delta, Q_b \vdash M_b : A_b) \)

The same as the previous case.

- \( (\Delta \vdash (p, Q, m) : \text{!QChan}(P, A)) \) where \( (p = P) \) and \( (\text{vBind}(\Delta, \text{out}(Q), m, A)) \)

Since the QChan level of \( m \) is strictly less than the QChan level of \( (p, Q, m) \), we can apply the induction hypothesis, which says that \( \text{FV}((p, Q, m)) \subseteq \text{FV}(\Delta) \) if \( (\text{vBind}(\Delta, \text{out}(Q), m, A)) \).

Therefore, from the hypothesis, \( (\text{vBind}(\Delta, \text{out}(Q), m, A)) \), we can conclude that \( \text{FV}((p, Q, m)) \subseteq \text{FV}(\Delta) \).

- \( (\gamma_a \times \gamma_b \vdash [m_a, m_b] : A) \) where \( (\gamma_a \vdash m_a : A) \) and \( (\gamma_b \vdash m_b : A) \)

Since the lemma concerns with the classical term, this case is irrelevant.

2. If \( (\text{vBind}(\Delta, \text{out}(Q), m, A)) \), then \( \text{FV}((p, Q, m)) \subseteq \text{FV}(\Delta) \)

We prove it by induction on \( Q \).

- \( (Q = v) \)

First, we have that \( \text{out}(Q) = V \) and \( m = M \).

Therefore, we know that the condition \( (\text{vBind}(\Delta, \text{out}(Q), m, A)) \) must be derived by using \( \text{vBind}_{m,b} \), which implies that \( \text{out}(Q) \cap \text{FV}(\Delta) = \emptyset \) and \( (\Delta, \text{TC}_Q(V) \vdash M : A) \).

Then applying the hypothesis, which says that if \( (\Delta, \text{TC}_Q(V) \vdash M : A) \) then \( V \subseteq \text{FV}(M) \subseteq (\text{FV}(\Delta) \cup V) \), we can obtain that

\[
(\text{FV}(M) \setminus V) \subseteq ((\text{FV}(\Delta) \cup V) \setminus V) = \text{FV}(\Delta).
\]

- \( (Q = U(V) Q', \text{init } b v Q', \text{ or free } v Q') \)

In this case, we know that \( \text{out}(Q) = \text{out}(Q') \), hence

\[
(\text{vBind}(\Delta, \text{out}(Q), m, A) = \text{vBind}(\Delta, \text{out}(Q'), m, A)).
\]

However, we can derive that \( \text{FV}((p, Q', m)) = \cup_i(\text{FV}(m_i) \setminus \text{out}(Q'_i)) = \cup_i(\text{FV}(m_i) \setminus \text{out}(Q'_i)) = \text{FV}((p, Q, m)). \)

Then, by the induction hypothesis, we have that \( \text{FV}((p, Q', m)) \subseteq \text{FV}(\Delta) \).

Therefore, we can conclude that \( \text{FV}((p, Q, m)) \subseteq \text{FV}(\Delta) \).
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We know that the hypothesis \( (v\text{Bind}(!\Delta, \text{out}(Q), m, A)) \) is derived by the rule \( v\text{Bind}_b \), which implies that

- \( m = [m_a, m_b] \),
- \( (\text{out}(Q) = [\text{out}(Q_1), \text{out}(Q_2)]) \),
- \( (v\text{Bind}(!\Delta, c_a, m_a, A)) \), and
- \( (v\text{Bind}(!\Delta, c_b, m_b, A)) \).

By induction hypothesis, we obtain that \( (\text{FV}(p, Q_1, m_a)) \subseteq \text{FV}(!\Delta) \) and \( (\text{FV}(p, Q_2, m_b)) \subseteq \text{FV}(!\Delta) \).

Therefore, since \( (\text{FV}(p, Q, m)) = \text{FV}(p, Q_1, m_a) \cup \text{FV}(p, Q_2, m_b)) \subseteq \text{FV}(!\Delta) \).

\[ \square \]

Secondly, Lemma 3.2.4 states that if a value has an exponential type, then it does not contain any linear free variables.

**Lemma 3.2.4.** Suppose that \( (!\Delta, Q \vdash V : !A) \). Then \( Q \) is empty.

**Proof.** We proceed by induction on the derivation of \( !\Delta, Q \vdash V : !A \). The relevant cases are:

- If \( V \) is a variable, it is trivially true.
- If \( (!\Delta, Q \vdash V : !A) \) is derived from (d): then by the induction hypothesis, \( Q \) is empty.
- Cases of (p) and (QChan) are trivial.

All other cases are irrelevant: We, therefore, have \( Q \) empty. \[ \square \]

Next, the substitution lemma (Lemma 3.2.5) states that the type of a term is preserved when we substitute a variable in the typed term with another term with the type of the variable.

**Lemma 3.2.5.** Consider a branching term \( m \). Then the two following properties hold:

- If \( m = M, (!\Delta, Q_a, (x : A_a) \vdash M : A_b) \) and \( (!\Delta, Q_b \vdash V : A_a) \), then \( (!\Delta, Q_a, Q_b \vdash M[V/x] : A_b) \).
- If \( v\text{Bind}((!\Delta, x : !A'), c, b, m, A) \) and \( !\Delta \vdash !A' \) is a value then \( v\text{Bind}(!\Delta, c, b, m[V/x], A) \).
Proof. Induction on the QChan level of $m$.

Base case: QChan level is -1: trivial since there is no such $m$.

Induction case: Suppose that it is true for all $m$ with QChan level $n - 1$, and pick $m$ with QChan level $n$.

1. Let us prove the first bullet: assume that $m = M$ is non-branching, that $(!\Delta, Q_a, (x : A_a) \vdash M : A_b)$ and that $(!\Delta, Q_b \vdash V : A_a)$. We want to show that $(!\Delta, Q_a, Q_b \vdash M[V/x] : A_b)$.

   Induction on typing derivation of $(!\Delta, Q_a, (x : A_a) \vdash M : A_b)$.

   - $(!\Delta, (x : A) \vdash x : A)$
     First, it can be derived that: either ($M = x$), ($Q_a = \emptyset$), and ($A_a = A_b$); or ($M = y$), ($Q_a = (y : A_b)$), and ($A_a$ is a non-linear type.
     For the first case, since ($M = x$), we obtain that ($M[V/x] = V$). Therefore, the hypothesis, $(!\Delta, Q_b \vdash V : A_a)$, implies that $(!\Delta, Q_a, Q_b \vdash M[V/x] : A_b)$.
     For the second case, since $A_a$ is linear, from Lemma 3.2.4, we know that ($Q_b = \emptyset$). Therefore, $(!\Delta, (y : A_b) \vdash y : A_b$ can be obtained by type rule (var), and, hence, $(!\Delta, Q_a, Q_b \vdash M[V/x] : A_b$ as well.

   - $(!\Delta', Q \vdash M : A)$ where $(!\Delta', Q \vdash M : !A)$
     First, it can be derived that $((!\Delta, Q_a, (x : A_a)) = (!\Delta', Q))$ and ($A_b = A$).
     By induction hypothesis, we obtain that $(!\Delta, Q_a, Q_b \vdash M[V/x] : !A$).
     Then, by applying the typing rule, we can conclude that $(!\Delta, Q_a, Q_b \vdash M[V/x] : A$).

   - $(!\Delta' \vdash V' : !A)$ where $(!\Delta' \vdash V' : A)$ and $V'$ is a value
     First, we have that $(!\Delta' = !\Delta, Q_a, (x : A_a))$, ($M = V'$), and ($!A = A_b$).
     We can deduce that $Q_a$ is empty and that $A_a$ is of the form $!A'_a$.
     Therefore we have $!\Delta, Q_b \vdash V : !A'_a$. From Lemma 3.2.4 we deduce that $Q_b$ is empty.
     Then, by induction hypothesis, we obtain that $(!\Delta \vdash V'[V/x] : A)$.
     From Lemma 3.1.6, the term $V'[V/x]$ is a value: we can apply (p) and get $(!\Delta \vdash V'[V/x] : !A)$.

   - Case (!): the term $M$ is $*$, $Q_a$ is empty, and $A_a$ is of the form $!A'_a$.
     From Lemma 3.2.4, We conclude that $Q_b$ is empty. Therefore, since $*[V/x] = *$, the result is true.
• For all the other constant cases: \( tt, ff, box, unbox \), the argument is similar.

• \((p, Q, m)\): the derivation starts with \((QChan_I)\), and we have \( Q_a \) empty, \( A_a \) of the form \(!A'_a\), \( A_b \) of the form \( QChan(P, A) \) and \( p \vdash P \). We also have that

\[
\text{vBind}((!\Delta, x : !A'_a), \text{out}(Q), m, A)
\]

From Lemma 3.2.4, \( Q_b \) is empty. We therefore want to show that

\[
!\Delta \vdash (p, Q, m)[V/x] : !\text{QChan}(P, A).
\]

We have \((p, Q, m)[V/x] = (p, Q, m[V/x])\).

We already know that \( p \vdash P \). To be able to use \((\text{QChan}_I)\) we only need to make sure that \( \text{vBind}(!\Delta, \text{out}(Q), m[V/x], A) \).

Since \( m \) has a QChan level strictly smaller than the one of \( M \), we can invoke the induction hypothesis to conclude.

• \((-\sigma_I)\). The term \( M \) is \( \lambda y.M' \) (where we can wlog assume that \( x \neq y \) and that \( y \notin |Q_b| \)), \( A_b \) is the form \( A \to A' \), and \( !\Delta, Q_a, x : A_a, y : A \vdash M' : A' \). By induction hypothesis \( !\Delta, Q_a, Q_b, y : A \vdash M'[V/x] : A' \), and we can conclude with rule \((-\sigma)\).

• \((-\sigma_E)\). The term \( M \) is of the form \( M_1 M_2 \) and \( Q_a = Q_1, Q_2 \). There are three cases for \( x : A_a \):

  - Either \( A_a \) is of the form \(!A'_a\).
    Then \( !\Delta, x : !A'_a, Q_1 \vdash M_1 : A \to A_b \) and \( !\Delta, x : !A'_a, Q_2 \vdash M_2 : A \) for some type \( A \). One can apply the induction hypothesis on both typing judgements and get \( !\Delta, Q_1 \vdash M_1[V/x] : A \to A_b \) and \( !\Delta, Q_2 \vdash M_2[V/x] : A \). Applying Rule \((-\sigma_E)\) gives the required result.

  - Or \( A_a \) is linear and \( x \) only appear in \( M_1 \).
    Then \( !\Delta, x : !A'_a, Q_1 \vdash M_1 : A \to A_b \) and \( !\Delta, Q_2 \vdash M_2 : A \). One can apply the induction hypothesis on both typing judgements and get \( !\Delta, Q_1 \vdash M_1[V/x] : A \to A_b \) and \( !\Delta, Q_2 \vdash M_2[V/x] : A \). Applying Rule \((-\sigma_E)\) gives the required result.

  - Or \( A_a \) is linear and \( x \) only appear in \( M_2 \). This is similar to the previous case.

• The cases \((M_a, M_b)\), \textbf{let} \((x, y) = M_a \text{ in } M_b \) and \textbf{if } \( M \text{ then } M_a \text{ else } M_b \) are completely similar.
2. Now we prove the second bullet of the lemma: Assume that $v\text{Bind}((!\Delta, x : !A'), c, m, A)$ and $!\Delta \vdash V : !A'$ is a value then $v\text{Bind}(!\Delta, c, m[V/x], a)$. We proceed by structural induction on $m$.

- Either $m = M$ is non-branching. Then $v\text{Bind}((!\Delta, x : !A'), c, m, A)$ is derived from Rule $(v\text{Bind}_{nb})$: we know that
  - $c \cap \text{FV}(!\Delta, x : !A') = \emptyset$
  - $!\Delta, x : !A', \text{TC}_Q(c) \vdash M : A$

  We can derive that $v\text{Bind}(!\Delta, c, m[V/x], a)$ provided that (using again Rule $(v\text{Bind}_{nb})$):
  - $c \cap \text{FV}(!\Delta) = \emptyset$: we already know since $c \cap \text{FV}(!\Delta, x : !A') = \emptyset$
  - $!\Delta, \text{TC}_Q(c) \vdash M[V/x] : A$.

  From the induction hypothesis applied on $(!\Delta, x : !A', \text{TC}_Q(c) \vdash M : A)$ and $(!\Delta \vdash V : !A')$, we derive that $(!\Delta, \text{TC}_Q(c) \vdash M[V/x] : A)$.

- Or $m = [m_a, m_b]$. Then $c = [c_a, c_b]$. The property

  $v\text{Bind}((!\Delta, x : !A'), [c_a, c_b], [m_a, m_b], A)$

  is derived from Rule $(v\text{Bind}_b)$: we know that

  $v\text{Bind}((!\Delta, x : !A'), c_a, m_a, A), \quad v\text{Bind}((!\Delta, x : !A'), c_b, m_b, A)$.

  We can apply induction hypothesis on both formulas and then conclude with Rule $(v\text{Bind}_b)$ since $m[V/x] = [m_a[V/x], m_b[V/x]]$.

This closes the proof of the substitution lemma. □

3.3. Operational Semantics

The operational semantics of the language is formalized by the abstract machine with the transition function over the states, called configuration. The functional behaviors of the operators and constructors of the term are encoded in the reduction rules. The computational model we have in mind for the language is the QRAM model.

In the quantum lambda-calculus, the corresponding operational semantics is designed with the use of an abstract machine of the form $(\phi, L, M)$ where $\phi$ is the state of the QRAM, $M$ is the term under consideration, and $L$ is a function binding the free variables of $M$ to the qubits in $\phi$. In the case of Proto-Quipper, another abstract machine is considered. Indeed, the computational model is not based on the QRAM but specialized in circuit construction: the operational semantics is modeling a form of I/O side-effect: gates are emitted and buffered in a circuit.
In our language, we have both access to a QRAM and the capability to manipulate generalized circuits in the form of quantum channels. We then define two operational semantics to capture the two possible behavior of the language: one semantics is designed for buffering and manipulating quantum channels, while the other one is for running the quantum channel in the global environment.

3.3.1 . Circuit-buffering operational semantics

Configuration

Following the formalization of the operational semantics in Proto-Quipper [56], the circuit-buffering abstract machine operates on the quantum channel while reducing the term. Naturally, the configuration is represented by a pair \((Q, m)\) consisting of a quantum channel \(Q\) and a branching term \(m\). The two branching structures are supposed to match. Note that we do not need a binding function that maps each wire in the output of \(Q\) to the free variables in \(m\) since we identify the space of wire names for quantum channel objects and variable names for the term.

However, since we introduce the classical context, the configuration of the circuit-buffering operational semantics can have free classical variables. Hence, the free variables of term \(M\) are not necessarily connected to the output wires of the buffered circuit. On the other hand, all the wires from the output of the circuit need to appear once in the term. These conditions of configuration is formalized in Definition 3.3.1. For convenience, let us divide the free variables of the term in a circuit-buffering configuration into two parts: quantum variables, which are the output wires of the quantum channel object, and classical variables, which are not quantum variables.

This definition of valid circuit-buffering configuration is similar to the definition of valid quantum channel constant. One can notice that a circuit-buffering configuration corresponds to a quantum channel constant without the input wires. Actually, each valid circuit-buffering configuration can be obtained from valid quantum channel constants of different patterns of input wires, as stated in Lemma 3.3.1.

**Definition 3.3.1 (Notion of valid circuit-buffering configuration).** A circuit-buffering configuration is a pair \((Q, m)\). Let us define a binary relation \(\text{vc}\) on \(Q\) and \(m\) stating that they share the same tree-structure:

\[
\begin{align*}
V \subseteq \text{FV}(M) & \quad \text{valid}(Q', m) & \quad \text{vc}(Q, m) \\
\text{vc}(\epsilon(V), M) & \quad \text{vc}(Q', m)
\end{align*}
\]

\[
\begin{align*}
\text{valid}(\text{meas } w Q_1 Q_2) & \quad \text{vc}(Q_1, m_a) & \quad \text{vc}(Q_2, m_b) \\
\text{vc}(\text{meas } w Q_1 Q_2, [m_a, m_b]) & \quad \text{vc}(Q, m)
\end{align*}
\]

where \(Q'\) refers to \(U(V) Q\), \(\text{init } b v Q\), and \(\text{free } v Q\). We ignore the name of the relation \(\text{vc}\) for valid circuit-buffering configuration unless it is necessary.
Lemma 3.3.1. Provided \((p, Q, m)\) is a quantum channel constant, \((Q, m)\) is valid.

Graphical representation of the circuit-buffering configuration    We use a graphical representation for the circuit-buffering configuration. A green box represents a quantum channel whose leaves are linked to square-boxed terms. The edges represent bundles of wires, which can contain multiple wires and be empty. For instance, the circuit-buffering configuration \((\text{meas } q \in \{(q\}) \circ \{(q)\}, [\langle \text{tt}, q \rangle, \langle \text{ff}, q \rangle])\) is represented with the diagram in Figure 3.1.

![Figure 3.1](image-url)

Figure 3.1: Graphical representation of the circuit-buffering configuration \((\text{meas } q \in \{(q\}) \circ \{(q)\}, [\langle \text{tt}, q \rangle, \langle \text{ff}, q \rangle])\)

Equivalence over configurations    We define the equality of circuit-buffering configuration based on the renaming of closed variables of the term (note that the term is already defined as the equivalence classes over the \(\alpha\)-equivalence) and the renaming of wire names in the quantum channel object. The equivalence requires that the quantum channel objects and the terms in two configurations be equivalent over the same renaming function.

In order to define the equality of the configuration, we first define an auxiliary equivalence relation depending on a binding function (a bijection) for input wires. As defined in Definition 3.3.2, the auxiliary equivalence means that two circuit-buffering configurations are equivalent over the renaming operation. In the definition, we use the renaming operator \(\text{rename}(m, V, f)\) applied to a term \(m\) given a renaming function \(f\) and a set of variable \(V\) as the term obtained by renaming of variables in \(V\) in \(m\) by the renaming function \(f\) restricted to the set of variable \(V\).

Definition 3.3.2 (Equivalence of the circuit-buffering configuration over renaming operation over \(f, \sim_f\)). In order to define the equivalence relation of the circuit-buffering configuration, we first define the auxiliary equivalence relation \(\sim_f\) of it, which depends on wire name renaming, which is defined inductively as follows.

\[
\epsilon(V_a) \sim_f \epsilon(V_b) \quad M_a \sim \text{rename}(M_b, V_b, f) \quad M_b \sim \text{rename}(M_a, V_a, f^{-1}) \\
((\epsilon(V_a), M_a) \sim_f (\epsilon(V_b), M_b))
\]

where \(f\) is a bijection from \(V_b\) to \(V_a\) and \(\text{rename}(m, V, f)\) means the term
obtained by renaming the variables \( V \) in \( m \) by \( f \).

\[
\begin{align*}
(Q_1, m_a) & \sim_f (Q_2, m_b) \\
(U(f(V)) Q_1, m_a) & \sim_f (U(V) Q_2, m_b)
\end{align*}
\]

Then, we define the equivalence of circuit-buffering configuration \( \sim \) as the subset of the auxiliary equivalence relation where the renaming function is identity function \( \text{id} \).

We can check that if \((Q_1, m_a) \sim_f (Q_2, m_b)\), then \(\text{in}(Q_1) = f(\text{in}(Q_2))\). The subscript \( f \) is ignored when it is an identity function which is the case for the equivalence relation. Therefore, it follows that if \((Q_1, m_a) \sim (Q_2, m_b)\), then \(\text{in}(Q_1) = \text{in}(Q_2)\) since they are equivalent over the identity. Moreover, it can be checked that the equivalence relation of configuration over the identity function is reflexive, symmetric, and transitive.

Although the equivalence relation of circuit-buffering configuration implies that input wires of the quantum channel objects \( Q_1 \) and \( Q_2 \) in the equivalent configuration are equal, they can have different output wires since the definition allows for renaming auxiliary qubits created inside the quantum channel objects. Also, note that we do not allow the renaming of free classical variables in the term in the auxiliary equivalence relation. Therefore, one can consider the equivalence relation is an extension of \( \alpha \)-equivalence of the term to the circuit-buffering configuration where the auxiliary wires created in the quantum channel object are considered as closed variables.

**Reduction rules**

The reduction rules are defined as a transition function over the configuration of the abstract machine for circuit-buffering. We let the right arrow \( \rightarrow \) refer to the reduction over the configuration of the abstract machine. This relation, defined over the equivalence class of the circuit-buffering configurations by Definition 3.3.2, depicts the operational semantics of the execution of each term construction, which interacts with the quantum channel object in context.

The reduction rules are composed of different sets of rules (Definitions 3.3.4 – 3.3.8) which are called–reduction rules for classical computation and circuit operators; and structural reduction rules for quantum channel constants, empty quantum channel and non-empty quantum channel. The reduction rules for the terms with structural construction rules with an empty quantum
channel (Definition 3.3.7) require the extend operation on the quantum channel object (Definition 3.1.11) to represent the composition of a configuration and another configuration with a non-branching term. Moreover, the same set of rules requires for the composition of terms an extended notion of the term to represent the composition of a branching term and a non-branching term.

**Definition 3.3.3** (Extending the term notation). Let us extend the notations for term constructs in the following way.

\[
M[m_a, m_b] := [M m_a, M m_b] \\
[m_a, m_b] M := [m_a M, m_b M] \\
\langle M, [m_a, m_b] \rangle := [(M, m_a), (M, m_b)] \\
\langle [m_a, m_b], M \rangle := [(m_a, M), (m_b, M)]
\]

If \([m_a, m_b]\) then \(M\) else \(N\) := \([\text{if } m_a \text{ then } M \text{ else } N, \text{if } m_b \text{ then } M \text{ else } N]\)

let \((x, y) = [m_a, m_b] \text{ in } N\) := \([\text{let } (x, y) = m_a \text{ in } N, \text{let } (x, y) = m_b \text{ in } N]\)

Next, the reduction rules are defined the same, except that the composed terms in structural reduction rules for the empty quantum channel can have common free variables (classical).

Rules (a.x) always hold (\(b\) ranges over \{tt, ff\}). In Rules (b.1), \(p\) is a pattern of same shape as \(P\) made from dynamically allocated fresh variables. In Rule (b.2), \(p\) and \(V\) have the same shape, and \(\sigma\) is a substitution mapping \(p\) to \(V\). Provided that \((Q, m) \rightarrow (Q', m')\), we have \((\epsilon(\emptyset), (p, Q, m)) \rightarrow (\epsilon(\emptyset), (p, Q', m'))\). Provided that we have that \((\epsilon(W_M), M) \rightarrow (Q, m),\) that all\((Q) \cap W_N = \emptyset\) and that all\((Q) \cap W_V = \emptyset\), the class of rules (c) apply. There, \(C[\cdot\cdot]\) ranges over \([-\cdot\cdot]N, V[-\cdot\cdot], \{[-\cdot\cdot], N\}, \{V, \emptyset\}\), if \([-\cdot\cdot] \text{ then } M_a \text{ else } M_b\) and let \((x, y) = [-\cdot\cdot] \text{ in } N\). We use syntactic sugar for combining terms and branching terms, as in \(C[m]\). It corresponds to the term constructor applied to each leaf of \(m\), for instance: for \(m = [[N_1, N_2, N_3], C[m] := [[C[N_1], C[N_2]], C[N_3]]\).

In Rules (d.x), \(Q\) stands for mea\(s\) \(w Q_1 Q_2\) and \(Q'\) for mea\(s\) \(w Q_3 Q_4\). These rules apply whenever \((Q_1, m_a) \rightarrow (Q_3, m_c)\) and \((Q_2, m_b) \rightarrow (Q_4, m_d)\). In (d.3), \(G\) ranges over \(U(W)\), init \(b w\) and free \(w\).

**Definition 3.3.4** (Reduction rules for classical computation). Reduction rules for classical computation show the reduction of the function application, let binding, and the conditional statements. Note that structural reduction rules for classical computation can be found in the paragraph for structural rules for empty quantum channel.

\[
(\epsilon(W), (\lambda x . M)V) \rightarrow (\epsilon(W), M[V/x])
\]

\[
(\epsilon(W), \text{let } (x, y) = (V, U) \text{ in } M) \rightarrow (\epsilon(W), M[V/x, U/y])
\]
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\[(\epsilon(W), \text{if } t \text{ then } M_a \text{ else } M_b) \rightarrow (\epsilon(W), M_a)\]
\[(\epsilon(W), \text{if } f \text{ then } M_a \text{ else } M_b) \rightarrow (\epsilon(W), M_b)\]

**Definition 3.3.5** (Reduction rules for circuit operations). Reduction rules for circuit operations show the semantics of the application box and unbox operators. We let \(\text{new}(W, P)\) be a new pattern of type \(P\) such that the support has no common element with \(W\) and \(\text{bind}(p, V)\) be the binding function from \(\text{supp}(p)\) to \(\text{FV}(V)\) where \(V\) is a bundle of variables.

\[
p = \text{new}(P) \quad W_p = \text{supp}(p)
\]
\[
(\epsilon(\emptyset), \text{box}_P V) \rightarrow (\epsilon(\emptyset), (p, \epsilon(W_p), V_p))
\]

where \(\text{new}\) operator creates during the computation free variables, meaning that the free variables do not appear in both classical and quantum contexts. The term \(\text{new}(P)\) is a pattern of same shape as \(P\), made out of these new variables.

\[
\text{shape}(p) = \text{shape}(V) \quad \sigma = \text{bind}(p, V)
\]
\[
(\epsilon(\text{FV}(V)), (\text{unbox}(p, Q, u))V) \rightarrow (\sigma(Q), \sigma(u))
\]

**Lemma 3.3.2.** Provided that \(P\) is a pattern-type and \(p = \text{new}(P)\), we have \(\text{TC}_{Q}(\text{FV}(p)) \vdash p : P\) \(\square\)

**Definition 3.3.6** (Structural reduction rule for quantum channel constant). Structural rules for quantum channel constant allows us to reduce the term inside a quantum channel constant.

\[
(Q, m) \rightarrow (Q', m')
\]
\[
(\epsilon(\emptyset), (p, Q, m)) \rightarrow (\epsilon(\emptyset), (p, Q', m'))
\]

**Definition 3.3.7** (Structural reduction rules for empty quantum channel). Structural rules for empty quantum channel show the reduction of term which relies on the reduction of structural constructors of the language (i.e. function application, pair, let, and if constructors). Since the term can reduces to a branching term, the structural rules for empty quantum channel needs to be extended to branching terms which consists of terms sharing the same structure. The resulting branching term can be defined by using tcps defined above.

\[
(\epsilon(W_M), M) \rightarrow (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]
\[
(\epsilon(W_M \cup W_N), M N) \rightarrow (\text{extend}(Q, W_N), m N)
\]
\[
(\epsilon(W_M), M) \rightarrow (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]
\[
(\epsilon(W \cup W_N), N M) \rightarrow (\text{extend}(Q, W_N), N m)
\]
\[
(\epsilon(W_M), M) \rightarrow (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]
\[
(\epsilon(W_M \cup W_N), (M, N)) \rightarrow (\text{extend}(Q, W_N), (m, N))
\]
\[
(\epsilon(W_M), M) \to (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]

\[
(\epsilon(W_M \cup W_N), \langle N, M \rangle) \to (\text{extend}(Q, W_N), \langle N, m \rangle)
\]

\[
(\epsilon(W_M), M) \to (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]

\[
(\epsilon(W_M \cup W_N), \text{if } M \text{ then } M_a \text{ else } M_b) \to (\text{extend}(Q, W_N), \text{if } m \text{ then } M_a \text{ else } M_b)
\]

\[
(\epsilon(W_M), M) \to (Q, m) \quad \text{all}(Q) \cap W_N = \emptyset
\]

\[
(\epsilon(W_M), \text{let } (x, y) = M \text{ in } N) \to (\text{extend}(Q, W_N), \text{let } (x, y) = m \text{ in } N)
\]

**Definition 3.3.8 (Structural reduction rules for non-empty quantum channel).** Reduction can take place in each branch of a branching term. The structural rules for non-empty quantum channel let us find the reducible term within the branching term. There can be different reduction strategies regarding the measurement. The proposed rules show an example of strategy where all reducible terms of the branching term reduces in one step. This set of structural rules allows us to focus on reductions over empty quantum channels.

\[
(Q_1, m_a) \to (Q_3, m_c) \quad (Q_2, m_b) \to (Q_4, m_d)
\]

\[
((\text{meas } w Q_1 Q_2), [m_a, m_b]) \to ((\text{meas } w Q_3 Q_4), [m_c, m_d])
\]

\[
(Q_1, m_a) \to (Q_3, m_c)
\]

\[
((\text{meas } w Q_1 Q_2), [m_a, v]) \to ((\text{meas } w Q_3 Q_2), [m_c, v])
\]

\[
(Q_2, m_b) \to (Q_4, m_d)
\]

\[
((\text{meas } w Q_1 Q_2), [v, m_b]) \to ((\text{meas } w Q_1 Q_4), [v, m_d])
\]

\[
(Q_1, m_a) \to (Q_2, m_b)
\]

\[
(Q'_1, m_a) \to (Q'_2, m_b)
\]

where \(Q'\) is any one from \(U(W) Q, \text{init } b w Q, \text{or free } w Q\).

As discussed before, proof normalization in linear logic is related to the reduction rules. In the proof normalization, type derivation is contracted by some rules like cut-elimination. In this context, there is no notion of the quantum channel object in the circuit-buffering configuration. However, in order to formalize the operational semantics of a program, we have introduced the quantum channel object to represent the context, i.e., the communication between the classical host and the quantum co-processor. The reduction rules are, therefore, obtained by adjusting the proof normalization rules and by adding some additional reduction rules for the quantum channel operators.

Regarding the reduction, we show the following lemma. Intuitively, the lemma states that free classical variables and dangling quantum variables are preserved over the equivalence of circuit-buffering configuration.
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Examples

To illustrate the operational semantics and its reduction rules for circuit-buffering operational semantics, let us take the examples from the previous section—the non-trivial branching term with measurement (Example 3.1.1) and the quantum teleportation (Example 3.1.2).

**Example 3.3.1.** Let us explain how the tree expands as the computation progresses for the term in Example 3.1.1. Figure 3.2 summarizes the reduction of the example. In the first line, the measurement in the term is reduced by the structural rule for let and the reduction rule for measurement creating a branching term. Then, each term at a leaf of the tree is reduced into the left-most configuration of the second line. Note how classical computation can happen inside the leaves. The second line of the figure shows the application of initialization and free operation. In particular, note how the tree expands as the computation progresses.

Now, let us explain how we derive the reduction in the second line of Figure 3.2 from the reduction rules in Definitions 3.3.4 – 3.3.8.

First, we show that $((\epsilon\{\}, \text{init}(tt)) \rightarrow (\text{init true } x \epsilon\{x\}, x)$ as follows.

\[
\text{shape}(\ast) = \text{shape}(\ast) \quad \sigma = \text{bind}(\ast, \ast)
\]

\[
\begin{array}{c}
\text{init}(tt) \rightarrow \ast \text{ init true } x \xrightarrow{x \sim} \ast \text{ init true } v_d v_d v_d \v_d v_d (v_d, \ast) \\
\end{array}
\]

where we let

\[
\text{init}(tt) = \text{unbox}(\ast, \ast \text{ init true } x, x) (\ast).
\]
Then we can show the following reduction:

\[
\text{init}(tt) \rightarrow * \text{ init true } v_d \quad v_d \\
\text{init } v_d, \text{free}(v_c) \rightarrow \text{init true } v_d \quad v_d, \text{free}(v_c)
\]

Next, we show the last reduction step of the example as follows.

\[
\text{shape}(x) = \text{shape}(v_c) \quad \sigma = \text{bind}(x, v_c)
\]

Recall that

\[
\text{free} = \text{unbox} \left( x, \begin{array}{c}
\text{free} x \\
\ast, \ast
\end{array}\right).
\]

Then we can show the following reduction:

\[
\text{meas } v_c \rightarrow \text{free } v_c \quad \ast \\
\text{init true } v_d \rightarrow \text{free } v_c \quad v_d \quad \text{all } \text{free } v_c \epsilon \{\} \cap \{v_d\} = \emptyset
\]

3.3.2. QRAM-based operational semantics

In the quantum simulation, the quantum co-processor simulates the physical system according to the quantum circuit generated by the classical host and returns the value to the host when it measures the state. To formalize the simulation, we define an abstract machine that maintains the current state of the quantum state according to the quantum channel object transmitted by the `unbox` operator. Each trace of the quantum channel object is combined with a non-branching term. The machine simulates and reduces the quantum channel object by using the algebraic structure, Q-coproc.
The state of the abstract machine

The state of the abstract machine consists of the quantum state and the buffered quantum channel object. The state of the buffer requires all information from the state of the circuit-buffering abstract machine, namely, the quantum channel object and the term.

**Definition 3.3.9.** The state of the quantum abstract machine is the triple of the quantum state, the quantum channel object, and the term represented as \([Q, C, M]\).

The reduction rules

Next, we define probabilistic reduction rules for the quantum simulation. The quantum co-processor simulates the quantum state consuming the quantum channel object. The reduction creates mixed states, which are the probability distributions of pure states. Specifically, the probabilities are given by the operator of the algebraic structure, Q-coproc.

**Definition 3.3.10.** The probabilistic reduction rules for the quantum abstract machine, \(\frac{\text{pop}(C)}{\text{Unitary}_n(U(w_1), w_1, Q)}\), is defined as follows. The reduction \(S_1 \xrightarrow{p} S_2\) can be read \(S_1\) reduces to \(S_2\) with probability \(p\).

\[
(U, w_1, C') = \text{pop}(C) \quad Q' = \text{Unitary}_n(U(w_1), w_1, Q)
\]

\[
[Q, C, M] \xrightarrow{p} [Q', C', M]
\]

\[
(\text{init}, b_0, w, C') = \text{pop}(C) \quad Q' = \text{Init}(b_0, w, Q)
\]

\[
[Q, C, M] \xrightarrow{p} [Q', C', M]
\]

\[
(\text{meas}, w, C_1, C_2) = \text{pop}(C) \quad (Q_1, p_1, Q_2, p_2) = \text{Meas}(Q, w) \quad M = [M_1, M_2]
\]

\[
[Q, C, M] \xrightarrow{p_1} [Q_1, C_1, M_1]
\]

\[
(\text{meas}, w, C_1, C_2) = \text{pop}(C) \quad (Q_1, p_1, Q_2, p_2) = \text{Meas}(Q, w) \quad M = [M_1, M_2]
\]

\[
[Q, C, M] \xrightarrow{p_2} [Q_2, C_2, M_2]
\]

\[
(\text{free}, w, C') = \text{pop}(C) \quad (Q_1, p_1, Q_2, p_2) = \text{Free}(w, Q)
\]

\[
[Q, C, M] \xrightarrow{p_1} [Q_1, C', M]
\]
\[
\begin{align*}
\text{(free, } w, C') &= \text{pop}(C) \\
(Q_1, p_1, Q_2, p_2) &= \text{Free}(w, Q) \\
[Q, C, M] &\xrightarrow{p_1} [Q_2, C', M] \\
[\epsilon(w_1), M] &\xrightarrow{*} [C', M'] \\
[Q, \epsilon(w_1), M] &\xrightarrow{1} [Q, C', M']
\end{align*}
\]

3.4 . Type Safety Theorem

In this section, we prove the following type safety theorem.

**Theorem 3.4.1.** Both reductions feature subject-reduction and progress.

3.4.1 . Type safety for circuit-buffering

We extend the type relation to the configuration of the circuit-buffering operational semantics.

**Definition 3.4.1** (Extended typing relation for circuit-buffering operational semantics).

\[
(Q, m) \text{ valid} \quad \forall \text{ leaf } i \cdot \Delta, \quad \text{TC}_{Q}(\text{out}(Q)_i) \vdash m_i : A \\
\Delta \vdash (Q, m) : A
\]

**Lemma 3.4.2.** Now, we show the following two propositions which say the type judgement preserves:

- If \( \emptyset \vdash (Q, u) : A \) and \( \text{ran}(\sigma) \cap \text{all}(Q) = \emptyset \), then \( \emptyset \vdash (\sigma(Q), \sigma(u)) : A \) and Define the renaming of quantum channel and term, and just check quickly if it holds

**Proof.** First, \( \vdash (Q, u) : A \) implies that \( (Q, u) \) is valid and that \( \forall i \text{ leaf } \cdot \text{TC}_Q(\text{out}(Q)_i) \vdash u_i : A \). We show that \( (\sigma(Q), \sigma(u)) \) is valid and that \( \forall i \text{ leaf } \cdot \text{TC}_Q(\text{out}(\sigma(Q)_i) \vdash \sigma(u)_i : A \), and hence \( \vdash (\sigma(Q), \sigma(u)) : A \). First, notice that \( \vdash (Q, u) : A \) implies that \( \text{TC}_Q(\text{out}(Q)_i) \vdash u_i : A \) at each leaf \( i \), which implies that \( \text{FV}(u_i) \subseteq \text{out}(Q)_i \) by lemma 3.2.3. Now, we prove the two premises of the goal as follows:

- If \( (Q, u) \) is valid and \( \text{ran}(\sigma) \cap \text{all}(Q) = \emptyset \) then \( (\sigma(Q), \sigma(u)) \) is valid.

First of all, renaming does not change the shape of the quantum channel \( Q \) and the term \( u \). Therefore, it suffices to show that \( \sigma(Q) \) is valid and for all leaf \( i \), \( \text{out}(\sigma(Q)_i) \subseteq \text{FV}(\sigma(u)_i) \). More precisely,
\[ \text{st}(Q, V, c) \text{ then } \text{st}(\sigma(Q), \sigma(V), \sigma(c)), \text{ and} \]
\[ \text{for each leaf } i, \text{ if } \text{out}(Q)_i \subseteq \text{FV}(u_i), \text{ then } \text{out}(\sigma(Q))_i \subseteq \text{FV}(\sigma(u_i)). \]

The second follows from that \( \text{out}(\sigma(Q))_i = \sigma(\text{out}(Q))_i \subseteq \sigma(\text{FV}(u_i)) = \text{FV}(\sigma(u_i)) \). We prove the first by induction on \( Q \).

- \( Q = \epsilon(W) \): We can derive that \( \sigma(\epsilon(W)) = \epsilon(\sigma(W)) \) and \( \text{st}(\epsilon(\sigma(W)), \sigma(W), \sigma(W)) \text{ where } \text{st}(\epsilon(W), W, W). \)

- \( Q = U(W) Q' \): First, note that \( \sigma(U(W) Q') = U(\sigma(W)) \sigma(Q) \).

Then, from the hypothesis, \( \text{st}(U(W) Q', V, c) \) we can derive that \( W \subseteq V \) and \( \text{st}(Q', V, c) \). By applying the induction hypothesis, we obtain that \( \text{st}(\sigma(Q'), V, \sigma(c)) \). Since \( \sigma(W) \subseteq \sigma(V) \) follows from \( W \subseteq V \), we can derive that \( \text{st}(U(\sigma(W))) \sigma(Q'), \sigma(V), \sigma(c)) \).

- \( Q = \text{init} b w Q' \): First, note that \( \sigma(\text{init} b w Q') = \text{init} b \sigma(w) \sigma(Q') \).

Then, from the hypothesis, \( \text{st}(\text{init} b w Q', V, c) \) we can derive that \( w \notin V \) and \( \text{st}(Q', V \cup \{w\}, c) \). By applying the induction hypothesis, we obtain that \( \text{st}(\sigma(Q'), V \cup \{\sigma(w)\}, \sigma(c)) \). Since \( \sigma(w) \notin \sigma(V) \) follows from \( w \notin V \) and that \( \sigma \) is a bijective map with \( \text{ran}(\sigma) \cap \text{all}(Q) = \emptyset \), we can derive that \( \text{st}(\text{init} b \sigma(w) \sigma(Q'), \sigma(V), \sigma(c)) \).

- \( Q = \text{free} w Q' \): First, note that \( \sigma(\text{free} w Q') = \text{free} \sigma(w) \sigma(Q') \).

Then, from the hypothesis, \( \text{st}(\text{free} w Q', V, c) \) we can derive that \( w \in V \) and \( \text{st}(Q', V \setminus \{w\}, c) \). By applying the induction hypothesis, we obtain that \( \text{st}(\sigma(Q'), V \setminus \{\sigma(w)\}, \sigma(c)) \) (note that \( \sigma(V \setminus \{w\}) = \sigma(V) \setminus \{\sigma(w)\} \) since \( \sigma \) is a bijective map with \( \text{ran}(\sigma) \cap \text{all}(Q) = \emptyset \)). Since \( \sigma(w) \in \sigma(V) \) follows from \( w \in V \), we can derive that \( \text{st}(\text{free} \sigma(w) \sigma(Q'), \sigma(V), \sigma(c)) \).

- \( Q = \text{meas} w Q_1 Q_2 \): First, note that \( \sigma(\text{meas} w Q_1 Q_2) = \text{meas} \sigma(w) \sigma(Q_1) \sigma(Q_2) \).

Then, from the hypothesis, \( \text{st}(\text{meas} w Q_1 Q_2, V, [c_a, c_b]) \) we can derive that \( w \in V \), \( \text{st}(Q_1, V, c_a) \) and \( \text{st}(Q_2, V, c_b) \). By applying the induction hypothesis, we obtain that \( \text{st}(\sigma(Q_1), \sigma(V), \sigma(c_a)) \) and \( \text{st}(\sigma(Q_2), \sigma(V), \sigma(c_b)) \). Since \( \sigma(w) \in \sigma(V) \) follows from \( w \in V \), we can derive that

\[
\text{st}(\text{meas} \sigma(w) \sigma(Q_1) \sigma(Q_2), \sigma(V), [\sigma(c_a), \sigma(c_b)]). \]

- If \( \forall i \text{ leaf} - \text{TC}_Q(\text{out}(Q)_i) \vdash u_i : A \) and \( \text{ran}(\sigma) \cap \text{all}(Q) = \emptyset \) then \( \forall i \text{ leaf} - \text{TC}_Q(\sigma(\text{out}(Q)_i)) \vdash \sigma(u_i) : A \).

First, since \( \sigma(u)_i = \sigma(u_i) \), \( \text{out}(\sigma(Q)_i) = \sigma(\text{out}(Q)_i) \), and \( \text{FV}(\sigma(u_i)) = \sigma(\text{FV}(u_i)) \), it suffices to show that \( \text{TC}_Q(\sigma(\text{out}(Q)_i)) \vdash \sigma(u_i) : A \) for each leaf \( i \).

Moreover, from \( \text{TC}_Q(\text{out}(Q)_i) \vdash u_i : A \), it follows that \( \text{FV}(u_i) = \text{out}(Q)_i \) and, hence, \( \sigma(\text{out}(Q)_i) = \sigma(\text{FV}(u_i)) \).
Therefore, it reduces to show that $TC_Q(\sigma(FV(u_i))) \vdash \sigma(u_i) : A$ for each leaf $i$. Given that $TC_Q(FV(u_i)) \vdash u_i : A$, it is natural to accept that $TC_Q(\sigma(FV(u_i))) \vdash \sigma(u_i) : A$ is derived from the same type derivation from the one for $TC_Q(FV(u_i)) \vdash u_i : A$.

\[ \square \]

In fact, the type judgment of the abstract state is equivalent to the $vBind$ which was already introduced.

**Lemma 3.4.3.** If $shape(Q) = shape(u)$, then $vBind(\epsilon, out(Q), u, A) \iff \forall i leaf: TC_Q(out(Q)_i) \vdash u_i : A$.

**Proof.** by induction on $u$ as follows:

- $u = M$: ($\Rightarrow$) We know that $vBind(\emptyset, out(Q), u, A)$ is derived by using the rule $vBind_{nb}$, which implies that $\emptyset, TC_Q(out(Q)) \vdash u : A$. ($\Leftarrow$) Since $\emptyset \cap out(Q) = \emptyset$ and $TC_Q(out(Q)) \vdash M : A$, it follows by $vBind_{nb}$ that $vBind(\emptyset, out(Q), M, A)$.

- $u = [u_a, u_b]$: ($\Rightarrow$) In this case, we know that $vBind(\emptyset, out(Q), u, A)$ is derived by $vBind_b$ rules and $out(Q) = [c_1, c_2]$. From the induction hypothesis for $u_a$ and $u_b$, since the rule $vBind_b$ implies that $vBind(\emptyset, c_1, u_a, A)$ and $vBind(\emptyset, c_2, u_b, A)$, we obtain the goal. ($\Leftarrow$) From the hypothesis, we can derive that $\forall i leaf: TC_Q(c_1) \vdash u_a : A$ and $\forall i leaf: TC_Q(c_2) \vdash u_b : A$. Then by induction hypothesis, we can derive that $vBind(\emptyset, c_1, u_a, A)$ and $vBind(\emptyset, c_2, u_b, A)$, and hence $vBind(\emptyset, out(Q), u, A)$.

\[ \square \]

Note that the circuit-buffering reduction is terminating.

**Lemma 3.4.4** (Termination). Given a well-typed configuration $\vdash (Q, m) : A$, any reduction sequence starting with $(Q, m)$ is terminating.

**Subject reduction lemma**

We prove the subject reduction lemma for circuit-buffering operational semantics as follows.

**Lemma 3.4.5.** If $(Q_1, m_1) \rightarrow (Q_2, m_2)$ and $(\vdash (Q_1, m_1) : A)$, then $(\vdash (Q_2, m_2) : A)$.

**Proof.** Induction on the reduction relation.
Reduction rules for classical computation

\[ (\epsilon(W), (\lambda x. M)V) \rightarrow (\epsilon(W), M[V/x]) \]

From the hypothesis \( \vdash (\epsilon(W), (\lambda x. M)V) : A \), we derive that
\[ \mathbf{TC}_Q(W) \vdash (\lambda x. M)V : A. \]

Note that
\[ \mathbf{TC}_Q(W) = Q_a \cup Q_b, \]

disjoint union, with
\[ Q_a = \mathbf{TC}_Q(\mathbf{FV}((\lambda x. M)) \cap W) \quad \text{and} \quad Q_b = \mathbf{TC}_Q(\mathbf{FV}(V) \cap W). \]

Inverting the typing rule \((\rightarrow E)\) and \((\rightarrow I)\), it can be deduced that \( (Q_a, (x : A_t) \vdash M : A) \) and \( (Q_b \vdash V : A_t) \) as follows.
\[
\begin{align*}
Q_a, (x : A_t) & \vdash M : A \\
\frac{Q_a \vdash \lambda x. M : A_t \rightarrow A}{Q_a, Q_b \vdash (\lambda x. M)V : A}
\end{align*}
\]

Hence, with Lemma 3.2.5 we infer that
\[ Q_a, Q_b \vdash M[V/x] : A. \]

To conclude, we only to remark that \((\epsilon(W), M[V/x])\) is valid.

\[ (\epsilon(W), \textbf{let} \langle x, y \rangle = \langle V, U \rangle \textbf{ in } M) \rightarrow (\epsilon(W), M[V/x, U/y]) \]

From the hypothesis \( \vdash (\epsilon(W), \textbf{let} \langle x, y \rangle = \langle V, U \rangle \textbf{ in } M) \), we derive that
\[ \mathbf{TC}_Q(W) \vdash \textbf{let} \langle x, y \rangle = \langle V, U \rangle \textbf{ in } M : A \]

Note that
\[ \mathbf{TC}_Q(W) = Q_a \cup Q_b, \]

where \( Q_a \) and \( Q_b \) are disjoint with
\[ Q_a = \mathbf{TC}_Q(\mathbf{FV}((V, U)) \cap W) = \mathbf{TC}_Q(\mathbf{FV}((V, U)) \cap W) \] and \( Q_b = \mathbf{TC}_Q((\mathbf{FV}(M) \setminus \{x, y\}) \cap W). \)

Inverting the typing rule \((\otimes E)\) and \((\otimes I)\), it can be deduced that \( Q_{a_1} \vdash V : A_{a_1}, Q_{a_2} \vdash U : A_b \), and \( Q_b, (x : A_{a_1}, y : A_b) \vdash M : A \) as follows.
\[
\begin{align*}
Q_{a_1} & \vdash V : A_{a_1} \\
Q_{a_2} & \vdash U : A_b \\
\frac{Q_a \vdash (V, U) : A_{a_1} \otimes A_b}{Q_a, Q_b \vdash \textbf{let} \langle x, y \rangle = \langle V, U \rangle \textbf{ in } M : A}
\end{align*}
\]

Hence, with Lemma 3.2.5 we infer that
\[ Q_{a_1}, Q_b \vdash M[V/x] : A, Q_{a_2}, Q_b \vdash M[U/y] : A, \text{ and } Q_a, Q_b \vdash M[V/x, U/y]. \]

To conclude, we remark that \((\epsilon(W), M[V/x, U/y])\) is valid.
(ε(W), if tt then M_a else M_b) \rightarrow (ε(W), M_a)

From the hypothesis \(\vdash (ε(W), if tt then M_a else M_b) : A\), we derive that

\[ TC_Q(W) \vdash if tt then M_a else M_b : A \]

Note that

\[ TC_Q(W) = Q_a \cup Q_b \]

with disjoint union of

\[ Q_a = TC_Q(FV(M_a) \cap W) \text{ and } Q_b = TC_Q(FV(M_b) \cap W). \]

Inverting the typing rule (if), it can be deduced that \(Q_a \vdash M_a : A\) and \(Q_b \vdash M_b : A\) as follows.

\[ \vdash tt : bool \quad Q_a \vdash M_a : A \quad Q_b \vdash M_b : A \]

Hence, we can conclude that

\[ \vdash (ε(W), M_a) : A \]

since \((ε(W), M_a)\) is valid.

(ε(W), if ff then M_a else M_b) \rightarrow (ε(W), M_b)

Similar to the previous case.

Reduction rules for circuit operation

(ε(∅), box V) \rightarrow (ε(∅), (p, ε(W_p), V_p))

where \(p = new(P)\) and \(W_p = supp(p)\).

From the hypothesis \((\vdash (ε(W), box V) : A_t)\), it can be deduced that \(A_t = !QChan(P, A)\) and that

\[ TC_Q(∅) \vdash box V : !QChan(P, A). \quad (3.8) \]

By unfolding the available typing rules and simplifying, we can derive that

\[ \vdash V : !(P \rightarrow A). \quad (3.9) \]

From Lemma 3.3.2, since \(p = new(P)\), it follows that \(p \vdash P\) and that

\[ TC_Q(W_p) = TC_Q(FV(V_p) \cap W_p). \]
Consequently, we can conclude that \( (\vDash (\epsilon(\emptyset), (p, \epsilon(W_p), Vp)) : \text{!QChan}(P, A)) \) since

\[
\begin{align*}
\vdash V : \text{!}(P \rightarrow A) \\
\vdash V : P \rightarrow A & \quad \text{TC}_Q(W_p) \vdash p : P \\
\text{TC}_Q(W_p) \vdash Vp : A
\end{align*}
\]

\[
\frac{p \vdash P}{p \vDash P} \\
\vdash \text{vBind}(\emptyset, W_p, Vp, A) \\
\vdash (p, \epsilon(W_p), Vp) : \text{!QChan}(P, A)
\]

and since \((\epsilon(\emptyset), (p, \epsilon(W_p), Vp))\) is trivially a valid configuration.

- \((\epsilon(FV(V)), (\text{unbox}(p, Q, u)V) \rightarrow (\sigma(Q), \sigma(u))\) where \text{shape}(p) = \text{shape}(V) and \(\sigma = \text{bind}(p, V)\).

From the hypothesis

\[
\vdash (\epsilon(FV(V)), (\text{unbox}(p, Q, u)V) : A
\]

it can be deduced that \((\vdash (p, Q, u) : \text{QChan}(P, A))\), and \((\vdash V : P)\) as follows.

\[
\begin{align*}
\vdash \text{unbox} : \text{QChan}(P, A) \rightarrow (P \rightarrow A) \\
p \vdash P \text{ vBind}(\emptyset, \text{out}(Q), u, A) \\
\vdash (p, Q, u) : \text{!QChan}(P, A) \\
\vdash (p, Q, u) : \text{QChan}(P, A) \\
\vdash \text{unbox}(p, Q, u) : P \rightarrow A & \quad \text{TC}_Q(FV(V)) \vdash V : P \\
\text{TC}_Q(FV(V)) \vdash (\text{unbox}(p, Q, u)V) : A
\end{align*}
\]

From \text{vBind}(\emptyset, \text{out}(Q), u, A) and Lemma 3.4.3, we can derive that \(\forall i \text{ leaf. TC}_Q(\text{out}(Q)_i) \vdash u_i : A\). And, actually, \text{vBind}(\emptyset, \text{out}(Q), u, A) implies that \text{shape}(Q) = \text{shape}(u).

Therefore, we obtain \(\emptyset \vdash (Q, u) : A\). (Note that the validity of quantum channel constant \((p, Q, u)\) implies that \(Q\) is valid.)

Now, from Lemma 3.4.2, we have the following proposition:

- if \(\emptyset \vdash (Q, u) : A\) and \(\text{ran}(\sigma) \cap \text{all}(Q) = \emptyset\), then \(\emptyset \vdash (\sigma(Q), \sigma(u)) : A\)

Then, we conclude that

\[
\emptyset \vdash (\sigma(Q), \sigma(u)) : A
\]

since

\[
\text{ran}(\sigma) \cap \text{all}(Q) = \text{FV}(V) \cap \text{all}(Q) = \emptyset \cap \text{all}(Q) = \emptyset
\]
Structural reduction rule for quantum channel constant

- \((\epsilon(\emptyset), (p, Q, m)) \rightarrow (\epsilon(\emptyset), (p, Q', m'))\)

where \((Q, m) \rightarrow (Q', m')\).

By the induction hypothesis, we have, for any type \(A_a\) that \(\vdash (Q', m') : A_a\) if \(\vdash (Q, m) : A_a\).

From the hypothesis, \(\vdash (\epsilon(\emptyset), (p, Q, m)) : A_t\), it follows that \(A_t = \text{!QChan}(P, A)\) and \(\vdash (p, Q, m) : A_t\). Moreover, from the typing rule QChan, we derive that \(p \models P\) and \(\text{vBind}(\emptyset, \text{out}(Q), m, A)\). Thus, according to Lemma 3.4.3, we can derive that \(\text{TC}_Q(\text{out}(Q)) \vdash m_i : A\) for each leaf \(i\).

Then, since \((Q, m)\) and \((Q', m')\) are valid (from \((p, Q, m)\) and \((p, Q', m')\) and the lemma 3.3.1), it follows that \(\forall i\) leaf \(\text{TC}_Q(\text{out}(Q)) \vdash m_i : A\) implies that \(\vdash (Q, m) : A\).

Then, from the induction hypothesis, we get that \(\vdash (Q', m') : A\), which implies that \((Q', m')\) is valid and that for all leaf \(i\), \(\text{TC}_Q(\text{out}(Q)) \vdash m'_i : A\). Again by the same lemma (Lemma 3.4.3), we obtain that \(\text{vBind}(\emptyset, \text{out}(Q'), m', A)\).

Finally, applying the QChan rule, we conclude that \(\vdash (p, Q', m') : \text{!QChan}(P, A)\).

Therefore, since \((Q', m')\) is valid, we derive \(\emptyset \vdash (\epsilon(\emptyset), (p, Q', m')) : \text{!QChan}(P, A)\) from \(\text{TC}_Q(\emptyset) \vdash (\epsilon(\emptyset), (p, Q', m')) : \text{!QChan}(P, A)\).

Structural reduction rules for empty quantum channel

- \((\epsilon(W_M \cup W_N), NM) \rightarrow (\text{extend}(Q, W_N), Nm)\)

where \((\epsilon(W_M), M) \rightarrow (Q, m)\) and \(\text{all}(Q) \cap W_N = \emptyset\).

From the hypothesis, \(\vdash (\epsilon(W_M \cup W_N), NM) : A\), we derive that

\[
\text{TC}_Q(W_M \cup W_N) \vdash NM : A.
\]

From Lemma 3.2.3, we get that \(W_M \cup W_N = \text{FV}(NM)\). Then, we let that \(W_M = \text{FV}(M) \setminus \emptyset\) and \(W_N = \text{FV}(N) \setminus \emptyset\).

Inverting the typing rule \((\rightarrow_E)\), it can be deduced that \((Q_a \vdash N : A_t \rightarrow A)\) and \((Q_b \vdash M : A_t)\) as follows

\[
\frac{Q_a \vdash N : A_t \rightarrow A \quad Q_b \vdash M : A_t}{Q_a, Q_b \vdash NM : A_t}
\]

Note that \(\text{TC}_Q(W_M \cup W_N)\) is a disjoint union of \(Q_a = \text{TC}_Q(W_N)\) and \(Q_b = \text{TC}_Q(W_M)\).

We show the following two proposition:

\[132\]
- \( \forall i \text{ leaf} \cdot TC_Q(out(Q)_i) \vdash m_i : A_t \)

Note that \( (Q_b \vdash M : A_t) \) implies that \( (\epsilon(W_M), M) : A_t \). Then, by the induction hypothesis, we obtain that \( (Q, m) : A_t \). It follows that \( \forall i \text{ leaf} \cdot TC_Q(out(Q)_i) \vdash m_i : A_t \).

- \( \forall i \text{ leaf} \cdot TC_Q(out(Q)_i \cup W_N) \vdash N m_i : A_t \rightarrow A \) where \( \text{out}(Q)_i \cup W_N = \text{out}(\text{extend}(Q, W_N))_i \) by Lemma 3.1.4

From \( Q_a \vdash N : A_t \rightarrow A \) and \( TC_Q(out(Q)_i) \vdash m_i : A_t \), we can derive that \( TC_Q(out(Q)_i), Q_a \vdash N m_i : A \) by applying the typing rule \( (\rightarrow E) \) since \( \text{out}(Q)_i \cap W_N \subseteq \text{all}(Q) \cap W_N = \emptyset \).

Finally, since \( \text{extend}(Q, W_N) \) is valid (by Lemma 3.1.4) and \( \forall i \text{ leaf} \cdot TC_Q(out(\text{extend}(Q, W_N))_i) \vdash N m_i : A_t \rightarrow A \), we can conclude that \( \vdash (\text{extend}(Q, W_N), N m) \).

- Other structural rules for empty quantum channel

\begin{itemize}
  \item \( (\epsilon(W_M \cup W_N), MN) \rightarrow (\text{extend}(Q, W_N), m N) \),
  \item \( (\epsilon(W_M \cup W_N), \langle M, N \rangle) \rightarrow (\text{extend}(Q, W_N), \langle m, N \rangle) \),
  \item \( (\epsilon(W_M \cup W_N), \langle N, M \rangle) \rightarrow (\text{extend}(Q, W_N), \langle N, m \rangle) \),
  \item \( (\epsilon(W_M \cup W_N), \text{if } M \text{ then } M_a \text{ else } M_b) \rightarrow \)
    \( (\text{extend}(Q, W_N), \text{if } m \text{ then } M_a \text{ else } M_b) \),
  \item \( (\epsilon(W_M \cup W_N), \text{let } \langle x, y \rangle = M \text{ in } N) \rightarrow \)
    \( (\text{extend}(Q, W_N), \text{let } \langle x, y \rangle = m \text{ in } N) \),
\end{itemize}

where \( (\epsilon(W_M), M) \rightarrow (Q, m) \) and \( \text{all}(Q) \cap W_N = \emptyset \), can be shown similarly.

Structural reduction rules for non-empty quantum channel

\begin{itemize}
  \item \( ((\text{meas} \ w Q_1 Q_2), [m_a, m_b]) \rightarrow ((\text{meas} \ w Q_3 Q_4), [m_c, m_d]) \)
  \item where \( (Q_1, m_a) \rightarrow (Q_3, m_c) \) and \( (Q_2, m_b) \rightarrow (Q_4, m_d) \).

From the hypothesis \( \vdash ((\text{meas} \ w Q_1 Q_2), [m_a, m_b]) : A \), it follows that \( \vdash (Q_1, m_a) : A \) and \( \vdash (Q_2, m_b) : A \).

Then, by the induction hypothesis, we obtain \( \vdash (Q_3, m_c) : A \) and \( \vdash (Q_4, m_d) : A \).

Therefore, we can conclude that \( \vdash ((\text{meas} \ w Q_3 Q_4), [m_c, m_d]) : A \).

\item \( ((\text{meas} \ w Q_1 Q_2), [m_a, v]) \rightarrow ((\text{meas} \ w Q_3 Q_2), [m_c, v]) \)
  \item where \( (Q_1, m_a) \rightarrow (Q_3, m_c) \).

Similar to the previous case.
Progress lemma
The progress lemma states that all well-typed terms in a state either reduce to another term or is a value. It consists of, first, showing it for the non-branching term whose type does not contain QChan, and second,

**Lemma 3.4.6.**  **Progress lemma** consists of the following three propositions:

- if \( \vdash (\epsilon(W), M) : A \), then either there exists \((Q, m)\) such that \( (\epsilon(W), M) \rightarrow (Q, m) \) or \( M \) is a value, and
- if \( \vdash (Q_1, m_1) : A \), then either there exists \((Q_2, m_2)\) such that \( (Q_1, m_1) \rightarrow (Q_2, m_2) \) or \( m_1 \) is a value
- if \( \text{valid}(Q, m) \) and \( \text{vBind}(\emptyset, \text{out}(Q), m, A) \) then either \( m \) is a value or \((Q, m)\) reduces,

Proof. We prove the two propositions by induction on the level of QChan of \( m, M \) and \( m_1 \).

For the basis case: the QChan level of \( m_1 \) is \(-1\). The propositions are true since there is no term with the QChan level \(-1\).

For the induction step: the proof follows.

1. if \( \vdash (\epsilon(W), M) : A \), then either there exists \((Q, m)\) such that \( (\epsilon(W), M) \rightarrow (Q, m) \) or \( M \) is a value

Note that \( \vdash (\epsilon(W), M) : A \) is equivalent to that \( \text{TC}_{Q}(W) \vdash M : A \).

Therefore, it suffices to show that if \( \text{TC}_{Q}(W) \vdash M : A \), then either there exists \((Q, m)\) such that \( (\epsilon(W), M) \rightarrow (Q, m) \) or \( M \) is a value. Note that \( W = \text{FV}(M) \setminus \emptyset \). We prove it by induction on the type derivation \( \text{TC}_{Q}(W) \vdash M : A \).

- \((x : A \vdash x : A), (\vdash * : I), (\vdash \text{tt} : \text{bool}), (\vdash \text{ff} : \text{bool}), (\vdash \text{box} : !P \rightarrow A) \rightarrow !\text{QChan}(P, A))\), and \( \vdash \text{unbox} : \text{QChan}(P, A) \rightarrow (P \rightarrow A) \)

In these cases, it can be checked that \( M \) is value and the configuration \( (\epsilon(W), M) \) does not reduce.
• \((\text{TC}_Q(W) \vdash M : A)\) where \((\vdash M : !A)\)
  Directly follows from the induction hypothesis.

• \((\vdash V : !A)\) where \((\vdash V : A)\) and \(V\) is a value
  Directly follows from the induction hypothesis.

• \((Q \vdash \lambda x.M : A_a \rightarrow A_b)\) where \((Q, (x : A_a) \vdash M : A_b)\).
  \(\lambda x.M\) is a value and there is no reduction rule applicable for the term.

• \((Q_a, Q_b \vdash M_a M_b : A_b)\) where \((Q_a \vdash M_a : A_a \rightarrow A_b)\) and \((Q_b \vdash M_b : A_a)\).

We show the goal by case analysis on \(M_a\) and \(M_b\).

\(M_a\) is a value: Again we do case analysis on \(M_b\).

  – \(M_b\) is a value: It follows from \(\Gamma_a \vdash M_a : A_a \rightarrow A_b\) that \(M_a\) is either \(\lambda x.M\), box, or unbox.
    \(M_a = \lambda x.M\): First, \(\lambda x.M\) \(M_b\) is not a value. Moreover, \((\epsilon(W), (\lambda x.M)M_b)\)
    reduces to \((\epsilon(W), M[M_b/x])\) as follows.

\[
(\epsilon(W), (\lambda x.M)M_b) \rightarrow (\epsilon(W), M[M_b/x])
\]

\(M_a\) is box: First, box \(M_b\) is not a value. Reduction rules for box reduces the configuration since \(M_b\) is a value.

\(M_a\) is unbox: In this case, unbox \(M_b\) is a value since \(M_b\) is a value. Moreover, it can be checked that there is not rule to reduce unbox \(M_b\).

  – \(M_b\) is not a value: First of all, \(M_a M_b\) is not a value. Next, by induction hypothesis, \((\epsilon(W_M), M_b) \rightarrow (Q, m_b)\) for some \(Q\) and \(m_b\). (Note that \(Q_b = \text{TC}_Q(W_M)\).) Based on the equality of the configuration, we can assume that \(\text{all}(Q) \cap W_N = \emptyset\), i.e. there exists some \(\sigma\) such that \((Q, m_b) \sim (\sigma(Q), \sigma(m_b))\). Since the reduction is defined over the equivalence class of the configuration, we can say that \((\epsilon(W_M), M_b) \rightarrow (\sigma(Q), \sigma(m_b))\) Then, we can obtain \((\epsilon(W), M_a M_b) \rightarrow (\text{extend}(\sigma(Q), W_N), \sigma(m_a)M_b)\).

\(M_a\) is not a value: Similarly, \(M_a M_b\) is not a value and by induction hypothesis, \((\epsilon(W), M_a) \rightarrow (Q, m_a) \sim (\sigma(Q), \sigma(m_a))\) where \(\text{all}(\sigma(Q)) \cap W_N = \emptyset\). Therefore, we can obtain \((\epsilon(W), M_a M_b) \rightarrow (\text{extend}(\sigma(Q), W_N), \sigma(m_a)M_b)\).

• \((Q_a, Q_b \vdash \langle M_a, M_b \rangle : A_a \otimes A_b)\) where \((Q_a \vdash M_a : A_a)\) and \((Q_b \vdash M_b : A_b)\).

We do the case analysis on \(M_a\) and \(M_b\).

Both \(M_a\) and \(M_b\) are values: It follows that \(\langle M_a, M_b \rangle\) is a value. Moreover, a proof by contradiction shows that there is no applicable reduction rule for the configuration, \((\epsilon(W), \langle M_a, M_b \rangle)\).
\( M_a \) or \( M_b \) is not a value: In this case, \( \langle M_a, M_b \rangle \) is not a value. We can also find a reduction for \((\epsilon(W), \langle M_a, M_b \rangle)\) by applying the structural rules for pair.

- \( (Q_a, Q_b \triangleright \text{let } (x, y) = M_a \text{ in } M_b : A) \) where \((Q_a \vdash M_a : A_a \otimes A_b)\) and \((Q_b, (x : A_a), (y : A_b) \vdash M_b : A)\).

  Since \( (\text{let } (x, y) = M_a \text{ in } M_b) \) is not a value, we show that we can find a reduction for the configuration \((\epsilon(W), \text{let } (x, y) = M_a \text{ in } M_b)\).

  - \( (Q_a, Q_b \triangleright \text{if } M \text{ then } M_a \text{ else } M_b : A) \) where \((Q_a \vdash M : \text{bool}), (Q_b \vdash M_a : A), \) and \((Q_b \vdash M_b : A)\).

    It can be shown similarly to the previous case that \((\text{if } M \text{ then } M_a \text{ else } M_b)\) is not a value and the configuration \((\epsilon(W), \text{if } M \text{ then } M_a \text{ else } M_b : A)\) reduces to another configuration by case analysis on \( M \).

- \( (\langle p, Q, m \rangle : \text{QChan}(P, A)) \) where \((p \equiv P)\) and \((\text{vBind}(\emptyset, \text{out}(Q), m, A))\).

  - \( m \) is a value: It follows that the quantum channel constant \((p, Q, m)\) is a value. Hence, it suffices to show that there is no reduction rule applicable to the configuration \((\epsilon(\emptyset), (p, Q, m))\). In fact, the only reduction rule regarding quantum channel constants requires that the configuration \((Q, m)\) reduces. However, it contradicts the induction hypothesis.
3.3.1

$m$ is not a value: Notice that quantum channel level of $\text{QChan}(P, A)$ is strictly greater than $A$. Therefore, we use the induction hypothesis on the third proposition: if $\text{valid}(Q, m)$ and $\text{vBind}(\emptyset, \text{out}(Q), m, A)$ then either $m$ is a value or $(Q, m)$ reduces (note that $\text{valid}(Q, m)$ follows from Lemma 3.3.1 for $(p, Q, m)$). Since $m$ is not a value, it follows that $(Q, m)$ reduces to, say, $(Q', m')$. Therefore, by applying the reduction rule on quantum channel, we obtain that $((\epsilon(\emptyset), (p, Q, m)) \rightarrow (\epsilon(\emptyset), (p, Q', m')))$. 

- $(\gamma_a \times \gamma_b \vdash [m_a, m_b] : A)$ where $(\gamma_a \vdash m_a : A)$ and $(\gamma_b \vdash m_b : A)$.
  
  Since $(\gamma_a \times \gamma_b)$ is a branching typing context and $[m_a, m_b]$ is a branching term, it contradicts the hypothesis.

2. if $(\vdash (Q_1, m_1) : A)$, then either there exists $(Q_2, m_2)$ such that $(Q_1, m_1) \rightarrow (Q_2, m_2)$ or $m_1$ is a value

Note that $(\vdash (Q_1, m_1) : A)$ implies that $(Q_1, m_1)$ is valid. So let us prove it by induction on the validity of the circuit-buffering configuration $(Q_1, m_1)$.

- $(\epsilon(W), M)$

  This case is shown by the previous proposition.

- $(U(W) Q, m)$ where $(Q, m)$

  By induction hypothesis, we know that either there exists $(Q', m')$ such that $(Q, m) \rightarrow (Q', m')$ or $m$ is a value.

  Suppose there exists some $(Q', m')$ such that $(Q, m) \rightarrow (Q', m')$.

  Then by the reduction, we obtain that $(U(W) Q, m) \rightarrow (U(W) Q', m')$.

  Also, we know that $m$ is not a value in this case.

  Otherwise, we cannot apply the reduction rule for the circuit, and it follows that $m$ is value.

- $(\text{init} w Q, m)$ and $(\text{free} w Q, m)$, where $(Q, m)$

  Shown similarly to the previous case.

- $(\text{meas} w Q_a Q_b, [m_a, m_b])$ where $(Q_a, m_a)$ and $(Q_b, m_b)$

  Both $m_a$ and $m_b$ are values: It follows that $[m_a, m_b]$ is a value.

  Suppose that $(\text{meas} w Q_a Q_b, [m_a, m_b])$ reduces to another configuration. Then by the operational semantics, we can deduce that either $(Q_a, m_a)$ or $(Q_b, m_b)$ or both, reduces to another state. However, by the induction hypothesis, none of them is reducible.

  Either $m_a$ or $m_b$ is a value: It follows that $[m_a, m_b]$ is not a value.

  Since either $(Q_a, m_a)$ or $(Q_b, m_b)$ is reducible, the configuration $(\text{meas} w Q_a Q_b, [m_a, m_b])$ is reducible.

  Neither $m_a$ nor $m_b$ is a value: It follows that $[m_a, m_b]$ is not a value and similarly to the previous case, we can find a reduction for the configuration $(\text{meas} w Q_a Q_b, [m_a, m_b])$. 

137
3. if valid\((Q, m)\) and vBind\((\emptyset, \text{out}(Q), m, A)\) then either \(m\) is a value or \((Q, m)\) reduces

First, we prove that valid\((Q, m)\) and vBind\((\emptyset, \text{out}(Q), m, A)\) implies that 
\(\vdash (Q, m) : A\). Then the goal follows from the second proposition: if 
\(\vdash (Q, m) : A\) then either there exists \((Q_2, m_2)\) such that 
\((Q, m) \rightarrow (Q_2, m_2)\) or \(m\) is a value.

We prove by induction on operator semantics.

\(\cdot\)

\(Q = e(W)\)

From valid\((\emptyset, \text{out}(W), m)\), we know that \(m = M\) a non-branching term.
Then, vBind\((\emptyset, \text{out}(e(W)), m, A)\) implies that \(TC_{Q}(W) \vdash M : A\).
Therefore, we can obtain \(\vdash (e(W), M) : A\) since we know that 
\((Q, m)\) is valid.

\(\cdot\)

\(Q = U(W) Q', (\text{init } b\ w Q, m)\), and \(\text{(free } w Q, m)\)

From the induction hypothesis, since valid\((Q', m)\) (which is obtained 
from valid\((Q, m)\)) and \(\text{out}(Q) = \text{out}(Q')\), we can obtain that 
\(\vdash (Q', m) : A\). It implies \(\forall i\ \text{leaf} \cdot TC_{Q}(\text{out}(Q'), i) \vdash m_i : A\), 
hence \(\vdash (Q, m) : A\).

\(\cdot\)

\(Q = \text{meas } w Q_a Q_b\)

First of all, we can obtain that valid\((Q_a, m_a)\) and valid\((Q_b, m_b)\) 
(from valid\((Q, m)\)) where \(m = [m_a, m_b]\).
Moreover, vBind\((\emptyset, [\text{out}(Q_a), \text{out}(Q_b)], [m_a, m_b], A)\) implies 
vBind\((\emptyset, \text{out}(Q_a), m_a, A)\) and vBind\((\emptyset, \text{out}(Q_b), m_b, A)\). Therefore, 
from the induction hypothesis, we obtain that \(\vdash (Q_a, m_a) : A\) and 
\(\vdash (Q_b, m_b) : A\). These again imply that \(\forall i\ \text{leaf} \cdot TC_{Q}(\text{out}(Q_a), i) \vdash m_a_i : A\) and 
\(\forall i\ \text{leaf} \cdot TC_{Q}(\text{out}(Q_b), i) \vdash m_b : A\). Hence, we can conclude 
\(\forall i\ \text{leaf} \cdot TC_{Q}(\text{out}(Q)) \vdash m_i : A\), and \(\vdash (Q, m) : A\).

\(\square\)

3.4.2. Type safety for QRAM

We extend the type relation to the configuration of the QRAM-based operational semantics.

Definition 3.4.2 (Extended typing relation for QRAM-based operational semantics).

\[
!\Delta \vdash (Q, m) : A \\
!\Delta \vdash (\phi, L, Q, m) : A
\]

Subject reduction lemma

Lemma 3.4.7. If \(\vdash (\phi_1, L_1, Q_1, m_a) : A\) and \(\phi_1, L_1, Q_1, m_a \Rightarrow (\phi_2, L_2, Q_2, m_b)\), 
then \(\vdash (\phi_2, L_2, Q_2, m_b) : A\).
Proof. From the hypothesis ($\vdash (\phi_1, L_1, Q_1, m_a) : A$), we can derive that ($\vdash (Q_1, m_a) : A$) as follows.

$$\vdash (Q_1, m_a) : A$$

We prove by induction on the QRAM-based reduction relation, $(\phi_1, L_1, Q_1, m_a) \xrightarrow{\rho} (\phi_2, L_2, Q_2, m_b)$.

- $(\phi_1, L_1, Q_1, m_1) \xrightarrow{\rho} (\phi_2, L_2, Q_2, m), where (Q_1 = U(W) Q_2)$ and $(\phi_2, L_2) = \text{Unitary}(U, W, \phi_1, L_1)$.
  It suffices to show that ($\vdash (Q_2, m) : A$) since

$$\vdash (Q_2, m) : A$$

However, it follows from the fact that ($\vdash (Q_1, m_a) : A$) by definition as follows

$$\vdash (Q_2, m) : A$$

- $(\phi_1, L_1, Q_1, m) \xrightarrow{\rho} (\phi_2, L_2, Q_2, m),$ where $(Q_1 = \text{init} b_0 w Q_2)$ and $(\phi_2, L_2) = \text{Init}(b_0, w, \phi_1, L_1)$.
  Similar to the previous case.

- $(\phi_1, L_1, Q_1, [m_t, m_f]) \xrightarrow{\rho} (\phi_x, L_x, Q_x, m_x),$ where
  $(Q_1 = \text{meas } w Q_t Q_f)$ and $(\phi_t, L_t, p_t, \phi_f, L_f, p_f) = \text{Meas}(w, \phi_1, L_1)$.
  Similar to the previous case.

- $(\phi_1, L_1, Q_1, m) \xrightarrow{\rho} (\phi_x, L_x, Q, m),$ where $(Q_1 = \text{free } w Q)$ and $(\phi_t, L_t, p_t, \phi_f, L_f, p_f) = \text{Free}(w, \phi_1, L_1)$.
  Similar to the previous case.

- $(\phi, L, \epsilon(W), M) \xrightarrow{\rho} (\phi, L, Q, m),$ where $(\epsilon(W), M) \rightarrow^* (Q, m)$.
  It suffices to show that $(Q, m) : A$ since

$$\vdash (Q, m) : A$$

However, by lemma 3.4.5, we can derive that ($\vdash (Q, m) : A$) as follows.

$$\vdash (Q, m) : A$$

$\square$
Progress lemma

**Lemma 3.4.8.** If \( (!\Delta \vdash (\phi_1, L_1, Q_1, m_a) : A) \), then either there exists \((\phi_2, L_2, Q_2, m_b)\) such that \((\phi_1, L_1, Q_1, m_a) \xrightarrow{p} (\phi_2, L_2, Q_2, m_b)\), or \((Q_1 = \epsilon(W))\) and \(m_a\) is a value.

**Proof.** We prove by case analysis on \(Q_1\).

If \(Q_1 = \epsilon(W)\):

It follows from \((! (\phi, L, \epsilon(W), M) : A) \) that \((! (\epsilon(W), M) : A)\). Then, by lemma 3.4.6, it follows that either \(M\) is a value or there is some \((Q_t, m_t)\) such that \((\epsilon(W), M) \rightarrow (Q_t, m_t)\). If \(M\) is not a value, it follows that \((\phi, L, \epsilon(W), M) \xrightarrow{p} (\phi, L, Q_t, m_t)\) as follows.

\[
\frac{(\epsilon(W), M) \rightarrow (Q_t, m_t)}{(\phi, L, \epsilon(W), M) \xrightarrow{1} (\phi, L, Q_t, m_t)}
\]

If \(M\) is a value, then \((\epsilon(W), M)\) is not reducible, hence, we cannot apply the reduction rule to the configuration \((\phi, L, \epsilon(W), M)\).

**Otherwise:**

We can find for each case (where \(Q_1\) is one of \((U(W) Q)\), \((\text{init } b \ w \ Q)\), \((\text{free } w \ Q)\), and \((\text{meas } w \ Q_1 Q_2)\)) the configuration \((\phi_1, L_1, Q_1, m_a)\) reduces to some other configuration.
4 - Categorical Model

Categorical semantics of programming languages and type systems is based on the interpretation of each typing rule in typing derivation, which maps type to object and typing judgment to a morphism of a certain category. For example, categorical semantics of simply-typed $\lambda$-calculus is based on the cartesian closed category, which is a category with a terminal object, a product, and an exponential. In the semantics, a typing context is interpreted as a product of the type assigned to each variable, and a type judgment is mapped to a morphism from the object of the typing context to the object of the type assigned to the term.

Concerning quantum programming language, one needs to distinguish classical variables from quantum variables since quantum data (qubits) cannot be duplicated or erased while classical data (bits or functions) can be used as many times as wanted. The difference is usually handled by an indicator called bang $!$, which indicates that the type is classical, as in the linear logic. Note that one can safely regard a classical type as a linear type, which corresponds to the dereliction of linear logic, whereas one can promote a type only if the type does not contain quantum data.

On the side of categorical semantics, Benton’s linear/non-linear model is used to interpret the typing rules for dereliction and promotion. Briefly, the model consists of a symmetric monoidal adjunction between a cartesian closed category $C$ and a symmetric monoidal closed category $L$, which models the non-linear and linear type systems, respectively. The adjunction gives a comonad $(!, \epsilon, \delta)$ where $!$ is a functor $L \rightarrow L$, $\epsilon : ! \rightarrow \text{id}$ is the counit, and $\delta : ! \rightarrow !!$ is the comultiplication. The model allows us to interpret the dereliction rule as applying the counit and the promotion rule by using the comultiplication.

Once a symmetric monoidal closed category from the linear/non-linear model is introduced to the model, one can interpret the circuit type $\text{Circ}(A, B)$ as the internal hom $(-\rightarrow)$ of the object corresponding to the type $A$ and $B$. Moreover, the monoidal adjunction enables us to define the box and unbox circuit operators. Therefore, the linear/non-linear model can be used for the categorical semantics of quantum circuit description languages. However, since both $A$ and $B$ are objects in the symmetric monoidal closed category, they need to be a linear type. In particular, it is not clear how to interpret a non-trivial quantum channel with measurement, whose type would be $Q\text{Chan}(\text{qubit}, \text{bit})$ where bit represents the binary classical control flow which can be distinguished from the Boolean type since bit-type term needs a simulation (which is probabilistic computation) on quantum co-processor to obtain a Boolean value.
To model the classical control flow in the quantum channel, one needs a particular symmetric monoidal closed category with extra properties, like the coproduct completion of a symmetric monoidal closed category in [55] or fibration of a symmetric monoidal closed category over a locally cartesian closed category as the model of the linear dependent type theory in [24]. The coproduct completion construction in the first model is an example of the state-parameter fibration from the latter. In this example, the objects represent functions from the classical types to quantum types, which lets us define the family of quantum circuits or the parameterized quantum circuits. Therefore, more general types like \( \text{bit} = I + I \) (defined by using the coproduct) can be defined in the completion of the monoidal category. In addition, since the category is again symmetric monoidal closed, one can define the quantum channel type \( \text{QChan}(A, B) \) as the internal hom or a parameter object corresponding to the homset \( \text{Hom}(A, B) \). Therefore, in their model, one can interpret higher-order circuit-description languages, and several extensions of the semantics [24, 38] have been discussed. However, none of them were explicitly shown to capture dynamic lifting: the possibility to change behavior depending on the result of a measurement.

Our model for the language and dynamic lifting relies on this coproduct completion model in [55]. As we can consider a classical control flow as a tree, which can be represented as a set of the prefix, the configuration of the quantum channel and the term can be interpreted as a family of parameterized circuits, where each leaf corresponds to a parameterized circuit. Based on Moggi’s interpretation of side effect [44], we define a monad \((F, \mu, \eta)\) to model the non-deterministic computational effect of the creation of branches: the unit \(\mu\) interprets the program without branching effect and the multiplication \(\eta\) transforms a family of parameterized circuits into a parameterized circuit. Then the type judgment is interpreted as a morphism in the Kleisli category, and the quantum channel type \(\text{QChan}(A, B)\) is interpreted as the parameter object from the homset \(\text{Hom}(A, B)\) in the Kleisli category.

Moreover, our model is based on a concrete category of diagrams which allows us to interpret quantum programs written in the language into a collection of diagrams. Diagrams are used in many places to represent different logic (proof net for linear logic) and models of computation (like the quantum circuit for quantum computation). A good example is ZX-calculus which has been shown to be able to represent all quantum processes. Moreover, the complete equivalence theory of ZX-calculus allows us to reason the equality between two quantum processes. In line with those diagrams, our diagram represents the quantum process with measurement and comes with an equivalence theory of diagrams, which is necessary to construct the entire categorical model. However, the equivalence theory that we propose is not complete, and it remains as future works to find a complete equivalence theory and to charac-
terize the necessary structures of the diagram for our categorical construction to work.

To summarize what we are going to introduce in this chapter, we propose a concrete, symmetric monoidal category $M$ such that applying Rios&Selinger’s construction gives us access to an interpretation of dynamic lifting. The model we propose follows Moggi’s categorical interpretation of side effect [44] and models the action of measurement using a (strong) monad. Our semantics is therefore based on:

- A category of diagrams, serving as graph-like abstractions of quantum channels. This category is compact-closed and features products: it matches the requirements of the base category $\overline{M}$ in Selinger&Rios’ work which interprets higher-order circuits. This category is discussed in Section 4.1.

- The category $\overline{M}$, extending $\overline{M}$ with the same procedure as Rios&Selinger. This category is the category of values, following Moggi’s computational interpretation. It is presented in Section 4.2.

- A strong monad on $\overline{M}$ that we denote with $F$. This monad encapsulates computations involving measurements: a general term of Proto-Quipper-L is therefore interpreted inside the Kleisli category $\overline{M}_F$: This is the main novelty compared to other models of Proto-Quipper-like languages [55, 24, 38], and the critical reason for the possibility to interpret dynamic lifting.

4.1. Category of quantum channels (i.e., diagrams)

In this section, we aim to build a category of quantum channels. We first define a graph-based language: we call the corresponding terms diagrams to distinguish them from the terms of the quantum channel of Section 3.1.1. Diagrams are directed graphs composed of several types of nodes and edges labeled with marks. We then build the category $\overline{M}$ out of these terms.

4.1.1. Diagram

Marks

Formally, we define marks as in Definition 4.1.1.

**Definition 4.1.1.** Mark has the following grammar

$$\text{(Mark)} \quad M ::= I \mid q \mid M \otimes M \mid \exists_{i \in X} M_i \mid M^\perp$$

where $X$ ranges over the class of sets. Marks are subject to the equivalence relation defined as the following rules:
• \( \bigotimes_{i \in I} \bigotimes_{j \in J} M_{(i,j)} = \bigotimes_{j \in J} \bigotimes_{i \in I} M_{(i,j)} \)

• \( (M_1 \otimes M_2)^\perp = M_1^\perp \otimes M_2^\perp \)

• \( (\bigotimes_{i \in I} M_i)^\perp = \bigotimes_{i \in I} (M_i^\perp) \)

• \( (M^\perp)^\perp = M \)

• \( \bigotimes_{l \in L} \bigotimes_{x \in I} M_{(l,x)} = \bigotimes_{x \in I_{l_1 + \ldots + l_n}} M_{(l,x)} \), where \( L = [l_1, \ldots, l_n] \)

• \( \bigotimes_{x \in X} I = I \)

Note that \( \bigotimes_{i \notin I} M_i \) acts as a unit for \( \bigotimes \); we denote it with \( I \). If \( A = [A_1 \ldots A_n] \) is a list of marks, we use the notation \( A^{\otimes} \) for \( A_1 \otimes \cdots \otimes A_n \). We also use a binary notation for \( \bigotimes \) when the indexed set contains 2 elements: \( \bigotimes_{x \in \{a,b\}} A_x = A_a \bigoplus A_b \).

Diagrams
A diagram is a (possibly infinite) directed graph with edges indexed with marks and built from elementary nodes and boxes. A diagram is not necessarily a connected graph. By graphical convention, all edges are flowing upward: a diagram is therefore acyclic.

Elementary nodes make the basic building blocks of diagrams: they are shown in Figure 4.1a. As we work with directed graphs, each edge connected to a node is either an input or an output for that node. There are several kinds of elementary nodes: the structural nodes for capturing the compact closed structure: \( \oplus, \odot, \otimes, \odot_1 \) and the swap-node (also written \( \sigma \)); the structural nodes for handling the product: \( \boxdot \) for the diagonal map and \( \pi \) for the projection; the structural nodes for pointing inputs \( \in \) and outputs \( \out \) of diagrams; the nodes specifically for quantum: \( \j, \iotab, \j, \h \), with \( b \) ranging over booleans, where the former stands for initialization and the latter for projection onto the corresponding basis, \( \j \) for representing tracing (also useful for products), \( \j, \g \) for unary unitary gates and \( \j, \h \) for binary gates. As a graph, names over elementary nodes do not have meaning, but equivalence relations over the diagram, which will be presented later, may distinguish nodes with different names.

Note that the nodes allow more expressivity than what we need: for instance, \( \j, \g \) and \( \j, \h \) are indistinguishable. We nonetheless keep them in order to draw attention to the correspondence with quantum computation and an obvious mapping to completely positive maps. For legibility, we do not draw in and out nodes unless necessary.

Presented in Figure 4.1b, a box-node is built from a family of diagrams. It envelopes a family of general diagrams indexed by a set \( I \) inside a box. They should all share the same input and output marks except for one pair of input/output (represented on the left of the box-node). As a node, box-node
has the same input and output marks as its contained diagrams except that
the left-most marks: these are the ⊞ of all left-most marks of the family. We
represent the juxtaposition of edges as a double arrow. This node is the last
piece needed for representing products.

Diagrams are inductively constructed by horizontal and vertical composi-
tions of diagrams which is shown in Figure 4.2.

Equivalence relation on diagrams

We define an equivalence relation on diagrams. The equivalence is given with
local rules that can be extended to larger diagrams coherently: subgraphs
can be rewritten inside a larger graph (which is a graph constructed by the
structural rules of horizontal and vertical compositions and the box node con-
structor applied to subgraphs). These rules precisely capture what is needed
for the categorical semantics to work. For instance, we include all of the rules
for compact closed categories [61]. We also, for instance, need the fact that
the π-node acts as a projection over box-nodes. The complete list is shown
in Figure 4.3.

4.1.2. Category of diagrams and its product

We define the category of diagrams from the definition of diagrams and
show that this category is symmetric monoidal closed and is endowed with a
product.
Category of diagrams $\mathcal{M}$

Based on the definition of diagrams, we define the category of diagrams $\mathcal{M}$ with the following data:

- objects are lists of marks $[A_1, \ldots, A_n]$ and

- morphisms $[A_1, \ldots, A_n] \to [B_1, \ldots, B_m]$ are diagrams with $\ominus$-nodes of marks $A_i$ and $\oplus$-nodes of marks $B_i$, modulo the equivalence relation

---

Figure 4.3: Equivalence relation of diagrams
defined on diagrams.

We use the notation $\vec{A}$ for the list of the $A_i$’s. An identity morphism is a diagram consisting of a bunch of simple edges connecting $\vec{a}$ and $\vec{b}$ nodes. Composition is defined by vertical composition of diagrams which consists in identifying $\vec{a}$ and $\vec{b}$ nodes of diagrams. Then we can show that the category satisfies associativity and unit law, hence $M$ is indeed a category.

The category $\overline{M}$ is symmetric monoidal where we let the unit $I = []$ be the empty list, and let monoidal structure be given with the bi-functor $\otimes : \overline{M} \times \overline{M} \rightarrow \overline{M}$ defined as follows:

- for object $\vec{A} = [A_1, \ldots, A_n]$ and $\vec{B} = [B_1, \ldots, B_m]$, $\vec{A} \otimes \vec{B} = [A_1, \ldots, A_n, B_1, \ldots, B_m]$, and
- for morphisms $f : \vec{A} \rightarrow \vec{B}$ and $g : \vec{C} \rightarrow \vec{D}$, $f \otimes g : (\vec{A} \otimes \vec{C}) \rightarrow (\vec{B} \otimes \vec{D})$ is the juxtaposition (horizontal composition) of diagrams $f$ and $g$.

**Lemma 4.1.1.** The tensor product $\otimes$ is a functor from the cartesian category $\overline{M} \times \overline{M}$ to $\overline{M}$. Moreover, $(- \otimes \vec{B})$ is a functor from $\overline{M}$ to $\overline{M}$ which is defined as follows:

- for object $\vec{A}$: $(- \otimes \vec{B})(\vec{A}) = \vec{A} \otimes \vec{B}$; and
- for morphism $f : \vec{A} \rightarrow \vec{A}'$: $(- \otimes \vec{B})(f) = f \otimes id_B$.

**Proof.** The tensor product is a functor since it preserves the identity and composition:

- $id_{\vec{A}} \otimes id_{\vec{B}} = id_{\vec{A} \otimes \vec{B}}$ for $\vec{A}, \vec{B} \in \text{Obj}(\overline{M})$
- $(f' \circ f) \otimes (g' \circ g) = (f' \otimes g') \circ (f \otimes g)$ for the morphisms $f$ and $g$, and $f'$ and $g'$

Next, we can show that $(- \otimes \vec{B})$ is a functor by showing that it preserves the identity and composition as follows:

- $(- \otimes \vec{B})(id_{\vec{A}}) = id_{(- \otimes \vec{B})(\vec{A})} = id_{\vec{A} \otimes \vec{B}}$
- $(- \otimes \vec{B})(g \circ f) = (g \circ f) \otimes id_B = (g \otimes id_B) \circ (f \otimes id_B) = (- \otimes \vec{B})(g) \circ (- \otimes \vec{B})(f)$

\[\square\]

As for the standard graphical representation of symmetric monoidal structure [61], the associativity, unit laws, and symmetry of the tensor product follow from their graphical conventions. In specific, associativity, unit law, and symmetry of the tensor product, are defined with the following natural transformations, which is morphism in $\overline{M}$ assigned to each object in $\overline{M}$, $\overline{M} \times \overline{M}$, and $\overline{M} \times \overline{M} \times \overline{M}$:
• \( \alpha_{\vec{A},\vec{B},\vec{C}} : (\vec{A} \otimes \vec{B}) \otimes \vec{C} \xrightarrow{id_M} \vec{A} \otimes (\vec{B} \otimes \vec{C}) \)

• \( l_{\vec{A}} : I \otimes \vec{A} \xrightarrow{id_M} \vec{A} \) and \( r_{\vec{A}} : \vec{A} \otimes I \xrightarrow{id_M} \vec{A} \)
  Note that \( l_{\vec{A}} \) and \( r_{\vec{A}} \) relies on the fact that \( - \)-node is equivalent to \( \text{id} \) according to the equivalence theory of diagrams (Figure 4.3).

• \( \sigma_{\vec{A},\vec{B}} : \vec{A} \otimes \vec{B} \rightarrow_{\mathcal{M}} \vec{B} \otimes \vec{A} \) is defined by using \( \circ \)-node as shown in Figure 4.4.

\[ \text{Figure 4.4: Definition of } \sigma_{\vec{A},\vec{B}} \]

Note that the naturality of the natural transformations \( \alpha_{\vec{A},\vec{B},\vec{C}}, l_{\vec{A}}, \) and \( r_{\vec{A}} \) follows straightforwardly from the fact that they are identity morphism while the naturality of the symmetry \( \sigma_{\vec{A},\vec{B}} \) in Eq. (4.1) can be shown from the equation theory of diagram as shown in Figure 4.5.

\[ \vec{A} \otimes \vec{B} \xrightarrow{\sigma_{\vec{A},\vec{B}}} \vec{B} \otimes \vec{A} \]

\[ \downarrow f \otimes g \quad \downarrow g \otimes f \]

\[ \vec{A}' \otimes \vec{B}' \xrightarrow{\sigma_{\vec{A}',\vec{B}'}} \vec{B}' \otimes \vec{A}' \]

\[ \text{Figure 4.5: Proof of the naturality of symmetry of diagrams} \]

**Lemma 4.1.2** (Symmetric monoidal category \( \mathcal{M} \)). *The category of diagrams with tensor product \((\mathcal{M}, \otimes, I, \alpha, l, r, \sigma)\) as defined above is a symmetric monoidal category.*

**Proof.** It remains to show the coherence conditions.

Since the associativity \( \alpha \) is identity the pentagon identity in Eq. (4.2) can be shown straightforwardly.
Next, the hexagon identity in Eq. (4.3), follows from the equivalence of diagram shown in Figure 4.6.

\[
(\vec{A} \otimes \vec{B}) \otimes \vec{C} \xrightarrow{\alpha} \vec{A} \otimes (\vec{B} \otimes \vec{C}) \xrightarrow{\sigma} (\vec{B} \otimes \vec{C}) \otimes \vec{A} \\
(\vec{B} \otimes \vec{A}) \otimes \vec{C} \xrightarrow{\alpha} \vec{B} \otimes (\vec{A} \otimes \vec{C}) \xrightarrow{\id \otimes \sigma} \vec{B} \otimes (\vec{C} \otimes \vec{A})
\]

Figure 4.6: Proof of the coherence condition of associativity of the monoidal structure of $\mathcal{M}$

The following two commute diagrams in Eq.(4.4), which are proven in Figure 4.7, correspond to the involutiveness of the symmetry and the triangle identity, respectively.

\[
\begin{align*}
\vec{A} \otimes \vec{B} & \xrightarrow{\id} \vec{B} \otimes \vec{A} & I \otimes \vec{A} & \xrightarrow{\sigma} \vec{A} \otimes I \\
\vec{B} \otimes \vec{A} & \xrightarrow{\sigma} \vec{A} \otimes \vec{B} & I & \xrightarrow{r} \vec{A}
\end{align*}
\]

□

Internal hom in $\mathcal{M}$

The operation on marks $(-)^\perp$ lifts to a contravariant functor, giving a compact-closed structure to $\mathcal{M}$. It then admits an internal hom: $\vec{A} \rightarrowtail \vec{B}$ can be defined as $\vec{A}^\perp \rightarrowtail \vec{B}$ where $\vec{A}^\perp$ refers to the list of the duals of marks of $\vec{A}$. Specifically,
Figure 4.7: Proof of coherence conditions for the monoidal structure of $\overline{M}$

by letting $\vec{A} = [A_1, \ldots, A_n]$ and $\vec{B} = [B_1, \ldots, B_m]$, explicit representation of the internal hom can be obtained as in Eq. (4.5).

$$\vec{A} \rightarrow \vec{B} = [A_1, \ldots, A_n] \rightarrow [B_1, \ldots, B_m]$$

$$= [A^\perp_1, \ldots, A^\perp_n, B_1, \ldots, B_m]$$

$$= [A^\perp_1, \ldots, A^\perp_n] \otimes [B_1, \ldots, B_m]$$

(4.5)

This definition of internal hom relies on the interpretation of $(-)^\perp$ as the reversed edge. For example, a morphism from $[q]$ to $[q]$ in the category $\overline{M}$ is a diagram with one incoming edge of mark $q$ and one outgoing edge of mark $q$. This diagram is equivalently represented as two outgoing edges of marks $q^\perp$ and $q$. Actually, this equivalence is what we need to show that $\overline{M}$ is closed, namely, to show the isomorphism $\text{Hom}(\vec{A}, \vec{B} \rightarrow \vec{C}) \cong \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C})$.

We now show this formally. First, note that $(- \otimes \vec{B})$ is a functor from Lemma 4.1.1. We can show that the functor has a right adjoint, $((- \otimes \vec{B}), (\vec{B} \rightarrow -), \eta, \epsilon)$ where the functor $\vec{B} \rightarrow -$ comes from the internal hom defined as follows:

- for object $\vec{A}$: $(\vec{B} \rightarrow -)(\vec{A}) = \vec{B}^\perp \otimes \vec{A}$;
- for morphism $f$ : $\vec{A} \rightarrow \vec{A}'$ : $(\vec{B} \rightarrow -)(f) = \text{id}_{\vec{B}^\perp} \otimes f$.

Again, note that we can show that $(\vec{B} \rightarrow -)$ is a functor.

Next, we define the natural transformations $\eta : 1_{\overline{M}} \rightarrow (\vec{B} \rightarrow -) \circ (- \otimes \vec{B})$ and $\epsilon : ((- \otimes \vec{B}) \circ (\vec{B} \rightarrow -) \rightarrow 1_{\overline{M}}$. To begin with, let us examine the two compositions of functors $(\vec{B} \rightarrow -) \circ (- \otimes \vec{B})$ and $(- \otimes \vec{B}) \circ (\vec{B} \rightarrow -)$:

- $(\vec{B} \rightarrow -) \circ (- \otimes \vec{B})$:
  - for object $\vec{A}$ : $(\vec{B} \rightarrow -) \circ (- \otimes \vec{B})(\vec{A}) = \vec{B}^\perp \otimes (\vec{A} \otimes \vec{B})$;
  - for morphism $f$ : $\vec{A} \rightarrow \vec{A}'$ : $(\vec{B} \rightarrow -) \circ (- \otimes \vec{B})(f) = \text{id}_{\vec{B}^\perp} \otimes (f \otimes \text{id}_{\vec{B}})$.

- $(- \otimes \vec{B}) \circ (\vec{B} \rightarrow -)$:  
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- for object \( \vec{A} : (- \otimes \vec{B}) \circ (\vec{B} \to -)(\vec{A}) = (\vec{B}^\perp \otimes \vec{A}) \otimes \vec{B} \);
- for morphism \( f : \vec{A} \to \vec{A} : (- \otimes \vec{B}) \circ (\vec{B} \to -)(f) = (\text{id}_{\vec{B}^\perp} \circ f) \otimes \text{id}_{\vec{B}} \).

We then define the natural transformations \( \eta \) and \( \epsilon \) as in Table 4.1.

<table>
<thead>
<tr>
<th>( \eta )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>for object ( A ), ( \eta(A) : A \to (\vec{B} \to (A \otimes \vec{B})) )</td>
<td>for object ( A ), ( \epsilon(A) : ((\vec{B} \to \vec{A}) \otimes \vec{B}) \to \vec{A} )</td>
</tr>
<tr>
<td>( \eta(A) := )</td>
<td>( \epsilon(A) := )</td>
</tr>
</tbody>
</table>

The naturality:

\[
\begin{array}{c}
\vec{A} \xrightarrow{\eta(\vec{A})} \vec{B} \to (A \otimes \vec{B}) \\
\downarrow f \\
\vec{A}' \xrightarrow{\eta(\vec{A}')} \vec{B} \to (A' \otimes \vec{B})
\end{array}
\]

<table>
<thead>
<tr>
<th>( \eta(\vec{A}) )</th>
<th>( \epsilon(A) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta(\vec{A}) )</td>
<td>( \epsilon(A) )</td>
</tr>
</tbody>
</table>

Then we can show that \( ((- \otimes \vec{B}), (\vec{B} \to -), \eta, \epsilon) \) is an adjunction as follows:

\[
((\vec{B} \to -) \circ (\eta(\vec{B} \to -))) = \text{id}_{(- \otimes \vec{B})} \\
((\epsilon(\vec{B} \to -)) \circ (\epsilon(- \otimes \vec{B}) \circ (\vec{B} \to -)) = \text{id}_{(- \otimes \vec{B})}
\]

As a corollary, we can show the isomorphism \( \text{Hom}(\vec{A}, \vec{B} \to \vec{C}) \cong \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C}) \) in Lemma 4.1.3.

**Lemma 4.1.3.** For any object \( \vec{A}, \vec{B}, \vec{C} \in \text{Obj}(\overline{M}) \), \( \text{Hom}(\vec{A}, \vec{B} \to \vec{C}) \cong \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C}) \).

**Proof.** We define the following injections \( \rightarrow_f : \text{Hom}(\vec{A}, \vec{B} \to \vec{C}) \to \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C}) \) and \( \leftarrow_g : \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C}) \to \text{Hom}(\vec{A}, \vec{B} \to \vec{C}) \) and show

- that \( \rightarrow_g = g \), for any \( g \in \text{Hom}(\vec{A} \otimes \vec{B}, \vec{C}) \) and
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• that \( \leftarrow \rightarrow, = f \), for any \( f \in \text{Hom}(\vec{A}, \vec{B} \rightarrow \vec{C}) \).

First, we define the injections as in Eq. (4.6) which are represented explicitly as diagram in Figure 4.8.

\[
\begin{align*}
\rightarrow f &= \vec{A} \times \vec{B} \xrightarrow{(\circ \vec{B})(f)} (\vec{B} \rightarrow \vec{C}) \times \vec{B} \xrightarrow{\epsilon(C)} \vec{C} \\
\leftarrow g &= \vec{A} \xrightarrow{\eta(A)} \vec{B} \xrightarrow{\vec{C} \times \vec{B}} (\vec{B} \rightarrow \vec{C}) \xrightarrow{(\vec{B} \rightarrow \vec{C})(g)} \vec{B} \rightarrow \vec{C}
\end{align*}
\]  (4.6)

\[\text{Figure 4.8: Representation of the isomorphisms as diagrams}\]

Finally, the equality for the isomorphism can be shown as in Figure 4.9.

\[\text{Figure 4.9: Proof of the isomorphism}\]

\[\square\]

**Product in \( \overline{M} \)**

The category \( \overline{M} \) has products defined as follows. Thanks to the \( \triangledown \)-nodes and the corresponding diagram equivalence rules, product in the category \( \overline{M} \) can
be defined for any family of objects \( \{ \vec{A}_x | x \in X \} \) indexed by a set \( X \) by using \( \boxplus \) for mark as in Eq. (4.7).

\[
\times_{x \in X} \vec{A}_x := \boxplus_{x \in X} \vec{A}_x = [\boxplus_{x \in X} \vec{A}_x] \tag{4.7}
\]

Moreover, the family of projections \( \pi_x : (\times_{x \in X} \vec{A}_x) \to \vec{A}_x \) is given by the \( \pi \)-node as shown in Figure 4.10a. Finally, for any family of maps \( \{ f_x : \vec{C} \to \vec{A}_x \} \) the diagram is the diagram presented in Figure 4.10b. As an abuse of notation, we use one \( (\otimes) \) for tensoring several wires at once.

\[
\begin{array}{c}
\vec{A}_x \\
\downarrow \pi_x \\
\vec{C} \\
\end{array} \quad \begin{array}{c}
\boxplus_{x \in X} \vec{A}_x \\
\downarrow f_x \\
\vec{C} \\
\end{array}
\]

(a) Projection \( \pi \) in \( M \) \quad (b) Pull back \( \langle f_x \rangle \) of family \( \{ f_x \} \) in \( M \)

Figure 4.10: Product in \( M \)

To show formally that the category \( M \) has a product, we need to show that \( (\times_{x \in X} \vec{A}_x, (\pi_x)_{x \in X}) \) is the pull back of the diagram of the tree with root and \( X \) leaves, i.e. for any \( \vec{C} \in \text{Obj}(M) \) and family of morphisms \( \{ f_x : \vec{C} \to \vec{A}_x \} \), there is a unique morphism \( \langle f_x \rangle : \vec{C} \to (\times_{x \in X} \vec{A}_x) \) such that \( f_x = \pi_x \circ \langle f_x \rangle \), for all \( x \in X \). It then reduces to show the existence and the uniqueness of such morphism. By letting the pull back to be \( \langle f_x \rangle \), the existence reduces to show that the morphism satisfies the following condition: for all \( x \in X \), \( f_x = \pi_x \circ \langle f_x \rangle \). Therefore, we can show the existence by using the equivalence theory of diagrams, as shown in Figure 4.11a.

Next, for the uniqueness (Eq. (4.8)), we use the fact that the following two propositions from Eq. 4.8 and Eq. 4.9 are equivalent given that \( h = \langle f_x \rangle \) satisfies that \( f_x = \pi_x \circ h \) for all \( x \in X \) by the existence proof.

There is unique morphism \( h : \vec{C} \to (\times_{x \in X} \vec{A}_x) \) such that \( f_x = \pi_x \circ h \) for all \( x \in X \). \hspace{1cm} (4.8)

For all \( h : \vec{C} \to (\times_{x \in X} \vec{A}_x) \), \( \langle \pi_x \circ h \rangle = h \). \hspace{1cm} (4.9)

The proof of Eq. 4.9 can then be found in Figure 4.11b.

Note that the universality in Eq. (4.9) of the product implies that for any \( f : \vec{C} \to \times_{i \in I} \vec{A}_i \),

\[
\vec{C} \xrightarrow{f} \times_{x \in X} \vec{A}_x = \vec{C} \xrightarrow{(\pi_x \circ f)} \times_{x \in X} \vec{A}_x \tag{4.10}
\]
Proof of existence

Proof of uniqueness

Figure 4.11: Proof of the proposition that \((\times_{x \in X} A_x, (\pi_x)_{x \in X})\) is pull back

where \(\times_{x \in X} A_x = [\oplus_{x \in X} A_x^\otimes]\). We can obtain the following corollary in Lemma 4.1.4 by letting \(\vec{C} = I\).

**Lemma 4.1.4.** For any \(f : I \rightarrow M[\oplus_{i \in I} A_i^\otimes]\), it is represented as:

\[
\begin{array}{c}
\vec{f} = \langle \pi_i \ast f \rangle \\
\end{array}
\]

Examples of morphisms in \(\overline{M}\)

We show in Figure 4.12 two interesting morphisms in the category \(\overline{M}\). Note that morphisms in \(\overline{M}\) are equivalence classes of diagrams. First, the morphism \(n : [q] \rightarrow [I \oplus I]\) in Figure 4.12a corresponds to the measure. In each branch, we perform a projection, and we keep in the output the information of where we were. Note that the semantics does not state what is doing \(\{tt\}\): what is essential is to (1) “remove” the \(q\)-wire, and (2) keep it as information if we are on the “true” or the “false” part.

Next, the morphism \(i\) in Figure 4.12b corresponds to qubit creation: it takes a boolean \(I \oplus I\), initializes a qubit depending on its state, and “forgets” the boolean.

As the last example, we can build the injections \(I \rightarrow I \oplus I\) in a similar way to \(n\): first, a \(\oplus\)-node, followed by a box-node where we trace out the component we do not need.

Based on these examples, we can interpret each quantum channel object from Section 3.1.1 as a morphism in \(\overline{M}\) as shown in Definition 4.1.2.

**Definition 4.1.2** (Interpreting QCAlg terms). Let us use the notation \(q^{\otimes n}\) to represent a list \([q, \ldots q]\) of size \(n\). A QCAlg-term \(Q\) can be interpreted as a \(\overline{M}\)-morphism \(\|Q\| : A \rightarrow B\), where \(A = q^{\otimes \text{in}(Q)}\) and \(B\) of tree-shape of the form
4.1.3. Compact closed category of diagrams

Finally, we show that we can make a compact closed category out of the category of diagrams $\mathcal{M}$. Recall that a compact closed category is a symmetric monoidal category where each object $\vec{A}$ has its dual object $\vec{A}^\perp$ together with a unit $\eta_{\vec{A}} : I \to \vec{A}^\perp \otimes \vec{A}$ and a counit $\epsilon_{\vec{A}} : \vec{A} \otimes \vec{A}^\perp \to I$ maps which satisfies the following conditions [60]:

$$l_{\vec{A}} \circ (\epsilon_{\vec{A}} \otimes \text{id}_{\vec{A}}) \circ \alpha_{\vec{A}, \vec{A}^\perp, \vec{A}}^{-1} \circ (\text{id}_{\vec{A}} \otimes \eta_{\vec{A}}) \circ r_{\vec{A}}^{-1} = \text{id}_{\vec{A}} \quad (4.11)$$

$$r_{\vec{A}^\perp} \circ (\text{id}_{\vec{A}^\perp} \otimes \epsilon_{\vec{A}}) \circ \alpha_{\vec{A}^\perp, \vec{A}, \vec{A}^\perp} \circ (\eta_{\vec{A}} \otimes \text{id}_{\vec{A}^\perp}) \circ l_{\vec{A}^\perp}^{-1} = \text{id}_{\vec{A}^\perp} \quad (4.12)$$

Concretely, we define the dual as in Definition 4.1.3.

**Definition 4.1.3** (Dual in the compact closed category of diagrams).

$$A^\perp = [A_1, \ldots, A_n]^\perp = [A_1^\perp, \ldots, A_n^\perp].$$

To show that it is a dual, we define the morphisms $\eta_{A} : I \to A^\perp \otimes A$ and $\epsilon_{A} : A \otimes A^\perp \to I$ as in Definition 4.1.4.

![Diagram](image)

(a) Unit map  
(b) Counit map

Figure 4.13: Unit and counit maps in the compact closed category of diagram

**Definition 4.1.4** (Unit and counit maps in the compact closed category).
Then, the triangle identities from Eq. (4.11) and Eq. (4.12) can be shown as in Table 4.2. Note that the equations are simplified by using the fact that \( l_{\vec{A}} = \text{id}_{\vec{A}} = r_{\vec{A}} \).

<table>
<thead>
<tr>
<th>( \vec{A} \otimes I )</th>
<th>( \vec{A} \otimes (\vec{A}^\perp \otimes \vec{A}) )</th>
<th>( I \otimes \vec{A}^\perp )</th>
<th>( (\vec{A}^\perp \otimes \vec{A}) \otimes \vec{A}^\perp )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \downarrow )</td>
<td>( \downarrow_{\alpha^{-1}} )</td>
<td>( \downarrow )</td>
<td>( \downarrow_{\alpha} )</td>
</tr>
<tr>
<td>( I \otimes \vec{A} )</td>
<td>( (\vec{A} \otimes \vec{A}^\perp) \otimes \vec{A} )</td>
<td>( \vec{A}^\perp \otimes I )</td>
<td>( \vec{A}^\perp \otimes (\vec{A} \otimes \vec{A}^\perp) )</td>
</tr>
</tbody>
</table>

Table 4.2: Proof of the triangle identities for compact closed structure

4.2. Rios and Selinger completion

Coproduct completion allows us to define families of circuits [55, 24]. The categorical structure clearly separates what is purely quantum and what is parameter to the computation, and we have parametric families of quantum channels.

Formally, this is done using the coproduct completion \( \overline{M} \) of \( M \). In this completion, an object corresponds to a pair \( (X, (A_x)_{x \in X}) \) where \( X \) is a set and \( A_x \) is an object of \( \overline{M} \) for each \( x \in X \): this should be understood as a parametric families of objects of \( \overline{M} \). A morphism from \( (X, (A_x)) \) to \( (Y, (B_y)) \) corresponds to a pair \( (f_0, (f_x)_{x \in X}) \) where \( f_0 : X \to Y \) is a set function and \( f_x : A_x \to B_{f_0(x)} \) is a morphism in \( \overline{M} \) for each \( x \in X \). Intuitively, to each choice of parameter \( x \) we have a \( \overline{M} \)-morphisms \( A_x \to A_{f_0(x)} \).

Composition is defined with \( (g_0, (g_y)) \circ (f_0, (f_x)) = (g_0 \circ f_0, (g_{f_0(x)} \circ f_x)) \) where \( (g_0, (g_y)) : (Y, (B_y)) \to (Z, (C_z)) \) and \( (f_0, (f_x)) : (X, (A_x)) \to (Y, (B_y)) \) are morphisms in \( \overline{M} \), while the identity is \( \text{id}_A = (\text{id}_X, (\text{id}_{A_x})) \) for an object \( A = (X, (A_x)) \).

According to Rios&Selinger [55], the category \( \overline{M} \) is symmetric monoidal closed and features products and coproducts. In particular, the monoidal unit is \( \{\{0\}, (I)\} \) (where \( \emptyset \) stands for the only representative of the singleton-set), and when \( A = (X, (A_x)) \) and \( B = (Y, (B_y)) \), the tensor on objects is \( A \otimes B = (X \times Y, (A_x \otimes B_y)_{(x,y)}) \) and the internal hom is \( A \to B = (X \to \)
The coproduct completion of a symmetric monoidal category \( Y, (C_I)_{I \in C} \rightarrow Y \) (\( X \rightarrow Y \) is the set of all set-functions from \( X \) to \( Y \) and \( C_I \) refers to the product \( \prod_{x \in X} (A_x \rightarrow B_{f(x)}) \) of internal homs in \( \overline{M} \)). Note that the product is defined by \( \prod \) in the case of the category of diagrams. Also, note that compared to [55], we can capitalize on the concrete structure of the category for the proofs involving the coproduct completion. For instance, associativity is trivial in our category \( \overline{M} \).

Finally, in order to model the type operator “!”, Rios & Selinger rely on Benton’s linear/non-linear model [12], based on an adjunction between a symmetric monoidal closed category and a cartesian closed category. In our case, as in [55] the adjunction is built between the SMCC \( \overline{M} \) and the cartesian closed category \( \text{Set} \). The two functors of the adjunction are \( p : \text{Set} \rightarrow \overline{M} \), defined on objects as \( p(X) = (X, (I)_X) \), and \( b : \overline{M} \rightarrow \text{Set} \), defined on objects as \( b(X, (A_x)) = \sum_{x \in X} M(I, A_x) \) where \( M(I, A_x) \) is the set of morphisms between the objects \( I \) and \( A_x \) of the category \( M \) and \( \sum_{x \in X} M(I, A_x) \) is the disjoint union of all such sets over \( X \). From the adjunction, one can then construct a comonad “!” defined as \( ! = p \circ b \) (see the appendix for more details).

Remark. In \( \overline{M} \) there are two classes of interesting objects. The parameters are objects of the form \( (X, (I)_x \in X) \): the family consists of trivial objects of \( \overline{M} \), and the only information is given by...the parameter. The state object is the dual: the parameter is trivial, and the family is of size 1 with only one object of \( \overline{M} \). It is then of the form \( (\{\emptyset\}, (A)) \). One therefore has two booleans: a parameter boolean \( b_p = (\{\#, \#, \}, (I)_{\{\#, \}, \}) \), and the state boolean \( b_s = (\{\emptyset\}, (I, \emptyset)) \) living in \( \overline{M} \).

4.2.1. Definition of coproduct completion

Coproduct completion in Definition 4.2.1 allows us to define a family of circuits [55, 24].

**Definition 4.2.1** (Coproduct completion of a symmetric monoidal closed category). The coproduct completion of a symmetric monoidal category \( \overline{M} \) is defined with the following data.

- objects correspond to a pair \( (X, (A_x)_{x \in X}) \) where \( X \) is a set and \( A_x \) is an object of \( \overline{M} \) for each \( x \in X \);
- morphisms from \( (X, (A_x)) \) to \( (Y, (B_y)) \) correspond to a pair \( (f_0, (f_x)_{x \in X}) \) where \( f_0 : X \rightarrow Y \) is a set function and \( f_x : A_x \rightarrow B_{f_0(x)} \) is a morphism in \( \overline{M} \) for each \( x \in X \).

We call the coproduct completion of \( \overline{M} \) as \( \overline{M} \) following the convention in [55].

The composition and identity morphism are defined as follows:

- composition: \( (g_0, (g_y)) \circ (f_0, (f_x)) = (g_0 \circ f_0, (g_{f_0(x)} \circ f_x)) \) where \( (g_0, (g_y)) : (Y, (B_y)) \rightarrow (Z, (C_z)) \) and \( (f_0, (f_x)) : (X, (A_x)) \rightarrow (Y, (B_y)) \) are morphisms in \( \overline{M} \);
• identity: \( \text{id}_A = (\text{id}_X, (\text{id}_{A_x})) \) for an object \( A = (X, (A_x)) \).

Next, we show that the above construction in Definition 4.2.1 produces a category. It suffices to check associativity and unit laws to ensure that \( \overline{M} \) forms a valid category. The following proofs show associativity and unit laws in \( \overline{M} \).

• associativity law: suppose \( (X, (A_x)) \xrightarrow{f} (Y, (B_y)) \xrightarrow{g} (Z, (C_z)) \xrightarrow{h} (W, (D_w)) \), then
  \[
  h \circ (g \circ f) = h \circ (g_0 \circ f_0, (g_{f_0(x)} \circ f_x)) \\
  = (h_0 \circ g_0 \circ f_0, (h_{(g_0 \circ f_0)(x)} \circ g_{f_0(x)} \circ f_x)) \\
  = (h_0 \circ g_0, (h_{g_0(x)} \circ g_x)) \circ f \\
  = (h \circ g) \circ f
  \]
  from the associativity of the category \( \text{Set} \) and \( \overline{M} \).

• unit law: for a morphism \( f : A \to B \) where \( A = (X, (A_x)) \) and \( B = (Y, (B_y)) \),
  \[
  f \circ \text{id}_A = (f_0 \circ \text{id}_X, (f_x \circ \text{id}_{A_x})) \\
  = (f_0, (f_x)) \\
  \text{id}_B \circ f = (\text{id}_Y \circ f_0, (\text{id}_{B_{f_0(x)}} \circ f_x))
  \]
  where \( f_0 \circ \text{id}_X = f_0 = \text{id}_Y \circ f_0 \) follows from the unit law of \( \text{Set} \) and \( f_x \circ \text{id}_{A_x} = f_x = \text{id}_{B_{f_0(x)}} \circ f_x \) follows from the unit law of \( \overline{M} \) for each \( x \in X \).

4.2.2. Symmetric monoidal category \( \overline{M} \) from coproduct completion

According to Rios and Selinger, unit \( (I) \), tensor product \( (\otimes) \), and internal hom \((\circ)\) for the symmetric monoidal closed structure of \( \overline{M} \) is defined as in Definition 4.2.2.

**Definition 4.2.2.** The category \( \overline{M} \) obtained by coproduct completion of a symmetric monoidal closed category \( \overline{M} \) is symmetric monoidal closed with the following structure:

• \( I = (\{\emptyset\}, (I)) \);
• \( A \otimes B = (X \times Y, (A_x \otimes B_y)_{(x,y)}) \) where \( A = (X, (A_x)) \) and \( B = (Y, (B_y)) \);
• \( A \rightarrow B = (X \to Y, (C_f)_{f \in X \to Y}) \) where \( X \to Y \) is the set of functions from \( X \) to \( Y \) and \( C_f \) refers to the product of internal homs in \( \overline{M} \), \( \Pi_{x \in X} (A_x \rightarrow B_{f(x)}) \), for each function \( f : X \to Y \). Note that the product is defined by \( \boxplus \) in the case of the category of diagrams, hence, we explicitly write the internal hom as follows:
  \[
  (X, (A_x)) \rightarrow (Y, (B_y)) = (X \to Y, (\boxplus_{x \in X} (A_x \rightarrow B_{f(x)}))_{f \in X \to Y})
  \]
  where \( A_x \rightarrow B_{f(x)} \) is the internal hom in \( \overline{M} \).
On top of it, we capitalize on the concrete structure of the category to simplify the proofs involving the coproduct completion. To explain it, let us look in detail at the symmetric monoidal closed structure of $\overline{M}$.

Symmetric monoidal structure

First, we focus on the symmetric monoidal structure of $\overline{M}$. The structure comes with natural transformations $\alpha_{A,B,C} : (A \otimes B) \otimes C \rightarrow \overline{A} \otimes (B \otimes C)$, $l_A : I \otimes A \rightarrow \overline{A}$, $r_A : A \otimes I \rightarrow \overline{A}$, and $\sigma_{A,B} : A \otimes B \rightarrow \overline{B} \otimes A$ which are defined as in Eq. (4.13).

$$
\alpha_{A,B,C} := \{(x,y) \mapsto (x, (y,z)), (\alpha_{A_x,B_y,C_z}(x,y,z))
= \{(x,y) \mapsto (x, (y,z)), (\alpha_{A_x,B_y,C_z}(x,y,z))
= \{(x,y) \mapsto (x), (\alpha_{A_x,B_y,C_z}(x,y,z))
= \{(x,y) \mapsto (x), (\alpha_{A_x,B_y,C_z}(x,y,z))
\}
$$

$$(4.13)$$

Note that, for simplicity, we identify $\alpha_{A,B,C}$, $l_A$, and $r_A$ be identity morphism in $\overline{M}$. It means that we equate the set $\{(x,y), z\}$ and $\{(x), (y,z)\}$; $\{(0, x)\}$ and $\{x\}$; and $\{(x,0)\}$ and $\{x\}$. Moreover, we let $\alpha_{A_x,B_y,C_z}$, $l_A$, and $r_A$ be identity morphisms in the category of diagrams $\overline{M}$. As consequence, all coherence conditions for the symmetric monoidal structure become trivial except the coherence conditions related to symmetry shown in Eq. (4.14), Eq. (4.2.2), and Eq. (4.16).

$$
(A \otimes B) \otimes C \xrightarrow{\alpha} A \otimes (B \otimes C) \xrightarrow{\sigma} (B \otimes C) \otimes A
$$

$$
(\sigma \otimes \text{id})
$$

$$
(B \otimes A) \otimes C \xrightarrow{\alpha} B \otimes (A \otimes C) \xrightarrow{id \otimes \sigma} B \otimes (C \otimes A)
$$

$$
(4.14)
$$

$$
A \otimes B
$$

$$
\xrightarrow{\sigma}
$$

$$
B \otimes A \xrightarrow{\alpha} A \otimes B
$$

$$
(4.15)
$$

$$
I \otimes A \xrightarrow{\sigma} A \otimes I
$$

$$
I \otimes A \xrightarrow{l} A \otimes I
$$

$$
I \otimes A \xrightarrow{r} A \otimes I
$$

$$
(4.16)
$$

These properties can be shown for the definition of $\overline{M}$ as follows:
Eq. (4.14) follows from the coherence rule of SMCC \( \overline{M} \).

\[
(A \otimes B) \otimes C \xrightarrow{\sigma} A \otimes (B \otimes C) \xrightarrow{\sigma} (B \otimes C) \otimes A \xrightarrow{\sigma} B \otimes (C \otimes A)
\]

\[
= \{ ((x,y),z) \mapsto (y,(z,x)), (\alpha_{B_y,C_z} A_y \circ \sigma_{A_x,B_y} \otimes C_z \circ \alpha_{A_x,B_y} C_z) \}
\]

\[
= \{ ((x,y),z) \mapsto (y,(z,x)), ((\text{id}_{B_y} \otimes \sigma_{A_x,C_z}) \circ \alpha_{B_y,A_x} A_y \circ (\sigma_{A_y,B_y} \otimes \text{id}_{C_z})) \}
\]

\[
= (A \otimes B) \otimes C \xrightarrow{\sigma \otimes \text{id}} (B \otimes A) \otimes C \xrightarrow{\sigma} B \otimes (A \otimes C) \xrightarrow{\text{id} \otimes \sigma} B \otimes (C \otimes A)
\]

Eq. (4.2.2) can be shown as follows.

\[
A \otimes B \xrightarrow{\sigma} B \otimes A \xrightarrow{\sigma} A \otimes B = \{ ((x,y) \mapsto (x,y)), (\sigma_{B_y,A_x} \circ \sigma_{A_x,B_y}) \}
\]

\[
= \{ ((x,y) \mapsto (x,y)), (\text{id}_{A_x} \circ \text{id}_{B_y}) \}
\]

\[
= A \otimes B \xrightarrow{\text{id}} A \otimes B
\]

Eq. (4.16) follows from the coherence conditions in \( \overline{M} \).

\[
I \otimes A \xrightarrow{\sigma} A \otimes I \xrightarrow{\eta} A = \{ ((\emptyset, x) \mapsto x), (\sigma_{A_x} \circ \sigma_{I,x}) \}
\]

\[
= \{ ((\emptyset, x) \mapsto x), (\text{id}_{A_x}) \}
\]

\[
= I \otimes A \xrightarrow{\ell} A
\]

Internal hom in \( \overline{M} \)

Although Definition 4.2.2 gives us the definition of internal hom, we need to prove that our concrete category admits the symmetric monoidal closed structure. It can be shown by the following concrete definition of the adjunction \( (\neg \otimes B), (B \to -), \eta : 1_{\overline{M}} \to (B \to -) \circ (\neg \otimes B), \epsilon : (\neg \otimes B) \circ (B \to -) \to 1_{\overline{M}} \) for the internal hom in \( \overline{M} \).

To begin with, we define the functors \((\neg \otimes B)\) and \((B \to -)\) as in Table 4.3.

Next, we define the natural transformations \(\eta\) and \(\epsilon\) as in Table 4.4.

**Lemma 4.2.1.** The definition above admits that \((\neg \otimes B), (B \to -), \eta, \epsilon\) is an adjunction, i.e. the following conditions are proved:

\[
((B \to -) \epsilon) \circ (\eta(B \to -)) = \text{id}_{B \to -}
\]

\[
(\epsilon(\neg \otimes B)) \circ ((\neg \otimes B) \eta) = \text{id}_{\neg \otimes B}
\]

which are represented in the following commute diagrams: for any object \(A\),

\[
\begin{array}{ccc}
B \to A & \xrightarrow{\eta(B \to -)} & (B \to A) \otimes (B \to -) \\
\downarrow \text{id}_{B \to A} & & \downarrow (B \to -)(\eta(A)) \\
B \to ((B \to A) \otimes B) & \xleftarrow{\epsilon(B \to -)(\eta(A))} & B \to A
\end{array}
\]

\[
\begin{array}{ccc}
A \otimes B & \xrightarrow{\text{id}_{A \otimes B}} & A \otimes B \\
\downarrow (\neg \otimes B)(\eta(A)) & & \downarrow \epsilon(A \otimes B) \\
(B \to (A \otimes B)) \otimes B & \xrightarrow{\text{id}_{A \otimes B}} & B \to A
\end{array}
\]

Intuitively, we consider the morphism \(\epsilon(A) : (B \to A) \otimes B \to \overline{M} A\) as the evaluation and give the name \(\text{eval}_{B,A}\) to the morphism.
functor \((- \otimes B) : \overline{\mathcal{M}} \to \overline{\mathcal{M}}\)

<table>
<thead>
<tr>
<th>For object (A = (X, (A_x))),</th>
</tr>
</thead>
<tbody>
<tr>
<td>((- \otimes B)(A) = (X \times Y, (A_x \otimes B_y)(x,y)))</td>
</tr>
<tr>
<td>For object (A = (X, (A_x))),</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>((B \to -)(A) = (Y \to X, ({y \in Y</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>For morphism (f = (f_0, (f_x)) : A \to \overline{\mathcal{M}} A'),</th>
</tr>
</thead>
<tbody>
<tr>
<td>((- \otimes B)(f) = {(x, y) \mapsto (f_0(x), y), (f_x, \otimes \text{id}_{B_y})(x, y)})</td>
</tr>
<tr>
<td>For morphism (f = (f_0, (f_x)) : A \to \overline{\mathcal{M}} A'),</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>((B \to -)(f) = {(p) \mapsto f_0 \circ p</td>
</tr>
</tbody>
</table>

The following axioms follow from the definition.

\((- \otimes B)(\text{id}_A) = \text{id}_A \otimes B\)

\((- \otimes B)(g \circ f) = (- \otimes B)(g) \circ (- \otimes B)(f)\)

The following axioms follow from the definition.

\((B \to -)(\text{id}_A) = \text{id}_{B \to A}\)

\((B \to -)(g \circ f) = (B \to -)(g) \circ (B \to -)(f)\)

Table 4.3: Definition of functors \((- \otimes B)\) and \((B \to -)\) in \(\overline{\mathcal{M}}\)

4.2.3. Finite coproduct in \(\overline{\mathcal{M}}\)

Another essential property of \(\overline{\mathcal{M}}\) is the finite coproduct. Explicitly, for any \(A, B \in \text{Obj}(\overline{\mathcal{M}})\), there exists an object \(A + B\), i.e. coproduct of \(A\) and \(B\), and morphisms

\(i_1 : A \to A + B,\) and \(i_2 : B \to A + B\)

such that for any object \(C\) and morphisms \(f : A \to C\) and \(g : B \to C\), there exists unique \((f, g) : A + B \to C\) which satisfies that

\(f = (f, g) \circ i_1,\) and \(g = (f, g) \circ i_2.\)

In the coproduct completion, the coproduct is defined as following bifunctor \(+ : \overline{\mathcal{M}} \times \overline{\mathcal{M}} \to \overline{\mathcal{M}}:\)

- for an object \((A, B) \in \text{Obj}(\overline{\mathcal{M}} \times \overline{\mathcal{M}})\): \(A + B = (X + Y, (A_x) \cdot (B_y))\);
- for a morphism \((f : A \to A', g : B \to B') \in \text{Hom}_{\overline{\mathcal{M}} \times \overline{\mathcal{M}}}(\overline{(A, B)}, \overline{(A', B')})\):

\[f + g = \{(0, x) \mapsto (0, f_0(x)), (1, y) \mapsto (1, g_0(y))\}, (f_x \cdot (g_y)) : \overline{A + B} \to \overline{A' + B'}\]
For an object $A = (X, (A_x))$, \[ \eta(A_x) : A_x \to \bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y) \otimes) \]

where $\eta(A)_x : A_x \to \bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes$ refers to the following diagram:

\[
\eta(A)_x : \begin{array}{c}
\begin{array}{c}
\bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes
\end{array}
\end{array}
\]

It can be shown that $\eta$ satisfies the following naturality condition:

\[
\begin{array}{c}
\begin{array}{c}
A \xrightarrow{\eta(A)} B \to (A \otimes B)
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
A' \xrightarrow{\eta(A')} B' \to (A' \otimes B')
\end{array}
\end{array}
\]

This bifunctor satisfies the following preservation properties as expected for

<table>
<thead>
<tr>
<th>$\eta : 1_\mathcal{M} \to (B \to \to \otimes B)$</th>
<th>$\epsilon : (\otimes \otimes B) \to (B \to \to ) \to 1_\mathcal{M}$</th>
</tr>
</thead>
</table>
| For an object $A = (X, (A_x))$, \[ [\text{ampersand replacement} = \&] \eta(A) \& := \{ (f, y) \mapsto f(y), (A, f, y) := (B \to \to \otimes B), \& : A \to (A \otimes B), \] \]
| where $\eta(A)_x : A_x \to \bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes$ refers to the following diagram:

<table>
<thead>
<tr>
<th>$\epsilon(A) : [\exists_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes] \to A_{f(y)}$</th>
<th>$\epsilon(A) : (B \to \to \otimes B) \to (B \to \to ) \to A$</th>
</tr>
</thead>
</table>
| For an object $A = (X, (A_x))$, \[ [\text{ampersand replacement} = \&] \epsilon(A) \& := \{ (f, y) \mapsto f(y), (A, f, y) := (B \to \to \otimes B), \& : (B \to \to ) \to (A \otimes B), \] \]
| where $\epsilon(A)_f : \bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes \to A_{f(y)}$, represents the following diagram:

| $\epsilon(A)_f : \bigotimes_{y \in Y} (B_y \to (A_x \otimes B_y)) \otimes \to A_{f(y)}$ | $\epsilon(A)_f : (B \to \to \otimes B) \to (B \to \to ) \to A$ |

Table 4.4: Natural transformations $\eta$ and $\epsilon$ in $\mathcal{M}$
the functor:

• identity:
  for \((\text{id}_A, \text{id}_B) \in \text{Hom}_{\mathcal{M} \times \mathcal{M}}((A, B), (A, B))\),

  \[
  \text{id}_A + \text{id}_B = \{((0, x) \mapsto (0, x), (1, y) \mapsto (1, y))\}, (\text{id}_{A_x})_X : (\text{id}_{B_y})_Y
  = (\text{id}_{X+Y}, (\text{id}_{A_x})_X : (\text{id}_{B_y})_Y
  = \text{id}_{A+B}
  
  \]

• composition:
  for \((f_1, f_2) \in \text{Hom}_{\mathcal{M} \times \mathcal{M}}((A, B), (A', B'))\) and \((g_1, g_2) \in \text{Hom}_{\mathcal{M} \times \mathcal{M}}((A', B'), (A'', B''))\),

  \[
  (g_1 + g_2) \circ (f_1 + f_2) = \{((0, x') \mapsto (0, g_1(x')), (1, y') \mapsto (1, g_2(y'))\}, (g_{1,x'})_X : (g_{2,y'})_Y
  \circ ((0, x) \mapsto (0, f_1(x)), (1, y) \mapsto (1, f_2(y)))}, (f_{1,x})_X : (f_{2,y})_Y
  = ((0, x) \mapsto (0, g_1(f_1(x))), (1, y) \mapsto (1, g_2(f_2(y)))),
  (g_{1,f_1(x)} \circ f_{1,x})_X : (g_{2,f_2(y)} \circ f_{2,y})_Y
  = (g_1 \circ f_1) + (g_2 \circ f_2)
  
  \]

It is equipped with the following natural transformations \(i_1\) and \(i_2\):

• \(i_1(A, B) = \{x \mapsto (0, x)\}, (\text{id}_{A_x}) : A \to A + B\) which satisfies the following naturality diagram:

\[
\begin{array}{ccc}
A & \xrightarrow{i_1(A,B)} & A + B \\
\downarrow f & & \downarrow f + g \\
A' & \xrightarrow{i_1(A',B')} & A' + B'
\end{array}
\]

where

\[
(f + g) \circ i_1(A, B) = \{x \mapsto (0, f_0(x))\}, (f_x)_X
= i_1(A', B') \circ f
\]

• \(i_2(A, B) = \{y \mapsto (1, y)\}, (\text{id}_{B_y}) : B \to A + B\) which is subject to the following naturality diagram:

\[
\begin{array}{ccc}
B & \xrightarrow{i_2(A,B)} & A + B \\
\downarrow g & & \downarrow f + g \\
B' & \xrightarrow{i_2(A',B')} & A' + B'
\end{array}
\]

where

\[
(f + g) \circ i_2(A, B) = \{y \mapsto (1, g_0(y))\}, (g_y)_Y
= i_2(A', B') \circ g
\]
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Given the definition, we can show the universality of the coproduct. For any morphisms \( f : A \to C \) and \( g : B \to C \), let \( (f, g) = ((0, x) \mapsto f_0(x), (1, y) \mapsto g_0(y)) \): \( A + B \to C \). Then, we can check that

\[
(f, g) \circ i_1 = \{(x \mapsto (0, x) \mapsto f_0(x))\}, \quad (f_x \circ \text{id}_A) X = f
\]

\[
(f, g) \circ i_2 = \{(y \mapsto (1, y) \mapsto g_0(y))\}, \quad (g_y \circ \text{id}_B) Y = g
\]

Moreover, there is unique morphism \((f, g) = A + B \to C\) which satisfies above conditions. Suppose that a morphism \( h : A + B \to C\) satisfies that \( f = h \circ i_1\) and \( g = h \circ i_2\). Without loss of generality, let \( h = \{(0, x) \mapsto p(x), (1, y) \mapsto q(y)\}, (h_x)_{(0, x)} \mapsto (h_y)_{(1, y)}\). Then since \( f = h \circ i_1, p(x) = f(x)\) and \( h_x = f_x\); and since \( g = h \circ i_2, q(y) = g(y)\) and \( h_y = g_y\).

Lastly, Lemma 4.2.2 shows that we can decompose morphisms by the universality.

**Lemma 4.2.2.** For \((f_1, f_2) \in \text{Hom}_{\mathcal{M}}((A_1, A_2), (B_1, B_2))\) and \((g_1, g_2) \in \text{Hom}_{\mathcal{M}}((B_1, B_2), (C, C))\), the following equation holds:

\[
(g_1 \circ f_1, g_2 \circ f_2) = (g_1, g_2) \circ (f_1 + f_2).
\]

**Proof.** Proof is in Figure 4.14

![Figure 4.14: Proof of the commutativity of the coproduct and the composition](image)

4.2.4. Distributivity of \(\otimes\) over \(+\)

There is a natural transformation \(\star : (- + -) \otimes C \to (- \otimes C) + (- \otimes C)\) for each object \(C \in \text{Obj}(\overline{\mathcal{M}})\) defined as follows:

\[
\star(A, B) = \{(0, x, z) \mapsto (0, (x, z)), ((1, y), z) \mapsto (1, (y, z))\},
\]

\[
A \otimes A \overset{\text{id}_A \otimes A} \longrightarrow \overset{\text{id}_B \otimes C} \longrightarrow B \otimes C,
\]

\[
(A + B) \otimes C \to \overline{\mathcal{M}}(A \otimes C) + (B \otimes C).
\]
It satisfies the naturality in Eq. (4.17) which can be shown as in Figure 4.15.

\[
(A + B) \otimes C \xrightarrow{\star} A \otimes C + B \otimes C
\]
\[
(A' + B') \otimes C' \xrightarrow{\star} A' \otimes C' + B' \otimes C'
\]

We define left distributivity \(\star^\prime\) : \(A \otimes (- + -) \to (A \otimes -) + (A \otimes -)\) as follows:

\[
\star^\prime(B, C) = A \otimes (B + C) \xrightarrow{\star^\prime} (B + C) \otimes A \xrightarrow{\star} B \otimes A + C \otimes A \xrightarrow{\star^\prime} A \otimes B + A \otimes C.
\]

**Lemma 4.2.3.** For any morphism \(f : A \otimes B \to C\), the following diagram commutes:

\[
\begin{array}{ccc}
(A + A) \otimes B & \xrightarrow{\star} & A \otimes B \\
\downarrow & & \downarrow f \\
A \otimes B + A \otimes B & \xrightarrow{f + f} & C + C \\
\end{array}
\]

**Proof.** Proof is shown in Figure 4.16.

\[
\begin{array}{c}
\Phi \circ (f + g) \circ h = \{ ((0,0,0), l) \mapsto ((0,0,0), l) \}
\end{array}
\]
As an example, we can define true and false values as embeddings $f_{tt} : I \rightarrow I + I$ and $f_{ff} : I \rightarrow I + I$ as in Eq. (4.18), and use it as a switch as in Eq (4.19) for a control. Lemma 4.2.4 shows that the switch works as intended.

\[ f_{tt} ::= (\{ \emptyset \mapsto \text{tt} \}, \text{id}_I) \]
\[ f_{ff} ::= (\{ \emptyset \mapsto \text{ff} \}, \text{id}_I) \]

where tt and ff are abbreviations for $(0, \emptyset)$ and $(1, \emptyset)$ respectively.

\[ \text{switch}_{f,g}(b) ::= A \xrightarrow{l^A_{\bot}} I \otimes A \xrightarrow{f_\otimes \text{id}_A} (I + I) \otimes A \xrightarrow{\Delta} I \otimes A + I \otimes A \xrightarrow{l_A + l_A} A + A \xrightarrow{f,g} B \]

for any morphisms $f, g : A \rightarrow B$ and a boolean $b \in \{\text{tt}, \text{ff}\}$. Note that $l_A$ refers to the natural transformation from the monoidal structure of $\overline{M}$, which we let be equal to the identity morphism of $A$.

**Lemma 4.2.4.** The following two diagrams commute: for any morphisms $f, g : A \rightarrow B$,

\[ (A = I \otimes A) \xrightarrow{f} B \]
\[ (I + I) \otimes A \xrightarrow{\star} (I \otimes A + I \otimes A = A + A) \]

\[ (A = I \otimes A) \xrightarrow{g} B \]
\[ (I + I) \otimes A \xrightarrow{\star} (I \otimes A + I \otimes A = A + A) \]

\[ \text{Proof.} \text{ Let's let } f = (f_0, (f_x)) \text{ and } g = (g_0, (g_x)) \]
\[ (f, g) \circ \star \circ (f_{tt} \otimes \text{id}_A) = (\{0, x\} \mapsto (\text{tt}, x) \mapsto (0, (\emptyset, x)) \mapsto f_0(x), (f_x)) = f \]
\[ (f, g) \circ \star \circ (f_{ff} \otimes \text{id}_A) = (\{0, x\} \mapsto (\text{ff}, x) \mapsto (1, (\emptyset, x)) \mapsto g_0(x), (g_x)) = g \]

\[ \square \]

4.3. Benton’s linear/non-linear category

Benton’s linear/non-linear model [12] has been used in several models of quantum programming languages [76, 55, 24]. The model is based on the adjunction between a symmetric monoidal closed category and a cartesian closed category.

The adjunction gives us a comonad which is called $!$-comonad and lets us interpret the quantum circuit types and the circuit operators—box and unbox. In this section, we introduce the definition of the comonad based on the concrete category $\overline{M}$.

4.3.1. $!$-Comonad

Following the cases of [55, 24], we define an adjunction from the functors $p : \textbf{Set} \rightarrow \overline{M}$ and $b : \overline{M} \rightarrow \textbf{Set}$ between the symmetric monoidal closed category $\overline{M}$ and the cartesian closed category $\textbf{Set}$ as shown in Figure 4.17.
Figure 4.17: Adjunction for !-comonad

Definition of functors p and b
We begin with the functors between the category $\textbf{Set}$ and $\overline{M}.$

- functor $p : \textbf{Set} \to \overline{M}$
  - for object $X : p(X) = (X, (I)_X);$ and
  - for morphism $f : X \to Y : p(f) = (f, (\text{id}_I)_X) : (X, (I)_X) \to (Y, (I)_Y).$ It can be seen that $p(g \circ f) = (g \circ f, (\text{id}_I)_X) = p(g) \circ p(f),$ and $p(\text{id}_X) = (\text{id}_X, (\text{id}_I)_X) = \text{id}_{p(x)}.$

- functor $b : \overline{M} \to \textbf{Set}$
  - for object $A = (X, (A_x)) : b(A) = \sum_{x \in X} \overline{M}(I, A_x)$ where $\overline{M}(I, A_x)$ is the set of morphisms between the objects $I$ and $A_x$ of the category $\overline{M}$ and $\sum_{x \in X} \overline{M}(I, A_x)$ is the disjoint union of all such sets over $X;$ and
  - for morphism $f = (f_0, (f_x)) : (X, (A_x)) \to (Y, (B_y)) : b(f) = \{(x, p : I \to \overline{M} A_x) \to (f_0(x), f_x \circ p) : \sum_{x \in X} \overline{M}(I, A_x) \to \sum_{y \in Y} \overline{M}(I, B_y)\}.$ Again, it can be seen that $b((g_0, (g_y)) \circ (f_0, (f_x))) = \{(x, f : I \to \overline{M} A_x) \to ((g_0 \circ f_0)(x), (f_0(x) \circ f_x) \circ f) = b(g_0, (g_y)) \circ b(f_0, (f_x))\}$ and $b(\text{id}_X, (\text{id}_I)_X) = \{(x, f : I \to \overline{M} I) \to (x, f)\} = \text{id}_{b(X, (A_x))}.$

Symmetric monoidal structure of $\overline{M}$ and $\textbf{Set}$
As shown in Section 4.2, the category $\overline{M}$ is a symmetric monoidal closed category. Moreover, we can show that the category $\textbf{Set}$ is also a symmetric monoidal category with the following structure $(\textbf{Set}, \times, \emptyset, \alpha, \mu, l, r, \sigma)$ where $\times$ is the cartesian product, $\emptyset$ is a singleton set of $\emptyset$ and the natural transformations are defined as below:

- $\alpha(X, Y, Z) = \{((x, y), z) \mapsto (x, (y, z))\} : (X \times Y) \times Z \to X \times (Y \times Z)$
\[
\sum \\text{ according to our definitions.}
\]

There are coherence conditions monoidal functors \([\mathcal{F}, \mathcal{G}]\). They can be shown according to our definitions.
Natural transformations $\eta : 1_{\text{Set}} \to b \circ p$ and $\epsilon : p \circ b \to 1_{\mathcal{M}}$

Next, we define the natural transformations $\eta : 1_{\text{Set}} \to b \circ p$ and $\epsilon : p \circ b \to 1_{\mathcal{M}}$ for the adjunction $(p, b, \eta, \epsilon)$.

- $\eta : 1_{\text{Set}} \to b \circ p$
  
  We define it for a set $X$,
  
  $$\eta(X) = \{ x \mapsto (x, \text{id}_{I}) \} : X \to (b \circ p)(X).$$
  
  It satisfies the following commute diagram of naturality:
  
  $$\begin{array}{ccc}
  X & \xrightarrow{\eta(X)} & (b \circ p)(X) \\
  \downarrow f & & \downarrow (b \circ p)(f) \\
  Y & \xrightarrow{\eta(Y)} & (b \circ p)(Y)
  \end{array}$$

- $\epsilon : p \circ b \to 1_{\mathcal{M}}$
  
  We define, for an object $A = (X, (A_x)) \in \text{Obj}(\mathcal{M})$,
  
  $$\epsilon(A) = \left\{ (x, p_x) \mapsto x \mid (x, p_x) \in \sum_{x \in X} \mathcal{M}(I, A_x) \right\},(p_x)(x, p_x)) : (p \circ b)(f) \to \mathcal{M} A.$$
  
  We can show that the following commute diagram holds:
  
  $$\begin{array}{ccc}
  (p \circ b)(A) & \xrightarrow{\epsilon(A)} & A \\
  \downarrow (p \circ b)(f) & & \downarrow f \\
  (p \circ b)(A') & \xrightarrow{\epsilon(A')} & A'
  \end{array}$$

Moreover, we can show that $\eta$ and $\epsilon$ are monoidal natural transformations by showing the following coherence conditions:

- $\eta : 1_{\text{Set}} \to (b \circ p)$
  
  $$\begin{array}{ccc}
  X \times Y & \xrightarrow{id} & X \times Y \\
  \downarrow \eta(X) \times \eta(Y) & & \downarrow \eta(X \times Y) \\
  (b \circ p)(X) \times (b \circ p)(Y) & \xrightarrow{b(m(X,Y)) \circ n(p(X), p(Y))} & (b \circ p)(X \times Y)
  \end{array}$$

- $\epsilon : (p \circ b) \to 1_{\mathcal{M}}$
  
  $$\begin{array}{ccc}
  (p \circ b)(A) \otimes (p \circ b)(B) & \xrightarrow{p(n(A, B)) \circ m(b(A), b(B))} & (p \circ b)(A \otimes B) \\
  \downarrow \epsilon(A) \otimes \epsilon(B) & & \downarrow \epsilon(A \otimes B) \\
  A \otimes B & \xrightarrow{id} & A \otimes B
  \end{array}$$

$$\begin{array}{ccc}
(p \circ b)(I) & \xrightarrow{\epsilon(I)} & I \\
\downarrow p(n_I) \circ m_I & & \downarrow \text{id}
\end{array}$$
Finally, we can show that \((p, b, \eta, \epsilon)\) is an adjunction by showing the following coherence conditions:

- \((b \circ \epsilon) \circ (\eta \circ b) = \text{id}_{b(-)}\)
  For any object \(A\) in \(\mathcal{M}\), \(b(\epsilon(A)) \circ \eta(b(A)) = \text{id}_{b(A)}\).

- \((\epsilon \circ p) \circ (p \circ \eta) = \text{id}_{p(-)}\)
  For any set \(X\), \(\epsilon(p(X)) \circ p(\eta(X)) = \text{id}_{p(X)}\).

4.3.2 Symmetric monoidal comonad \((!, \epsilon : ! \to \mathbf{1}_{\mathcal{M}}, \delta : ! \to !!)\) with \(\pi_{A,B}\) and \(\pi_I\)

From [12], a comonad \((! = p \circ b, \epsilon : ! \to \mathbf{1}_{\mathcal{M}}, \delta : ! \to !!)\) can be obtained from the natural transformation \(\epsilon\) and \(\delta = p \circ \eta \circ b\). The \(!\)-comonad comes with the following properties of comonad:

\[
\begin{align*}
\epsilon(A) &\quad \delta(A) \\
\delta(A) &\quad \epsilon(A)
\end{align*}
\]

**Lemma 4.3.1.** There are natural transformations \((\epsilon \circ ! \quad \text{and} \quad \delta)\) between \(!\) and \(!!!\), i.e. for any object \(A \in \text{Obj}(\mathcal{M})\), there are morphisms \(\epsilon(!A) : !!A \to !A\) and \(\delta(A) : !A \to !!A\) which satisfy the following conditions:

\[
(\epsilon \circ !) \circ \delta = \text{id}_{!}
\]

\[
\delta \circ (\epsilon \circ !) \neq \text{id}_{!!}.
\]

**Proof.** Proof is shown in Figure 4.18.

\[
\begin{align*}
(\epsilon \circ !)(!A) &= (\epsilon \circ !)(!!A) \\
&= \left(\{(x,\eta)\mapsto (x,\eta), (d,1)\}\right) \\
&= \left(\{x: A\mapsto (x,\eta(x)), b: !A\mapsto \eta(x)\}\right) \\
&= \text{id}
\end{align*}
\]

\[
\begin{align*}
(p \circ \eta)(X, A) &= (\eta \circ \epsilon)(X, \mathfrak{M}(\mathcal{L}A)) \\
&= (\{((x,\eta),\{\eta_\mathfrak{M}((x,\eta))\})\} \\
&= \left(\{\eta(x),\{\eta(x)\}\mapsto (x,\eta,x)\}\right) \\
&= (p \circ \eta)(X, A)
\end{align*}
\]

\[
\begin{align*}
(p \circ \eta)(X, A) &= (\eta \circ \epsilon)(X, \mathfrak{M}(\mathcal{L}A)) \\
&= (\{((x,\eta),\{\eta_\mathfrak{M}((x,\eta))\})\} \\
&= \left(\{\eta(x),\{\eta(x)\}\mapsto (x,\eta,x)\}\right) \\
&= (p \circ \eta)(X, A)
\end{align*}
\]

**Figure 4.18**: Proof of the lemma on the natural transformation between \(!\) and \(!!!\)

Next, the natural transformation \(\pi_{A,B}\) and a morphism \(\pi_I\) are defined as follows:
• $\pi_I = (\{0 \mapsto (\emptyset, \text{id}_I)\}, (\text{id}_I)) : I \to I$

• $\pi(A, B) = (\{(x, m_x : I \to A_x), (y, m_y : I \to B_y)\} \mapsto ((x, y), m_x \otimes m_y)), (\text{id}_I)) : (!A) \otimes (!B) \to !(A \otimes B)$ where the following diagram commutes:

\[
\begin{array}{ccc}
!A \otimes !B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & | &|
\downarrow{(f \otimes g)} & \downarrow{(f \otimes g)}
\end{array}
\]

Additionally, we can show the following commute diagrams for monoidal comonad:

\[
\begin{array}{ccc}
A \otimes B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
A \otimes B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
!!A \otimes !!B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
!A \otimes !B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
!!A \otimes !!B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
!!A \otimes !!B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

\[
\begin{array}{ccc}
!!A \otimes !!B & \xrightarrow{\pi(A, B)} & !(A \otimes B) \\
| & \Downarrow{\delta \otimes \delta} & |
\downarrow{\delta} & \downarrow{\delta}
\end{array}
\]

4.4 . Lifting Monad

According to Rios&Selinger, the category $\mathcal{M}$ together with the structure sketched in Section 4.2 and the Benton’s linear/non-linear category described in Section 4.3 forms a model of Proto-Quipper-M. We shall now see how our concrete construction can also support dynamic lifting, therefore forming a model of Proto-Quipper-L.

The main problem consists in lifting a branching sitting inside a quantum channel —i.e., inside the category $\mathcal{M}$— to turn it into a coproduct on which one can act upon in the classical world, represented by the category $\mathcal{M}$. For instance, as in Remark 4.2, we need to lift a state-boolean into a parameter-boolean. Our strategy consists in defining a strong monad $(F, \mu, \eta, t)$ to capture the action of retrieving such a branching: a term featuring measurement (and dynamic lifting) is therefore represented within the Kleisli category $\mathcal{M}_F$, following Moggi’s [44] view on side-effects.

The functor $F : \mathcal{M} \to \mathcal{M}$ is defined as follows. For an object $A = (X, (A_x))$, we define $F(A) = (\text{mset}(X), ([\exists x \in A_x^\oplus]_x \in \text{mset}(X)))$, where $\text{mset}(X)$ is the set of multisets of $X$, while for a morphism $f = (f_0, (f_x)) : A \to B$ we set $F(f) = (g_0 : \text{mset}(X) \to \text{mset}(Y), g_l : [\exists x \in A_x^\oplus] \to [\exists y \in g_0(l) B_y^\oplus])$, where $g_0 = \{[x_0, \ldots, x_n] \mapsto [f_0(x_0), \ldots, f_0(x_n)]\}$ and where $g_l$ is defined as shown on the right.
Example 4.4.1. The lifting of the state boolean \( b_s \) of Remark 4.2 to the parameter boolean \( b_p \) is then a \( \mathcal{M} \)-map \( lb : b_s \to F(b_p) \), where \( F(b_p) \) is \( (\text{mset}(\{\#, \&\}) \times (\bigoplus \mathcal{I})) \). The map \( lb \) is defined as \( (lb_0, (lb_x)_{x \in \{0\}}) \) where \( lb_0 : \{0\} \to \text{mset}(\{\#, \&\}) \) sends \( \emptyset \) to \( \{\#, \&\} \), and where \( lb_0 : I \boxplus I \to I \boxplus I \) is simply defined as the identity. In the other direction, the \( \mathcal{M} \)-map \( b_p \to b_s \) consists of the constant set-function on \( \emptyset \) together with the injections \( I \to I \boxplus I \) discussed in Section 4.1.

4.4.1. Definition of Branching computation monad \((F, \mu, \eta, t)\)

Our categorical model is equipped a strong monad \((F, \mu, \eta, t)\), which is a monad \((F, \mu, \eta)\) with a tensorial strength \( t \). The strong monad models the computation that creates a non-deterministic branch. The monad provides us a Kleisli category \( \mathbb{M}F \) where the computation is interpreted as a morphism [44].

We begin with the definition of a functor \( F : \mathbb{M} \to \mathbb{M} \) in Definition 4.4.1.

**Definition 4.4.1** (Functor \( F \) for the branching computation monad). Functor is defined over the category \( \mathbb{M} \) as follows.

- for object \( A = (X, (A_x)) : F(A) = (\text{mset}(X), ([\bigoplus \mathcal{I})_{x \in \text{mset}(X)}) \text{, where } \text{mset}(X) \text{ is the set of multisets of } X; \)

- for morphism \( f = (f_0, (f_x)) : A \to B : \)

\[
F(f) = (g_0 : \text{mset}(X) \to \text{mset}(Y), g_l : [\bigoplus \mathcal{I})_{y \in \text{mset}(Y)} \to [\bigoplus \mathcal{I})_{y \in \text{mset}(Y)}),
\]

where

\[
g_0 = \{[x_0, \ldots, x_n] \mapsto [f_0(x_0), \ldots, f_0(x_n)] \text{ and } g_l \}
\]

The functor \( F \) preserves the identity morphism and the composition of morphisms:

\[
F(\text{id}_A) = \text{id}_{F(A)}, \text{ and } F(g \circ f) = F(g) \circ F(f).
\]

Next, the unit \( \eta \) and the multiplication \( \mu \) of the monad are defined as in Definition 4.4.2.

**Definition 4.4.2** (Unit and multiplication of branching monad). Unit \( \eta \) and multiplication \( \mu \) are defined as natural transformations as follows.
\( \eta : \mathbf{1}_\mathcal{M} \to F \)

For an object \( A \in \text{Obj}(\mathcal{M}) \), \( \eta(A) = (\{ x \mapsto [x] \}, (\otimes : A_x \to A_x^\otimes)_x) : A \to \mathcal{M} F(A) \). The following commute diagram for the naturality can be shown:

\[
\begin{array}{c}
A \xrightarrow{\eta(A)} F(A) \\
\downarrow f \\
A' \xrightarrow{\eta(A') F(f)} \xrightarrow{F(f)} F(A')
\end{array}
\]

\( \mu : F^2 \to F \)

For an object \( A \in \text{Obj}(\mathcal{M}) \),

\[
\mu(A) = \{ (\{ l_1, \ldots, l_n \mapsto l_1 + \ldots + l_n \}, (\text{id}\circ l_{i}\otimes x)_{i\in I} : \prod_{i\in I} [\prod_{x\in I} A_x] \to \prod_{x\in I} A_x^\otimes = F^2(A) \to \mathcal{M} F(A),
\]

where

\[
\begin{array}{c}
\text{The commute diagram of the naturality can be shown:}
\end{array}
\]

\[
\begin{array}{c}
F^2(A) \xrightarrow{\mu(A)} F(A) \\
\downarrow F^2(f) \\
F^2(A') \xrightarrow{\mu(A') F(f)} \xrightarrow{F(f)} F(A')
\end{array}
\]

**Lemma 4.4.1.** Given the definition above, \((F, \mu, \eta)\) is a monad, i.e. the following diagrams commute:

\[
\begin{array}{c}
F^3(A) \xrightarrow{\mu(F(A))} F^2(A) \\
\downarrow F(\mu(A)) \quad \text{and} \quad \downarrow \mu(A) \\
F^2(A) \xrightarrow{\mu(A)} F(A)
\end{array}
\]

\[
\begin{array}{c}
F(A) \xrightarrow{\eta(F(A))} F^2(A) \xleftarrow{F(\eta(A))} F(A) \\
\downarrow \mu(A) \quad \text{and} \quad \downarrow \mu(A) \\
F(A) \xrightarrow{id} F(A)
\end{array}
\]

**Proof.** The commute diagrams can be shown as in Figure 4.19.

\(\square\)

In addition, Lemma 4.4.2 states a commute relation over the coproduct in \(\mathcal{M}\) and the natural transformation \(\mu\).
Lemma 4.4.2. The following diagram commutes:

\[
\begin{array}{c}
F(F^2 Z + F^2 Z) \xrightarrow{F(id,id)} F^3 Z \xrightarrow{\mu} F^2 Z \\
\downarrow F(\mu + \mu) & \ & \downarrow \mu \\
F(FZ + FZ) \xrightarrow{F(id,id)} F^2 Z \xrightarrow{\mu} FZ
\end{array}
\]

Proof. The proof is shown in Figure 4.20.

Next, we define the tensorial strength as in Definition 4.4.3 which makes the branching monad a strong monad [44, 76].

Definition 4.4.3 (Tensorial strength \( t \) of branching monad). Tensorial strength is the natural transformation \( t \) defined as follows.
• For any objects $A, B \in \text{Obj}(\mathcal{M})$,

$$t_{A,B} = \{ \{ [x_1, \ldots, x_n], y \} \mapsto [(x_1, y), \ldots, (x_n, y)] \},$$

$$: F(A \otimes B \rightarrow \mathcal{M} \ F(A \otimes B).$$

The natural transformation satisfies the following commute diagram:

$$
\begin{array}{ccc}
F(A) \otimes B & \xrightarrow{t_{A,B}} & F(A \otimes B) \\
\downarrow^{F(f) \otimes g} & & \downarrow^{F(f) \otimes g} \\
F(A') \otimes B' & \xrightarrow{t_{A',B'}} & F(A' \otimes B')
\end{array}
$$

The naturality of tensorial strength $t$ can be shown as follows. For $f = (f_0, (f_x)_x) : A \rightarrow A'$ and $g = (g_0, (g_y)_y) : B \rightarrow B'$,

$$F(f \otimes g) \circ t_{A,B} =$$

$$\{ \{ [x_1, \ldots, x_n], y \} \mapsto [(f_0(x_1), g_0(y)), \ldots, (f_0(x_n), g_0(y))] \},$$

$$t_{A',B'} \circ (F(f) \otimes g) =$$

$$\{ \{ [x_1, \ldots, x_n], y \} \mapsto [(f_0(x_1), g_0(y)), \ldots, (f_0(x_n), g_0(y))] \},$$

where $F(f \otimes g) \circ t_{A,B} = t_{A',B'} \circ (F(f) \otimes g)$ follows from Figure 4.21.

Moreover, Lemma 4.4.3 shows that Definition 4.4.3 satisfies the conditions for tensorial strengths.
Figure 4.21: Proof of the naturality of the tensorial strength of branching monad

**Lemma 4.4.3.** Tensorial strength $t$ satisfies the following commute diagrams.

\[
\begin{array}{ccc}
F(A) \otimes I & \xrightarrow{t_A \text{id}_I} & F(A \otimes I) \\
\downarrow F(r_A) & & \downarrow F(r_A) \\
F(A) & & F(A)
\end{array}
\]

\[
\begin{array}{ccc}
A \otimes B & \xrightarrow{id_{A\otimes B}} & A \otimes B \\
\downarrow \eta(A) \otimes \text{id}_B & & \downarrow \eta(A \otimes B) \\
F(A) \otimes B & \xrightarrow{t_{A,B}} & F(A \otimes B) \\
\uparrow \mu(A) \otimes \text{id}_B & & \uparrow \mu(A \otimes B)
\end{array}
\]

\[
\begin{array}{ccc}
F(A) \otimes (B \otimes C) & \xrightarrow{t_{A,B\otimes C}} & F(A \otimes (B \otimes C)) \\
\downarrow \alpha_{F(A),B,C}^{-1} & & \downarrow F(\alpha^{-1}_{A,B,C}) \\
(F(A) \otimes B) \otimes C & \xrightarrow{t_{A,B} \otimes \text{id}_C} & F((A \otimes B) \otimes C) \\
\downarrow t_{A,B,C} & & \downarrow F(\alpha_{A,B,C})
\end{array}
\]

**Proof.** The proof of each commute diagram can be found in Figure 4.22.

For convenience, we define another tensorial strength $\psi : F(-) \otimes F(-) \to F(- \otimes -)$ form the tensorial strength $t$ as in Eq.(4.20).

\[
\psi_{A,B} = F(A) \otimes F(B) \xrightarrow{t_{A,F(B)}} F(A \otimes F(B)) \xrightarrow{F(\sigma)} F(F(B) \otimes A) \\
F(A \otimes B) \xleftarrow{\mu} F(F(A \otimes B)) \xleftarrow{F^2(\sigma)} F(F(B \otimes A)) \quad (4.20)
\]

**Lemma 4.4.4.** The $\psi_{A,B}$ is equivalently represented as the following morphism in $\mathcal{M}$.

\[
\psi_{A,B} = F(A) \otimes F(B) \xrightarrow{t_{A,F(B)}} F(A \otimes F(B)) \xrightarrow{F(\sigma)} F(F(B) \otimes A) \\
F(F(B \otimes A)) \xrightarrow{F(\tau)} F(B \otimes A) \xrightarrow{F(\sigma)} F(A \otimes B)
\]

Then, we show the following properties of tensorial strength in Lemma 4.4.5.
Lemma 4.4.5. The following diagrams commute:

\[
\begin{align*}
A \otimes B \\ \downarrow \eta \otimes \eta \\
F(A) \otimes F(B) \\ \underset{\psi}{\longrightarrow} \\
F(A \otimes B)
\end{align*}
\hspace{2cm}
\begin{align*}
F^2(A) \otimes F(B) \\ \underset{\mu \otimes \text{id}_{F(B)}}{\longrightarrow} \\
F(A) \otimes F(B)
\end{align*}
\hspace{2cm}
\begin{align*}
\eta(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (y,z)\}, \\
\{(x,y) \mapsto (x,y)\}) \\
\eta(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (x,y)\}, \\
\{(x,y) \mapsto (x,y)\}) \\
\eta(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (x,y)\}, \\
\{(x,y) \mapsto (x,y)\})
\end{align*}
\hspace{2cm}
\begin{align*}
\mu(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (y,z)\}, \\
\{(x,y) \mapsto (x,y)\}) \\
\mu(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (x,y)\}, \\
\{(x,y) \mapsto (x,y)\}) \\
\mu(A \otimes B) \otimes \text{id}_{\mathcal{B}} = (\{(x,y) \mapsto (x,y)\}, \\
\{(x,y) \mapsto (x,y)\})
\end{align*}

\begin{align*}
F(A) \otimes B \\ \underset{\psi}{\longrightarrow} \\
F(A \otimes B)
\end{align*}
\hspace{2cm}
\begin{align*}
F^2(A) \otimes F(B) \\ \underset{\mu \otimes \text{id}_{F(B)}}{\longrightarrow} \\
F(A) \otimes F(B)
\end{align*}

Proof. Proofs of the commute diagrams are shown in Figure 4.23.

4.4.2. Kleisli category $\overline{M}_F$ of the monad $F$
The strong monad \((F, \mu, \eta, t)\) gives us the Kleisli category \(\overline{M}_F\) whose object is the object of the category \(\overline{M}\) and the homset \(\text{Hom}(A, B)\) of which is the homset \(\text{Hom}(A, F(B))\) in \(\overline{M}\). As the type system is interpreted in the category of the Kleisli category of some computation monad in [44], we interpret our type system in the category \(\overline{M}_F\).

4.4.3. Natural isomorphism between \(!F\) and \(F!\)

Lastly, we define the following natural transformation \(\phi\) between the functors \(! \circ F\) and \(F \circ !\).

**Definition 4.4.4.** For object \(A\) in \(\overline{M}\), \(\phi(A) = \{(l, f_l : I \to [\bigotimes_{x \in I} A_x]) \mapsto [(x_1, f_{x_1}), \ldots, (x_n, f_{x_n})], (\text{id}_I)) : !F(A) \to \overline{M} F!(A)\) where

\[
\phi(A) = \begin{pmatrix}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{pmatrix}
\]

Note that the naturality of \(\phi\) can be shown.

The inverse of the morphism \(\phi(A)\) can be explicitly shown by the following.

\[
\phi^{-1}(A) = \{[(x_1, f_{x_1}), \ldots, (x_n, f_{x_n})] : (l, f_l), (\text{id}_I)\}.
\]

**Lemma 4.4.6.** The following diagrams commute:

\[
\begin{array}{ccc}
!A & \xrightarrow{id} & !A \\
\downarrow{!(\eta(A))} & & \downarrow{\eta(!A)} \\
!F(A) & \xrightarrow{\phi(A)} & F!(A)
\end{array}
\]

\[
\begin{array}{ccc}
!F(A) & \xrightarrow{\phi(A)} & F!(A) \\
\downarrow{\epsilon(F(A))} & & \downarrow{F(\epsilon(A))} \\
F(A) & & F(A)
\end{array}
\]
Proofs of the commute diagrams are shown in Figure 4.24 where the following notation is used in the proof of the right diagram.

\[
\begin{align*}
&\phi(A) = ((x, m_0) \mapsto (x, m_0)) \\
&\eta(A) = (x \mapsto (x, m_0)) \\
&\eta(A) = ((x, m_0) \mapsto (x, m_0), (\eta, A)) \\
&\eta(A) = ((x, m_0) \mapsto (x, m_0))
\end{align*}
\]

4.5 . Interpretation of the language

In this section, we introduce an interpretation of the language Proto-Quipper-L and its type system introduced in Chapter 3 within the Kleisli category \( \overline{M}_F \). It consists of the interpretation of each type, the interpretation of typing context, and the interpretation of typing derivation, each of which assigns objects or morphisms in the categorical model to each part of the type system. As customary, types are mapped to objects while typing derivations are mapped to morphisms. For the notation, we let \([\_\_]\) represent the categorical counterparts for each component of the type system. The interpretation \([A]\) of a type \(A\) is directly built against the categorical structure. In specific, types are interpreted as object in the Kleisli category \( \overline{M}_F \) as follows:

\[\text{Figure 4.24: Proof of the properties of natural transformation } \phi \text{ between the branching monad and the !-comonad} \]

\[\text{Proof.} \]
\[
\begin{align*}
\llbracket \text{I} \rrbracket &= (\{\emptyset\}, (I)) \\
\llbracket \text{bool} \rrbracket &= (\{\text{tt}, \text{ff}\}, (I, I)) \\
\llbracket \text{qubit} \rrbracket &= (\{\emptyset\}, ([q])) \\
\llbracket A_a \rightarrow A_b \rrbracket &= \llbracket A_a \rrbracket \rightarrow_{\overline{MF}} \llbracket A_b \rrbracket \\
\llbracket A_a \otimes B_b \rrbracket &= \llbracket A_a \rrbracket \otimes \llbracket B_b \rrbracket \\
\llbracket \text{!}A \rrbracket &= \text{!}[A] = (p \circ b) \llbracket A \rrbracket \\
\llbracket \text{QChan}(P, B) \rrbracket &= p(\overline{MF}(\llbracket P \rrbracket, [A])) 
\end{align*}
\]

where \(\llbracket A_a \rrbracket \rightarrow_{\overline{MF}} \llbracket A_b \rrbracket\) means the internal hom \(\llbracket A_a \rrbracket \rightarrow_{\overline{MF}} \llbracket A_b \rrbracket\) in the category \(\overline{M}\) and \(p\) and \(b\) refer to the functors between the category \(\overline{M}\) and the category \(\text{Set}\) from Benton’s linear/non-linear category in Section 4.3.

For quantum channels, we follow Rios & Selinger’s strategy by defining \(\llbracket \text{QChan}(P, B) \rrbracket = p(\overline{MF}(\llbracket P \rrbracket, [A]))\). In our situation, the set \(\overline{MF}(A, B)\) is isomorphic to \(\overline{M}(A, B)\) when \(A\) and \(B\) are state objects: in this situation, \(\text{QChan}\)-types indeed correspond to morphisms of the category \(\overline{M}\), i.e., quantum channels. This fact allows us to interpret the box and unbox constants. The constant quantum channel constant is then just an encapsulation over Definition 4.1.2.

Finally, a typed configuration \(\text{!}\Delta \vdash (Q, m) : A\) is interpreted as the composition of \(Q\) (i.e., we first “compute” \(Q\)) followed by the interpretation of \(M\).

For the typing context, we do not consider the name of variables but the types. However, to represent the types in the typing context, we need some order of the type assignments. Here, we assume that there is a linear order of the variable names and use this order to interpret the typing context.

In particular, typing context is constructed in two ways. First, conventional typing context is a list of the typing assignments \((x : A)\) for variable \(x\) and a type \(A\). We interpret it as the tensor product of the objects assigned to each type in the order of the ordering we gave to the variables. In specific, for a typing context \(\Gamma = x_1 : A_1, \ldots, x_k : A_k\), assuming the variables are ordered according to the index,

\[\llbracket \Gamma \rrbracket = \llbracket A_1 \rrbracket \otimes \cdots \otimes \llbracket A_k \rrbracket.\]

Next, the branching typing context is interpreted as the coproduct of the objects assigned to the smaller branching typing contexts, namely:

\[\llbracket \gamma_1, \gamma_2 \rrbracket = \llbracket \gamma_1 \rrbracket + \llbracket \gamma_2 \rrbracket.\]

Given the interpretation of type and typing context, we interpret the typing derivation as a morphism in \(\overline{MF}\). Specific morphism corresponding to each typing derivation is constructed inductively over the typing rules by using the structures in the category.
In order to formally define the construction for each typing rule, let us first introduce how the parts of the language like circuit operators and function applications are going to be interpreted. Then, the interpretation for each typing rule can be defined concretely.

**Example 4.5.1.** The example of a non-trivial branching term in Example 1.1 has for interpretation a morphism \((\{\emptyset\}, (q)) \rightarrow (\text{mset}\{(\emptyset, \emptyset), (q)\}, (f_0, (f_q)))\) where \(f_0(\emptyset) = [(\emptyset, \emptyset), (0, 0)]\) and \(f_0\) is defined as the diagram shown in Figure 4.25. The bottom box-node represents the measurement \((I \boxplus I\ \text{being the result})\) and the upper one the test. The top result is a \(\boxplus\)-superposition of 2 copies of \(q \otimes I\), as expected: these stand for the two “classical” possibilities.

![Figure 4.25: Diagram for the categorical interpretation of the non-trivial branching term in Example 1.1](image)

4.5.1. Interpretation of quantum channel types and the circuit operators, Box and Unbox

The adjunction between the category \(\overline{M}\) and the category \(\text{Set}\) in Figure 4.17 provides an interpretation of the quantum channel types and the box and unbox operators. As in [55], we interpret the quantum channel types \(\text{QChan}(A, B)\) as an object \(p(\overline{M}_F(A, B)) = (\overline{M}_F(A, B), (I))\) in \(\overline{M}_F\), which is the Kleisli category of the lifting monad \(F\) over \(\overline{M}\). Note that the object is a parameter object as in [55], which means that the object has the form of \((X, (I)_X)\) for some set \(X\). Therefore, we can consider the quantum channel type \(\text{QChan}(A, B)\) as a parameter of a set of diagrams from \(A\) to \(B\). It makes sense when \(A\) and \(B\) are state objects which consist of objects in the category of diagrams \(\overline{M}\). However, since the output type \(B\) can be any type (while the
input type $A$ is still limited to the state object), we generalize the isomorphism
used in [55] between the object of quantum channel type $p(\overline{M}_F(A, B))$ and the
internal hom $\overline{M}_F(A, B)$. Let us explain how we generalize the isomorphism.

When we define the quantum channel types $Q\text{Chan}(A, B)$ as a parameter
object, box and unbox can be interpreted based on an isomorphism between
the set $b(A \xrightarrow{o_{\overline{M}}} B)$ and the internal hom $\overline{M}(A, B)$. In specific, we can define an
isomorphism as follows. First, note that

$$b(A \xrightarrow{o_{\overline{M}}} B) = b(X \rightarrow Y, (\bigoplus_{x \in X} (A_x \rightarrow B_{f(x)}))_{f \in X \rightarrow Y})$$

$$= \sum_{f \in X \rightarrow Y} \overline{M}(I, \bigoplus_{x \in X} (A_x \rightarrow B_{f(x)}))$$

$$= \{(f, d_f) \mid f : X \rightarrow Y \text{ and } d_f : I \rightarrow [\bigoplus_{x \in X} (A_x \rightarrow B_{f(x)}) \circ]\}$$

and that $\overline{M}(A, B) = \{(f_0 : X \rightarrow Y, (f_x : A_x \rightarrow B_{f_0(x)})_{x \in X})\}$. Therefore,
it reduces to find an isomorphism between the diagram $d_f$ and the family of
diagram $(f_x)_{x \in X}$. However, from the lemma 4.1.4, we know that the morphism
$d_f$ from $I$ to $[\bigoplus_{x \in X} (A_x \rightarrow B_{f(x)}) \circ]$ is equal to a box node of the family of
diagram $(\pi_x \circ d_f : I \rightarrow A_x)_{x \in X}$ which allow us to define the isomorphism as
follows:

- $\text{iso}_\rightarrow : b(A \xrightarrow{o_{\overline{M}}} B) \rightarrow \overline{M}(A, B)$:

  Given $(f, d_f) \in b(A \xrightarrow{o_{\overline{M}}} B)$, where $d_f = \text{box}$, $\text{iso}_\rightarrow (f, d_f) =$

![Diagram](image1)

- $\text{iso}_\leftarrow : \overline{M}(A, B) \rightarrow b(A \xrightarrow{o_{\overline{M}}} B)$:

  Given $(f_0, (f_x)_X) \in \overline{M}(A, B)$, $\text{iso}_\leftarrow (f_0, (f_x)_X) = (f_0, \text{unbox})$.

![Diagram](image2)

**Lemma 4.5.1.** The maps $\text{iso}_\rightarrow$ and $\text{iso}_\leftarrow$ are isomorphism. In specific, the fol-
Following diagrams commute:

\[
\begin{align*}
  b(A \rightarrow_M B) \xrightarrow{\text{iso}} & \quad \overline{M}(A, B) \\
  \text{id} & \quad \text{id} \\
  b(A \rightarrow_M B) & \quad \overline{M}(A, B)
\end{align*}
\]

and

\[
\begin{align*}
  b(A \rightarrow_M B) \xrightarrow{\text{iso}} & \quad \overline{M}(A, B) \\
  \text{id} & \quad \text{id} \\
  b(A \rightarrow_M B) & \quad \overline{M}(A, B)
\end{align*}
\]

Proof. The proof of the one-to-one correspondence of given isomorphisms is in Figure 4.26.

(a) Proof of the first commute diagram

(b) Proof of the second commute diagram

Figure 4.26: Proof of the isomorphism between \(b(A \rightarrow_M B)\) and \(\overline{M}(A, B)\)

\[\square\]

Given the isomorphism, we can define the morphisms for box and unbox as morphisms in \(\overline{M}\) as follows:

\[
\begin{align*}
  \text{unbox} & = p(\overline{M}(A, F(B))) \xrightarrow{p(\text{iso} \rightarrow)} (p \circ b)(A \rightarrow_M F(B)) \xrightarrow{\epsilon(A \rightarrow_M F(B))} (A \rightarrow_M F(B)) \\
  \text{box} & = (p \circ b)(A \rightarrow_M F(B)) \xrightarrow{p(\text{iso} \rightarrow)} p(\overline{M}(A, F(B))) \xrightarrow{p(\eta(\overline{M}(A, F(B))))} (p \circ (p \circ b))(\overline{M}(A, F(B))).
\end{align*}
\]
Lemma 4.5.2. The following diagram commutes:

\[
\begin{array}{ccc}
p(\overline{M}(A, F(B))) & \xleftarrow{\epsilon} & (p \circ b \circ p)(\overline{M}(A, F(B))) \\
\downarrow \text{unbox} & & \uparrow \text{box} \\
A \overrightarrow{\overline{M}} F(B) & \xleftarrow{\epsilon} & !(A \overrightarrow{\overline{M}} F(B))
\end{array}
\]

Proof. Proof of the lemma can be found in Figure 4.27.

![Figure 4.27: Proof of the commute diagram on box and unbox](image)

As consequence, it follows that unbox \( \circ \epsilon \circ \text{box} = \epsilon \).

The isomorphism between the sets \( b(A \overrightarrow{\overline{M}} B) \) and \( \overline{M}(A, B) \) is a slight generalization of the isomorphism in [55] in that \( A \) and \( B \) are need to be state objects, i.e. the object of the form \( (\{\emptyset\}, (A_0)) \), in their case. Note that when \( A = (\{\emptyset\}, (A_0)) \) and \( B = (\{\emptyset\}, (B_0)) \) are state objects, the set \( b(A \overrightarrow{\overline{M}} B) \) is equal to \( \overline{M}(I, A_0 \rightarrow B_0) \) as follows:

\[
A \overrightarrow{\overline{M}} B = (X \rightarrow Y, (\exists x \in X (A_x \rightarrow B_{f(x)})))_{f : X \rightarrow Y}
\]

\[
b(A \overrightarrow{\overline{M}} B) = \sum_{f : X \rightarrow Y} \overline{M}(I, \exists x \in X (A_x \rightarrow B_{f(x)}))
\]

\[
= \overline{M}(I, A_0 \rightarrow B_0).
\]

since \( X = \{\emptyset\} \) and there is unique map from \( \{\emptyset\} \) to \( \{\emptyset\} \) which is the identity function. Then, we can obtain the following isomorphisms without the
necessity of the lemma 4.1.4 on the normal form of diagrams:

\[ b(A \rightarrow M B) \cong M(I, A \rightarrow B) \cong M(A, B) \]

4.5.2. Interpretation of the quantum channel constants

A quantum channel constant \((p, Q, m)\) consists of a pattern \(p\), a quantum channel \(Q\), and a branching term \(m\). A well typed quantum channel constant of type \(!\text{QChan}(P, A)\) needs to satisfy that \(p \models P\) and \(v\text{Bind}(!\Delta, \text{out}(Q), m, A)\), where \(!\Delta\) is a typing context. In this subsection, we introduce how to interpret a quantum channel and the relations \(v\text{Bind}\).

First of all, we define a natural transformations called \(\text{bif}\) and \(\text{merge}\) for the measurement as in Table 4.5.

### Table 4.5: Definition of \(\text{bif}\) and \(\text{merge}\)

<table>
<thead>
<tr>
<th>(\text{bif}(A) : A \rightarrow_{\mathcal{M}_P} A + A)</th>
<th>(\text{merge}(A, B) : F(A) + F(B) \rightarrow_{\mathcal{M}_P} A + B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For an object (A = (X, (A_x))), we let</td>
<td>For objects (A, B), we let</td>
</tr>
<tr>
<td>(\text{bif}(X, (A_x)) =)</td>
<td>(\text{merge}(A, B) = ({)</td>
</tr>
<tr>
<td>(({x \mapsto [(0, x), (1, x)]}, (f_x : A_x \rightarrow A_x \otimes A_x^{\text{#}})))</td>
<td>((0, [x_1, \ldots, x_k]) \mapsto [(0, x_1), \ldots, (0, x_k)],)</td>
</tr>
<tr>
<td>where (f_x = )</td>
<td>((1, [y_1, \ldots, y_n]) \mapsto [(1, y_1), \ldots, (1, y_n)]),</td>
</tr>
<tr>
<td>It satisfies the following commute diagram for naturality:</td>
<td>((\text{id}<em>{{\oplus x \in A_x^{#}}})l\text{mset}(X) + + (\text{id}</em>{{\oplus y \in B_x^{#}}})l\text{mset}(Y)))</td>
</tr>
</tbody>
</table>

\[
\begin{array}{c}
A \xrightarrow{f} F(A + A) \\
\downarrow \text{bif}(f) \quad \quad \downarrow F(f + f) \\
B \xrightarrow{\text{bif}(B)} F(B + B)
\end{array}
\]

We show the properties related to \(\text{bif}\) and \(\text{merge}\) in Lemma 4.5.3.

**Lemma 4.5.3.** The following diagrams commute:

\[
\begin{array}{c}
F(A) + F(B) \xrightarrow{\text{merge}(A, B)} F(A + B) \\
\downarrow F(f + f) \quad \quad \downarrow F(f + g) \\
F(A') + F(B') \xrightarrow{\text{merge}(A', B')} F(A' + B')
\end{array}
\]
And the following equation holds.

$$\text{merge}(A, B) = (F(i_1(A, B)), F(i_2(A, B)))$$

**Proof.** The commute diagrams can be shown as in Figure 4.28.
(a) Proof of the first commute diagram

(b) Proof of the second commute diagram

(c) Proof of the third commute diagram

(d) Proof of the fourth commute diagram

(e) Proof of merge\( (A, B) = (F(i_1(A, B)), F(i_2(A, B))) \)

Figure 4.28: Proof of the properties of bif and merge

A quantum channel \( Q \) is interpreted as a morphism in the Kleisli category
\[ \llbracket \text{in}(Q) \rrbracket \rightarrow_{M} \llbracket \text{out}(Q) \rrbracket, \text{ where the set of interpretation of the variables } \text{in}(Q) \text{ and of the pattern of variables } \text{out}(Q) \text{ is defined as in Eq. (4.21).} \]

\[
\llbracket \text{in}(Q) \rrbracket = (\{\emptyset\}, ([q]^{\otimes|\text{in}(Q)|}))
\]

\[
\llbracket \text{out}(Q) \rrbracket = \begin{cases} 
(\{\emptyset\}, ([q]^{\otimes|V|})) & \text{if } \text{out}(Q) \text{ is a set } V \\
[\alpha_{1} + [\alpha_{2}] & \text{if } \text{out}(Q) = [\alpha_{1}, \alpha_{2}] 
\end{cases} \tag{4.21}
\]

We assume that there is a linear ordering for the wire names of the quantum channel and that the \(i\)-th \(q\) in the list corresponds to the \(i\)-th variable of the set of variables, according to the order for the wire names.

Then the interpretation of the quantum channel is defined inductively as in Eq. (4.22).

\[
\llbracket \epsilon(V) \rrbracket = \eta(\{\emptyset\}, ([q]^{\otimes|V|}))
\]

\[
\llbracket U(V_{1}) \ Q \rrbracket = \llbracket Q \rrbracket \circ \llbracket U(V_{1}) \rrbracket^{0}
\]

\[
\llbracket \text{free } v \ Q \rrbracket = \llbracket Q \rrbracket \circ \llbracket \text{free}(V) \rrbracket^{0}
\]

\[
\llbracket \text{init } b \ V \ Q \rrbracket = \llbracket Q \rrbracket \circ \llbracket \text{init}(b, v) \rrbracket^{0}
\]

\[
\llbracket \text{meas } v \ Q_{1} \ Q_{2} \rrbracket = \llbracket \text{in}(\text{meas } v \ Q_{1} \ Q_{2}) \rrbracket \rightarrow_{\text{bif}} F(\llbracket \text{in}(\text{meas } v \ Q_{1} \ Q_{2}) \rrbracket + \llbracket \text{in}(\text{meas } v \ Q_{1} \ Q_{2}) \rrbracket) \tag{4.22}
\]

\[
\llbracket \text{merge} \rrbracket = F^{2}(\llbracket \text{out}(Q_{1}) \rrbracket + \llbracket \text{out}(Q_{2}) \rrbracket)
\]

where

\[
\llbracket \text{in}(V) \rrbracket = \{((\tau_{i}), [\tau_{i}])\}
\]

\[
\llbracket \text{free}(v) \rrbracket = \{((\tau_{i} + v), [(\tau_{i} + v)])\}
\]

\[
\llbracket \text{init}(b, v) \rrbracket = \{((\tau_{i} + p), [(\tau_{i} + p)])\}
\]

\[
\llbracket \text{meas}(v) \rrbracket = \{((\tau_{i} + p), [(\tau_{i} + p)])\}
\]

\[
: \llbracket \text{u}(V) \rrbracket \rightarrow \llbracket \text{in}(V) \rrbracket
\]

In order to interpret quantum channel constants in the type system, we need to be able to construct a morphism for the vBind relation. However, since each leaf of the branching structure depends on the typing derivation of a non-branching term, the interpretation is parameterized by these typing derivations. Formally, we represent the interpretation of vBind as \(\llbracket (\tau_{i})_{\text{leaf}} | \text{vBind}(!\Delta, c, m, A) \rrbracket\)
where $(\tau_i)_{i,\text{leaf}}$ denotes to the family of the typing derivation of the typing judgement at each leaf $i$. It is defined inductively as follows:

- for $(v\text{Bind}_{\text{nb}})$:

$$
\begin{align*}
\frac{Q \cap \text{FV}(\Delta) = \emptyset}{v\text{Bind}(\Delta, Q, M, A)}
\end{align*}
$$

We let the interpretation of the non-branching case $\llbracket \tau \mid v\text{Bind}(\Delta, Q, M, A) \rrbracket : [\Delta] \otimes [\text{qubit}]^\otimes |Q| \to \overline{\text{M}_F} [A]$ to be the interpretation of the typing derivation of $\llbracket \tau \mid \Delta, \text{TC}_Q(Q) \vdash M : A \rrbracket$ as in Eq (4.23).

$$
\llbracket \tau \mid v\text{Bind}(\Delta, Q, M, A) \rrbracket := \llbracket \tau \mid \Delta, (Q : \text{qubit}) \vdash M : A \rrbracket 
$$

(4.23)

Note that Lemma 3.2.3 implies from $\Delta, \text{TC}_Q(Q) \vdash M : A$ that $\text{FV}(Q) \subseteq \text{FV}(M)$.

- for $(v\text{Bind}_{\text{b}})$:

$$
\frac{v\text{Bind}(\Delta, c_a, m_a, A) \quad v\text{Bind}(\Delta, c_b, m_b, A)}{v\text{Bind}(\Delta, [c_a, c_b], [m_a, m_b], A)}
$$

We let

$$
\llbracket (\tau_i) + (\tau_j) \mid v\text{Bind}(\Delta, [c_a, c_b], [m_a, m_b], A) \rrbracket := f_{\text{bind}}
$$

(4.24)

where

$$
f_{\text{bind}} = [\Delta] \otimes ([C_a] + [C_b]) \xrightarrow{\star'} [\Delta] \otimes [C_a] + [\Delta] \otimes [C_b] \xrightarrow{f_1, f_2} [A]
$$

$$
: [\Delta] \otimes [C_a, C_b] = [\Delta] \otimes ([C_a] + [C_b]) \to \overline{\text{M}_F} [A]
$$

and

$$
f_1 = [\tau_i] \mid v\text{Bind}(\Delta, c_a, m_a, A) : [\Delta] \otimes [C_a] \to \overline{\text{M}_F} [A]
$$

$$
f_2 = [\tau_j] \mid v\text{Bind}(\Delta, c_b, m_b, A) : [\Delta] \otimes [C_b] \to \overline{\text{M}_F} [A]
$$

inferrule Note that $\star'$ refers to the left distributivity defined in Subsection 4.2.4.

### 4.5.3 Interpretation of typing rules

In order to define the interpretation of typing derivation, we need an extra structure regarding the duplicable type $(\Delta)$, which is a parameter object in the categorical semantics $\llbracket !!A \rrbracket = (p \circ b) \llbracket A \rrbracket$. This extra structure consists of the deletion and the duplication of duplicable data, which are formalized as natural transformations over the functors from the subcategory of parameter
For a set $X$, we let
\[
\text{del}_\text{Set}(X) := \{ x \mapsto \emptyset \mid x \in X \}, \text{(id}_I)_X \\
x : X \to \text{Set} \{\emptyset\}
\]

For a set $X$, we let
\[
\text{dup}_\text{Set}(X) := \{ x \mapsto (x, x) \mid x \in X \} \\
x : X \to \text{Set} \times X
\]

<table>
<thead>
<tr>
<th>naturality condition:</th>
<th>naturality condition:</th>
</tr>
</thead>
</table>
| for any function $f : X \to Y$,
\[
\begin{array}{c}
X \xrightarrow{\text{del}_\text{Set}(X)} \{\emptyset\} \\
\downarrow f \\
Y \xrightarrow{\text{del}_\text{Set}(Y)} \{\emptyset\}
\end{array}
\]
| for any function $f : X \to Y$,
\[
\begin{array}{c}
X \xrightarrow{\text{dup}_\text{Set}(X)} X \times X \\
\downarrow f \\
Y \xrightarrow{\text{dup}_\text{Set}(Y)} Y \times Y
\end{array}
\]

Table 4.6: Definition of $\text{del}_\text{Set}$ and $\text{dup}_\text{Set}$ in category $\text{Set}$

Objects. In other words, these natural transformations can be defined as the image of the functor $p : \text{Set} \to \overline{M}$ from Benton’s linear/non-linear category in Subsection 4.3.1 applied to the natural transformations $\text{dup}_\text{Set}$ and $\text{del}_\text{Set}$ which are defined in Table 4.6. We then define the following two natural transformations $\text{del}$ and $\text{dup}$ as in Table 4.7.

We show useful properties on $\text{del}$ and $\text{dup}$ in Lemma 4.5.4 which are used in the proof of soundness of the categorical semantics.

**Lemma 4.5.4.** Let us let $A = (X, (I)_X)$, $B = (Y, (I)_Y)$ and $C = (Z, (I)_Z)$ be any parameter objects in the category $\overline{M}$ and let $f : X \to Y$ and $h : X \to Z$ be any set functions from $X$ to $Y$ and from $X$ to $Z$, respectively. Moreover, let $\text{cp}$ be the set function defined in Eq. (4.25) and let $g : A \otimes A \otimes B \to C$ be any morphism in $\overline{M}$ from $A \otimes A \otimes B \to C$.

\[
\text{cp} := \{(x, m_x) \mapsto (x, m_x \otimes m_x)\} : \sum_{x \in X} \overline{M}(I, I) \to \sum_{x \in X} \overline{M}(I, I) \otimes \overline{M}(I, I),
\]

(4.25)

Then, the following diagrams commute,

\[
\begin{array}{c}
A \xrightarrow{\text{dup}} A \otimes A \\
\downarrow p(f) \\
B \xrightarrow{\text{dup}} B \otimes B
\end{array}
\hspace{1cm}
\begin{array}{c}
A \xrightarrow{\text{dup}} A \otimes A \\
\downarrow p(f) \otimes p(f) \\
A \otimes A \xrightarrow{\text{dup} \otimes \text{id}} A \otimes A \otimes A
\end{array}
\]

\[
\begin{array}{c}
A \otimes B \xrightarrow{\text{dup}} A \otimes B \otimes A \otimes B \\
\downarrow p(\text{cp}) \\
!A \xrightarrow{\text{dup}} !(A \otimes A)
\end{array}
\hspace{1cm}
\begin{array}{c}
A \otimes B \xrightarrow{\text{dup} \otimes \text{id}} A \otimes B \otimes A \otimes B \\
\downarrow p(\text{cp}) \otimes p(\text{cp}) \\
!(A \otimes A) \xrightarrow{\text{dup} \otimes \text{id}} !(A \otimes A \otimes B \otimes B)
\end{array}
\]
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For a parameter object $A = (X, (I)_X)$, we let
\[
del(A) ::= (\{x \mapsto \emptyset\}, \text{id}_I)_X
\]
\[
= p(del_{\text{set}}(X)) : A \rightarrow_{\overline{\mathcal{M}}} I
\]
where
\[
p(\emptyset) = (\emptyset, (I)) = I
\]

Naturality condition:
for parameter objects $A$ and $B$ and morphism $f$ in $\overline{\mathcal{M}},$
\[
A \xrightarrow{f} B
\]
\[
B \xrightarrow{id_I} B
\]
\[
del(A) \rightarrow_{\overline{\mathcal{M}}} del(B)
\]
\[
del(A) \rightarrow_{\overline{\mathcal{M}}} I
\]
\[
del(B) \rightarrow_{\overline{\mathcal{M}}} I
\]

For a parameter object $A = (X, (I)_X)$, we let
\[
dup(A) ::= (\{x \mapsto (x, x)\}, \text{id}_I)_X
\]
\[
= p(dup_{\text{set}}(X)) : A \rightarrow_{\overline{\mathcal{M}}} A \otimes A
\]
where
\[
p(X \times X) = (X \times X, (I)_X \otimes X)
\]
\[
= (X \times X, (I \otimes I)_X \otimes X)
\]
\[
= A \otimes A
\]

Naturality condition:
for parameter objects $A$ and $B$ and morphism $f$ in $\overline{\mathcal{M}},$
\[
A \xrightarrow{f} A \otimes A
\]
\[
B \xrightarrow{id} B \otimes B
\]
\[
dup(A) \rightarrow_{\overline{\mathcal{M}}} dup(B)
\]
\[
dup(A) \rightarrow_{\overline{\mathcal{M}}} A \otimes A
\]
\[
dup(B) \rightarrow_{\overline{\mathcal{M}}} B \otimes B
\]

Proof. We prove the diagrams from top to bottom and from left to right.

<table>
<thead>
<tr>
<th>del</th>
<th>dup</th>
</tr>
</thead>
<tbody>
<tr>
<td>For a parameter object $A = (X, (I)_X)$, we let</td>
<td>For a parameter object $A = (X, (I)_X)$, we let</td>
</tr>
</tbody>
</table>
| \[
del(A) ::= (\{x \mapsto \emptyset\}, \text{id}_I)_X
\] | \[
dup(A) ::= (\{x \mapsto (x, x)\}, \text{id}_I)_X
\] |
| \[
= p(del_{\text{set}}(X)) : A \rightarrow_{\overline{\mathcal{M}}} I
\] | \[
= p(dup_{\text{set}}(X)) : A \rightarrow_{\overline{\mathcal{M}}} A \otimes A
\] |
| where | where |
| \[
p(\emptyset) = (\emptyset, (I)) = I
\] | \[
p(X \times X) = (X \times X, (I)_X \otimes X)
\] |
| Naturality condition: | Naturality condition: |
| for parameter objects $A$ and $B$ and morphism $f$ in $\overline{\mathcal{M}},$ | for parameter objects $A$ and $B$ and morphism $f$ in $\overline{\mathcal{M}},$ |
| $A \xrightarrow{f} B$ | $A \xrightarrow{f} A \otimes A$ |
| $B \xrightarrow{id_I} B$ | $B \xrightarrow{id} B \otimes B$ |
| $\del(A) \rightarrow_{\overline{\mathcal{M}}} del(B)$ | $\del(A) \rightarrow_{\overline{\mathcal{M}}} A \otimes A$ |
| $\del(A) \rightarrow_{\overline{\mathcal{M}}} I$ | $\del(A) \rightarrow_{\overline{\mathcal{M}}} A \otimes A$ |
| $\del(B) \rightarrow_{\overline{\mathcal{M}}} I$ | $\del(B) \rightarrow_{\overline{\mathcal{M}}} B \otimes B$ |

Table 4.7: Definition of del and dup
• First diagram follows from the naturality of \( \text{dup}_{\text{set}} \). Explicitly, it can be shown that
\[
(p(f) \otimes p(f)) \circ \text{dup} = (\{x \mapsto (x, x) \mapsto (f(x), f(x))\}, (\text{id}_I)_X)
\]
\[
\text{dup} \circ p(f) = (\{x \mapsto f(x) \mapsto (f(x), f(x))\}, (\text{id}_I)_X)
\]

• Second diagram can be shown by the following equations:
\[
(\text{id} \otimes \text{dup}) \circ \text{dup} = (\{x \mapsto (x, x) \mapsto ((x, x), (x, x))\}, (\text{id}_I))
\]
\[
= (\{x \mapsto (x, x) \mapsto ((x, x), x)\}, (\text{id}_I))
\]
\[
= (\text{dup} \otimes \text{id}) \circ \text{dup}
\]

Note that the second equality is given by the fact that we let associativity in \( \overline{M} \) to be identity (Subsection 4.2.2).

• To show the third diagram, let us recall that
\[
!A = (\sum_{x \in X} \overline{M}(I, I), (I))
\]
\[
!(A \otimes A) = (\sum_{(x, x') \in X \times X} \overline{M}(I, I \otimes I), (I))
\]
and that
\[
\pi(A, B) = (\{(x, m_x : I \to \overline{M} A_x), (y, m_y : I \to \overline{M} B_y) \mapsto ((x, y), m_x \otimes m_y)\}, (\text{id}_I))
\]
\[
: !(A) \otimes !(B) \to \overline{M} !(A \otimes B)
\]

However, since \( A \) is a parameter object, it follows that
\[
\pi(A, A) = (\{(x, m_x : I \to \overline{M} I), (y, m_y : I \to \overline{M} I) \mapsto ((x, y), m_x \otimes m_y)\}, (\text{id}_I))
\]
\[
: !(A) \otimes !(A) \to \overline{M} !(A \otimes A)
\]

Then, the commute diagram can be shown explicitly by
\[
\pi \circ \text{dup} = (\{(x, m_x) \mapsto ((x, m_x), (x, m_x)) \mapsto ((x, x), m_x \otimes m_x)\}, (\text{id}_I))
\]
and
\[
!(\text{dup}) \circ p(cp) = (\{(x, m_x) \mapsto (x, m_x \otimes m_x) \mapsto ((x, x), m_x \otimes m_x)\}, (\text{id}_I))
\]
where
\[
!(\text{dup}) = (\{(x, m_x) \mapsto ((x, x), m_x)\}, (\text{id}_I))
\]
\[
b(\text{dup}) = \{(x, m_x) \mapsto ((x, x), m_x)\}
\]

Note that \( m_x \otimes m_x \) is a morphism from \( I \) to \( I \) since \( I \otimes I = I \). It is necessary to be able to apply \( !(\text{dup}) \) to \( p(cp)(!A) \).
• Fourth diagram is shown explicitly as follows
\[
(id_A \otimes \sigma \otimes id_B) \circ (dup(A) \otimes dup(B))
\]
\[
= \{(x, y) \mapsto ((x, x), (y, y)) \mapsto (x, y, x, y)\}, (\sigma_{I,I} : I \rightarrow I)
\]
\[
= \{(x, y) \mapsto ((x, y), (x, y))\}, (\sigma_{I,I} : I \rightarrow I)
\]
\[
= \{(x, y) \mapsto ((x, y), (y, x))\}, (id_I)
\]
\[
dup(A \otimes B)
\]

where the second equation follows from the fact that the associativity is identity and the third equation follows from the fact that \(\sigma_{I,I} = id_I\) from the equation theory of diagrams in Figure 4.3. Note that we are using the fact that the associativity is identity again in order to be able to apply \((id_A \otimes \sigma \otimes id_B)\) to \((dup(A) \otimes dup(B))\).

• Fifth diagram is shown as follows:
\[
n(A, A) \circ dup_{Set}(b(A)) = \{(x, m_x) \mapsto ((x, m_x), (x, m_x)) \mapsto ((x, x), m_x \otimes m_x)\}
\]
\[
b(dup(A)) \circ cp = \{(x, m_x) \mapsto (x, m_x) \otimes m_x) \mapsto ((x, x), m_x \otimes m_x)\}
\]

where the definition of \(n\) is from the monoidal functor \((b, n)\) from the Benton’s linear/non-linear category in Subsection 4.3.1.

• Sixth diagram is shown as follows:
\[
m(X, X) \circ dup(p(X)) = \{(x) \mapsto (x, x) \mapsto (x, x)\}, (id_I)
\]
\[
p(dup_{Set}(X)) = \{(x) \mapsto (x, x)\}, (id_I)
\]

where the definition of \(m\) is from the monoidal functor \((p, m)\) from the Benton’s linear/non-linear category in Subsection 4.3.1.

• Seventh diagram is shown as follows:
\[
g \circ (dup \otimes id_B) = \{(x, y) \mapsto ((x, x), y) \mapsto g_0((x, x), y)\}, (g_{x,x,y}(x,y)_{x,y})_{x,y} = X \times Y
\]
\[
g \circ (\sigma_{A,A} \otimes id_B) \circ (dup \otimes id_B) = \{(x, y) \mapsto ((x, x), y) \mapsto ((x, x), y) \mapsto g_0((x, x), y)\},
\]
\[
(g_{x,x,y} \circ (\sigma_{I,I} \otimes id_{B_0})_{x,y})_{x,y} = X \times Y
\]
\[
= \{(x, y) \mapsto ((x, x), y) \mapsto ((x, x), y) \mapsto g_0((x, x), y)\},
\]
\[
(g_{x,x,y}(x,y)_{x,y})_{x,y} = X \times Y
\]

where we let \(g = (g_0, (g_{x1,x2,y})_{x,y}).\)

• Eighth diagram is shown as follows:
\[
del \circ p(f) = \{(x) \mapsto f(x) \mapsto \emptyset\}, (id_I)
\]
\[
del \circ p(h) = \{(x) \mapsto h(x) \mapsto \emptyset\}, (id_I)
\]
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• Ninth diagram is shown as follows:

\[(\text{del} \otimes \text{id}_A) \circ \text{dup} = (\{ x \mapsto (x, x) \mapsto (\emptyset, x) \}, (\text{id}_I))\]

\[= (\{ x \mapsto x \}, (\text{id}_I))\]

where the second equation follows from the fact that we let the natural transformation \(l\) from the monoidal structure of \(\mathcal{M}\) to be identity at each object, i.e., \(l(A) = \text{id}_A : I \otimes A \to \mathcal{M} A\).

\[\Box\]

With the help of the extra structure on the duplicable data types defined above, we can finally define the interpretation of each typing rule as follows. To clarify the fact that the interpretation depends on the type derivation, let us denote the interpretation of type derivation \(\pi\) of typing derivation \(\Delta, Q \vdash m : A\) as \([\pi \vdash \Delta, Q \vdash m : A]\), where \(\pi\) represents the tree structure of typing derivation. We show useful properties on \(\text{del}\) and \(\text{dup}\) in Lemma 4.5.4 which are used in the proof of soundness of the categorical semantics.

• \(\Delta, (x : A) \vdash x : A\) (\(\text{var}\)):

\[\llbracket (\text{var}) | \Delta, (x : A) \vdash x : A\rrbracket = \llbracket \Delta \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{\text{del} \otimes \text{id}_A} \mathcal{M} \llbracket I \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{[\text{I}]_\mathcal{M}} \llbracket A \rrbracket \xrightarrow{\eta([A])} \mathcal{M} \llbracket A \rrbracket \xrightarrow{F \llbracket A \rrbracket} \mathcal{M} \llbracket A \rrbracket\]

where \(\eta([A])\) is the unit of the lifting monad \(F\). Note that \([I] = I\) is the unit object from the symmetric monoidal structure of \(\mathcal{M}\).

Explicitly, the interpretation of the typing derivation is represented as follows:

\[\llbracket (\text{var}) | \Delta, (x : A) \vdash x : A\rrbracket = \{(c, x) \mapsto (\emptyset, x) \mapsto x \mapsto [x]\},\left(\bigotimes_{c \in C}\right)_{(c, x)}\]

where we let \([\Delta]\) = \((C, (I)_{c \in C})\) and \([A]\) = \((X, (A_x)_{x \in X})\).

• \(\Delta, Q \vdash M : !A\) (\(\text{d}\)):

\[\llbracket (\text{d}) | \Delta, Q \vdash M : !A\rrbracket = \llbracket \Delta \rrbracket \otimes \llbracket Q \rrbracket \xrightarrow{[\tau \vdash \Delta, Q \vdash !M, !A]} \mathcal{M} \llbracket !A \rrbracket \xrightarrow{F(\llbracket A \rrbracket)} \mathcal{M} \llbracket A \rrbracket \xrightarrow{F(\epsilon([A]))} \mathcal{M} \llbracket A \rrbracket \xrightarrow{F \llbracket A \rrbracket} \mathcal{M} \llbracket A \rrbracket\]

where \(\epsilon([A])\) is the counit of \(!\text{-comonad}\).
Explicitly, the interpretation of the typing derivation is represented as follows:

$$\llbracket (d); \tau | !\Delta, Q \vdash M : A \rrbracket$$

\[ = (\{(c, q) \mapsto [(x_1, m_1), \ldots, (x_k, m_k)] \mapsto [x_1, \ldots, x_k]\}, \text{(Fig. 4.2)}) \]

where we let \(\llbracket !\Delta \rrbracket = (C, (I)_{c \in C})\) and \(\llbracket Q \rrbracket = (Q, (Q_q)_{q \in Q})\) and

\[ \llbracket \tau | !\Delta, Q \vdash M : !A \rrbracket = (\{(c, q) \mapsto [(x_1, m_1), \ldots, (x_k, m_k)]\}, \text{(Fig. 4.2)}) \]

\[ \cdot \quad !\Delta \vdash V : A \quad V \text{ is value} \]

\[ \frac{}{!\Delta \vdash V : !A} \quad (p); \]

\[ \llbracket (p); \tau | !\Delta \vdash V : !A \rrbracket \]

\[ = (\llbracket !\Delta \rrbracket = \llbracket [A_1] \otimes \cdots \otimes [A_k] \rrbracket) \xrightarrow{\delta \otimes^k} \llbracket [A_1] \otimes \cdots \otimes [A_k] \rrbracket \]

\[ \xrightarrow{\pi^{k-1}} (\llbracket !\Delta \rrbracket \otimes \cdots \otimes \llbracket !\Delta \rrbracket)^{\otimes k} \]

where \(\delta\) refers to the comultiplication of \(!\)-comonad and \(\delta \otimes^k = \delta \llbracket A_1 \rrbracket \otimes \cdots \otimes \delta \llbracket A_k \rrbracket\), \(\tau : !(-) \otimes !(-) \to !(- \otimes -)\) is the strength of the monoidal comonad (!) and \(\pi^{k-1}\) represents application of \(\pi\) \(k - 1\) times, \(g = \llbracket \tau | !\Delta \vdash V : A \rrbracket\), and \(\phi\) is the natural isomorphism between \(!F\) and \(F!\) from Subsection 4.4.3. In addition, \(\pi^{k-1}\) can be formally defined as follows:

\[ \pi^{k-1} = \begin{cases} 
I & \text{if } k = 0 \\
\llbracket A_1 \rrbracket & \text{if } k = 1 \\
\left( \llbracket [A_1] \otimes (\llbracket [A_2] \cdots \llbracket [A_k] \rrbracket) \right)^{\otimes^k} & \text{otherwise}
\end{cases} \]

(4.26)

Note that if \(k = 0\), then \(!\Delta = I\) and that the tensor product is associative.

Explicitly, the interpretation of the typing derivation is represented as
where we let $\eta$ and $\delta$ be defined in Eq. (4.18), $[\sum_{x_i \in X_i} M(I, A_i, x_i), (I)]$, and

\[
[[\tau \vdash V : A]] = (g, (g_c)_c) = (\{c \mapsto [x_1, \ldots, x_l]\}, (\eta(f)_c))
\]

- $\Delta \vdash * : I^{(1)}$

\[
[[I] \mid \Delta \vdash * : I] = [[\Delta]] \xrightarrow{\text{del}_{\overline{M}}} [[I]] \xrightarrow{\eta([I])} F[[I]]
\]

where $\eta([I])$ is the unit of the lifting monad $F$.

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
[[I] \mid \Delta \vdash * : I] = (\{c \mapsto \emptyset \mapsto \emptyset \mid c \in C\}, (\eta(f)_c))
\]

where we let $[[\Delta]] = (C, (I)_C)$.

- $\Delta \vdash \texttt{tt} : \texttt{bool}$

\[
[[\texttt{tt}] \mid \Delta \vdash \texttt{tt} : \texttt{bool}] = [[\Delta]] \xrightarrow{\text{del}_{\overline{M}}} [[I]] \xrightarrow{f_{\texttt{tt}}} [\texttt{bool}] \xrightarrow{\eta([\texttt{bool}])} F[[\texttt{bool}]]
\]

where $f_{\texttt{tt}} = (\{\emptyset \mapsto \texttt{tt}\}, (\eta(f)))$ and $\texttt{tt} = (0, \emptyset)$ are defined in Eq. (4.18), and $\eta([\texttt{bool}])$ is the unit of the lifting monad $F$. 
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Explicitly, the interpretation of the typing derivation is represented as follows:

\[
[(tt) \mid \emptyset \vdash tt : bool] = (\{ c \mapsto \emptyset \mapsto tt \mapsto [tt] \mid c \in C \}, (id_f)_C)
\]

where we let \([\emptyset] = (C, (I)_C)\).

- \(\Delta \vdash ff : bool\) (ff):

\[
[(ff) \mid \emptyset \vdash ff : bool] = [\emptyset] \xrightarrow{\text{del}} [I] \xrightarrow{ff} [bool] \xrightarrow{\eta(\text{bool})} F[bool]
\]

where \(ff = (\emptyset \mapsto \emptyset, (id_f))\) and \(ff = (1, \emptyset)\) are defined in Eq. (4.18), and \(\eta(\text{bool})\) is the unit of the lifting monad \(F\).

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
[(ff) \mid \emptyset \vdash ff : bool] = (\{ c \mapsto \emptyset \mapsto ff \mapsto [ff] \mid c \in C \}, (id_f)_C)
\]

where we let \([\emptyset] = (C, (I)_C)\).

- \(\Delta \vdash Q, (x : A_a) \vdash M : A_b \vdash (\rightarrow_f)\):

\[
[(\rightarrow_f); \tau \mid \emptyset, Q \vdash \lambda x. M : A_a \rightarrow A_b] =
\]

\[
\frac{[\emptyset] \xrightarrow{\rightarrow_f} [M] \xrightarrow{\eta(A_a \rightarrow A_b)} \xrightarrow{\eta(\text{bool})} F[A_a \rightarrow A_b]}{[\emptyset] \xrightarrow{\eta(A_a \rightarrow A_b)} F[A_a \rightarrow A_b]}
\]

where \(\eta(A_a \rightarrow A_b)\) refers to the natural transformation \(\eta : 1_M \rightarrow ([A_a] \rightarrow -) \circ (- \otimes [A_a])\) and \((A_a \rightarrow A_b)\) the functor from Subsection 4.2.2 on the internal hom of \(M\), \(f = [\tau \mid \emptyset, Q, (x : A_a) \vdash M : A_b] : [\emptyset] \otimes [Q] \otimes [A_a] \rightarrow_{M} F[A_b]\), and \(\eta([A_a \rightarrow A_b])\) is the unit of the lifting monad \(F\).

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
[(\rightarrow_f); \tau \mid \emptyset, Q \vdash \lambda x. M : A_a \rightarrow A_b] =
\]

\[
\begin{cases}
(c, q) \mapsto \{(c, q), x_a\} \\
\quad \rightarrow x_a \mapsto f_0((c, q), x_a) \\
\quad \rightarrow\{x_a \mapsto f_0((c, q), x_a)\}
\end{cases}
\]
where we let \([!\Delta] = (C, (I)_C), \llbracket Q \rrbracket = (Q, (Q_q)_{q\in C})\), and \(f = (f_0, (f_{c,q,x_0}))\).

Note that \(((!!\Delta) \otimes \llbracket Q \rrbracket) \otimes \llbracket A_a \rrbracket) = (!!\Delta) \otimes (\llbracket Q \rrbracket \otimes \llbracket A_a \rrbracket)\) is derived from the fact that the associativity \(\alpha\) is identity morphism.

\[
\frac{\Delta, Q_a \vdash A_a \to A_b}{\Delta, Q_b \vdash 0 \rightarrow A_b}
\]

\[
\frac{!!\Delta; (\tau_1, \tau_2), \Delta, Q_a, Q_b \vdash M_a M_b : A_b}{!!\Delta; \Delta, Q_a, Q_b \vdash M_a M_b : A_b}
\]

where \(\sigma\) is the commutativity natural transformation of \(\overline{M}\),

\[
f = [\tau_1 | !!\Delta, Q_a \vdash A_b : \llbracket !!\Delta \rrbracket \otimes \llbracket Q_a \rrbracket \rightarrow \overline{M} F \llbracket A_a \rightarrow A_b \rrbracket\]

and \(g = [\tau_2 | !!\Delta, Q_b \vdash A_a : \llbracket !!\Delta \rrbracket \otimes \llbracket Q_b \rrbracket \rightarrow \overline{M} F \llbracket A_a \rrbracket, \psi_{A,B} : FA \otimes FB \rightarrow \overline{M} F(A \otimes B)\) is the tensorial strength of the branching computation monad \(F\) (Subsection 4.4.1), \(\llbracket A_a \rightarrow A_b \rrbracket = \llbracket A_a \rrbracket \rightarrow \overline{M} F [A_a] \llbracket A_b \rrbracket\) by definition, \(\text{eval}_{B, A} = \epsilon(A) : (B \rightarrow A) \otimes B \rightarrow \overline{M} A\) refers to the evaluation defined in Subsection 4.2.2, and \(\mu : \overline{\overline{M}} F \rightarrow F\) is the multiplication of branching monad from Subsection 4.4.1.

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
\llbracket !!\Delta; \Delta, Q_a, Q_b \vdash M_a M_b : A_b \rrbracket = \left\{(c, q^a, q^b) \Rightarrow (c, c, q^a, q^b) \Rightarrow (c, q^a, c, q^b) \Rightarrow \begin{cases} (h_1, \ldots, h_k, [x_1^a, \ldots, x_k^a]) \\ (h_1, x_1^a, \ldots, (h_1, x_1^a), \ldots, (h_k, x_k^a)) \\ h_1(x_1^a), \ldots, h_1(x_k^a), \ldots, h_k(x_1^a), \ldots, h_k(x_1^a) \\ h_1(x_1^a) + \ldots + h_k(x_k^a) \end{cases} \right\}
\]

where we let \(\llbracket !!\Delta \rrbracket = (C, (I)_C), \llbracket Q_a \rrbracket = (Q^a, (Q_{q^a})_{q^a \in Q^a}), \llbracket Q_b \rrbracket = (Q^b, (Q_{q^b})_{q^b \in Q^b})\),

\[
f = \{(c, q^a) \Rightarrow [h_1, \ldots, h_k]\}, (f_{c,q^a})_{(c,q^a) \in C \times Q^a}
\]

\[
g = \{(c, q^b) \Rightarrow [x_1^a, \ldots, x_k^a]\}, (g_{c,q^b})_{(c,q^b) \in C \times Q^b}
\]
\[ \cdot !\Delta, Q_a \vdash M_a : A_a, \quad !\Delta, Q_b \vdash M_b : A_b \mapsto \langle M_a, M_b \rangle : A_a \otimes A_b \]

\[ \text{where } \sigma \text{ is the commutativity natural transformation of } M, \]
\[ f = \{ \tau_a!\Delta, Q_a \vdash M_a : A_a \} : [[!\Delta] \otimes [[Q_a]] \rightarrow F [[A_a]] \text{ and } \]
\[ g = \{ \tau_b!\Delta, Q_b \vdash M_b : A_b \} : [[!\Delta] \otimes [[Q_b]] \rightarrow F [[A_b]], \psi_{A,B} : FA \otimes FB \rightarrow F(A \otimes B) \text{ is the tensorial strength of the branching computation monad } F \text{ (Subsection 4.4.1), and } [[A_a \otimes A_b]] = [[A_a]] \otimes [[A_b]] \text{ by definition.} \]

Explicitly, the interpretation of the typing derivation is represented as follows:

\[ \text{where we let } [[!\Delta]] = (C, (I)_C), [[Q_a]] = (Q^a, (Q^a_q)_{q \in Q^a}), [[Q_b]] = (Q^b, (Q^b_q)_{q \in Q^b}), \text{ and} \]
\[ f = \{ ((c, q^a) \mapsto [x^a_1, \ldots, x^a_2]) \}, \quad (f_{c,q^a})_{(c,q^a) \in C \times Q^a} \]
\[ g = \{ ((c, q^b) \mapsto [x^b_1, \ldots, x^b_2]) \}, \quad (g_{c,q^b})_{(c,q^b) \in C \times Q^b} \]
• \( !\Delta, \ Q_a \vdash M_a : A_a \otimes A_b \quad !\Delta, \ Q_b, \ (x : A_a), \ (y : A_b) \vdash M_b : A \) \hfill \((\otimes E)\):

\[
\lbrack (\otimes E) \rbrack : (\tau_1, \tau_2) \!| \! \Delta, \ Q_a, \ Q_b \vdash (x, y) = M_a \text{ in } M_b : A =
\]

\[
[!\Delta] \otimes [Q_a] \otimes [Q_b] \xrightarrow{f \circ \text{id}_{[\Delta]} \circ \text{id}_{[Q_a]} \circ [Q_b]} [!\Delta] \otimes [!\Delta] \otimes [Q_a] \otimes [Q_b] \]

\[
\xrightarrow{f \circ \text{id}_{[\Delta]} \circ \text{id}_{[Q_a]} \circ [Q_b]} F[[A_a \otimes A_b] \otimes [!\Delta] \otimes [Q_b]]
\]

\[
[l_{A_a \otimes A_b} \circ [\Delta] \circ [Q_a]] \xrightarrow{\mu} F[[[A_a] \otimes [A_b] \otimes [!\Delta] \otimes [Q_b]]] \xrightarrow{F(\sigma)} F([!\Delta] \otimes [Q_b] \otimes [A_a] \otimes [A_b]) \xrightarrow{F(g)} F(F[A]) \xrightarrow{\mu} F[A]
\]

where \( \sigma \) is the commutativity natural transformation of \( M \),

\( f = [\tau_1 \!| \! !\Delta, \ Q_a \vdash M_a : A_a \otimes A_b] \!| \! [\Delta] \otimes [Q_a] \rightarrow_M F[[A_a \otimes A_b]] , t_{A,B} : FA \otimes B \rightarrow_M F(A \otimes B) \) is the tensorial strength of the branching computation monad \( F \) from Subsection 4.4.1, \( [A_a \otimes A_b] = [A_a] \otimes [A_b] \) by definition, \( g = [\tau_2 \!| \! !\Delta, \ Q_b, \ (x : A_1), \ (y : A_2) \vdash M_b : A] : [!\Delta] \otimes [Q_b] \otimes [A_a] \otimes [A_b] \rightarrow_M F[A] \), and \( \mu : F^2 \rightarrow F \) is the multiplication of branching monad from Subsection 4.4.1.

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
\lbrack (\otimes E) \rbrack : (\tau_1, \tau_2) \!| \! !\Delta, \ Q_a, \ Q_b \vdash (x, y) = M_a \text{ in } M_b : A =
\]

\[
\begin{align*}
&\left\{ (c, q^a, q^b) \\
&\quad \mapsto (c, c, q^a, q^b) \\
&\quad \mapsto (c, q^a, c, q^b) \\
&\quad \mapsto [(x_1^a, x_1^b), \ldots, (x_k^a, x_k^b)], c, q^b \\
&\quad \mapsto [x_1^a, x_1^b, c, q^b], \ldots, (x_k^a, x_k^b, c, q^b)] \\
&\quad \mapsto [c, q^b, x_1^a, x_1^b], \ldots, (c, q^b, x_k^a, x_k^b)] \\
&\quad \mapsto \left[\begin{array}{c}
[x_1^1, \ldots, x_1^k] \\
[x_2^k, \ldots, x_2^k] \\
\vdots \\
[x_k^1, \ldots, x_k^k]
\end{array}\right]
\end{align*}
\]

where we let \( \lbrack !\Delta \rbrack = (C, (I)_C) , \lbrack Q_a \rbrack = (Q^a, (Q^a_{q^a})_{q^a \in Q^a}) , \lbrack Q_b \rbrack = (Q^b, (Q^b_{q^b})_{q^b \in Q^b}) , \lbrack A_a \rbrack = (X^a, (A^a_{x^a})_{x^a \in X^a}) , \lbrack A_b \rbrack = (X^b, (A^b_{x^b})_{x^b \in X^b}) \), and

\[
f = \{(c, q^a) \rightarrow [(x_1^a, x_1^b), \ldots, (x_k^a, x_k^b)]\} , (f_{c,q^a})_{(c,q^a) \in C \times Q^a} \]

\[
g = \{(c, q^b, x^a, x^b) \rightarrow [x_1, \ldots, x_1]\} , (g_{c,q^b,x^a,x^b})_{(c,q^b,x^a,x^b) \in C \times Q^b \times X^a \times X^b} \)
\]
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• $!\Delta$, $Q_a : \text{bool}$, $!\Delta$, $Q_b : A$  

\[
!\Delta, Q_a, Q_b \vdash \text{if } M \text{ then } M_a \text{ else } M_b : A
\]  

(if):

\[
\begin{align*}
\llbracket \text{if} \rrbracket (\tau_M, \tau_a, \tau_b) &\mid !\Delta, Q_a, Q_b \vdash \text{if } M \text{ then } M_a \text{ else } M_b : A \\
&= \\
&= \\
&= \\
&= \\
&= \\
&= F(\llbracket !\Delta \rrbracket \otimes \llbracket Q_a \rrbracket) + (\llbracket !\Delta \rrbracket \otimes \llbracket Q_b \rrbracket)
\end{align*}
\]

where $\sigma$ is the commutativity natural transformation of $\overline{M}$;

\[
f = \llbracket \tau_M \mid !\Delta, Q_a \vdash M : \text{bool} \rrbracket : \llbracket !\Delta \rrbracket \otimes \llbracket Q_a \rrbracket \to \overline{M} F[\text{bool}]; t_{A,B} : F(A \otimes B) \to F(A) \otimes F(B)\]

is the tensorial strength of the branched computation monad $F$ from Subsection 4.4.1; $\llbracket \text{bool} \rrbracket = ((\text{tt, ff}), (I, I)) = [I] + [I]$;

$* (A, B) : (A + B) \otimes C \to (A \otimes C) + (B \otimes C)$ is the natural transformation for distributivity of $\otimes$ over $+$ from Subsection 4.4.2; $[I] \otimes [!\Delta] \otimes [Q_b] = [!\Delta] \otimes [Q_b]$ is derived from the fact that we let the natural transformation $I_A$ from the monoidal structure of $\overline{M}$ to be the identity morphism for each object $A$; $g_a = \llbracket \tau_a \mid !\Delta, Q_b \vdash M_a : A \rrbracket$ and $g_b = \llbracket \tau_b \mid !\Delta, Q_b \vdash M_b : A \rrbracket$ are defined from the coproduct of $\overline{M}$ in Subsection 4.2.3; and $\mu : F^2 \to F$ is the multiplication of branching monad from Subsection 4.4.1.

Explicitly, the interpretation of the typing derivation is represented as follows:

\[
\begin{align*}
\llbracket \text{if} \rrbracket (\tau_M, \tau_a, \tau_b) &\mid !\Delta, Q_a, Q_b \vdash \text{if } M \text{ then } M_a \text{ else } M_b : A \\
&= (c, q^a, q^b) \\
&\mapsto (c, q^a, q^b) \\
&\mapsto (c, q^a, q^b) \\
&\mapsto ([b_1, \ldots, b_k], c, q^b) \\
&\mapsto ([b_1, c, q^b], \ldots, (b_k, c, q^b)) \\
&\mapsto ([01_1, (\emptyset, c, q^b)], \ldots, (01_k, (\emptyset, c, q^b)]) \\
&\mapsto ([01_1, (c, q^b)], \ldots, (01_k, (c, q^b)]) \\
&\mapsto [g_{01_1}(c, q^b), \ldots, g_{01_k}c, q^b)] \\
&\mapsto g_{01_1}(c, q^b) + \ldots + g_{01_k}(c, q^b)
\end{align*}
\]
where we let $\|!\Delta\| = (C, (I)_C)$, $\|Q_a\| = (Q^a, (Q^a_{q^a})_{q^a \in Q^a})$, $\|Q_b\| = (Q^b, (Q^b_{q^b})_{q^b \in Q^b})$, $b_i = (01, \emptyset) \in \{tt, ff\}$, and

$$f = \{(c, q^a) \mapsto [b_1, \ldots, b_k], (f_{c,q^a})_{(c,q^a) \in C \times Q^a}\}$$

$$g_a = [[!\Delta, Q_b \vdash M_a : a]] = (g_0, (g_{0,c,q^b})_{(c,q^b) \in C \times Q^b})$$

$$g_b = [[!\Delta, Q_b \vdash M_b : a]] = (g_1, (g_{1,c,q^b})_{(c,q^b) \in C \times Q^b})$$

\[
\begin{align*}
\|\| (\text{box}) | \|!\Delta \vdash \text{box}_P : ![P \rightarrow A] & \rightarrow ![Q\text{Chan}(P,A)] \| = \\
\|!\Delta\| | [I_{\text{M}}] \xrightarrow{\text{del}_{\text{M}}} & ![P \rightarrow A] \rightarrow (I \otimes ![P \rightarrow A]) \\
\| ![P \rightarrow A] & \rightarrow ([P \rightarrow A]) \| \xrightarrow{\gamma_{\text{box}} \otimes (\psi \circ \phi)} & ![P \rightarrow A] \rightarrow F(![Q\text{Chan}(P,A)]) \\
\| ![P \rightarrow A] & \rightarrow ![Q\text{Chan}(P,A)] \| \xrightarrow{\gamma} & ![P \rightarrow A] \rightarrow ![Q\text{Chan}(P,A)]
\end{align*}
\]

where $\gamma_{\|P \rightarrow A\|}(I)$ refers to the natural transformation $\eta : 1_{\text{M}} \rightarrow (\|P \rightarrow A\| \rightarrow -) \circ (- \otimes ![P \rightarrow A])$ and $(![P \rightarrow A] \rightarrow -)$ refers to the functor from Subsection 4.2.2; $I \otimes ![P \rightarrow A] = ![P \rightarrow A]$ is derived from the fact that we let the natural transformation $l_A : I \otimes A \rightarrow A$ from the monoidal structure of $\text{M}$ to be identity; $\eta \circ \text{box}$ is the composition of the morphism $\text{box} : ![\|\| ![A] \rightarrow ![F \|B\|)] = (p \circ b)(![A] \rightarrow ![F \|B\|)] \rightarrow ![F \|B\|)]$ defined in Subsection 4.5.1 and the unit $\eta(A) : A \rightarrow F(A)$ is the unit of the lifting monad $F$; $![P \rightarrow A] \rightarrow F(![Q\text{Chan}(P,A)]) = ![P \rightarrow A] \rightarrow ![Q\text{Chan}(P,A)]$; and the second $\eta$ also refers to the unit of the lifting monad $F$.

Explicitly, the interpretation of the typing derivation is represented as

\[
\begin{align*}
\begin{align*}
\end{align*}
\end{align*}
\]
follows:

\[
\llbracket (\text{box}) \mid !\Delta \vdash \Box P : ! (P \rightarrow A) \rightarrow ! \text{QChan}(P, A) \rrbracket = \\
\begin{cases}
\emptyset \\
\{ (f, m_f) \mapsto (\emptyset, (f, m_f)) \} \\
\{ (f, m_f) \mapsto (\emptyset, (f, m_f)) \mapsto (f, m_f) \} \\
\{ (f, m_f) \mapsto (\emptyset, (f, m_f)) \mapsto (f, m_f) \} \\
\{ (f, m_f) \mapsto (\emptyset, (f, m_f)) \mapsto (f, m_f) \} \\
\{ (f, m_f) \mapsto (\emptyset, (f, m_f)) \mapsto (f, m_f) \} \\
\end{cases}
\]

where we let \( \llbracket !\Delta \rrbracket = (C, (I)_C), \llbracket Q_a \rrbracket = (Q^a, (Q_{q^a})_{q^a \in Q^a}), \llbracket Q_b \rrbracket = (Q_b^b, (Q_{q^b})_{q^b \in Q^b}) \), \( b_i = (01_i, \emptyset) \in \{ \text{tt}, \text{ff} \} \). Moreover, note that we represent the interpretation of each type explicitly as follows.

\[
\llbracket P \rrbracket = (P, (P_p)_{p \in P})
\]
\[
\llbracket A \rrbracket = (X, (A_x)_{x \in X})
\]
\[
\llbracket P \rightarrow A \rrbracket = (P \rightarrow \text{mset}(X), (\bigoplus_{p \in P} P_p^\perp \otimes (\bigoplus_{x \in f(p)} A_x^\otimes))_{f : P \rightarrow \text{mset}(X)})
\]
\[
\llbracket !P \rightarrow A \rrbracket = \bigoplus_{f : P \rightarrow \text{mset}(X)} \overline{M}(I, (\bigoplus_{p \in P} P_p^\perp \otimes (\bigoplus_{x \in f(p)} A_x^\otimes)), (I))
\]
\[
\llbracket P \rightarrow A \rrbracket \otimes !\llbracket P \rightarrow A \rrbracket = (\bigoplus_{f : P \rightarrow \text{mset}(X)} \overline{M}(I, (\bigoplus_{p \in P} P_p^\perp \otimes (\bigoplus_{x \in f(p)} A_x^\otimes)), (I)))_{f : !A \rightarrow (\emptyset \times !A)}
\]

by letting

\[
!A^p = \bigoplus_{f : P \rightarrow \text{mset}(X)} \overline{M}(I, (\bigoplus_{p \in P} P_p^\perp \otimes (\bigoplus_{x \in f(p)} A_x^\otimes))
\]

and

\[
(f : P \rightarrow \text{mset}(X), m_f : I \rightarrow \bigoplus_{p \in P} P_p^\perp \otimes (\bigoplus_{x \in f(p)} A_x^\otimes)) : !A^p
\]
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\[(\text{unbox}) | !\Delta \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A)\]

\[\begin{array}{rcl}
\llbracket (\text{unbox}) | !\Delta \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A)\rrbracket &=& \\
&\xrightarrow{\text{del}}& \llbracket !\Delta \rrbracket = 1_{\overline{M}} ~\xrightarrow{\eta_{[\text{QChan}(P, A)]}(I)}~ \llbracket \text{QChan}(P, A) \rrbracket \to (I \otimes \llbracket \text{QChan}(P, A)\rrbracket) \\
&\xrightarrow{((\text{QChan}(P, A)) \to \text{unbox})}~ & \llbracket \text{QChan}(P, A) \rrbracket \to F[\llbracket P \to A\rrbracket] \\
&\xrightarrow{\eta_{\overline{M}}} & \llbracket \text{QChan}(P, A) \to (P \to A)\rrbracket
\end{array}\]

where \(\eta_{[\text{QChan}(P, A)]}(I)\) refers to the natural transformation \(\eta : 1_{\overline{M}} \to \langle \llbracket \text{QChan}(P, A)\rrbracket \to \to \rangle \circ (\otimes \llbracket \text{QChan}(P, A)\rrbracket)\), and \((\llbracket \text{QChan}(P, A)\rrbracket \to \to \rangle\) refers to the functor from Subsection 4.2.2; \(I \otimes \llbracket \text{QChan}(P, A)\rrbracket = \llbracket \text{QChan}(P, A)\rrbracket\) is derived from the fact that we let the natural transformation \(l_A : I \otimes A \to A\) from the monoidal structure of \(\overline{M}\) to be identity; \(\eta \circ \text{unbox}\) is the composition of the morphism \(\text{unbox} : (\llbracket \text{QChan}(A, B)\rrbracket = p(\overline{M}(\llbracket A\rrbracket, F[\llbracket B\rrbracket])) \to \overline{M}(\llbracket A\rrbracket, F[\llbracket B\rrbracket]) = (\llbracket A\rrbracket \to \overline{M}(F[\llbracket B\rrbracket]))\) defined in Subsection 4.5.1 and the unit \(\eta(A) : A \to F(A)\) is the unit of the lifting monad \(F; \llbracket \text{QChan}(P, A)\rrbracket \to F[\llbracket P \to A\rrbracket] = \llbracket \text{QChan}(P, A) \to (P \to A)\rrbracket\); and the second \(\eta\) also refers to the unit of the lifting monad \(F\).

Explicitly, the interpretation of the typing derivation is represented as follows:

\[\begin{array}{rcl}
\llbracket (\text{unbox}) | !\Delta \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A)\rrbracket &=& \\
&\xrightarrow{\text{del}}& \llbracket !\Delta \rrbracket = 1_{\overline{M}} ~\xrightarrow{\eta_{[\text{QChan}(P, A)]}(I)}~ \llbracket \text{QChan}(P, A) \rrbracket \to (I \otimes \llbracket \text{QChan}(P, A)\rrbracket) \\
&\xrightarrow{((\text{QChan}(P, A)) \to \text{unbox})}~ & \llbracket \text{QChan}(P, A) \rrbracket \to F[\llbracket P \to A\rrbracket] \\
&\xrightarrow{\eta_{\overline{M}}} & \llbracket \text{QChan}(P, A) \to (P \to A)\rrbracket
\end{array}\]

where we let \(\llbracket \text{QChan}(P, A)\rrbracket = p(\overline{M}(\llbracket P\rrbracket, F[\llbracket A\rrbracket]), f = (f_0, (f_p)_{p \in P}) \in \overline{M}(\llbracket P\rrbracket, F[\llbracket A\rrbracket]),\) and

\[
\begin{align*}
\llbracket P \rrbracket &= (P, (P_p)_{p \in P}) \\
\llbracket A \rrbracket &= (X, (A_x)_{x \in X})
\end{align*}
\]
4.2.2 and the unit, we first find the explicit representation of the morphism $\eta$. To obtain the explicit form of the interpretation of this typing derivation $!\Delta \vdash (p, Q, m) : !QChan(P, A)$ (QChan$_I$):

\[
[(QChan_I); (\tau_i)_{i: \text{leaf}} | !\Delta \vdash (p, Q, m) : !QChan(P, A)] =
\]

\[
([!\Delta] = ![A_1] \otimes \cdots \otimes ![A_k]) \xrightarrow{\delta \otimes k} ![A_1] \otimes \cdots \otimes ![A_k]
\]

\[
\xrightarrow{\pi^{-1}}_F !([A_1] \otimes \cdots \otimes ![A_k]) = ![\Delta] \xrightarrow{\eta_P} ![P] \xrightarrow{\eta_{\text{out}}} F([!\Delta] \otimes [P]) \xrightarrow{\eta_{\text{box}}} F(![QChan(P, A)])
\]

where $\delta$ refers to the comultiplication of $!$-comonad and $\delta \otimes k = \delta ![A_1] \otimes \cdots \otimes \delta ![A_k]; \pi : !(-) \otimes !(-) \rightarrow !_F !(- \otimes -)$ is the strength of the monoidal comonad ($!$) and $\pi^{-1}$ represents application of $\pi, k-1$ times, as defined in Eq. 4.26; $\eta_P$ refers to the natural transformation $\eta : 1_F \rightarrow (\eta P) ([!\Delta])$ of Section 4.2.2; and $\eta \circ \text{box}$ is the composition of the morphism box : $([!\Delta] \rightarrow !_F F[B]) = (p \circ \eta)([A] \rightarrow !_F F[B]) \rightarrow !_F ([QChan(A, B)] = (p \circ \eta \circ p)([A], F[B]))$ defined in Section 4.5.1 and the unit $\eta(A) : A \rightarrow F(A)$ is the unit of the lifting monad $F$.

Moreover, the morphism $h : ![\Delta] \otimes [P] \rightarrow !_F F[A]$ is defined as follows:

\[
h = ![\Delta] \otimes [P] \xrightarrow{id \otimes q} ![\Delta] \otimes F[\text{out}(Q)] \xrightarrow{t'_A,B} F([!\Delta] \otimes [\text{out}(Q)])
\]

where $t'_A,B = A \otimes F(B \otimes A) \xrightarrow{\alpha} F(B \otimes A) \otimes A \rightarrow !_F F(A \otimes B)$ of the branching computation monad $F$ from Subsection 4.4.1; $\mu : F^2 \rightarrow F$ is the multiplication of the branching monad from Subsection 4.4.1; and the morphisms $q$ and $f$ are defined as follows:

\[
q = [P] \xrightarrow{\text{matching the wires in }P \text{ to } \text{in}(Q)} !F[\text{in}(Q)] \xrightarrow{\text{out}(Q)} F[\text{out}(Q)]
\]

\[
f = [(!\Delta)_{i: \text{leaf}} | \text{vBind}(!\Delta, \text{out}(Q), m, A)] : ![\Delta] \otimes [\text{out}(Q)] \rightarrow !_F F[A]
\]

To obtain the explicit form of the interpretation of this typing derivation, we first find the explicit representation of the morphism $h$. First, we let $![\Delta] = (C, (I)_C), [P] = (P, (P_p)_{p \in P}), [\text{in}(Q)] = (\emptyset, (I_\emptyset)_\emptyset)$ where $I_\emptyset$ does not refer to the unit $I$ but the tensor product of $[\text{in}(Q)]$-
qubits, \([\text{out}(Q)] = (O, (O_o)_{o \in O}), [Q] = (\{\emptyset \mapsto [o_1, \ldots, o_l]\}, (Q_B))\), and

\[
f = \left[\{\tau_i\}_{i \in \text{leaf}} \mid \text{vBind}(!\Delta, \text{out}(Q), m, A)\right]
= (\{\{(c, o) \mapsto [x_1, \ldots, x_{k(c,o)}]\}, (f_{c,o} : I \otimes O_o \to \bigoplus_{i=1..k(c,o)} A_{x_i}(c,o))\})
\]

\[
q = (\{p \mapsto \emptyset \mapsto [o_1, \ldots, o_l]\}, (\text{leaf}_j v \text{Bind}(\Delta, \text{out}(Q), m, A)))_{p \in P}
\]

Note that \(\text{perm}\) refers to the map from the variables in \(P\) to the variables in \(\text{in}(Q)\) given by \(p \models P\).

Then, we can represent the morphism \(h\) as follows.

\[
h = \left\{
\begin{array}{l}
(c, p) \mapsto (c, [o_1, \ldots, o_l]) \\
\quad \mapsto [(c, o_1), \ldots, (c, o_l)] \\
\quad \mapsto [[x^1_1, \ldots, x^1_{k^1}], \ldots, [x^1_{k^l}, \ldots, x^1_{l^k}]] \\
\quad \mapsto [x^1_1, \ldots, x^1_{k^1}, \ldots, x^1_{k^l}, \ldots, x^1_{l^k}] \\
\end{array}
\right\}, \quad (c,p) \in C \times P
\]

where we let \(k^i = k^{(c,o_i)}\) for convenience.

Next, it follows from \(h\) that we can represent the morphism \(([P] \to -)(h)\) as follows.

\[
([P] \to -)(h) = \left\{
\begin{array}{l}
f_p = \{p' \mapsto (c, p)\} \\
\quad \mapsto \{p' \mapsto [x^1_1, \ldots, x^1_{k^1}, \ldots, x^1_{k^l}, \ldots, x^1_{l^k}]\}
\end{array}
\right\}, \quad f_p \in P \to C \times P
\]

Finally, we can represent the interpretation for each case for \(!\Delta = \emptyset\) and \(!\Delta \neq \emptyset\).
where \( l \) is the number of branches in \( \text{out}(Q) \) and \( k^{i} \) refers to the \( k^{(0, o^{i})} \) where \( o^{i} \in O \) is from the denotation \( \llbracket \text{out}(Q) \rrbracket = (O, (O_{o})_{o \in O}) \).
- \( \Delta \neq \emptyset \):

\[ ([\pi_{1/2}]_{\text{leaf}} | \Delta \vdash (p, Q, m) : !\text{QChan}(P, A)] \]

\[ = !\left[ A_1 \otimes \cdots \otimes !\left[ A_k \right] \right] \quad !\left[ [\pi_{1/2}]_{\text{leaf}} | \Delta \vdash [\pi_{1/2}]_{\text{leaf}} | \Delta \vdash \right] \]

\[ \text{where we let } \Delta = !A_1, \ldots, !A_k, \]
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Explicitly, the interpretation of the typing derivation is represented as follows:

Explicitly , the interpretation of the typing derivation is represented as

4.5.4 Interpretation of the extended typing relation

As each program has a side-effect, which buffers the quantum channel, to represent the program’s precise meaning, we need to consider both the context and program. This was the reason why we defined the extended typing relation for circuit-buffering semantics in Definition 3.4.1. Now, we define the categorical interpretation of this extended typing relation.

Recall that a extended typing relation !Δ ⊨ (Q, m) : A consists of a classical typing context !Δ, a configuration (Q, m), and a type A. A derivation of the extended typing relation !Δ ⊨ (Q, m) : A implies that (Q, m) is valid and that ∀ i leaf : !Δ, TCQ(out(Q)i) ⊨ mi : A, which implies that !Δ, TCQ(out(Q)i) ⊨ mi : A for each leaf i of the quantum channel Q, whose type derivations are denoted as τi. Therefore, from the denotations of each type judgement at the leaves, we can obtain a morphism fvb = ![τi]i:leaf | vBind(!Δ, out(Q), m, A)] : ![!Δ] ⊗ ![out(Q)] !⇒ F ![A] constructed by the vBindvb and vBind rules.

Then, we define the interpretation of the extended typing relation as Eq (4.27).

(4.27)
4.5.5. Examples—non-trivial quantum channel and teleportation

Now, we show how the interpretation works on a typing derivation for the programs \( \text{exp} \) in Example 3.1.1 and \( \text{tel} \) in Example 3.1.2. In each case, we first take the typing derivation which are shown in Example 3.2.3 and Example 3.2.4, then present the interpretation of the typing derivation.

**Example 4.5.2.** For the program \( \text{exp} \), let’s consider the typing derivation that we have shown in Example 3.2.3. It is represented in Figure 4.29, where we let

\[
\begin{align*}
\text{exp} &= \text{let } \langle b, v_c \rangle = \text{meas}(v_c) \text{ in } T \\
T &= \text{if } b \text{ then } \langle \text{init}(tt), \text{free}(v_c) \rangle \text{ else } \langle v_c, * \rangle \\
A_m &= \text{QChan}(qubit, \text{bool} \otimes qubit) \\
B_m &= \text{qubit} \rightarrow \text{bool} \otimes qubit \\
\text{circ}_m &= \begin{pmatrix} x, & x & \xrightarrow{\text{tt}}, & x & \langle \text{tt}, x \rangle \\
& x & \xrightarrow{\text{ff}}, & x & \langle \text{ff}, x \rangle \end{pmatrix}
\end{align*}
\]

Then, from the definition of extended typing judgement, we can obtain the following derivation:

\[
\begin{align*}
\epsilon(v_c), \exp &\vdash \text{qubit} \\
&\vdash \text{qubit} \otimes I \quad (\tau_{\exp}) \\
\vdash \epsilon(v_c), \exp : \text{qubit} \otimes I
\end{align*}
\]

According to the type derivation and interpretation of the extended typing
Interpretations of some preliminary typing derivations: 

\[ \tau_{\text{exp}} \vdash (\epsilon(v_c), \text{exp}) : \text{qubit} \otimes I \] 

\[
\begin{align*}
\emptyset &\mapsto [\emptyset] \\
\emptyset &\mapsto \left[ (\emptyset, 0) \right] \\
\emptyset &\mapsto \left[ ((\emptyset), (0)) \right] \\
\emptyset &\mapsto \left[ (0, 0), (0, 0) \right]
\end{align*}
\]

For simplicity, we ignore, in this example, the typing derivation for the interpretation of each type judgement which is supposed to be the part of the typing derivation \( \tau_{\text{exp}} \).

1. Interpretations of some preliminary typing derivations:

\[ \vdash * : I \]  
(4.28)

\[ \vdash x : \text{bool} \]  
(4.29)

\[ \vdash x : \text{qubit} \]  
(4.30)

\[ \vdash v_c : \text{qubit} \]  
(4.31)

\[ \vdash b : \text{bool} \]  
(4.32)

\[ \vdash x : \text{qubit} \]  
(4.33)

\[ \vdash v_c : \text{qubit} \]  
(4.34)

\[ \vdash x : \text{qubit} \]  
(4.35)

\[ \vdash x : 	ext{qubit} \]  
(4.36)

\[ \vdash x : 	ext{qubit} \]  
(4.37)

\[ \vdash x : 	ext{qubit} \]  
(4.38)

\[ \vdash x : \text{qubit} \]  
(4.39)
2. Interpretation of the typing derivation of $\vdash \text{meas}(v_c) : \text{bool } \otimes \text{qubit}$

$$\llbracket \text{meas} \; x \; e([x]) \; e([x]) \rrbracket = \left\{ \emptyset \mapsto [(0,\emptyset), (1,\emptyset)] \right\}$$ (4.40)

$$\llbracket \vdash \text{circ} : !A_m \rrbracket = \left\{ \emptyset \mapsto \left( \left\{ \emptyset \mapsto [(tt,\emptyset), (ff,\emptyset)] \right\}, \left( \begin{array}{c} \{\emptyset\} \\ \emptyset \end{array} \right), id_I \right\}, (id_I)_{\{\emptyset\}} \right\}$$ (4.41)

$$\llbracket \vdash \text{circ} : A_m \rrbracket = \left\{ \emptyset \mapsto \left( \left\{ \emptyset \mapsto [(tt,\emptyset), (ff,\emptyset)] \right\}, \left( \begin{array}{c} \{\emptyset\} \\ \emptyset \end{array} \right), (id_I)_{\{\emptyset\}} \right\} \right\}$$ (4.42)

$$\llbracket \vdash \text{unbox} : A_m \rightarrow B_m \rrbracket = \left\{ \emptyset \mapsto \left( \left\{ (f_0, (f_0)) \mapsto [f_0] \right\} \right), \left( \begin{array}{c} \{\emptyset\} \\ \emptyset \end{array} \right), \left( \begin{array}{c} \{\emptyset\} \\ \emptyset \end{array} \right) \right\}$$ (4.43)

$$\llbracket \vdash \text{meas} : B_m \rrbracket = \left\{ \emptyset \mapsto \left\{ \emptyset \mapsto [(tt,\emptyset), (ff,\emptyset)] \right\} \right\}$$ (4.44)

$$\llbracket \vdash \text{meas}(v_c) : \text{bool } \otimes \text{qubit} \rrbracket = \left\{ \emptyset \mapsto [(tt,\emptyset), (ff,\emptyset)] \right\}$$ (4.45)
3. Interpretation of the typing derivation of \( \vdash \text{init}(\text{tt}) : \text{qubit} \):

\[
\begin{align*}
\llbracket \text{init} \ x \in \{x\} \ &\in \{x\} \rrbracket = \left( \{0 \mapsto [(0,0),(1,\emptyset)]\}, \left( \begin{pmatrix} \text{id}_{\text{qubit}} \end{pmatrix}_{\emptyset} \right) \right) \\
\llbracket \text{circ} : !A I \rrbracket = \\
\left\{ 0 \mapsto \left[ \left( \{0 \mapsto [0]\}, \left( \begin{pmatrix} \text{id}_{\text{qubit}} \end{pmatrix}_{\emptyset} \right) \right) \right], (\text{id}_{I})_{\emptyset} \right\} \\
\llbracket \text{circ} : A I \rrbracket = \\
\left\{ 0 \mapsto \left[ \left( \{0 \mapsto [0]\}, \left( \begin{pmatrix} \text{id}_{\text{qubit}} \end{pmatrix}_{\emptyset} \right) \right) \right], (\text{id}_{I})_{\emptyset} \right\} \\
\llbracket \text{unbox} : A I \rightarrow B I \rrbracket = \\
\left\{ 0 \mapsto \left[ \left( f_{0} \mapsto (f_{0}) \mapsto [f_{0}] \right) \right], (\text{id}_{I})_{\emptyset} \right\} \\
\llbracket \text{unbox(circ)} : B I \rrbracket = \\
\left\{ 0 \mapsto \left[ \left( 0 \mapsto [0] \right) \right], (\text{id}_{I})_{\emptyset} \right\} \\
\llbracket \text{init} : \text{qubit} \rrbracket = \\
\left\{ 0 \mapsto [0] \right\}, \left( \begin{pmatrix} \text{id}_{I} \end{pmatrix}_{\emptyset} \right) \\
\end{align*}
\]
4. Interpretation of the typing derivation of \(\vdash \text{free}(v_c) : I\)

\[
\llbracket \text{free } x c(\emptyset) \rrbracket = \left( \emptyset \mapsto [\emptyset], (\Phi)_{\{\emptyset\}} \right)
\]  \hspace{1cm} (4.52)

\[
\llbracket \vdash \text{circ}_f : !A_f \rrbracket = \\
\left( \emptyset \mapsto \left( \left( \emptyset \mapsto [\emptyset], \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right), id_f \right)_{\{\emptyset\}} \right), (id_f)_{\{\emptyset\}} \right) \hspace{1cm} (4.53)
\]

\[
\llbracket \vdash \text{circ}_f : A_f \rrbracket = \\
\left( \emptyset \mapsto \left( \left( \emptyset \mapsto [\emptyset], \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right) \right), (id_f)_{\{\emptyset\}} \right) \right) \hspace{1cm} (4.54)
\]

\[
\llbracket \vdash \text{unbox} : A_f \rightarrow B_f \rrbracket = \\
\left( \emptyset \mapsto \left( \left( f_0, (f_0) \right) \mapsto [f_0] \right), \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right) \right), \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right) \right) \hspace{1cm} (4.55)
\]

\[
\llbracket \vdash \text{free} : B_f \rrbracket = \left( \emptyset \mapsto \left( \{\emptyset \mapsto [\emptyset]\}, \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right), \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right) \right) \right) \hspace{1cm} (4.56)
\]

\[
\llbracket \vdash \text{free}(v_c) : I \rrbracket = \left( \emptyset \mapsto [\emptyset], \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right), \left( \begin{array}{c}
\emptyset \\
\{\emptyset\}
\end{array} \right) \right) \hspace{1cm} (4.57)
\]
5. **Interpretation of the typing derivation of** $b : \text{bool}, v_c : \text{qubit} \vdash T : \text{qubit} \otimes I$

We are going to interpret the typing derivation in Figure 4.30 using the interpretation of the type derivation $\pi_4$ of $\text{init} \:(\text{tt})$ and the type derivation $\pi_5$ $\text{free} \:(v_c)$ which was shown before.

![Figure 4.30: Typing derivation of the part $T$](image)

$\llbracket v_c : \text{qubit} \vdash (\text{init} \:(\text{tt}), \text{free} \:(v_c)) : \text{qubit} \otimes I \rrbracket = \left\{ 0 \mapsto [\left( 0, 0 \right) \right\}, \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right) \right\}$ (4.58)

$\llbracket b : \text{bool}, v_c : \text{qubit} \vdash T : \text{qubit} \otimes I \rrbracket = $

$\left( \begin{array}{c}
(0, \text{tt}, 0) \mapsto [\left( 0, 0 \right) \right\}, \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right) \right\}$ (4.59)

6. **Interpretation of the typing derivation of** $v_c : \text{qubit} \vdash \text{exp} : \text{qubit} \otimes I$

From the interpretation of $T$ in Eq. (4.59) and $\text{meas} \:(v_c)$ in Eq. (4.45), we can obtain the interpretation of $\text{exp}$.

$\llbracket v_c : \text{qubit} \vdash \text{exp} : \text{qubit} \otimes I \rrbracket =$

$\left( \begin{array}{c}
(0, \text{tt}, 0) \mapsto [\left( 0, 0 \right) \right\}, \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right), \left( \begin{array}{c}
0 \\
0 \\
0 \\
\end{array} \right) \right\}$ (4.60)

7. **Interpretation of the extended typing derivation of** $\vdash (\epsilon(v_c), \text{exp}) : \text{qubit} \otimes I$

$\llbracket \epsilon(v_c) \rrbracket = (\left\{ 0 \mapsto \left| 0 \right\rangle \right\}, (\text{id}_{\text{q}})(\left| 0 \right\rangle))$ (4.61)

$\llbracket \nu \text{Bind}(0, \nu \left\{ v_c \right\}, \text{exp}, \text{qubit} \otimes I) \rrbracket = \llbracket v_c : \text{qubit} \vdash \text{exp} : \text{qubit} \otimes I \rrbracket$ (4.62)
Example 4.5.3. Next, for the teleportation, we rely on the typing derivation that has been shown in Example 3.2.4. Let's denote the typing derivation as $\tau_{\text{tel}}$. We are going to show that the interpretation of this typing derivation results in Eq. (4.93). Note that we omit in this example the typing derivations in the interpretation symbols which correspond to the sub-trees of the typing derivation $\tau_{\text{tel}}$.

\[
\llbracket \tau_{\text{tel}} \rrbracket \vdash \text{tel} : (\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) = \\
\begin{cases}
\emptyset \mapsto [0] \mapsto [(0, 0)] \\
\mapsto [(0, 0), (0, 0)] \\
\mapsto [(0, 0), (0, 0)]
\end{cases}
\]

Now, we show how to obtain the interpretation as follows.

1. Interpretation of the typing derivation of elementary quantum channel constants

\[
\llbracket H : \text{qubit} \rightarrow \text{qubit} \rrbracket = \left( \emptyset \mapsto [\emptyset \mapsto [0]] \right)
\]
\[ x : \text{qubit} \vdash H(x) : \text{qubit} \] = \[ \{ \emptyset \mapsto [\emptyset] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.66)

\[ \vdash H(\text{init}(tt)) : \text{qubit} \] = \[ \{ \emptyset \mapsto [\emptyset] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.67)

\[ \vdash \langle H(\text{init}(tt)), \text{init}(tt) \rangle : \text{qubit} \otimes \text{qubit} \] = \[ \{ \emptyset \mapsto [(0,0)] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.68)

\[ \vdash X : \text{qubit} \rightarrow \text{qubit} \] = \[ \{ \emptyset \mapsto [[\emptyset \mapsto [\emptyset]]] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.69)

\[ q : \text{qubit} \vdash X(q) : \text{qubit} \] = \[ \{ \emptyset \mapsto [\emptyset] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.70)

\[ \vdash Z : \text{qubit} \rightarrow \text{qubit} \] = \[ \{ \emptyset \mapsto [[\emptyset \mapsto [\emptyset]]] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.71)

\[ q : \text{qubit} \vdash Z(q) : \text{qubit} \] = \[ \{ \emptyset \mapsto [\emptyset] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.72)

\[ q : \text{qubit} \vdash X(Z(q)) : \text{qubit} \] = \[ \{ \emptyset \mapsto [\emptyset] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.73)

\[ \vdash \text{CNOT} : \text{qubit} \otimes \text{qubit} \rightarrow \text{qubit} \otimes \text{qubit} \] = \[ \{ \emptyset \mapsto [[(0,0) \mapsto [(0,0)]]] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.74)

\[ y : \text{qubit}, x : \text{qubit} \vdash \text{CNOT}(x,y) : \text{qubit} \otimes \text{qubit} \] = \[ \{ (0,0) \mapsto [(0,0)] \}, \begin{pmatrix} \emptyset \\ 0 \end{pmatrix} \] (4.75)
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\[ \llbracket \text{meas}_f : B_m \rrbracket = \begin{cases} \emptyset \mapsto \{ \emptyset \mapsto [\text{tt, ff}] \}, \\ \end{cases} \]  
(4.76)

\[ \llbracket y : \text{qubit} \vdash \text{meas}_f(y) : \text{bool} \rrbracket = \begin{cases} \emptyset \mapsto [\text{tt, ff}], \\ \end{cases} \]  
(4.77)

\[ \llbracket x : \text{qubit} \vdash \text{meas}_f(H(x)) : \text{bool} \rrbracket = \begin{cases} \emptyset \mapsto [\text{tt, ff}], \\ \end{cases} \]  
(4.78)
2. Interpretation of the typing derivation of \( \vdash A : \text{qubit} \rightarrow (\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \) where \( A = \lambda y.\lambda x. (\text{let} \ (x, y) = \text{CNOT}(x, y) \ \text{in} \ (\text{meas}(H(x)), \text{meas}(y))) \)

\[
\begin{align*}
[x : \text{qubit}, y : \text{qubit} \vdash (\text{meas}(H(x)), \text{meas}(y)) : \text{bool} \otimes \text{bool}] &= \\
\left\{ (\emptyset, \emptyset) \mapsto [(tt, tt), (tt, ff), (ff, tt), (ff, ff)] \right\},
\end{align*}
\] (4.79)

\[
\begin{align*}
y : \text{qubit}, x : \text{qubit} \vdash \text{CNOT}(x, y) : \text{QQ} & \quad y : \text{qubit}, x : \text{qubit} \vdash (\text{meas}(H(x)), \text{meas}(y)) : \text{BB} \\
y : \text{qubit}, x : \text{qubit} \vdash \text{let} \ (x, y) = \text{CNOT}(x, y) \ \text{in} \ (\text{meas}(H(x)), \text{meas}(y)) : \text{bool} \otimes \text{bool} \\
\end{align*}
\] (4.80)

\[
\begin{align*}
y : \text{qubit}, x : \text{qubit} \vdash \text{let} \ (x, y) = \text{CNOT}(x, y) \ \text{in} \ (\text{meas}(H(x)), \text{meas}(y)) : \text{bool} \otimes \text{bool} \\
y : \text{qubit} \vdash \lambda x.(\text{let} \ (x, y) = \text{CNOT}(x, y) \ \text{in} \ (\text{meas}(H(x)), \text{meas}(y))) : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool}) \\
\end{align*}
\] (4.81)
\[
\begin{align*}
\text{3. Interpretation of the typing derivation of } & \vdash B : \texttt{qubit} \rightarrow (\texttt{bool} \otimes \texttt{bool} \rightarrow \texttt{qubit}) \text{ where } B = \lambda q. \lambda xy. (\texttt{let } (x, y) = \texttt{xy} \texttt{ in } U_{XY}) \\
\end{align*}
\]

\[
\begin{align*}
\left[ y : \texttt{bool} \vdash y : \texttt{bool} \quad q : \texttt{qubit} \vdash X(q) : \texttt{qubit} \quad q : \texttt{qubit} \vdash q : \texttt{qubit} \right] \text{ = } \\
\left( \{ (b, \emptyset) \mapsto [0] \}, \left( \begin{array}{c}
\emptyset \\
\emptyset
\end{array} \right) \right) \\
\end{align*}
\]

\[
\begin{align*}
\left[ y : \texttt{bool} \vdash y : \texttt{bool} \quad q : \texttt{qubit} \vdash X(Z(q)) : \texttt{qubit} \quad q : \texttt{qubit} \vdash Z(q) : \texttt{qubit} \right] \text{ = } \\
\left( \{ (b, \emptyset) \mapsto [0] \}, \left( \begin{array}{c}
\emptyset \\
\emptyset
\end{array} \right) \right) \\
\end{align*}
\]

\[
\begin{align*}
\left[ x : \texttt{bool} \vdash x : \texttt{bool} \quad y : \texttt{bool}, q : \texttt{qubit} \vdash \texttt{CTRL}_1 : \texttt{qubit} \quad y : \texttt{bool}, q : \texttt{qubit} \vdash \texttt{CTRL}_2 : \texttt{qubit} \right] \text{ = } \\
\left( \{ (0, b_x, b_y) \mapsto [0] \}, \left( \begin{array}{c}
\emptyset \\
\emptyset
\end{array} \right) \right) \\
\end{align*}
\]

where \( U_{XY} = \text{if } x \texttt{ then if } y \texttt{ then } X(Z(q)) \texttt{ else } Z(q) \texttt{ else if } y \texttt{ then } X(q) \texttt{ else q}, \) 
\( \texttt{CTRL}_1 = \text{if } y \texttt{ then } X(Z(q)) \texttt{ else } Z(q) \texttt{ else q}, \) 
and \( \texttt{CTRL}_2 = \text{if } y \texttt{ then } X(q) \texttt{ else q}. \)
4. Interpretation of the typing derivation of $\vdash \text{Bell} : I \rightarrow \text{qubit} \otimes \text{qubit}$ where $\text{Bell} = \text{CNOT}(H(\text{init}(\text{tt})), \text{init}(\text{tt}))$.

$$\begin{align*}
\vdash \text{CNOT} : \text{QQ} \rightarrow \text{QQ} & \quad \vdash (H(\text{init}(\text{tt})), \text{init}(\text{tt})) : \text{qubit} \otimes \text{qubit} \\
& \quad \vdash \text{Bell} : \text{qubit} \otimes \text{qubit}
\end{align*}$$

where QQ refers to qubit $\otimes$ qubit.
5. Interpretation of the typing derivation of $y : \text{qubit}$, $q : \text{qubit} \vdash (A(y), B(q)) : \\
(\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit})$

\[
\vdash A : \text{qubit} \rightarrow (\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \quad y : \text{qubit} \vdash y : \text{qubit} \quad y : \text{qubit} \vdash A(y) : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool})
\]

\[
\begin{pmatrix}
\emptyset \mapsto \left\{ \emptyset \mapsto \left[ (tt, tt), (tt, ff) \right] \right \} , \\
\left\{ b_x, b_y \mapsto [0] \mid b_x, b_y \in \{tt, ff\} \right \}
\end{pmatrix}
\]

\[
(4.90)
\]

\[
\vdash B : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) \quad q : \text{qubit} \vdash q : \text{qubit} \quad q : \text{qubit} \vdash B(q) : (\text{bool} \otimes \text{bool}) \rightarrow \text{qubit} \quad q : \text{qubit} \vdash q : \text{qubit}
\]

\[
\begin{pmatrix}
\emptyset \mapsto \left\{ \left\{ (b_x, b_y) \mapsto [0] \mid b_x, b_y \in \{tt, ff\} \right \} \right \}
\end{pmatrix}
\]

\[
(4.91)
\]

\[
\vdash y : \text{qubit} \vdash A(y) : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool}) \quad q : \text{qubit} \vdash B(q) : (\text{bool} \otimes \text{bool}) \rightarrow \text{qubit} \quad q : \text{qubit} \vdash q : \text{qubit} \quad y : \text{qubit} \vdash A(y) : \text{qubit} \rightarrow (\text{bool} \otimes \text{bool}) \otimes ((\text{bool} \otimes \text{bool}) \rightarrow \text{qubit}) \quad q : \text{qubit} \vdash B(q) : (\text{bool} \otimes \text{bool}) \otimes ((\text{bool} \otimes \text{bool}) \rightarrow \text{qubit})
\]

\[
\begin{pmatrix}
\emptyset \mapsto \left\{ \left( \emptyset \mapsto \left[ (tt, tt), (tt, ff) \right] \right) \right \} , \\
\left\{ (b_x, b_y) \mapsto [0] \mid b_x, b_y \in \{tt, ff\} \right \}
\end{pmatrix}
\]

\[
(4.92)
\]
6. Interpretation of the typing derivation of \( \vdash \text{tel} : (\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) \)

\[
\begin{align*}
\vdash & \text{tel} : (\text{qubit} \rightarrow \text{bool} \otimes \text{bool}) \otimes (\text{bool} \otimes \text{bool} \rightarrow \text{qubit}) \\
& \vdash \text{tel} = \text{let} \langle y, q \rangle = \text{Bell}(*) \text{ in } \langle A(y), B(q) \rangle.
\end{align*}
\]
5 - Soundness

In this chapter, we discuss the soundness of the categorical semantics described in Chapter 4 over the circuit-buffering operational semantics of the quantum channel description language Proto-Quipper-L described in Chapter 3. The soundness of a denotational semantics states that: if two programs $M_1$ and $M_2$ of the same type are observationally equivalent, then the denotations of $M_1$ and $M_2$ are the same. In this thesis, the observational equivalence of terms is defined by the operational semantics, which describes the reduction of the configuration, and we assume that each term does not contain any classical variable; hence it is a closed term regarding the classical variables.

Our proof is based on the preservation theorem of categorical semantics over the operational semantics. From the theorem, we can prove that if two terms reduce to the value with the same denotation, then all the two terms and the value have the same denotation. Therefore, it suffices to show that when two terms are observationally equivalent (i.e., they reduce to the same value since circuit-buffering operational semantics is terminating by Lemma 3.4.4), then the value must have the same denotation. This leads us to define the basic type, which assures that each value of the type has a unique denotation.

To sum up, our goal in this chapter is to show that if two closed programs $M_1$ and $M_2$ of the same basic type reduce to the same value, they have the same denotation.

In the following sections: we, firstly, prove several lemmas; secondly, we define the basic type more formally; and, finally, we provide the proof of the preservation theorem and the soundness theorem of the categorical semantics.

5.1. Preliminary lemmas

In this section, we provide proofs of lemmas which are required in the following definition of basic types and the proof of soundness theorem of the categorical semantics.

Lemma 5.1.1. For $[\Delta] = [!A_1] \otimes \cdots \otimes [!A_k]$, the following diagram commutes:

\[
\begin{array}{ccc}
[\Delta] & \xrightarrow{\delta^k} & [!A_1] \otimes \cdots \otimes [!A_k] \\
\downarrow{id} & & \downarrow{\pi^{k-1}} \\
[\Delta] & \xleftarrow{\epsilon[\Delta]} & ![\Delta]
\end{array}
\]

where $[\Delta] = ![A_1] \otimes \cdots \otimes ![A_k]$.

Proof. Proof by induction on $k$. 225
When $!\Delta = \emptyset$, we can show that $\delta^{\otimes 0} = \text{id}_{I}$ and $\epsilon(I) \circ \pi_I = (\{ \emptyset \mapsto (\emptyset, \text{id}_{I}) \mapsto \emptyset \}, (\text{id}_{I})) = \text{id}_{I}$. Otherwise, it can be shown as follows.

**Lemma 5.1.2.** The following equation holds:

\[
\begin{array}{c}
\text{V is value} \\
\frac{\tau}{!\Delta \vdash V : A} \\
\frac{\Delta \vdash V : !A}{!\Delta \vdash V : A} (p) \mid !\Delta \vdash V : A \end{array} = \frac{\tau}{\emptyset} \mid !\Delta \vdash V : A
\]

**Proof.** First, note that

\[
\begin{array}{c}
\text{V is value} \\
\frac{\tau}{!\Delta \vdash V : A} \\
\frac{\Delta \vdash V : !A}{!\Delta \vdash V : A} (p) \mid !\Delta \vdash V : A \end{array} = \frac{\tau}{\emptyset} \mid !\Delta \vdash V : A
\]

where $\llbracket !\Delta \rrbracket = !\llbracket A_1 \rrbracket \otimes \ldots \otimes !\llbracket A_k \rrbracket$. With help of Lemma 4.4.6 and Lemma 5.1.1, we can get the proof in Figure 5.1.

5.2. Basic type

Basic type is a subset of the type (Definition 3.2.1) such that each value of this type has unique and distinct denotation. Note that we are only considering values which do not contain free variables. For example, we can show that the unit type $I$ is basic type since, firstly, there is only two possible values of this
type that are variable $x$ and $*$; secondly, there is only one value $*$ which does not contain any free variable; and, thirdly, the value $*$ admits the following forms of typing derivation which has empty context:

$$
\frac{}{\Delta \vdash * : I} \quad (I)
$$

$$
\frac{\pi \Delta \vdash * : I}{\Delta \vdash * : I} \quad (\pi_*)
$$

where $\pi_*$ represent any type derivation with given premise and conclusion which is composed of promotion ($p$) and dereliction ($d$) typing rules. Formally, $\pi_*$ can be represented as in Eq. (5.1).

$$
\pi_* = \frac{\alpha_*}{\alpha}(I) \quad | \quad \frac{\alpha_*}{\alpha}(\pi_2) \quad | \quad \frac{\alpha_*}{\alpha}(\pi_1)
$$

$$
\frac{}{\Delta \vdash * : I} \quad (p)
$$

$$
\frac{\Delta \vdash * : I}{\Delta \vdash * : I} \quad (\pi_*)
$$

$$
\frac{}{\Delta \vdash * : I} \quad (d)
$$

where $\alpha_* = !\Delta \vdash * : I$ and $!\pi_I$ and $!\pi_*$ are the type derivation obtained by the same sequence of ($p$) and ($d$) type derivation rules but with the types marked by a bang $!$ operator.

Then, we can show by induction that $[\pi_*]$ is identity function which maps a morphism to itself since the sequence of rule ($p$) -- ($d$) can be removed while not changing the denotation as shown in Lemma 5.1.2.

Similarly,

**Lemma 5.2.1.** For all typing derivations of $!\Delta \vdash * : I$, their denotation in the categorical semantics is $[[(I) \mid !\Delta \vdash * : I]]$.

**Proof.** Proof by induction on the size of type derivation. Before we proceed, there are only three type rules--($d$), ($p$), and ($l$)--that are applicable to the term $*$. 227
• basis case where the size of the proof is one: the only type rule which does not contain a premise is (I) rule whose interpretation is \( \llbracket (l) \mid !\Delta \vdash * : I \rrbracket \).

• induction step: it is straightforward to see that, for any typing derivation \( \tau \) of the type judgement \( !\Delta \vdash * : I \) whose size is greater than one, there is a application of typing rules (d) followed by (p). Moreover by Lemma 5.1.2, the interpretation of \( \tau \) is equal to the typing derivation \( \tau' \) obtained from \( \tau \) by subtracting the sequence of (d) and (p) rules. Since the size of \( \tau' \) is smaller, we can apply the induction hypothesis to obtain that

\[
\llbracket (\tau \mid !\Delta \vdash * : I) \rrbracket = \llbracket (\tau' \mid !\Delta \vdash * : I) \rrbracket = \llbracket (l) \mid !\Delta \vdash * : I \rrbracket
\]

\[\square\]

**Lemma 5.2.2.** For all typing derivations of

\[ !\Delta \vdash \text{unbox} : QChan(P, A) \rightarrow (P \rightarrow A), \]

their denotation in the categorical semantics is

\[ \llbracket (\text{unbox}) \mid !\Delta \vdash \text{unbox} : QChan(P, A) \rightarrow (P \rightarrow A) \rrbracket. \]

**Proof.** From the fact that there are only three typing rules–(unbox), (d), and (p)–which are applicable to the term unbox, we can prove the lemma by a proof by induction similar to Lemma 5.2.1. \[\square\]

**Remark.** We can show that \( I \) is a basic type but there can be more basic types. For basic type \( A \), there is a denotation of type judgement \( \vdash V : A \) for each value \( V \), which does not depend on the typing derivation, and the denotation is distinctive over different values.

5.3. Soundness theorem of the categorical semantics

In this section, we discuss the soundness theorem of the categorical semantics of the quantum channel description language Proto-Quipper-L. When typed terms admit a unique typing derivation this entails a unique denotation for typed terms. In our situation, due to the promotion and dereliction rules typing derivations are not necessarily unique: we therefore adjust the statements of the lemmas and theorems accordingly. However, in the case of values of basic types, thanks to Remark 5.2 and the type safety properties, the denotation of closed terms of basic types is independent from the choice of typing derivation: this gives the soundness lemma as corollary 5.3.5.1.

First, the value decomposition lemma states that the interpretation of a typing derivation of regarding a value can be decomposed to two parts with a morphism in the category \( \overline{M} \) and the unit of the computation monad.
Lemma 5.3.1. For a value \( V \) and a typing derivation \( \tau \) of the type judgement \( \Delta, Q \vdash V : A \), if \( f = \eta \circ f^0 \) then there exists \( f^0 : \llbracket \Delta \rrbracket \otimes \llbracket Q \rrbracket \rightarrow \llbracket A \rrbracket \) such that \( f = \eta \circ f^0 \).

Moreover, for branching term, if \( f = \eta \circ \tau \circ V : A \) then there exists \( f^0 : \llbracket \gamma \rrbracket \rightarrow \llbracket A \rrbracket \) such that \( f = \eta \circ f^0 \).

Proof. Proof by induction on the typing derivation.

1. \( \Delta, (x : A) \vdash x : A \) (var):

Note that \( \llbracket (\text{var}) \mid !\Delta, (x : A) \vdash x : A \rrbracket = \llbracket !\Delta \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{\text{del} \otimes \text{id}} \llbracket I \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{I} \llbracket A \rrbracket \) \( \eta[\llbracket A \rrbracket] \xrightarrow{F} \llbracket A \rrbracket \). Then we let \( f^0 = \llbracket !\Delta \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{\text{del} \otimes \text{id}} \llbracket I \rrbracket \otimes \llbracket A \rrbracket \xrightarrow{I} \llbracket A \rrbracket \) \( \eta[\llbracket A \rrbracket] \xrightarrow{F} \llbracket A \rrbracket \) so that we can derive \( \llbracket (\text{var}) \mid !\Delta, (x : A) \vdash x : A \rrbracket = \eta \circ f^0 \).

Similarly, the cases for the following typing rules can be shown straightforwardly from the definition.

2. \( !\Delta, Q \vdash M : !A \) (d):

Note that \( \llbracket (d) \mid \tau \mid !\Delta, Q \vdash M : !A \rrbracket = \llbracket !\Delta \rrbracket \otimes \llbracket Q \rrbracket \xrightarrow{\text{del} \otimes \text{id}} \llbracket F(!A) \rrbracket \xrightarrow{F[\llbracket A \rrbracket]} \llbracket F(!A) \rrbracket \). Then, by induction hypothesis, we have that \( \llbracket (d) \mid \tau \mid !\Delta, Q \vdash M : !A \rrbracket = \llbracket !\Delta \rrbracket \otimes \llbracket Q \rrbracket \xrightarrow{f^0} \llbracket !A \rrbracket \xrightarrow{\eta[\llbracket A \rrbracket]} \llbracket F(!A) \rrbracket \). Therefore, from the following commute diagram, we can conclude that \( \llbracket (d) \mid \tau \mid !\Delta, Q \vdash M : !A \rrbracket = \eta \circ \epsilon[\llbracket A \rrbracket] \circ f^0 \).

![Diagram](image)

3. \( !\Delta \vdash V : A \) (p):

Note that \( \llbracket (p) \mid \tau \mid !\Delta \vdash V : !A \rrbracket = \llbracket !\Delta \rrbracket \xrightarrow{\delta} \llbracket !A \rrbracket \otimes \ldots \otimes \llbracket !A_k \rrbracket \xrightarrow{\pi^{A-1}} \llbracket A \rrbracket \).
\(![\Delta] \xrightarrow{!g} \text{MF} [A] \xrightarrow{\phi} \text{MF} !\text{F}! [A], \) where \(![\Delta] = ![A_1] \otimes \ldots \otimes ![A_k]\) and \(g = ![\tau] \mid ![\Delta] \vdash V : [A].\) Then, by induction hypothesis, we have that \(g = ![\Delta] \xrightarrow{!g} \text{MF} [A] \xrightarrow{!g} \text{MF} !\text{F}! [A].\) Therefore, from the following commutative diagram, we can conclude that \([!(p); \tau] \mid ![\Delta] \vdash ![\Delta] := \eta([A]) \circ ![g] \circ \pi_{k-1} \circ \delta_{k}.\)

\[
\begin{array}{c}
\Delta, Q_a \vdash M_a : A_a \rightarrow A_b \\
\Delta, Q_b \vdash M_b : A_a \\
\end{array}
\]

Since the term \(M_aM_b\) has to be a value, it follows that \(M_aM_b = \text{unbox}(V)\) for some \(V\) and, hence, that \(A_a = \text{QChan}(P, A)\) and \(A_b = (P \rightarrow A).\)

Moreover, according to the term, the typing derivation should have the form

Next, by definition

\[
h = ![\neg \neg E] ; (\tau_1, \tau_2) \mid ![\Delta], Q_b \vdash M_aM_b : A_b = ![\Delta] \otimes ![Q_b] \xrightarrow{\text{dup} \otimes \text{id}_{[Q_b]}} ![\Delta] \otimes ![Q_b] \xrightarrow{f \otimes g} \text{MF} ![A_a \rightarrow A_b] \otimes \text{MF} ![A_a] \xrightarrow{\psi_{![A_a \rightarrow A_b]; ![A_a]}} 
\]

\[
\text{MF} (\text{MF} ![A_a \rightarrow A_b] \otimes ![A_a]) = \text{MF} (\text{MF} ![A_a] \rightarrow ![A_a]) \xrightarrow{F(\text{MF} ![A_a] \rightarrow ![A_a])} 
\]

\[
\text{MF}^2 ![A_a] \xrightarrow{\mu_{A_a}} \text{MF} ![A_a] \xrightarrow{F}
\]

where \(f = ![\tau_1] \mid ![\Delta] \vdash \text{unbox} : A_a \rightarrow A_b\) and \(g = ![\tau_2] \mid ![\Delta], Q_b \vdash V : A_a.\)

Then, by using Lemma 5.2.2, we have that

\[
f = ![\Delta] \xrightarrow{\text{d} \text{e} \text{l}_{[A_a]}(I)} ![A_a] \xrightarrow{(I) \otimes ![A_a]} ![A_a] \rightarrow (I \otimes ![A_a]) \xrightarrow{\text{MF} ![A_a] \rightarrow ![A_a]} \text{MF} ![A_a] \rightarrow \text{MF} ![A_a] \xrightarrow{\eta_{[A_a]}} 
\]

\[
\text{MF} ![A_a] \rightarrow ![A_a] \xrightarrow{f_{00}} ![A_a] \rightarrow ![A_a] \xrightarrow{f_{00} \rightarrow ![A_a] \rightarrow ![A_a]} 
\]

\[
\text{MF} ![A_a] \rightarrow ![A_a] \xrightarrow{\eta_{[A_a]}} 
\]

Moreover, by induction hypothesis, we obtain that \(g = ![\Delta] \otimes ![Q_b] \xrightarrow{!g} \text{MF} ![A_a] \xrightarrow{\psi_{![A_a]; ![A_a]}} \text{MF} ![A_a] \otimes ![A_a] \xrightarrow{\text{MF} ![A_a] \rightarrow ![A_a]} 
\]

\[
\text{MF} ![A_a] \otimes ![\Delta] \otimes ![Q_b] \xrightarrow{f_{00} \otimes !g} \text{MF} ![A_a] \otimes ![A_a] \xrightarrow{\text{MF} ![A_a] \rightarrow ![A_a] \otimes ![A_a]} 
\]

\[
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\[ [A_b] \xrightarrow{\eta} F\, [A_b] \] as follows.

\[
\begin{array}{c}
\eta = \frac{\Delta, Q_a : A_a}{\Delta, Q_b : A_b \times \Delta, Q_b : M_b} \quad \text{(⊗)};
\end{array}
\]

By definition, we have the following denotation of the typing rule:

\[
\begin{align*}
\psi_{[A_a], [A_b]}(F([A_a] \otimes [A_b]))
&= F([A_a] \otimes [A_b])
\end{align*}
\]

where \( f = [[\tau_a \mid \Delta, Q_a : M_a : A_a]] \) and \( g = [[\tau_b \mid \Delta, Q_b : M_b : A_b]] \). Then, by induction hypothesis, we let

\[
\begin{align*}
\psi_{[A_a], [A_b]}(F([A_a] \otimes [A_b]))
&= F([A_a] \otimes [A_b])
\end{align*}
\]

and \( g = [[\Delta] \otimes [Q_b] \xrightarrow{\eta} [A_b] \xrightarrow{\eta} F\, [A_b]] \). Then, we can obtain that

\[
\begin{align*}
\psi_{[A_a], [A_b]}(F([A_a] \otimes [A_b]))
&= F([A_a] \otimes [A_b])
\end{align*}
\]
$F(\llbracket A_a \rrbracket \otimes \llbracket A_b \rrbracket)$ from the following commute diagram.

\[ h = \text{Diagram} \]

- $\Delta, Q_a \vdash M_a : A_a \otimes A_b$  
  $\Delta, Q_b, (x : A_a), (y : A_b) \vdash M_b : A$  
  $\Delta, Q_a, Q_b \vdash \text{let} \ (x, y) = M_a \text{ in } M_b : A$  
  This case is irrelevant since $\text{let} \ (x, y) = M_a \text{ in } M_b$ is not a value.

- $\Delta, Q_a \vdash M : \text{bool}$  
  $\Delta, Q_b \vdash M_a : A$  
  $\Delta, Q_b \vdash M_b : A$  
  $\Delta, Q_a, Q_b \vdash \text{if } M \text{ then } M_a \text{ else } M_b : A$  
  (if)  
  This case is irrelevant since $\text{if } M \text{ then } M_a \text{ else } M_b$ is not a value.

- $\gamma_a \vdash m_a : A$  
  $\gamma_b \vdash m_b : A$  
  $\gamma_a \times \gamma_b \vdash [m_a, m_b] : A$  
  (b)  
  The fact that $[m_a, m_b]$ is value implies that both $m_a$ and $m_b$ are values. Then, by induction hypothesis, we can represent that $f = [\tau_a | \gamma_a \vdash m_a : A] = [\gamma_a] \overset{\gamma_a}{\rightarrow}_{\mathcal{M}} [A] \overset{\gamma_a}{\rightarrow}_{\mathcal{M}} F [A]$ and $g = [\tau_b | \gamma_b \vdash m_b : A] = [\gamma_b] \overset{\gamma_b}{\rightarrow}_{\mathcal{M}} [A] \overset{\gamma_b}{\rightarrow}_{\mathcal{M}} F [A]$.  
  Moreover, by definition, we have that $\llbracket (b) ; (\tau_a, \tau_b) | \gamma_a \times \gamma_b \vdash [m_a, m_b] : A \rrbracket$ is equal to $[\gamma_a] + [\gamma_b] \overset{(f, g)}{\rightarrow}_{\mathcal{M}} F [A]$. However, we can show that $(f, g) = [\gamma_a] + [\gamma_b] \overset{(f, g)}{\rightarrow}_{\mathcal{M}} [A] \overset{\gamma_a}{\rightarrow}_{\mathcal{M}} F [A]$ from the uniqueness of the morphism $(f, g)$ such that $f = (f, g) \circ i_1$ and $g = (f, g) \circ i_2$ since $(f, g) =$
\[ \eta \circ (f^0, g^0) \] satisfies the condition in the following diagram.

Moreover, Lemma 5.3.2 shows that, when the type of a value is non-linear, we can factorize the morphism created by any type derivation of the term.

**Lemma 5.3.2.** For any non-branching value \( V \) and type derivation \( \tau \) of the type \( \vdash V : \! n B \) where \( n \geq 1 \) and \( B \) is a linear type, then

\[
[\tau \vdash V : \! n B] = I \begin{array}{c}
\frac{f^{(n,f^0)}}{M} \\
\frac{\eta}{M}
\end{array} \frac{\eta}{M} F(\! n B)
\]

for some \( f^0 : b(I) \rightarrow \text{set} \ b[\! B] \), where

\[
f^{(n,f^0)} = \begin{cases} 
I \frac{\pi_B}{M} I \frac{\eta}{M} \frac{\eta}{M} B, \text{if } n = 1 \\
I \frac{\pi_B}{M} I \frac{\eta}{M} \frac{\eta}{M} \! n B, \text{otherwise}
\end{cases}
\]

**Proof.** Proof by induction on the derivation of \( \vdash V : \! n B \).

- \( \vdash !\Delta, Q : M : !A \)
  - \( \vdash !\Delta, Q : M : A \)

By induction hypothesis, we have that

\[
[\tau \vdash M : \! n+1 B] = I \begin{array}{c}
\frac{f^{(n+1,f^0)}}{M} \\
\frac{\eta}{M}
\end{array} \frac{\eta}{M} F(\! n+1 B)
\]

Then: \( \frac{\eta}{M} \! n B \) by definition and we can obtain the commute diagram required as follows.
\[ \Delta \vdash V : A \quad V \text{ is value} \]
\[ \Delta \vdash V : !A \] (p) where \( \Delta = \emptyset \):

We do case analysis:

- if \( A \) is a linear type, then by Lemma 5.3.1, we have that

\[
[(\tau) \vdash V : A] = I \xrightarrow{\phi^{\tau}} [A] \xrightarrow{\eta^{\tau}} F [A]
\]

and that \([(p); \tau \vdash V : !A] = I \xrightarrow{\pi^{\tau}} !I \xrightarrow{\phi^{\tau}} !F [A] \xrightarrow{\phi^{\tau}} F! [A] \]
by definition. Then, we can obtain the required commute diagram as follows.

- if \( A = !^n B \), for \( n \geq 1 \) and a linear type \( B \), then by induction hypothesis, we have that

\[
[(\tau) \vdash V : !^n B] = I \xrightarrow{f^{(n, f^0)}} [!^n B] \xrightarrow{\eta^n} F [!^n B]
\]

for some \( f^0 \). Then, by definition and the commute diagram shown right above, we can show that

\[
[(p); \tau \vdash V : !^{n+1} B] = I \xrightarrow{\pi^{\tau}} !I \xrightarrow{f^{(n, f^0)}} [!^n B] \xrightarrow{\eta^n} F [!^n B] \xrightarrow{\phi^n} F! [!^n B]
\]

\[
= I \xrightarrow{f^{(n+1, f^0)}} [!^{n+1} B] \xrightarrow{\eta^{n+1}} F [!^{n+1} B]
\]

• \( p \vdash P \quad \mathbf{vBind}(\Delta, \mathbf{out}(Q), m, A) \)

\( \vdash (p, Q, m) : !\mathbf{QChan}(P, A) \) (QChan\( j \)) where \( \Delta = \emptyset \):

By definition,

\[
[(\mathbf{QChan}_j); (\tau_i)_{i:\text{leaf}} \vdash (p, Q, m) : !\mathbf{QChan}(P, A)] =
\]

\[
I \xrightarrow{\pi^{\tau}} !I \xrightarrow{f^{[P]}(I)} [!P] \xrightarrow{\eta^{[P]}} F [!P] \xrightarrow{\phi^{[P]}} F! [!P]
\]

\[
= I \xrightarrow{f^{[P]}(I)} [!P] \xrightarrow{\eta^{[P]}} F [!P] \xrightarrow{\phi^{[P]}} F! [!P]
\]

\[
= I \xrightarrow{f^{[P]}(I)} [!P] \xrightarrow{\eta^{[P]}} F [!P] \xrightarrow{\phi^{[P]}} F! [!P]
\]

\[
\text{for certain morphism } h \text{ whose construction depends on the typing derivations } (\tau_i)_{i:\text{leaf}}.
\]
Moreover, since

\[
\text{box} = (p \circ b)([P] \to \overline{M} \langle F, [A] \rangle) \xrightarrow{p(\text{iso} \leftarrow)} p(\overline{M}([P], F [A]))
\]

\[
\xrightarrow{p(\eta(\overline{M}([P], F [A])))} (p \circ b \circ p)(\overline{M}([P], F [A]))
\]

we can obtain the required form

\[
\overline{M}([P, F [A]]) \circ \text{iso} \leftarrow
\]

\[
\xrightarrow{p(\eta(\overline{M}([P], F [A])))}
\]

by letting

\[
\eta(\overline{M}([P], F [A])) \circ \text{iso} \leftarrow \circ b((\text{iso} \leftarrow) \circ \text{iso} \leftarrow)
\]

\[
\xrightarrow{p(\eta(\overline{M}([P], F [A])))}
\]

\[
\circ (p \circ b \circ p)(\overline{M}([P], F [A]))
\]

**Remark.** Note that \( f^{(n, f_0)} = p(\ldots) \) for any \( n \geq 1 \) and any set function \( f_0 \) since \( \pi_I = \{ (\emptyset \mapsto (\emptyset, \text{id}_I)), (\text{id}_I) \} = p(\{ (\emptyset \mapsto (\emptyset, \text{id}_I)) \}) \).

Regarding the denotation of non-linear value, we can show the following Lemma 5.3.3 which basically represents the naturality property of the inverse of counit (we may call it pseudo unit) from the \(!\)-comonad.

**Lemma 5.3.3.** The following diagram commutes:

\[
\begin{array}{ccc}
I \otimes I & \xrightarrow{id \otimes g_0} & I \otimes ! [B'] \\
\downarrow l & & \downarrow l \\
I & \xrightarrow{g_0} & ! [B'] \\
\downarrow \pi_I & & \downarrow \delta \\
! I & \xrightarrow{!g_0} & ! [B] \\
\end{array}
\]

where \( g_0 = f^{(n, f_0)} \).

**Proof.** Proof by case analysis on \( n \).

- \( n = 1 \): By definition, we have that \( g_0 = I \xrightarrow{\pi_I} ! I \xrightarrow{p(g_0)} ! [B'] \).

Then we can show the following commute diagram:

\[
\begin{array}{ccc}
I & \xrightarrow{\pi_I} & ! I \\
\downarrow \pi_I & & \downarrow \pi_I \\
! I & \xrightarrow{! \pi_I} & !! I \\
\end{array}
\]

\[
\xrightarrow{p(\eta(b(I)))} ! [B'] \\
\text{iso} \leftarrow \downarrow \delta \\
\xrightarrow{p(\eta(b(I)))} ! [B'] \\
\text{iso} \leftarrow \downarrow \delta \\
\xrightarrow{p(\eta(b(I)))} ! [B']
\]
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Then we can obtain the right part of the commute diagram by using the fact that \( \delta = p \circ \eta \circ b \) and the naturality of \( \eta : 1_{\text{Set}} \rightarrow (b \circ p) \):

\[
\begin{array}{c}
\begin{array}{c}
b(\{\}) \\
\downarrow \eta(\{\})
\end{array}
\xymatrix{ b(I) \ar[r]^{g_0} & b[B'] \ar[d]_{\eta(b(I))} \\
(b \circ p \circ b)(I) \ar[r]^{(b \circ p)(g_0)} & (b \circ p \circ b)[B']}
\end{array}
\]

Moreover, the left part of the commute diagram can be shown by using the fact that \( I = p(\{\}) \), \( \pi_I = p(\eta(\{\})) \), and the naturality of \( \eta : 1_{\text{Set}} \rightarrow (b \circ p) \):

\[
\begin{array}{c}
\begin{array}{c}
\{\} \\
\downarrow \eta(\{\})
\end{array}
\xymatrix{ \{\} \ar[r]^{\eta(\{\})} & (b \circ p)(\{\}) \ar[d]_{\eta(b \circ p)(\{\})} \\
(p(\{\})) \ar[r]^{p(\eta(\{\}))} & (p \circ b \circ p)(\{\}) \ar[d]_{p(\eta(b \circ p)(\{\}))} \ar[r]^{p(\eta(b \circ p)(\{\}))} & (p \circ b \circ p \circ b)(\{\})}
\end{array}
\]

• \( n > 1 \): By definition we have that \( g^0 = I \xrightarrow{\pi_I} \! I \xrightarrow{f(n-1,g^0_0)} \! B' \).

Then we can show the following commute diagram:

\[
\begin{array}{c}
\begin{array}{c}
\pi_I \\
\downarrow \delta
\end{array}
\xymatrix{ I \ar[r]^{\pi_I} & \! I \ar[d]_{\delta} \ar[r]^{f(n-1,g^0_0)} & \! B' \ar[d]_{\delta[B']} \\
! I \ar[r]^{! \pi_I} & \!! I \ar[r]^{f(n-1,g^0_0)} & \!! B'}
\end{array}
\]

The left part of the commute diagram can be shown as the previous case and the right part follows from the naturality of \( \delta = p \circ \eta \circ b \).

\[\square\]

Next, the substitution lemma (Lemma 5.3.4) provides the interpretation of the substitution in a term. It consists of two parts: one for the typing judgement and the other for the vBind. Intuitively, for the typing judgement, the lemma says that the substitution of a variable in a term by value corresponds to the composition of the morphisms for the value and the term.

**Lemma 5.3.4.** The following holds,

• for typing judgement:
  Given a typing derivation \( \tau_f \) for the type judgement \( Q_1, (x : B) \vdash M : A \) and the interpretation \( f = [\tau_f] \mid Q_1, (x : B) \vdash M : A \) and a typing derivation \( \tau_g \) for the type judgement \( Q_2 \vdash V : B \) and the interpretation \( g = \)
there exists a type derivation \( \tau_{vb} \) of \( Q_1, Q_2 \vdash M[V/x] : A \) whose denotation \( f_{vb} = [\tau_{vb} \mid Q_1, Q_2 \vdash M[V/x] : A] \) satisfies the following commute diagram in the category \( \overline{M} \):

\[
\begin{array}{ccc}
[Q_1] \otimes [Q_2] & \xrightarrow{id \otimes g^0} & [Q_1] \otimes [B] \\
\downarrow f & & \downarrow F [A] \\
\exists f_{vb} & & \\
\end{array}
\]

where \( g = \eta \circ g^0 \) by the value decomposition lemma.

**for vBind:**

Given any derivation \( \tau_g \) of the judgement \( vBind((x : !A'), c, m[V/x], A) \) and any typing derivation \( \tau_v \) of the typing judgement \( \vdash V : !A' \) for a value \( V \), there exists a derivation \( \tau_{vb} \) of \( vBind((\emptyset, c, m[V/x], A)) \) whose denotation \( f_{vb} = [\tau_{vb} \mid vBind(\emptyset, c, m[V/x], A)] \) satisfies the following commute diagram:

\[
\begin{array}{ccc}
[c] = [c] \otimes I & \xrightarrow{id \otimes g^0} & [c] \otimes [A'] \\
\downarrow f_{vb} & & \downarrow g \\
F [A] & \xleftarrow{g} & [!A'] \otimes [c] \\
\end{array}
\]

where \( g = [\tau_g \mid vBind((x : !A'), c, m, A)] \) and \( [\tau_v \mid \vdash V : !A'] = \eta \circ v^0 \).

**Proof.** The proof consists of two parts.

**Typing judgement part**  
Proof by induction on the type derivation \( \tau_f \) of \( Q_1, (x : B) \vdash M : A \).

• \( \vdash \Delta, (x : A) \vdash x : A \) (var):  

First, note that \( f = [[(\var) \mid \Delta, (x : A) \vdash x : A] = [[\Delta] \otimes [A]] \xrightarrow{del \otimes id} F[A] \) and \( g = [[\Delta] \otimes [Q_2] \xrightarrow{g_0} [A] \xrightarrow{g} F[A] \) by Lemma 5.3.1 where \( \Delta = \emptyset \) and \( Q_1 = \emptyset \).

There are two cases, either \( (M = x) \) and, hence, \( M[V/x] = V \) or \( (M = y) \), hence, \( M[V/x] = M \). If the substitution happens, i.e. \( M[V/x] = V \), we can show that the same type derivation \( \tau_g \) from \( g \) gives us the witness, the morphism \( g = [[\tau_g \mid \Delta, Q_2 \vdash V : A]] \), of the desired commute diagram as follows.
Otherwise, \((M = y)\) and, hence, to be able to apply \((\text{var})\) rule to prove the typing judgement \(Q_1, (x : B) \vdash M : A\), the type \((y : A)\) should appear in the context \(Q_1\) and \((x : B)\) belongs to the non-linear context \(!\Delta\), which is supposed to be empty. Therefore, this case is absurd.

\[\begin{align*}
\text{• } & !\Delta, Q \vdash M : !A \\
& !\Delta, Q \vdash M : A \quad (d);
\end{align*}\]

Since the typing derivation \(\tau_f\) is obtained by applying \((d)\)-rule, we know that the type judgement \(Q_1, (x : B) \vdash M : A\) has the form \(!\Delta, Q \vdash M : A\). Therefore, we let the context \(!\Delta, Q\) be \(Q_1, (x : B)\).

By definition, we have that

\[
f = [(d); \tau_f \mid !\Delta, Q \vdash M : A] = [!\Delta] \otimes [Q] \xrightarrow{\tau_f} \mathcal{F}([!A]) \xrightarrow{\mathcal{F}([A])} \mathcal{F}([A])
\]

where

\[
f^0 = [\tau_f \mid !\Delta, Q \vdash M : !A] \text{ and } g = [\tau_g \mid Q_2 \vdash V : B] = [Q_2] \xrightarrow{\tau_g} [B] \xrightarrow{\mathcal{F}([B])} \mathcal{F}([B])
\]

by Lemma 5.3.1. Then, we can derive the commute diagram as follows.

![Diagram]

where we have the followings:

1. by induction hypothesis, there exists some derivation \(\tau_{vb}\) such that

\[
[\tau_{vb} \mid Q_1, Q_2 \vdash M[V/x] : !A] = [Q_1] \otimes [Q_2] \xrightarrow{id \otimes g^0} [\mathcal{F}([\Delta])] \otimes [Q_1] \otimes [B] \xrightarrow{F_0} \mathcal{F}([\mathcal{F}([A])])
\]

2. from the type derivation

\[
Q_1, Q_2 \vdash M[V/x] : A \quad (d)
\]

we get

\[
[(d); \tau_{vb}] Q_1, Q_2 \vdash M[V/x] : A = [Q_1] \otimes [Q_2] \xrightarrow{\tau_{vb}[Q_1, Q_2 \vdash M[V/x] : !A]} \mathcal{F}([!A]) \xrightarrow{\mathcal{F}([A])} \mathcal{F}([A])
\]
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• \( \Delta \vdash V : A \) \( \Rightarrow \) \( V \) is value

\( \Delta \vdash V : !A \) (p):

Since the typing derivation \( \tau_f \) is obtained by applying (p)-rule, we know that the type judgement \( Q_1, (x : B) \vdash M : A \) has the form \( \Delta \vdash V : !A \), which implies that \( Q_1 = \emptyset \) and \( B = !B' \) for some \( B' \). Moreover, we know that the term \( M \) is a value \( V \).

Then, by definition,

\[
f = \| (p); \tau_f | (x : B) \vdash V : !A \| = \| !B' \| \xrightarrow{\delta} ! [B'] \xrightarrow{f_0} !F [A] \xrightarrow{\phi} F! [A]
\]

and \( g = \| \tau_g | Q_2 \vdash V' : B \| = \| Q_2 \| \xrightarrow{g_0} [B] \xrightarrow{\eta} F [B] \) where \( f_0 = \| \tau_f | (x : B) \vdash V : A \| \) and \( g_0 = f^{(n,0)} \) by Lemma 5.3.2 since \( V' \) is value. Moreover, note that, by Lemma 3.2.4, we know that \( Q_2 = \emptyset \) since the type \( B = !B' \) in the type judgement \( Q_2 \vdash V' : B \) is non-linear.

Now we have the followings:

1. By induction hypothesis, we know that there exists some typing derivation \( \tau_{vb} \) of the type judgement \( \vdash V[V'/x] : A \) whose denotation satisfies the following equality:

\[
\| \tau_{vb} \vdash V[V'/x] : A \| = I \xrightarrow{g_0} [B] \xrightarrow{f_0} F [A]
\]

2. From Lemma 3.1.6, we know that \( V[V'/x] \) is value. Therefore, we have the following type derivation:

\[
\vdash V[V'/x] : A \quad V[V'/x] \text{ is value (p)} \quad \vdash V[V'/x] : !A
\]

whose denotation is given by:

\[
\| (p); \tau_{vb} \vdash V[V'/x] : !A \| = I \xrightarrow{\pi_i} ! [A] \xrightarrow{\| \tau_{vb} \vdash V[V'/x] : A \|} !F [A] \xrightarrow{\phi} F! [A]
\]

from the induction hypothesis.

Then, it suffices to show that our typing derivation \( (p); \tau_{vb} \) satisfies the desired commute diagram as follows.
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where the commute diagram in the middle follows from Lemma 5.3.3.

• \( !\Delta \vdash * : I \):  

This is the case where the typing derivation \( \tau_f \) of the type judgement \( Q_1, (x : B) \vdash M : A \) is derived by applying \((l)\)-rule. Therefore, we let \( !\Delta = Q_1, (x : B) \), which implies that \( Q_1 = \emptyset \) and \( B = !B' \) for some \( B' \), and \( M = * \).

Moreover, by definition, we have that \( f = [([l]) \mid (x : B) \vdash * : I] = ![B'] \xrightarrow{\text{del}} M \)  

and, by Lemma 5.3.1, \( g = [\tau_g \mid Q_2 \vdash V : B] = [Q_2] \xrightarrow{\text{g}} M \)  

where the commute diagram in the middle follows from Lemma 5.3.3 since \( B = !B' \) is non-linear. Also, since \( B \) is non-linear, by Lemma 5.3.2, we know that \( g^0 = f^{(\eta\eta_0^0)} \) for some \( n \) and morphism \( \eta_0^0 \), which implies that \( g^0 = p(\ldots) \).

Then, we have that \( *[V/x] = * \) and that \([([l]) \vdash *[V/x] : I] = ![B'] \xrightarrow{\text{del}} M \)  

where the commute diagram in the middle follows from Lemma 4.5.4 since \([![\Delta]] = I \) is a parameter object and the morphisms \( \text{dup} \) and \( g^0 \) are morphisms of parameter objects of the form \( p(\ldots) \).

• \( !\Delta, Q, (y : A_a) \vdash M' : A_b \xrightarrow{(-\circ l)} \):  

Suppose that the typing derivation of the type judgement \( Q_1, (x : B) \vdash M : A \) is \((-\circ l)\)-rule \( \tau_f \). Then, we know that \( !\Delta, Q = Q_1, (x : B) \) and \( M \) by \( \lambda y.M' \).

By definition, we have that \( f = [((-\circ l) ; \tau_f) \mid !\Delta, Q \vdash \lambda y.M' : A_a \xrightarrow{o} A_b] \) is equal to  

\[
[![\Delta, Q] \xrightarrow{\eta_{A_a}^1([!\Delta, Q])} M \xrightarrow{A_a} (\![\Delta, Q] \otimes \![A_a]) \xrightarrow{([A_a] \to o)(f^0)} M] \xrightarrow{A_a \to o} F \xrightarrow{\eta_B^0} M \xrightarrow{A_a \to o} A_b,
\]

where \( f^0 = [[\tau_f \mid !\Delta, Q, (y : A_a) \vdash M' : A_b] \). By Lemma 5.3.1, we have that \( g = [\tau_g \mid Q_2 \vdash V : B] = [Q_2] \xrightarrow{\text{g}} M \xrightarrow{\eta_B^0} F \xrightarrow{\eta_B^0} B \).

Next, we have the following facts:
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1. By induction hypothesis, we know that there is a typing derivation \( \tau_{vb} \) for the type judgement \( Q_1', (y : A_a), Q_2 \vdash M'[V/x] : A_b \) which is:
\[
\begin{align*}
[\tau_{vb} \mid Q_1', (y : A_a), Q_2 & \vdash M'[V/x] : A_b] = \\
[Q_1'] \otimes [A_a] \otimes [Q_2] & \xrightarrow{id \otimes \eta^0} [Q_1'] \otimes [A_a] \otimes [B] \xrightarrow{id \otimes \sigma} \\
[Q_1'] \otimes [B] \otimes [A_a] & \xrightarrow{F} F[A_b]
\end{align*}
\]
2. The fact that \( \lambda y. M'[V/x] = (\lambda y. M')[V/x] \) and the interpretation of the typing rule:
\[
\frac{Q_1', Q_2, (y : A_a) \vdash \lambda y. M'[V/x] : A_a \to A_b}{\lambda y. M'[V/x]} \xrightarrow{\bot_I} F[A_b]
\]
\[
\begin{array}{c}
[\bot_I; \tau_{vb} \mid Q_1', Q_2 \vdash \lambda y. M'[V/x] : A_a \to A_b] = \\
[Q_1', Q_2, \eta_{A_n}([Q_1', Q_2]) \xrightarrow{\eta^0} [A_a] \to ([Q_1', Q_2] \otimes [A_a]) \xrightarrow{([A_a] \to \bot)(\eta^0)} \\
[A_a] \to F[A_b] \xrightarrow{\eta^0} F[A_a] \to A_b]
\end{array}
\]
where \( \eta^0 = (id \otimes \sigma); [\tau_{vb} \mid Q_1', (y : A_a), Q_2 \vdash M'[V/x] : A_b] \).

Therefore, we can show that the typing derivation \( \bot_I; \tau_{vb} \) proves the desired commute diagram as follows:

Then, it suffices to show the following commute diagram as follows:
\[ \Delta, Q_a \vdash M_a : A_a \rightarrow A_b \quad \Delta, Q_b \vdash M_b : A_a \rightarrow (\neg E) \]

Suppose that the typing derivation of the type judgement \( Q_1, (x : B) \vdash M : A \) is \((\neg E) ; (\tau_1, \tau_2)\). Then, we know that \( \Delta, Q_a, Q_b = Q'_1, (x : B)\).

By definition, we have that \( f' = \llbracket (\neg E) ; (\tau_1, \tau_2) \upharpoonright! \Delta, Q_a, Q_b \vdash M_a M_b : A_b \rrbracket = \llbracket \Delta \rrbracket \otimes \llbracket Q_a \rrbracket \otimes \llbracket Q_0 \rrbracket \xrightarrow{\text{id} \otimes \sigma_0} \llbracket \Delta \rrbracket \otimes \llbracket Q_a \rrbracket \otimes \llbracket Q_0 \rrbracket \xrightarrow{\text{id} \otimes \sigma_0} \llbracket \Delta \rrbracket \otimes \llbracket Q_a \rrbracket \otimes \llbracket Q_0 \rrbracket \xrightarrow{h^1 \otimes h^2} F \llbracket A_b \rightarrow A_b \rrbracket \otimes F \llbracket A_a \rightarrow A_b \rrbracket \xrightarrow{f} F \llbracket A_a \rrbracket \]

where \( h^1 = \llbracket \tau_1 \upharpoonright! \Delta, Q_a \vdash M_a : A_a \rightarrow A_b \rrbracket \) and \( h^2 = \llbracket \tau_2 \upharpoonright! \Delta, Q_b \vdash M_b : A_b \rrbracket \).

For convenience, we define the morphism \( f = f' \circ \sigma_f : \llbracket Q'_1 \rrbracket \otimes \llbracket B \rrbracket \rightarrow \llbracket F \llbracket A_b \rrbracket \rrbracket \) which changes the order of the variables in the context.

By Lemma 5.3.1, we have that \( g = \llbracket \tau_g \upharpoonright Q_2 \vdash V : B \rrbracket = \llbracket Q_2 \rrbracket \xrightarrow{g^0} \llbracket B \rrbracket \xrightarrow{\nu} \llbracket F \llbracket B \rrbracket \rrbracket \).

The goal is then to show that there exists a typing derivation \( \tau'_{vb} \rrbracket \) of the type judgement \( Q'_1, Q_2 \vdash M_a M_b[V/x] : A_b \) which satisfies that \( \llbracket \tau'_{vb} \upharpoonright Q'_1, Q_2 \vdash M_a M_b[V/x] : A_b \rrbracket = \llbracket Q'_1 \rrbracket \otimes \llbracket Q_2 \rrbracket \xrightarrow{\text{id} \otimes \sigma_0} \llbracket Q'_1 \rrbracket \otimes \llbracket B \rrbracket \xrightarrow{f} \llbracket F \llbracket A_b \rrbracket \rrbracket \).

To prove that, we analyze the following three cases:

- \( (x : B) \in \Delta \), which means that \( B = \neg B', \Delta = (x : !B') \), and \( Q'_1 = Q_a, Q_b \):
  
  Note that \( Q_2 = \emptyset \) is deducible from \( g = \llbracket \tau_g \upharpoonright Q_2 \vdash V : B \rrbracket \) by Lemma 3.2.4 since \( B = \neg B' \) is non-linear.

  1. Induction hypotheses: there are typing derivations \( \tau^v_{vb} \) for the type judgement \( Q_a \vdash M_a[V/x] : A_a \rightarrow A_b \) and \( \tau^h_{vb} \) for \( Q_b \vdash M_b[V/x] : A_b \) such that

    \[
    h_a = \llbracket \tau^v_{vb} \upharpoonright Q_a \vdash M_a[V/x] : A_a \rightarrow A_b \rrbracket
    = \llbracket Q_a \rrbracket \xrightarrow{\text{id} \otimes \sigma_0} \llbracket Q_a \rrbracket \otimes \llbracket B' \rrbracket \xrightarrow{\nu} \llbracket B' \rrbracket \otimes \llbracket Q_0 \rrbracket \xrightarrow{h^1} \llbracket F \llbracket A_a \rightarrow A_b \rrbracket \rrbracket
    
    h_b = \llbracket \tau^h_{vb} \upharpoonright Q_b \vdash M_b[V/x] : A_a \rrbracket
    = \llbracket Q_b \rrbracket \xrightarrow{\text{id} \otimes \sigma_0} \llbracket Q_b \rrbracket \otimes \llbracket B' \rrbracket \xrightarrow{\nu} \llbracket B' \rrbracket \otimes \llbracket Q_0 \rrbracket \xrightarrow{h^2} \llbracket F \llbracket A_a \rrbracket \rrbracket
    
  2. We have the following typing derivation:

    \[
    Q_a \vdash M_a[V/x] : A_a \rightarrow A_b 
    \quad Q_b \vdash M_b[V/x] : A_a 
    \quad (\neg E)
    \quad \Delta
    \quad Q'_1 \vdash (M_a M_b)[V/x] : A_b
    \]
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whose denotation is given by

\[
\left[\left(\rightarrow_E; (\tau^a_{vb}, \tau^b_{vb}) \mid Q_1 \vdash (M_\alpha M_\beta)[V/x] : A_b\right)\right] = \\
\left[Q_a\right] \otimes \left[Q_b\right] \xrightarrow{h_a \otimes h_b} \left[F\left[A_a \rightarrow A_b\right] \otimes F\left[A_\alpha\right] \psi \right] \\
F\left(\left[A_a \rightarrow A_b\right] \otimes \left[A_\alpha\right]\right) \xrightarrow{\epsilon_\left(\left[A_\alpha\right] \left(F\left[A_\alpha\right]\right)\right)} F\left[A_a\right] \mu \xrightarrow{F} F\left[A_b\right]
\]

Given these facts, we can derive the goal from following diagram.

- \((x : B) \in Q_a\), which means that \(!\Delta = \emptyset, Q_a = Q'_a, (x : B)\), and \(Q'_1 = Q'_a \otimes Q_b\).

In this case, \(M_b[V/x] = M_b\) since \(\text{FV}(M_b) \subseteq \text{FV}(\!\Delta) \cup \text{FV}(Q_b)\) by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation \(\tau^a_{vb}\) for the type judgement \(Q'_a, Q_2 \vdash M_\alpha[V/x] : A_a \rightarrow A_b\) such that

\[
\left[\tau^a_{vb} \mid Q'_a, Q_2 \vdash M_\alpha[V/x] : A_a \rightarrow A_b\right] = \\
\left[Q'_a\right] \otimes \left[Q_2\right] \xrightarrow{id \otimes g^0} \left[Q'_a\right] \otimes \left[B\right] \xrightarrow{b^1} F\left[A_a \rightarrow A_b\right]
\]

2. We have the following typing derivation:

\[
\frac{Q'_a, Q_2 \vdash M_\alpha[V/x] : A_a \rightarrow A_b \quad Q_b \vdash M_b : A_b}{Q'_a, Q_2, Q_b \vdash M_\alpha M_\beta[V/x] : A_b} \left(\rightarrow_E\right)
\]
whose denotation is
\[
\left[\vdash \neg \varepsilon; (\tau_{ab}^a, \tau_2) \mid Q_b', Q_b, Q_2 \vdash (M_a M_b)[V/x] : A_b\right] = \left[\vdash \neg \varepsilon; (\tau_{ab}^a, \tau_2) \mid Q_b', Q_b, Q_2 \vdash (M_a M_b)[V/x] : A_b\right] \circ \sigma_s
\]

\[
= \left[Q_b' \otimes \left[Q_b \otimes \left[Q_2 \right] \overset{id \otimes g^0}{\longrightarrow} \left[Q_b' \otimes \left[Q_2 \right] \right] \overset{h_a \otimes h^2}{\longrightarrow} F \left[\left[Q_a \rightarrow A_b\right] \otimes F \left[\left[A_a \rightarrow A_b\right] \otimes \left[A_a\right]\right] F \left[\left[Q_a\right]\right] F \left[\left[Q_a\right]\right] \right]
\right. 
\]

\[
\left. \overset{F(\varepsilon_{[A_a](F[A_a])))}{\longrightarrow} \left[F^2 \left[\left[A_a\right] \right] F \left[\left[A_a\right] \right] \right. \right. \right. \]
\]

From these facts, the goal can be derived from the following diagram.

\[
(x : B) \in Q_b \text{ which means that } !\Delta = \emptyset, Q_b = Q_b' , (x : B), \text{ and } Q'_1 = Q_a, Q'_2:
\]

In this case, $M_a[V/x] = M_a$ since $\text{FV}(M_a) \subseteq \text{FV}(\Delta) \cup \text{FV}(Q_a)$ by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation $\tau_{ab}^b$ for the type judgement $Q_b', Q_2 \vdash M_b[V/x] : A_a$ such that

\[
\left[\vdash \tau_{ab}^b; Q_b', Q_2 \vdash M_b[V/x] : A_a\right] = \left[Q_b' \otimes \left[Q_2 \right] \overset{id \otimes g^0}{\longrightarrow} \left[Q_b' \otimes \left[Q_2 \right] \right] \overset{h^2}{\longrightarrow} F \left[\left[A_a\right]\right]
\right.
\]

2. We have the following typing derivation:

\[
\frac{Q_a \vdash M_a : A_a \rightarrow A_b \quad Q_b', Q_2 \vdash M_b[V/x] : A_b}{Q_a, Q_b', Q_2 \vdash (M_a M_b)[V/x] : A_b} (\neg \varepsilon)
\]
whose denotation is

\[
\left[\left(\bar{o}_F; (\tau_1, \tau_{vb}) | Q_a, Q_b, Q_2 \vdash (M_a, M_b) [V/x] : A_b \right)\right]
\]

\[
= \left[Q_a \otimes [Q'_a] \otimes [Q_b] \right] \xrightarrow{\psi \otimes h^1 \otimes h^2} \mathcal{M} F \left[\left[Q_a \otimes \cdots \right] \otimes \mathcal{M} F \left[Q_a \right] \right]
\]

From these facts, the goal can be derived from the following diagram.

\[
\begin{array}{c}
\vdash \Delta, Q_a \vdash M_a : A_a \\
\vdash \Delta, Q_b \vdash M_b : A_b \\
\vdash \Delta, Q_a, Q_b \vdash (M_a, M_b) : A_a \otimes A_b
\end{array}
\]

By definition, we have that

\[
f' = \left[\left((\otimes_I); (\tau_1, \tau_2) | \vdash \Delta, Q_a, Q_b \vdash (M_a, M_b) : A_a \otimes A_b \right)\right]
\]

\[
= \left[\left[\Delta \otimes [Q_a] \otimes [Q_b] \right] \xrightarrow{\text{id} \otimes \sigma \otimes \text{id}} \mathcal{M} F \left[\left[\Delta \otimes [Q_a] \otimes [Q_b] \right] \otimes \mathcal{M} F \left[Q_a \right] \otimes [Q_b] \right] \right]
\]

where \( h^1 = [\tau_1 | \vdash \Delta, Q_a \vdash M_a : A_a] \) and \( h^2 = [\tau_2 | \vdash \Delta, Q_b \vdash M_b : A_b] \).

For convenience, we define the morphism \( f = f' \circ \sigma_f : [Q'_a] \otimes [Q'_b] \otimes [B] \xrightarrow{\mathcal{M} F} \mathcal{M} F \left[\left[Q_a \otimes [Q_b] \right] \otimes [B] \right] \) which changes the order of the variables in the context.

By Lemma 5.3.1, we have that \( g = [\tau_g | \vdash Q_2 \vdash V : B] = [Q_2] \xrightarrow{\phi} \mathcal{M} F \left[Q_2 \right] \otimes [B] \xrightarrow{\eta} \mathcal{M} F \left[\left[Q_2 \otimes [B] \right] \right] \).
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The goal is then to show that there exists a typing derivation \( \tau'_{\text{vb}} \) of the type judgement \( Q_1', Q_2 \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b \) which satisfies that

\[
\begin{align*}
\tau'_{\text{vb}} | Q_1', Q_2 \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b &= \left[ Q_1' \right] \, \text{id} \otimes \text{g}^0 \, \left[ Q_2 \right] \xrightarrow{\text{Mf}} \left[ Q_1' \right] \otimes \left[ B \right] \xrightarrow{\psi} \text{F} \left[ A_a \otimes A_b \right].
\end{align*}
\]

To prove that, we analyze the following three cases:

- \( (x : B) \in \! \! \! \! \! \! \! \! \! \Delta \), which means that \( B = !B' \), \( \Delta = (x : !B') \), and \( Q_1' = Q_a, Q_b \):
  
  Note that \( Q_2 = \emptyset \) is deducible from \( g = [\tau_g | Q_2 \vdash V : B] \) by Lemma 3.2.4 since \( B = !B' \) is non-linear.

1. Induction hypotheses: there are typing derivations \( \tau^a_{\text{vb}} \) for the type judgement \( Q_a \vdash M_a[V/x] : A_a \) and \( \tau^b_{\text{vb}} \) for \( Q_b \vdash M_b[V/x] : A_b \) such that

\[
\begin{align*}
h_a &= [\tau^a_{\text{vb}} | Q_a \vdash M_a[V/x] : A_a] \\
&= [Q_a] \xrightarrow{\text{id} \otimes \text{g}^0} [Q_a] \otimes [B'] \xrightarrow{\alpha} [B'] \otimes [Q_a] \xrightarrow{h^1} \text{F} [A_a] \\
h_b &= [\tau^b_{\text{vb}} | Q_b \vdash M_b[V/x] : A_b] \\
&= [Q_b] \xrightarrow{\text{id} \otimes \text{g}^0} [Q_b] \otimes !\Delta B' \xrightarrow{\alpha} [B'] \otimes [Q_b] \xrightarrow{h^2} \text{F} [A_b]
\end{align*}
\]

2. We have the following typing derivation:

\[
\begin{align*}
Q_a \vdash M_a[V/x] : A_a & \quad Q_b \vdash M_b[V/x] : A_b \\
Q_a, Q_b \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b \quad (\otimes I)
\end{align*}
\]

whose denotation is given by

\[
\begin{align*}
\left[ (\otimes I) : (\tau^a_{\text{vb}}, \tau^b_{\text{vb}}) | Q_a, Q_b \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b \right] &= \\
[Q_a] \otimes [Q_b] \xrightarrow{h_a \otimes h_b} \text{F} [A_a] \otimes \text{F} [A_b] \xrightarrow{\psi} \text{F} ([A_a] \otimes [A_b])
\end{align*}
\]

Given these facts, we can derive the goal from following diagram.
where the commutativity in the middle is shown as follows:

- \((x : B) \in Q_a\), which means that \(!\Delta = \emptyset\), \(Q_a = Q'_a\), \((x : B)\), and \(Q'_1 = Q'_a \otimes Q_b\).

In this case, \(M_b[V/x] = M_b\) since \(\text{FV}(M_b) \subseteq \text{FV}(!\Delta) \cup \text{FV}(Q_b)\) by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation \(\tau_{ab}^a\) for the type judgement \(Q'_a, Q_2 \vdash M_a[V/x] : A_a\) such that

\[
\begin{align*}
h_a &= \left[\tau_{ab}^a \mid Q'_a, Q_2 \vdash M_a[V/x] : A_a\right] \\
&= \left[[Q'_a] \otimes [Q_2] \xrightarrow{\text{id} \otimes g_b^0} [Q'_a] \otimes [B] \xrightarrow{h_1^b} F[[A_a]]\right]
\end{align*}
\]

2. We have the following typing derivation:

\[
Q'_a, Q_2, Q_b \vdash (M_a, M_b)[V/x] : A_a \otimes A_b\]

whose denotation is

\[
\begin{align*}
h_s &= \left[(\otimes I); (\tau_{ab}^a, \tau_b) \mid Q'_a, Q_2, Q_b \vdash (M_a, M_b)[V/x] : A_a \otimes A_b\right] \\
&= \left[[Q'_a] \otimes [Q_2] \otimes [Q_b] \xrightarrow{h_a \otimes h_2^b} F[[A_a]] \otimes F[[A_b]] \xrightarrow{\psi} F([A_a \otimes A_b])\right]
\end{align*}
\]

From these facts, the goal can be derived from the following diagram.
where the commutativity in the center is proven in the following.

\[ (x : B) \in Q_b, \text{ which means that } \Delta = \emptyset, Q_b = Q_b', (x : B), \text{ and } Q'_1 = Q_a, Q'_b: \]

In this case, \( M_a[V/x] = M_a \) since \( \text{FV}(M_a) \subseteq \text{FV}(\Delta) \cup \text{FV}(Q_a) \) by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation \( \tau^b_{\alpha b} \) for the type judgement \( Q_b', Q_2 \vdash M_b[V/x] : A_b \) such that

\[
\begin{align*}
\left[ \tau^b_{\alpha b} \mid Q_b', Q_2 \vdash M_b[V/x] : A_b \right] \\
= \left[ Q_b' \otimes Q_2 \right] \xrightarrow{id \otimes g^0} \left[ Q'_b \otimes [B] \right] \xrightarrow{h^2} F [A_b]
\end{align*}
\]

2. We have the following typing derivation:

\[
\frac{Q_a \vdash M_a : A_a \quad Q_b', Q_2' \vdash M_b[V/x] : A_b}{Q_a, Q_b', Q_2' \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b} (\otimes_I)
\]

whose denotation is

\[
\begin{align*}
h_s = \left[ (\otimes_I); (\tau_1, \tau^b_{\alpha b}) \mid Q_a, Q'_b, Q_2' \vdash \langle M_a, M_b \rangle[V/x] : A_a \otimes A_b \right] \\
= \left[ Q_a \otimes Q'_b \otimes Q_2' \right] \xrightarrow{h^1 \otimes h^0} \left[ A_a \otimes F [A_b] \right] \xrightarrow{\psi} F [A_a \otimes A_b]
\end{align*}
\]

From these facts, the goal can be derived from the following diagram.
where the commutativity in the middle can be shown as follows.

\[
\begin{align*}
\neg\Delta, Q_a &\vdash M_a : A_a \otimes A_b \\
\neg\Delta, Q_b, (x' : A_a), (y : A_b) &\vdash M_b : A
\end{align*}
\]

Suppose that the typing derivation of \( Q_1, (x : B) \vdash M : A \) is obtained by applying \((\otimes_E)\)-rule. Then, we know that \( \neg\Delta, Q_a, Q_b = Q_1, (x : B) \) and \( M = \text{let} (x', y) = M_a \text{ in } M_b \).

By definition, we have that

\[
f' = \left[ (\otimes_E); (\tau_1, \tau_2) \mid \neg\Delta, Q_a, Q_b \vdash \text{let} (x', y) = M_a \text{ in } M_b : A \right]
\]

\[
\begin{align*}
\neg\Delta \otimes [Q_a] \otimes [Q_b] \xrightarrow{\text{id} \otimes \text{id}} \neg\Delta \otimes [Q_a] \otimes [Q_b] \\
\neg\Delta \otimes [Q_a] \otimes [Q_b] \xrightarrow{\neg\Delta \otimes \text{id} \otimes \text{id}} \neg\Delta \otimes [Q_a] \otimes [Q_b] \\
F([A_a \otimes A_b] \otimes [\neg\Delta] \otimes [Q_a] \otimes [Q_b]) \xrightarrow{F(\text{id} \otimes \text{id})} F([A_a] \otimes [A_b] \otimes [\neg\Delta] \otimes [Q_a] \otimes [Q_b]) \\
\xrightarrow{F(\mu_2)} F([A] \otimes [Q_a] \otimes [Q_b]) \\
\xrightarrow{\mu_1} F([A]
\end{align*}
\]

where \( h_1 = [\tau_1 \mid \neg\Delta, Q_a \vdash M_a : A_a \otimes A_b] \) and \( h_2 = [\tau_2 \mid \neg\Delta, Q_b, (x' : A_a), (y : A_b) \vdash M_b : A] \).

For convenience, we define the morphism \( f = f' \circ \sigma_{f} : [Q_a] \otimes [Q_b] \otimes [B] \rightarrow F([A]) \) which changes the order of the variables in the context.

By Lemma 5.3.1, we have that \( g = [\tau_g \mid Q_2 \vdash V : B] = [Q_2] \xrightarrow{\sigma} F([B]) \).

The goal is then to show that there exists a typing derivation \( \tau_{gb}' \) of the type judgement \( Q'_1, Q_2 \vdash (\text{let } x', y) = M_a \text{ in } M_b)[V/x] : A \) which satisfies that

\[
[\tau_{gb}' \mid Q'_1, Q_2 \vdash (\text{let } x', y) = M_a \text{ in } M_b)[V/x] : A]
\]

\[
= [Q'_1] \otimes [Q_2] \xrightarrow{\text{id} \otimes \text{id}} [Q'_1] \otimes [B] \xrightarrow{\text{id}} F([A]).
\]

To prove that, we analyze the following three cases:

- \( (x : B) \in \neg\Delta \), which means that \( B = !B' \), \( \neg\Delta = (x : !B') \), and \( Q'_1 = Q_a, Q_b \):

  Note that \( Q_2 = \emptyset \) is deducible from \( g = [\tau_g \mid Q_2 \vdash V : B] \) by Lemma 3.2.4 since \( B = !B' \) is non-linear.
1. Induction hypotheses: there are typing derivations $\tau^a_{vb}$ for the type judgement $Q_a \vdash M_a[V/x] : A_a \otimes A_b$ and $\tau^b_{vb}$ for $Q_b, (x' : A_a), (y : A_b) \vdash M_b[V/x] : A$ such that

$h_a = [[\tau^a_{vb} \mid Q_a \vdash M_a[V/x] : A_a \otimes A_b]]$

$\xRightarrow{\text{id} \otimes g^0} F[[Q_a] \otimes ![[B'] \otimes [[Q_a]] h^1_{\ovl{M}} F[[A_a \otimes A_b]]$

$h_b = [[\tau^b_{vb} \mid Q_b, (x' : A_a), (y : A_b) \vdash M_b[V/x] : A_b]]$

$\xRightarrow{\text{id} \otimes g^0} F[[Q_b] \otimes [[A_a] \otimes [A_b]] h^2_{\ovl{M}} F[[A]$

2. We know that

$\text{(let } (x', y) = M_a \text{ in } M_b)[V/x] = (\text{let } (x', y) = M_a[V/x] \text{ in } M_b[V/x])$

and we have the following typing derivation:

$Q_a \vdash M_a[V/x] : A_a \otimes A_b \quad Q_b, (x' : A_a), (y : A_b) \vdash M_b[V/x] : A$

$\frac{Q_a, Q_b \vdash (\text{let } (x', y) = M_a \text{ in } M_b)[V/x] : A}{(\otimes E)}$

whose denotation is given by

$h_a = [[(\otimes E) : (\tau^a_{vb}, \tau^b_{vb}) \mid Q_a, Q_b \vdash (\text{let } (x', y) = M_a \text{ in } M_b)[V/x] : A]]$

$\xRightarrow{\text{id} \otimes g^0} F[[Q_a] \otimes [Q_b] F[[A_a \otimes A_b]] \otimes [Q_b]$

$\xRightarrow{F(h_a)} F^2[[A] \xRightarrow{\mu} F[[A]$

Given these facts, we can derive the goal from following diagram.
where the commutativity in the middle is shown as follows:

\[ (x : B) \in Q_a, \text{ which means that } !\Delta = \emptyset, Q_a = Q'_a, (x : B), \text{ and } Q'_1 = Q'_a \otimes Q_b. \]

In this case, \( M_b[V/x] = M_b \) since

\( \text{by Lemma 3.2.3.} \)

1. Induction hypothesis: there exists a typing derivation \( \tau_{vb}^a \) for the type judgement \( Q'_a, Q_2 \vdash M_a[V/x] : A_a \otimes A_b \) such that

\[
\begin{align*}
& h_a = \left[ \tau_{vb}^a \mid Q'_a, Q_2 \vdash M_a[V/x] : A_a \otimes A_b \right] \\
& = \left[ Q'_a \right] \otimes \left[ Q_2 \right] \xrightarrow{\text{id} \otimes g^0} \left[ Q'_a \right] \otimes \left[ B \right] \xrightarrow{h_1} M \left[ A_a \otimes A_b \right]
\end{align*}
\]

2. We have the following typing derivation:

\[
\begin{align*}
& Q'_a, Q_2, Q_b \vdash \text{let} \ (x', y) = M_a \ \text{in} \ M_b[V/x] : A \\
& \quad \vdash Q'_a, Q_2, Q_b \vdash (\text{let} \ (x', y) = M_a \ \text{in} \ M_b[V/x] : A) \xrightarrow{(\otimes E)}
\end{align*}
\]

whose denotation is

\[
\begin{align*}
& h_s = \left[ (\otimes E); \tau_{vb}^a, \tau_2 \mid Q'_a, Q_2, Q_b \vdash (\text{let} \ (x', y) = M_a \ \text{in} \ M_b)[V/x] : A \right] \\
& = \left[ Q'_a \right] \otimes \left[ Q_2 \right] \otimes \left[ Q_b \right] \xrightarrow{h_a \otimes \text{id}} \left[ A_a \otimes A_b \right] \otimes \left[ Q_b \right] \\
& \quad \xrightarrow{F([A_a \otimes A_b] \otimes [Q_b])} F([Q_b]) \xrightarrow{F([Q_b] \otimes [A_a] \otimes [A_b])} F([A]) \xrightarrow{F(h^2)} M \left[ A \right]
\end{align*}
\]
From these facts, the goal can be derived from the following dia-
gram.

where the commutativity in the center is proven in the following.

- \((x : B) \in Q_b\) which means that \(!\Delta = \emptyset, Q_b = Q'_b, (x : B)\), and \(Q'_1 = Q_a, Q'_b\):

In this case, \(M_a[V/x] = M_a\) since \(\text{FV}(M_a) \subseteq \text{FV}(!\Delta) \cup \text{FV}(Q_a)\) by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation \(\tau_{qb}^b\) for

the type judgement \(Q'_b, (x' : A_a), (y : A_b), Q_2 \vdash M_b[V/x] : A\)

such that

\[
\begin{align*}
  h_b &= \left[\tau_{qb}^b \mid Q'_b, (x' : A_a), (y : A_b), Q_2 \vdash M_b[V/x] : A\right] \\
  &= \left[Q'_b\right] \otimes \left[A_a\right] \otimes \left[A_b\right] \otimes \left[Q_2\right] \xrightarrow{id \otimes \rho^b} \left[Q_2\right] \\
  &\xrightarrow{h_2} F \left[\left[Q_2\right] \otimes \left[A_a\right] \otimes \left[A_b\right] \otimes \left[B\right]\right]
\end{align*}
\]

2. We have the following typing derivation:

\[
\begin{align*}
  &Q_a \vdash M_a : A_a \otimes A_b \\
  &Q'_b, Q_2, (x' : A_a), (y : A_b) \vdash M_b[V/x] : A \\
  &Q_a, Q'_b, Q_2 \vdash \text{let } (x', y) = M_a \text{ in } M_b[V/x] : A \\
\end{align*}
\]

whose denotation is

\[
\begin{align*}
  h_s &= \left[(\otimes E); (\tau_1, \tau_{qb}^b) \mid Q_a, Q'_b, Q_2 \vdash \text{let } (x', y) = M_a \text{ in } M_b[V/x] : A\right] \\
  &= \left[Q_a\right] \otimes \left[Q'_b\right] \otimes \left[Q_2\right] \xrightarrow{h_1 \otimes \text{id}} \left[M\right] F \left[\left[A_a \otimes A_b\right] \otimes \left[Q'_b\right] \otimes \left[Q_2\right]\right] \\
  &\xrightarrow{1} F \left[\left[A_a \otimes A_b\right] \otimes \left[Q'_b\right] \otimes \left[Q_2\right]\right] \xrightarrow{F(\sigma)} F \left[\left[Q'_b\right] \otimes \left[Q_2\right] \otimes \left[A_a\right] \otimes \left[A_b\right]\right] \\
  &\xrightarrow{F(h_b)} F \left[\left[Q'_b\right] \otimes \left[A_a\right] \otimes \left[A_b\right] \otimes \left[Q_2\right]\right] \xrightarrow{F(h_2)} F^2 \left[A\right] \xrightarrow{h_3} F \left[A\right]
\end{align*}
\]
From these facts, the goal can be derived from the following diagram.

where the commutativity in the middle can be shown as follows.

• ![Diagram](image)

In this case, the typing derivation $\tau_f$ of the type judgement $Q_1, (x : B) \vdash M : A$ is obtained by applying (tt)-rule. We let $!\Delta = Q_1, (x : B)$, which implies that $Q_1 = \emptyset$ and $B = !B'$ for some $B'$.

Then, by definition, $[[\text{tt}] [(x : !B') \vdash \text{tt} : \text{bool}]] = [[!\Delta]] \overset{\text{del}}{\underset{\text{ew}}{\longrightarrow}} [[I]] \overset{\text{nofu}}{\longrightarrow}$. Moreover, by Lemma 5.3.1, we have that $g = [[\tau_g | !\Delta', Q_2 \vdash V : B]] = [[!\Delta'] \otimes [Q_2]] \overset{\text{ew}}{\longrightarrow} [[[B]] \overset{\text{nofu}}{\longrightarrow} F(![[B']]]).$ Also, by Lemma 3.2.4, we know that $Q_2 = \emptyset$ since $B = !B'$ is non-linear. In addition, since $B$ is non-linear, by Lemma 5.3.2, we know that $g^0 = f^{(n,d_0)}$ for some $n$ and morphism $g^0$, which implies that $g^0 = p(...)$.

Next, we know that $\text{tt}[V/x] = \text{tt}$ and, therefore, we can obtain for the typing derivation $\tau_{vb} = (\text{tt})$, the interpretation $[[\tau_{vb} | \vdash \text{tt} : \text{bool}]] = [[!\Delta] \otimes ![[B]] \overset{\text{del}}{\underset{\text{ew}}{\longrightarrow}} [[[I]] \overset{\text{nofu}}{\longrightarrow} F[[\text{bool}]]].$ Then, it suffices to show the following
To prove that, we analyze the following three cases:

1. **(!Δ ⊢ ff : bool)**
   
   Similar to the (tt) case.

2. **(!Δ, Q_a ⊢ M : bool)**
   
   Suppose that the typing derivation of \(Q_a, (x : B) \vdash M : A\) is obtained by applying (if)-rule. Then, we know that \(!Δ, Q_a, Q_b = Q_1, (x : B)\) and \(M = if M then M_a else M_b\).

   By definition, we have that
   
   \[
   f' = \frac{\frac{\frac{\frac{!\Delta, Q_a \vdash M : A \quad !\Delta, Q_b \vdash M_b : A}{!\Delta, Q_a, Q_b \vdash if M \text{ then } M_a \text{ else } M_b : A}}{\text{(if)}}}{\text{(ff)}}
   \]

   where the commute diagram in the middle follows from Lemma 4.5.4 since \(\downarrow!\Delta\uparrow = I\) is a parameter object and the morphisms \(dup\) and \(g^0\) are morphisms of parameter objects of the form \(p(\ldots)\).

   
   
   
   

   By Lemma 5.3.1, we have that \(g = \frac{\frac{\frac{\frac{\frac{\downarrow !\Delta, Q_a \vdash M : A}{\downarrow !\Delta, Q_a \vdash M} \quad \downarrow !\Delta, Q_b \vdash M_b : A}{\downarrow !\Delta, Q_a, Q_b \vdash if M \text{ then } M_a \text{ else } M_b : A}}{\text{(if)}}}{\text{(ff)}} \rightarrow_M F[A]\)

   The goal is then to show that there exists a typing derivation \(\tau'_{ub}\) of the type judgement \(Q_1', Q_2 \vdash (if M then M_a else M_b)[V/x] : A\) which satisfies that

   \[
   \left[ \tau'_{ub} \mid Q_1', Q_2 \vdash (if M then M_a else M_b)[V/x] : A \right] = \left[ Q_1' \right] \otimes \left[ Q_2 \right] \xrightarrow{id \otimes g^0} \left[ Q_1' \right] \otimes \left[ B \right] \xrightarrow{f} F[A].
   \]

   To prove that, we analyze the following three cases:
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– \((x : B) \in !\Delta\), which means that \(B = !B'\), \(!\Delta = (x : !B')\), and 
\(Q'_1 = Q_a, Q_b:\)

Note that \(Q_2 = \emptyset\) is deducible from \(g = [\tau_g | Q_2 \vdash V : B]\) by 
Lemma 3.2.4 since \(B = !B'\) is non-linear.

1. Induction hypotheses: there are typing derivations \(\tau_0^{v_b}\) for the 
type judgement \(Q_a \vdash \{M[V/x] : \text{bool}\}\), \(\tau_a^{v_b}\) for \(Q_b \vdash M_a[V/x] : A\), and 
\(\tau_b^{v_b}\) for \(Q_b \vdash M_b[V/x] : A\) such that

\[
\begin{align*}
    h_m &= \left[ (\tau_0^{v_b} | Q_a \vdash M[V/x] : \text{bool}) \right] \\
    &= \left[ Q_a \right] \xrightarrow{id \otimes ^{\theta_0} \bigotimes} \left[ Q_a \right] \otimes \top \left[ B' \right] \xrightarrow{\pi} \left[ Q_a \right] \xrightarrow{h} F [\text{bool}] \\
    h_a &= \left[ (\tau_a^{v_b} | Q_b \vdash M_a[V/x] : A) \right] \\
    &= \left[ Q_b \right] \xrightarrow{id \otimes ^{\theta_0} \bigotimes} \left[ Q_b \right] \otimes \top \left[ B' \right] \xrightarrow{\pi} \left[ Q_b \right] \xrightarrow{h^1} F [A] \\
    h_b &= \left[ (\tau_b^{v_b} | Q_b \vdash M_b[V/x] : A) \right] \\
    &= \left[ Q_b \right] \xrightarrow{id \otimes ^{\theta_0} \bigotimes} \left[ Q_b \right] \otimes \top \left[ B' \right] \xrightarrow{\pi} \left[ Q_b \right] \xrightarrow{h^2} F [A]
\end{align*}
\]

2. We know that

\[
(\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] = (\text{if } M[V/x] \text{ then } M_a[V/x] \text{ else } M_b[V/x])
\]

and we have the following typing derivation:

\[
\begin{align*}
    Q_a \vdash M[V/x] : \text{bool} & \quad Q_b \vdash M_a[V/x] : A & \quad Q_b \vdash M_b[V/x] : A \\
    \quad Q_a, Q_b \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A \quad (\text{if})
\end{align*}
\]

whose denotation is given by

\[
\begin{align*}
    h_s &= \left[ (\text{if }): (\tau_0^{v_b}, \tau_a^{v_b}, \tau_b^{v_b}) | Q_a, Q_b \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A \right] \\
    &= \left[ Q_a \right] \otimes \left[ Q_b \right] \xrightarrow{h_m \otimes id} F [\text{bool}] \otimes \left[ Q_b \right] \\
    &\xrightarrow{i} F [\text{bool}] \otimes \left[ Q_b \right] \xrightarrow{F} F [\left[ Q_a \right] + \left[ Q_b \right]] \\
    &\xrightarrow{F(h_a, h_b)} F [A] \xrightarrow{\mu} F [A]
\end{align*}
\]

Given these facts, we can derive the goal from following diagram.
where the commutativity in the middle is shown as follows:

\[
(h_a, h_b) = (h^1, h^1) \circ (h^0 + h^0),
\]

where \(h^0 = g^0 \circ \text{id}\), from Lemma 4.2.2.

\[- (x : B) \in Q_a, \text{ which means that } !\Delta = \emptyset, Q_a = Q'_a, (x : B), \text{ and }\]

\[Q'_1 = Q'_0 \otimes Q_b:\]

In this case, we have \(M_a[V/x] = M_a\) and \(M_b[V/x] = M_b\) since \(x \not\in \text{FV}(!\Delta, Q_b)\) and \(\text{FV}(M_a), \text{FV}(M_b) \subseteq (\text{FV}(!\Delta) \cup \text{FV}(Q_b))\) by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation \(\tau_{v\theta}^m\) for the type judgement \(Q'_a, Q_2 \vdash M[V/x] : \text{bool}\) such that

\[
h = \left[\begin{array}{c}
\tau_{v\theta}^m | Q'_a, Q_2 \vdash M[V/x] : \text{bool}
\end{array}\right]
\]

\[
\left[\begin{array}{c}
Q'_a \otimes [Q_2]
\end{array}\right] \overset{\text{id} \otimes g^0}{\rightarrow} \left[\begin{array}{c}
[Q'_a] \otimes [B]
\end{array}\right] \overset{h}{\rightarrow} M \left[\begin{array}{c}
\text{bool}
\end{array}\right]
\]

2. We have the following typing derivation:

\[
\frac{Q'_a, Q_2 \vdash M[V/x] : \text{bool} \quad Q_b \vdash M_a : A \quad Q_b \vdash M_b : A}{Q'_a, Q_2, Q_b \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A} \quad \text{(if)}
\]

whose denotation is

\[
h_s = \left[\begin{array}{c}
(\text{if}; (\tau_{v\theta}^m, \tau_1, \tau_2) | Q'_a, Q_2, Q_b \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A)
\end{array}\right]
\]

\[
\left[\begin{array}{c}
[Q'_a] \otimes [Q_2] \otimes [Q_b]
\end{array}\right] \overset{h_m \otimes \text{id}}{\rightarrow} \left[\begin{array}{c}
\text{bool} \otimes [Q_b]
\end{array}\right]
\]

\[
\left[\begin{array}{c}
F([\text{bool}] \otimes [Q_b])
\end{array}\right] \overset{F(+)}{\rightarrow} \left[\begin{array}{c}
F([Q_b] + [Q_b])
\end{array}\right]
\]

\[
\left[\begin{array}{c}
F(h^1, h^2)
\end{array}\right] \overset{F^2}{\rightarrow} [A] \overset{F}{\rightarrow} [A]
\]
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From these facts, the goal can be derived from the following diagram.

where the commutativity in the center is proven in the following.

- $(x : B) \in Q_b$, which means that $!\Delta = \emptyset, Q_b = Q_b', (x : B)$, and $Q'_1 = Q_a, Q_b'$.

In this case, $M[V/x] = M$ since $\text{FV}(M) \subseteq \text{FV}(!\Delta) \cup \text{FV}(Q_a)$ by Lemma 3.2.3.

1. Induction hypothesis: there exists a typing derivation $\tau^a_{vb}$ for the type judgement $Q'_b, Q_2 \vdash M_a[V/x] : A$ and $\tau^b_{vb}$ for $Q'_b, Q_2 \vdash M_b[V/x] : A$ such that

   \[
   h_a = [[\tau^a_{vb} | Q'_b, Q_2 \vdash M_a[V/x] : A]] = [[Q'_b] \otimes [[Q_2] \xrightarrow{id \otimes \eta_0^a} [[Q'_b]]] [B] \xrightarrow{h^1_a} F [A]
   \]

   \[
   h_b = [[\tau^b_{vb} | Q'_b, Q_2 \vdash M_b[V/x] : A]] = [[Q'_b] \otimes [[Q_2] \xrightarrow{id \otimes \eta_0^b} [[Q'_b]]] \otimes [B] \xrightarrow{h^2_b} F [A]
   \]

2. We have the following typing derivation:

   \[
   Q_a \vdash M : \text{bool}
   \]

   \[
   Q'_b, Q_2 \vdash M_a[V/x] : A \quad Q'_b, Q_2 \vdash M_b[V/x] : A
   \]

   \[
   Q_a, Q'_b, Q_2 \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A \quad (\text{if})
   \]
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whose denotation is
\[
  h_s = \left[ (\text{if}; (\tau_0, \tau_{vb}^a, \tau_{vb}^b)) \mid Q_a, Q'_b, Q_2 \vdash (\text{if } M \text{ then } M_a \text{ else } M_b)[V/x] : A \right]
\]
\[
  = [Q_a] \otimes [Q'_b] \otimes [Q_2] \xrightarrow{h \otimes \text{id}_M} F([\text{bool}] \otimes [Q'_b] \otimes [Q_2])
\]
\[
  \xrightarrow{\lambda_F} F([\text{bool}] \otimes [Q'_b] \otimes [Q_2]) \xrightarrow{F(\delta)} F([\text{bool}] \otimes [Q'_b] \otimes [Q_2] + [Q'_b] \otimes [Q_2])
\]
\[
  \xrightarrow{F(h_a, h_b)} F^2[A] \xrightarrow{A} F[A]
\]

From these facts, the goal can be derived from the following diagram.

where the commutativity in the middle follows from the fact that
\[
  (h_a, h_b) = (h^1, h^2) \circ (\text{id} \otimes g^0 + \text{id} \otimes g^0)
\]
derived from Lemma 4.2.2 as follows.

\[
  !\Delta \vdash \text{box}_P : !(P \rightarrow A) \rightarrow !Q\text{Chan}(P, A)^{\text{(box)}}
\]

In this case, we assume that the typing derivation \(\tau_I\) is (box). It follows that \(Q_1 = \emptyset\) and \(B = !B'\), for some \(B'\), from \(!\Delta = Q_1, (x : B)\).

By definition, we have that
\[
  f = \llbracket (\text{box}) \mid !\Delta \vdash \text{box}_P : !(P \rightarrow A) \rightarrow !Q\text{Chan}(P, A) \rrbracket
\]
\[
  = \llbracket !\Delta \rrbracket \xrightarrow{\text{del}} I \xrightarrow{\eta_{[P \rightarrow A]}(I)} I \xrightarrow{\eta_{[P \rightarrow A]}(\eta_{\text{box}})} I \xrightarrow{\eta_{[P \rightarrow A]}(\eta_{\text{box}})} I \xrightarrow{!\Delta} !\Delta \xrightarrow{\eta_{Q\text{Chan}(P, A)}} !\Delta \xrightarrow{\eta_{Q\text{Chan}(P, A)}} !\Delta
\]

\[
  = \llbracket (\text{box}) \mid !\Delta \vdash \text{box}_P : !(P \rightarrow A) \rightarrow !Q\text{Chan}(P, A) \rrbracket
\]

\[258\]
By Lemma 5.3.1, we have that $g = \llbracket \tau_f \mid Q_2 \vdash V : B \rrbracket = \llbracket Q_2 \rrbracket \xrightarrow{g^0} F [\llbracket B \rrbracket]$ Note that $Q_2 = \emptyset$ by Lemma 3.2.4 since $B = \! \! B'$ is non-linear. Also, since $B$ is non-linear, by Lemma 5.3.2, we know that $g^0 = f^{(n, g^0)}$ for some $n$ and morphism $g^0$, which implies that $g^0 = p(\ldots)$.

Next, since box$_{P[V/x]} = \text{box}_P$, we have the following derivation:

$\vdash \text{box}_P[V/x] : ![P \to A] \to \text{!QChan}(P, A)$

whose denotation is

$h_a = [[(\text{box}) \vdash \text{box}_P[V/x] : ![P \to A] \to \text{!QChan}(P, A)]]$

$\xrightarrow{I} \text{del}_M \xrightarrow{\eta_{[\text{P} \to \text{A}]}(I)} \llbracket ![P \to A] \to \text{!} \llbracket ![P \to A] \rrbracket \rrbracket$

$\xrightarrow{([\text{P} \to \text{A}] \to \text{!} \text{QChan})_{\text{box}} \text{del}_M} \llbracket ![P \to A] \to \text{!QChan}(P, A) \rrbracket$

$\xrightarrow{\eta_M F [[P \to A] \to \text{!QChan}(P, A)]}$

Then, we can show the goal as follows.

where the dots represent the morphism

$I \xrightarrow{\eta_{[\text{P} \to \text{A}]}(I)} \llbracket ![P \to A] \to \text{!} \llbracket ![P \to A] \rrbracket \rrbracket$

$\xrightarrow{([\text{P} \to \text{A}] \to \text{!} \text{QChan})_{\text{box}} \text{del}_M} \llbracket ![P \to A] \to \text{!QChan}(P, A) \rrbracket$

$\xrightarrow{\eta_M F [[P \to A] \to \text{!QChan}(P, A)]]$

• $\llbracket \Delta \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A) \rrbracket$

In this case, we assume that the typing derivation $\tau_f$ is (unbox). Note that $Q_2 = \emptyset$ by Lemma 3.2.4 since $B = \! \! B'$ is non-linear. It follows that $Q_1 = \emptyset$ and $B = \! \! B'$, for some $B'$, from $\llbracket \Delta \rrbracket = Q_1, (x : B)$.

By definition, we have that

$f = \llbracket (\text{unbox}) \mid \llbracket \Delta \vdash \text{unbox} : \text{QChan}(P, A) \to (P \to A) \rrbracket \rrbracket$

$\xrightarrow{\text{del}_M \llbracket \Delta \rrbracket} I \xrightarrow{\eta_{[\text{QChan}(P, A)]}(I)} \llbracket [\text{QChan}(P, A)] \to (I \otimes [\text{QChan}(P, A)] \rrbracket$

$\xrightarrow{([\text{QChan}(P, A)] \to \text{!} \text{QChan}(P, A))_{\text{box}} \text{del}_M} \llbracket [\text{QChan}(P, A)] \to \text{!} \llbracket [P \to A] \rrbracket \rrbracket$

$\xrightarrow{\eta_M F \llbracket [\text{QChan}(P, A)] \to (P \to A) \rrbracket}$. 
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By Lemma 5.3.1, we have that \( g = [\tau_g] \vdash Q_2 : B \) = \( [Q_2] \overset{g_0}{\rightarrow} \mathbb{M} [B] \overset{\eta}{\rightarrow} \mathbb{M} F [B] \). Also, since \( B \) is non-linear, by Lemma 5.3.2, we know that \( g_0 = f^{(n,g_0)} \) for some \( n \) and morphism \( g_0 \), which implies that \( g_0 = p(\ldots) \).

Next, since unbox\( [V/x] = \text{unbox} \), we have the following derivation:

\[
\vdash \text{unbox}[V/x] : Q\text{Chan}(P, A) \rightarrow (P \rightarrow A) \quad (\text{unbox})
\]

whose denotation is

\[
h_s = \left[ \left[(\text{unbox}) \vdash \text{unbox}[V/x] : Q\text{Chan}(P, A) \rightarrow (P \rightarrow A) \right] \right]
\]

\[
= I \overset{\text{del}_{\mathbb{M}} I}{\rightarrow} \mathbb{M} \overset{\eta[Q\text{Chan}(P, A)](I)}{\rightarrow} \mathbb{M} \overset{\mathbb{M} \rightarrow \mathbb{M} [Q\text{Chan}(P, A)]}{\rightarrow} (I \otimes \mathbb{M} [Q\text{Chan}(P, A)]) \rightarrow (P \rightarrow A)
\]

\[
= \mathbb{M} F \overset{\eta}{\rightarrow} \mathbb{M} \mathbb{M} F \overset{\mathbb{M} \rightarrow \mathbb{M} [Q\text{Chan}(P, A)]}{\rightarrow} [Q\text{Chan}(P, A)] \rightarrow (P \rightarrow A)
\]

Then, we can show the goal as follows.

\[
\begin{tikzpicture}
  \node (1) at (0,0) {\text{unbox}[V/x]};
  \node (2) at (1,1) {Q\text{Chan}(P, A)};
  \node (3) at (2,2) {P \rightarrow A};
  \draw[->] (1) -- (2);
  \draw[->] (2) -- (3);
\end{tikzpicture}
\]

where the dots represent the morphism

\[
I \overset{\eta[Q\text{Chan}(P, A)](I)}{\rightarrow} \mathbb{M} \overset{\mathbb{M} \rightarrow \mathbb{M} [Q\text{Chan}(P, A)]}{\rightarrow} (I \otimes \mathbb{M} [Q\text{Chan}(P, A)]) \rightarrow (P \rightarrow A)
\]

\[
= \mathbb{M} F \overset{\eta}{\rightarrow} \mathbb{M} \mathbb{M} F \overset{\mathbb{M} \rightarrow \mathbb{M} [Q\text{Chan}(P, A)]}{\rightarrow} [Q\text{Chan}(P, A)] \rightarrow (P \rightarrow A)
\]

- \( \gamma_a \vdash m_a : A \quad \gamma_b \vdash m_b : A \)

\[
\frac{\gamma_a \times \gamma_b \vdash [m_a, m_b] : A}{(b)}
\]

This case does not match the type judgement \( !\Delta, Q_2, (x : B) \vdash M : A \).

- \( p \vdash P \quad \text{vBind}(!\Delta, \text{out}(Q, m, A)) \)

\[
!\Delta \vdash (p, Q, m) : !Q\text{Chan}(P, A) \quad (\text{QChan}_I):
\]

Suppose that the typing derivation of \( Q_1, (x : B) \vdash M : A \) is obtained by applying (QChan_1)-rule. Then, we know that \( !\Delta = Q_1, (x : B) \) implies that \( Q_1 = \emptyset \) and \( B = !B' \) for some \( B' \).
By definition, we have that 

\[ f = \left[ (QChan_I); (\tau_i) : \text{leaf} \mid (x : !B') \vdash (p, Q, m) : !QChan(P, A) \right] \]

\[
\begin{align*}
&[[B']] \xrightarrow{\delta} [[B']] \xrightarrow{[[\eta]]} F[[B']] \\
&= \frac{[[P]] \xrightarrow{1} F[[P]]}{[[P]] \xrightarrow{\tau} F[[P]]} F[[P]] \xrightarrow{\eta_{\text{Box}}} F([[[QChan(P, A)]]])
\end{align*}
\]

where 

\[ h = \left[ (\tau_i) : \text{leaf} \mid vBind(!B',\text{out}(Q),m,A) \right] \]

and 

\[ q = [p] \xrightarrow{[[Q]]} F[[\text{out}(Q)]] \]

By Lemma 5.3.1, we have that 

\[ g = [[\tau_g | Q_2 : V : B]] = [[Q_2]] \xrightarrow{\delta} [[B]] \xrightarrow{\eta} F[[B]]. \]

Note that \( Q_2 = \emptyset \) by Lemma 3.2.4 since \( B = !B' \) is non-linear. Also, since \( B \) is non-linear, by Lemma 5.3.2, we know that 

\[ g^0 = f^{(n.0)} \]

for some \( n \) and morphism \( g^0 \), which implies that \( g^0 = p(\ldots) \).

Moreover, we also know the followings:

1. induction hypothesis:

   Since \( (p, Q, m)[V/x] = (p, Q, m[V/x]), vBind((x : !B'), \text{out}(Q), m, A) \), and \( \vdash V : !B' \), by the induction hypothesis, we know that there exists a typing derivation \( \tau_{vb} \) of \( vBind(\emptyset, \text{out}(Q), m[V/x], A) \) such that 

   \[ h' = \left[ (\tau_{vb}) : \text{out}(Q), m[V/x, A] \right] \]

   \[ = \left[ \text{out}(Q) \otimes I \xrightarrow{id \otimes \eta(0)} F\text{out}(Q) \otimes 1 \right] \]

   \[ = \left[ (\tau_{vb}) : \text{out}(Q), m[V/x, A] \right] \]

2. typing derivation:

   \[ p \vdash P \]

   \[ vBind(\emptyset, \text{out}(Q), m[V/x], A) \]

   \[ \vdash (p, Q, m)[V/x] : !QChan(P, A) \]

whose denotation is 

\[ h_s = [[(QChan_I); (\tau_{vb}) \vdash (p, Q, m)[V/x] : !QChan(P, A)]] \]

\[
\begin{align*}
& I \xrightarrow{\pi_I} ![[I]] \xrightarrow{[[\eta(P)]]} ![[I \otimes P]] \\
& = \frac{[[P]] \xrightarrow{\tau} F[[P]] \otimes QChan(P, A)}{[[P]] \xrightarrow{\eta_{\text{Box}}} F[[P]]} F[[P]] \xrightarrow{\eta_{\text{Box}}} F([[[QChan(P, A)]])
\end{align*}
\]
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The goal is then to show that the denotation $h_s$ of the type derivation $(Q_{Chan})_s ; (\tau_{vb})$ is equivalent to $I \xrightarrow{\mathbf{I}^0} !B' \xrightarrow{\mathbf{I}^0} M$. It can be shown as follows.

where the commutativity in the middle can be shown as follows.

Note that the following commutativity follows from Lemma 5.3.3.

**vBind part** Proof by induction on the type derivation $\tau_y$ of the judgement $vBind((x : !A'), c, m[V/x], A)$

- $Q \cap \text{FV}(\Delta) = \emptyset \quad \Delta, \ TC_Q(Q) \vdash M : A$ \\
  $\text{vBind}(!\Delta, Q, M, A) \quad \text{(vBind}_{vb})$.
In this case, we know that $!\Delta = (x : !A')$, $c = Q$, $m = M$, and that

$$h = \left[\tau_g \mid \text{vBind}((x : !A'), c, m[V/x], A)\right]$$

$$= \left[\tau_g \mid (x : !A'), \text{TC}_Q(Q) \vdash M : A\right].$$

By Lemma 5.3.1, we have that $g = \left[\tau_v \mid V : !A'\right] = I \xrightarrow{\text{g}_0} \left[!A'\right] \xrightarrow{\text{h}_m} F [!A'].$

Then, we have the following:

1. Induction hypothesis:
   By the typing derivation part of the substitution lemma, we know that there exists a typing derivation $\tau_{vb}$ of the type judgement $\text{TC}_Q(Q) \vdash M[V/x] : A$ such that
   $$h_{a} = \left[\tau_{vb} \mid \text{TC}_Q(Q) \vdash M[V/x] : A\right]$$
   $$= \left[\text{TC}_Q(Q)\right] \xrightarrow{\text{id} \otimes \text{h}_m} \left[\text{TC}_Q(Q)\right] \otimes \left[!A'\right] \xrightarrow{\text{h}_m} F [A].$$

2. Derivation rule:
   $$\frac{Q \cap \text{FV(\emptyset)} = \emptyset \quad \text{TC}_Q(Q) \vdash M[V/x] : A}{\text{vBind}(\emptyset, Q, M[V/x], A)}$$
   whose denotation is
   $$h_{s} = \left[\tau_{vb} \mid \text{vBind}(\emptyset, Q, M[V/x], A)\right] = \left[\text{qubit}^{\otimes |Q|} \xrightarrow{\text{h}_m} F [A]\right].$$

Finally, we show the following goal

which follows from the following.
Induction hypothesis: 

\[ \text{Derivation rule: since } \]

\[ \text{By definition, } \]

\[ \text{Then, we have the following: } \]

\[ \text{Finally, we show the following goal } \]

\[ \text{In this case, we have that } \]

\[ \text{By Lemma } \]

\[ \text{By Lemma } \]

\[ \text{Then, we have the following: } \]

1. Induction hypothesis:

There exists a typing derivation \( \tau_{vb} \) of the judgement 

\[ \text{vBind}(\emptyset, c_a, m_a[V/x], A) \text{ and } \tau_{vb} \]

\[ \text{vBind}(\emptyset, c_b, m_b[V/x], A) \]

which satisfies the following equalities:

\[
\begin{align*}
  h_a &= \tau_{vb} \mid \text{vBind}(\emptyset, c_a, m_a[V/x], A) \\
  &= \left[ c_a \right] \xrightarrow{id \otimes g^0} \left[ c_a \otimes \left[ !A' \right] \right] \xrightarrow{F} \left[ c_a \otimes \left[ !A' \right] \right] \xrightarrow{h^1} F \left[ A \right] \\
  h_b &= \tau_{vb} \mid \text{vBind}(\emptyset, c_b, m_b[V/x], A) \\
  &= \left[ c_b \right] \xrightarrow{id \otimes g^0} \left[ c_b \otimes \left[ !A' \right] \right] \xrightarrow{F} \left[ c_b \otimes \left[ !A' \right] \right] \xrightarrow{h^2} F \left[ A \right]
\end{align*}
\]

2. Derivation rule: since \([m_a, m_b][V/x] = [m_a[V/x], m_b[V/x]]\), from the following derivation rule

\[
\begin{array}{c}
  \text{vBind}(\emptyset, c_a, m_a[V/x], A) \quad \text{vBind}(\emptyset, c_b, m_b[V/x], A) \\
  \text{vBind}(\emptyset, c_a, c_b, m_a, m_b[V/x], A) \quad \text{(vBind)}_b
\end{array}
\]

we can obtain its denotation.

\[
\begin{align*}
  &\left[ \tau_{vb} + + \tau_{vb} \mid \text{vBind}(\emptyset, c_a, c_b, m_a, m_b[V/x], A) \right] \\
  &= \left[ c_a \right] + \left[ c_b \right] \xrightarrow{\left( h_a, h_b \right)} F \left[ A \right]
\end{align*}
\]

Finally, we show the following goal
which follows from the followings:

and

where \((h_a, h_b) = (h^1, h^2) \circ (\sigma + \sigma) \circ (\text{id} \otimes g^0 + \text{id} \otimes g^0)\) is derived from Lemma 4.2.2.

Finally, we show the preservation of categorical semantics over the reduction of typing derivations by the circuit-buffering operational semantics. In general, preservation of categorical semantics states that the categorical interpretation of the typing derivation is preserved over the reduction. However, in our type system, a term can have more than one type judgement and there can be multiple type derivations for each type judgement. Therefore, our preservation theorem states that for a type judgement and a typing derivation, there exists certain typing judgement of the reduced type judgement which has the same interpretation of the original typing derivation.

**Theorem 5.3.5 (Preservation).** For any two configurations \((Q_1, m_1)\) and \((Q_2, m_2)\) such that \((Q_1, m_1) \rightarrow (Q_2, m_2)\), if \(\vdash (Q_1, m_1) : A\), then for any typing derivation \(\pi_1\) of \(\vdash (Q_1, m_1) : A\), there exists a typing derivation \(\pi_2\) of \(\vdash (Q_2, m_2) : A\) such that \([\pi_1] = [\pi_2]\).

**Proof.** Proof can be found in Appendix A.
In fact, the preservation theorem allows us to prove the soundness theorem of the categorical semantics when we only consider the typing derivations of basic types. The soundness theorem states that: for all typing derivations of two terms of the same basic type, if they reduce to the same value, then the denotations of the typing derivations are equal. The proof follows from the definition of basic type, the termination property of the operational semantics, and the preservation theorem.

**Corollary 5.3.5.1 (Soundness).** For any typing derivation $\tau_1$ and $\tau_2$ of the respective type judgements $\vdash (Q_1, M_1) : A$ and $\vdash (Q_2, M_2) : A$ for a basic type $A$, if there is some $(Q, V)$ such that $(Q_1, M_1) \rightarrow^* (Q, V)$ and $(Q_2, M_2) \rightarrow^* (Q, V)$, then $[\tau_1 \vdash (Q_1, M_1) : A] = [\tau_2 \vdash (Q_2, M_2) : A]$. $\square$
6 - Conclusion and Discussion

In this thesis, we formalize the semantics of a programming language for quantum channel construction based on the QRAM model of quantum computation. We defined the algebraic structure of quantum computation (Definition 3.1.4) and compared it with the algebraic structure of quantum computation by Sam Staton in [70]. Then, we formally defined the language Proto-Quipper-L. The language is an extension of lambda-calculus: we include quantum channel constants and box and unbox operators, like in other circuit description languages. Then the language is again extended by branching terms to reflect the quantum channel’s algebraic structure and formalize the operational semantics of quantum channel operators, i.e., box and unbox. In the language, quantum operators like qubit initialization, unitary maps, and measurements are defined as constant terms by the quantum channel operators applied to predefined quantum channel constants. Lastly, the branching term appears when the branching structure of the quantum channel, which is introduced by measurement, is lifted to the classical computation by unboxing.

Next, to avoid programs that violate the no-cloning theorem of quantum states, we defined a linear and non-linear type system capable of representing both linear and non-linear variables in the term. To accord with the structure of the branching term, typing context and type judgment are extended with the branching structure. However, the type system assures that each term in the leaf of the branching structure has the same type. Typing derivation is defined by following the intuitionistic multiplicative part of linear logic.

Furthermore, we defined two operational semantics: circuit-buffering and QRAM-based operational semantics. On the one hand, circuit-buffering semantics formalizes the interaction between the classical host and the quantum co-processor. The classical host buffers quantum operators to the quantum channel object and sends it to the quantum co-processor. The quantum co-processor creates a branching structure in the computation. In particular, the branching side-effect of measurement is formalized in two folds: first, by adding a measurement operator to the quantum object in the buffer, and second, by creating a branching structure in the term. On the other hand, QRAM-based operational semantics simulates the quantum operators on the quantum state and reduces the branching structure into a mixed state of the quantum state. Both of the operational semantics are shown to be type-safe—which means that the reduction of a well-typed term preserves the type (subject reduction lemma), and each well-typed term reduces to a value in finite steps (progress lemma and termination lemma).

Next, in Chapter 4, we presented the categorical semantics of Proto-Quipper-L. The categorical model is built based on Benton’s linear and non-
linear category, Rios and Selinger’s coproduct completion, and Moggi’s computational model with the non-deterministic monad. The categorical semantics allows us to interpret each typing derivation of the Proto-Quipper-L program in terms of a morphism of the categorical model. Furthermore, we showed a concrete model of the language (i.e., the category of the diagrams), which means that the axioms induced by the aforementioned categorical model are satisfied by the concrete model. Consequently, we obtain an interpretation of the well-typed term of the language into a family of circuits indexed by set. We then showed that our categorical model reflects the meaning of the program given by the circuit-buffering operational semantics by showing that the interpretation of a well-typed term is preserved over the reduction and by proving the soundness theorem over the basic type as a corollary.

The argument that we used to prove the soundness theorem (restricted to basic types) relies on the notion of basic type and the preservation theorem. The soundness theorem states that if two configurations (of two terms in the same context) reduce to the same configuration of value, then the denotations of the configurations are equivalent. For simplicity, we weakened the theorem in this thesis by restricting the two configurations by the two terms in the empty context. Given that all reduction terminates, the preservation theorem implies that each denotation of each configuration of a value of basic type (note that there can be multiple denotations) represents a subset of configurations that reduce to the configuration of the same value—i.e., the subset of configuration whose denotation is equal the given denotation of the configuration of the value. Given these, proving the soundness theorem is equivalent to showing that all denotations of each configuration of value of basic type are the same. This was when we introduced the notion of basic type, which is precisely the type that satisfies the necessary condition to prove the soundness theorem.

Moreover, the uniqueness of each denotation of any configuration of basic type implies adequacy. Similar to the soundness, the adequacy (which is the converse of the soundness) corresponds to the proof that each denotation of the configuration of value is unique, meaning that the equivalence of the denotations of configurations implies the observational equivalence. Therefore, the uniqueness of the denotation of each configuration of the value of basic type implies adequacy. Hence, we can obtain the full-abstraction theorem for the configurations of the terms of basic type from the soundness and the adequacy theorems.

In addition, given that the interpretation in the semantics depends on the type derivation of well-typed terms, the possibility of different typing derivations of the same term arises the possibility of different denotations for the same configuration. Therefore, it would simplify the proofs when we distinguish the terms with different typing derivations by introducing new term
constructors for promotion and dereliction and marking type for each variable
in the term. In this case, the term precisely represents the typing derivation,
and the interpretation of a well-typed configuration is a function—meaning that
there is one denotation for each configuration. In this case, it should be no-
ticed that we may need to expand the observational equivalence to include the
pair of terms that only differ by the consequent applications of a promotion
and a dereliction.

Otherwise, for convenience, we may keep all well-typed values with new
constructors as value and do not add any additional reduction rules to elim-
inate unnecessary promotions and derelictions. Then, the arguments on the
properties of categorical semantics introduced above can be rewritten:

• The preservation theorem states that all configuration that reduces to
the same configuration of value has the same denotation, which we call
the set of configuration named by the configuration of value;

• The equivalence class of configuration over the observational equivalence
is represented by the configurations of value;

• To show the soundness theorem, it suffices to show that the configura-
tions of value with the same meaning (or the original value without new
constructors) have the same denotation; and

• To show the adequacy theorem, we only need to prove that the denota-
tions of the configurations of different values are not equivalent.

In the future, we would like to extend the expressivity of the language
and the type system by introducing inductive types and dependent types in
the type system. Categorical semantics of these features have already been
studied in various works [38, 39, 24, 23]. These works provide abstract categor-
ical structures required to introduce such features of programming language
in the categorical semantics. Therefore, one approach to extending our pro-
gramming language is to equip the categorical model with such a structure.
The consistency of the model could be verified by finding a concrete category
that satisfies the required conditions. One candidate would be the coproduct
completion of the category of diagrams that we defined in this thesis.

Another candidate would be the category of presheaf over the category
$, the categorical model of our language. The presheaf category, in this case,
would be the category of functors from $ to the category $.

Remembering that a quantum state can be represented as a function from the self-adjoint
operators to the real interval $ and the fact the morphism in the categor-
ical model $ of the language corresponds to the family of diagrams each of
which represents a quantum operator. Therefore, we can say that the presheaf
category $ contains the quantum states.
Furthermore, Moggi explains in his paper \cite{42} that we can lift the computational model (monad) over a category $\mathcal{C}$ into a computational model over the presheaf over $\mathcal{C}$. Since the presheaf category is topos, it has an internal language (or dependent type system). Applying it to the category $\overline{\mathcal{M}}$, the presheaf category will generate a high-order intuitionistic logic on (quantum) states. In this context, the programming language of quantum channel construction equipped with equation theory (given by the equality of denotation) might be transformed into the programming language of quantum states equipped with high-order logic (whose type system can represent any formula in the logic).

This approach looks nice since it could solve the problem of inductive type and recursion. The type system can define an inductive type like a natural number and the primitive recursion as the induction principle from the level of logic. Moreover, we could define some properties of quantum states by introducing an additional set of typing derivation rules corresponding to a first-order theory that defines the property. However, it is not clear if this approach since it is not yet clear what exactly is the lifted monad over the presheaf. Nevertheless, it would be nice to check this approach properly since it might give a computational meaning to the topos of quantum states.
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A - Proof of the Preservation Theorem

This contains the proof of Theorem 5.3.5.

\[
\text{If } (Q_{u,m}) \rightarrow (Q_{c,m}), \text{ then for all } \Pi \text{ derivation of } \vdash (Q_{u,m})A, \text{ there exists a derivation } \Pi' \text{ of } \vdash (Q_{c,m})A \text{ st. } \\
\|\Pi\| \vdash (Q_{u,m}); A \| = \|\Pi'\| \vdash (Q_{c,m}); A \|.
\]

The proof is done by induction on the derivation of the reduction. To ease legibility, each case of the induction is presented in its own section.
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A.1. Beta-reduction

\[
\begin{align*}
(\varepsilon C W, (\lambda x. M)V) &\rightarrow (\varepsilon C W, M[V/x]) \\
[\vdash (\varepsilon C W, (\lambda x. M)V): A] &\Rightarrow [([\varepsilon C W], f)] \\
[\vdash (\varepsilon C W, M[V/x]): A] &\Rightarrow [([\varepsilon C W], g)] \\
\end{align*}
\]

\[
f = \textsf{vBind}(\phi, w, (\lambda x. M)V, A) \\
= [\textsf{w:quid} \vdash (\lambda x. M)V: A] \\
g = \textsf{vBind}(\phi, w, M[V/x], A) \\
= [\textsf{w:quid} \vdash M[V/x]: A] \\
\]

\[
(FV((\lambda x. M)V) = FV(M[V/x])) \\
(: \text{ by definition})
\]
\[
\begin{align*}
\text{Lemma (substitution)} & \quad \Rightarrow \\
\text{From} \quad w: \text{qubit} \vdash (\lambda x.M)V : A, \\
\hline
\text{Q}_a : \text{qubit}, x : A_a \vdash M : A \\
(\text{w = } \text{Q}_a \cup \text{Q}_b) \\
\text{Q}_a : \text{qubit} \vdash (\lambda x.M) : A_a \rightarrow A_a \\
\text{Q}_a : \text{qubit} \vdash V : A_a \\
w : \text{qubit} \vdash (\lambda x.M)V : A \\
\end{align*}
\]

Let \( h_a = \llbracket Q_a, x : A_a \vdash M : A \rrbracket \)
\[ h_b = \llbracket Q_b \vdash V : A_a \rrbracket = \llbracket Q_a \rrbracket h'_a \llbracket A_a \rightarrow A \rrbracket \]

By definition,
\[
\begin{align*}
\text{f} = \llbracket w : \text{qubit} \vdash (\lambda x.M)V : A \rrbracket \\
= \llbracket w : \text{qubit} \rrbracket \llbracket \lambda x.M \rrbracket \llbracket Q_a \rrbracket \llbracket \lambda \rrbracket (\llbracket Q_a \rrbracket \llbracket A_a \rightarrow A \rrbracket) \\
\downarrow \text{t}_a \hfill \downarrow \text{t}_b \\
\text{fIA}_a \llbracket A_a \rightarrow A \rrbracket \\
\downarrow \text{t}_a \llbracket A_a \rightarrow A \rrbracket \\
\text{fIA}_a
\end{align*}
\]

\[
\begin{align*}
h = \llbracket (Q_a : \text{qubit} \vdash (\lambda x.M) : A_a \rightarrow A) \rrbracket \\
= \llbracket Q_a \rrbracket \llbracket (\lambda x.M) \rrbracket \llbracket A_a \rightarrow (Q_a \cup [\lambda]) \rrbracket \llbracket \lambda \rrbracket (\llbracket Q_a \rrbracket \llbracket A_a \rightarrow A \rrbracket) \\
\downarrow \text{t}_a \hfill \downarrow \text{t}_b \\
\text{fIA}_a \llbracket A_a \rightarrow A \rrbracket \\
\downarrow \text{t}_a \llbracket A_a \rightarrow A \rrbracket \\
\text{fIA}_a
\end{align*}
\]
By substitution lemma,

\[ g = \begin{array}{c} \text{[W pivlit- MDV/\(\times\):A\(_6\)]} \\
\Rightarrow \begin{array}{c} \text{[W pivlit]} \\
\overset{\alpha}{\rightarrow} \text{[Q.J]} \overset{\sigma}{\rightarrow} \text{[Q.J]} \overset{\eta}{\rightarrow} \text{[Q.J]} \overset{h_\alpha}{\rightarrow} \text{F[I.A]} \\
\end{array} 
\end{array} \]
A.2. Let-product elimination

\[
\frac{Q_a \vdash V : A_a \quad Q_a \vdash U : A_b}{Q_a \vdash \text{qubit} \vdash \langle V, U \rangle : A_a \otimes A_b}
\]

(w = Q_a U Q_b, Q_a = Q_a', Q_b)

\[
\frac{Q_a \vdash \text{qubit} \vdash \langle V, U \rangle : A_a \otimes A_b}{W : \text{qubit} \vdash \text{let} x y = \langle V, U \rangle \text{ in } M : A}
\]

Let
\[
\begin{align*}
h_a &= \llbracket Q_a \vdash V : A_a \rrbracket \\
h_b &= \llbracket Q_a \vdash U : A_b \rrbracket \\
h_{\otimes} &= \llbracket Q_a \vdash \text{qubit} \vdash \langle V, U \rangle : A_a \otimes A_b \rrbracket \\
h &= \llbracket Q_a \vdash \text{qubit}, x : A_a, y : A_b \vdash M : A \rrbracket
\end{align*}
\]
By the substitution lemma:

\[ h = \langle Q_i, qubit, x : A, Q_i^* \rangle \cdot M[U] \cdot A \]

\[ \rightarrow [\text{qubit}] \cdot \langle [A], [Q_i] \rangle \]

\[ \vdash_{\lambda} \text{id}_{h^*} \]

\[ [\text{qubit}] \cdot \langle [A], [Q_i] \rangle \cdot [A] \]

\[ \vdash_{\lambda} h \]

\[ \text{F} \cdot [A] \]

\[ g' = \langle Q_i, qubit, Q_i^*, M[U] \cdot V[h], A \rangle \]

\[ \rightarrow [\text{qubit}] \cdot \langle [A], [Q_i] \rangle \]

\[ \vdash_{\lambda} \text{id}_{h^*} \]

\[ [\text{qubit}] \cdot \langle [A], [Q_i] \rangle \cdot [A] \]

\[ \vdash_{\lambda} h \cdot \sigma_h \]

\[ \text{F} \cdot [A] \]

\[ g = g' \cdot 6_g \]
By definition:

\[ h_0 = \left[ Q_{\text{out}} \right] \quad \langle V, U, A_0, A_i \rangle \]
\[ = \left[ Q_{\text{out}} \right] \left[ Q_{\text{out}} \right] \]
\[ \downarrow \quad \text{id}_{\left( \text{state} \times \text{state} \right)} \]

\[ = \left[ Q_{\text{out}} \right] \left[ Q_{\text{out}} \right] \]
\[ \downarrow \quad \text{id} \]
\[ \text{F} [A_j] \left[ \text{F} [A_i] \right] \]
\[ \downarrow \quad \text{id} \]
\[ \text{F} [A_i] \left[ \text{F} [A_i] \right] \]

\[ f = \left[ \text{qubit} \right] \left[ \text{qubit} \right] \]
\[ \downarrow \quad \text{id}_{\left( \text{state} \times \text{state} \right)} \]
\[ \left[ \text{qubit} \right] \left[ \text{qubit} \right] \left[ \text{qubit} \right] \]
\[ \downarrow \quad \text{id} \]
\[ \text{F} [A_i] \left[ \text{qubit} \right] \left[ \text{qubit} \right] \]
\[ \downarrow \quad \text{id} \]
\[ \text{F} [A_i] \left[ \text{qubit} \right] \left[ \text{qubit} \right] \]
\[ \downarrow \quad \text{id} \]
\[ \text{F} [A_i] \left[ \text{qubit} \right] \left[ \text{qubit} \right] \]
We show the following commutes:

\[(f=g)\]
A.3. If-then-else

\[
(\varepsilon W), \text{if } tt \text{ then } M_a \text{ else } M_b) \rightarrow (\varepsilon W), M_a
\]

\[
[!\Delta |- (\varepsilon W), \text{if } tt \text{ then } M_a \text{ else } M_b] : A
\]

\[
= [[(\varepsilon W), f]]
\]

\[
[!\Delta |- (\varepsilon W), M_a] : A = [[(\varepsilon W), g]]
\]

\[
f = [[!\Delta, W: \text{qubit} \vdash \text{if } tt \text{ then } M_a \text{ else } M_b : A]]
\]

\[
g = [[!\Delta, W: \text{qubit} \vdash M_a : A]]
\]

Since

\[
!\Delta \vdash tt : \text{bool} \\
!\Delta, W: \text{qubit} \vdash M_a : A \\
!\Delta, W: \text{qubit} \vdash M_b : A
\]

\[
!\Delta, W: \text{qubit} \vdash \text{if } tt \text{ then } M_a \text{ else } M_b : A
\]

Let

\[
h_{tt} = [[!\Delta \vdash tt : \text{bool}], h_a = [[!\Delta, W: \text{qubit} \vdash M_a : A]], h_b = [[!\Delta, W: \text{qubit} \vdash M_b : A]]
\]
By definition: \( g = h_a \) and

\[
f = \left[ !\Delta, \text{if } tt \text{ then } M_a \text{ else } M_b : A \right]
\]

\[
= \left[ !\Delta \otimes [\text{qubit}]^\text{onw} \right]
\]

\[
\downarrow_{\tilde{M}} (\text{id} \otimes \text{id}) (\text{dep} \otimes \text{id})
\]

\[
[\Delta] \otimes [\Delta] \otimes [\text{qubit}]^\text{onw}
\]

\[
\downarrow_{\tilde{M}} \text{h} \otimes \text{id}
\]

\[
F([\text{bool}] \otimes [\Delta] \otimes [\text{qubit}]^\text{onw})
\]

\[
\downarrow_{\tilde{M}} \chi
\]

\[
F([\text{bool}] \otimes [\Delta] \otimes [\text{qubit}]^\text{onw})
\]

\[
\downarrow_{\tilde{M}} F(\chi)
\]

\[
F([\Delta] \otimes [\text{qubit}]^\text{onw} \rightarrow [\Delta] \otimes [\text{qubit}]^\text{onw})
\]

\[
\downarrow_{\tilde{M}} F(h_a, h_b)
\]

\[
F^2[A]
\]

\[
\downarrow_{\tilde{M}} \mu
\]

\[
F[A]
\]
We show the following commutes:
We share the following commutes:

\[
\begin{align*}
&\text{(1)} \quad \text{(1)} \\
&\text{(2)} \quad \text{(2)} \\
&\text{(3)} \quad \text{(3)} \\
&\text{(4)} \quad \text{(4)} \\
&\text{(5)} \quad \text{(5)} \\
&\text{(6)} \quad \text{(6)} \\
&\text{(7)} \quad \text{(7)} \\
&\text{(8)} \quad \text{(8)} \\
&\text{(9)} \quad \text{(9)} \\
&\text{(10)} \quad \text{(10)} \\
&\text{(11)} \quad \text{(11)}
\end{align*}
\]
(E(w), if \(\gamma\) then \(M\nu\) else \(M\beta\)) \(\rightarrow\) (E(w), \(M\nu\))

(Similar to the previous case.)
\[ p = \text{new}(P) \quad w_p = \text{supp}(p) \]

\[ \langle \varepsilon(\phi), \text{box}_p V \rangle \rightarrow \langle \varepsilon(\phi), (p, \varepsilon(w_p), V_p) \rangle \]

\[ \llbracket \vdash (\varepsilon(\phi), \text{box}_p V) : A' \rrbracket = \llbracket (\llbracket \varepsilon(\phi) \rrbracket, f) \rrbracket \]

\[ \llbracket \vdash (\varepsilon(\phi), (p, \varepsilon(w_p), V_p)) : A' \rrbracket = \llbracket (\llbracket \varepsilon(\phi) \rrbracket, g) \rrbracket \]

\[ A' = ! Q\text{Chan}(P, A) \]

\[ f = \llbracket \vdash \text{box}_p V : A' \rrbracket \]

\[ g = \llbracket \vdash (p, \varepsilon(w_p), V_p) : A' \rrbracket \]

\[ \vdash \text{box}_p : !(P \rightarrow A) \rightarrow ! Q\text{Chan}(P, A) \quad \vdash V : !(P \rightarrow A) \]

\[ \vdash \text{box}_p V : ! Q\text{Chan}(P, A) \]

\[ \vdash (p \triangleright P, \text{Bind}(\phi, w_p, V_p, A)) \]

\[ \vdash (p, \varepsilon(w_p), V_p) : ! Q\text{Chan}(P, A) \]

(The other case where \( A' = Q\text{Chan}(P, A) \) is the same except for the dereliction on both sides.)
By definition:

\[ f = \llbracket \text{box}_p \ V : ! \text{QChan}(P, A) \rrbracket \]
\[ = I \xrightarrow{\text{(store state)+ (dup state)}} I \oplus I \]
\[ \downarrow \quad f_{\text{store}} \oplus f_V \]
\[ F \llbracket ! (P \rightarrow A) \rrbracket \oplus F \llbracket \text{QChan}(P, A) \rrbracket \]
\[ \downarrow \quad F \llbracket ! (P \rightarrow A) rbracket \otimes F \llbracket \text{QChan}(P, A) \rrbracket \]
\[ F(\epsilon_{\text{rep}}(F \llbracket \text{QChan}(P, A) \rrbracket)) \downarrow \]
\[ F^2 \llbracket \text{QChan}(P, A) \rrbracket \]
\[ \downarrow \quad F \llbracket \text{QChan}(P, A) \rrbracket \]

where

\[ f_V = \llbracket \text{store} : ! (P \rightarrow A) \rrbracket \]
\[ = I \xrightarrow{\text{store}} \llbracket ! (P \rightarrow A) \rrbracket \xrightarrow{\text{store}} F \llbracket ! (P \rightarrow A) \rrbracket \]
\[ \text{by the lemma on duplicate values, } f_V = f_{\text{store}} \]

\[ f_{\text{box}} = \llbracket \text{box}_p : ! (P \rightarrow A) \rightarrow ! \text{QChan}(P, A) \rrbracket \]
\[ = I \xrightarrow{\text{del}} \llbracket ! (P \rightarrow A) \rightarrow ! \text{QChan}(P, A) \rrbracket \]
\[ \downarrow \quad \llbracket ! (P \rightarrow A) \rightarrow ! \text{QChan}(P, A) \rrbracket \]
\[ \text{by } \epsilon_{\text{rep}} \]
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Again by definition,
\[ g = [\vdash (p, \varepsilon(w_p), V_p) : !\text{Chan}(p,A)] \]

\[ h = [\Pi P \vdash (\Pi w_p) \circ \sigma_p] \]

\[ F[[\Pi w_p] \circ \sigma_p] \]

\[ F[[\Pi w_p] \circ \sigma_p] \]

\[ f_{\text{qubit}} = [\vdash w_p : !\text{qubit}]\]

\[ f_{\text{qubit}} = [\vdash w_p : !\text{qubit}]\]

\[ F[[w_p : \text{qubit}]] \]

\[ F[[w_p : \text{qubit}]] \]

\[ (\sigma_p \circ \sigma_p)^{-1} = [\sigma_p \circ \sigma_p] \]

\[ (\sigma_p \circ \sigma_p)^{-1} = [\sigma_p \circ \sigma_p] \]

\[ \sigma_p : [\vdash w_p : \text{qubit}] \rightarrow [\Pi P] \]

\[ \sigma_p : [\vdash w_p : \text{qubit}] \rightarrow [\Pi P] \]
The following diagram commutes:

\[
\begin{align*}
&\text{I} \\
\xrightarrow{\text{(free monad) \cdot (adjoint)}} & \text{I} \otimes \text{I} \\
\downarrow f_\text{\text{free}} & \downarrow f_v \\
\downarrow F[] & \downarrow F[] \circ \chi \\
F[] & \circ \chi F[] \circ \chi \\
\downarrow F[] & \downarrow F[] \\
F[] & \circ \chi F[]
\end{align*}
\]
A.5. Unbox

\[
\begin{align*}
\frac{\text{shape}(p) = \text{shape}(V) \quad \sigma = \text{bind}(p, V)}{(\varepsilon(V, \Box), (\text{unbox}(p, q, w)V) \rightarrow (\sigma(q), \sigma(w)))} \\
\frac{\vdash \Delta \vdash (\varepsilon_V, (\text{unbox}(p, q, w)V) : A) = \llbracket (\llbracket \varepsilon_V \rrbracket, f) \rrbracket}{\Delta \vdash (\llbracket \Delta \rrbracket \otimes \llbracket w : \text{quant} \rrbracket} \overrightarrow{\Delta \vdash \llbracket \Delta \rrbracket \otimes \llbracket w : \text{quant} \rrbracket} \overrightarrow{\Delta \vdash \llbracket \Delta \rrbracket \otimes \llbracket w : \text{quant} \rrbracket} \\
\quad W = F(V) \\
\quad f = [v \text{Bind}(\Delta, w, (\text{unbox}(p, q, w)V) : A)] \\
\quad = \llbracket \Delta \rrbracket \otimes \llbracket w : \text{quant} \rrbracket \rightarrow \llbracket \text{unbox}(p, q, w)V : A \rrbracket \\
\quad F(\llbracket \Delta \rrbracket \otimes \llbracket w : \text{quant} \rrbracket) \\
\quad \\
\llbracket \Delta \vdash (\sigma(q), \sigma(w)) : A \rrbracket = \llbracket (\llbracket \sigma(q) \rrbracket, g) \rrbracket \\
\quad = \llbracket \Delta \rrbracket \otimes \llbracket \text{in}(Q') \rrbracket \overrightarrow{\Delta \vdash \llbracket \Delta \rrbracket \otimes \llbracket \text{in}(Q') \rrbracket} \overrightarrow{\Delta \vdash \llbracket \Delta \rrbracket \otimes \llbracket \text{in}(Q') \rrbracket} \\
\quad g = [v \text{Bind}(\Delta, \text{out}(Q'), \sigma(w), A)] \\
\quad \text{where } Q' = \sigma(q) \\
\quad F(\llbracket \Delta \rrbracket \otimes \llbracket \text{out}(Q') \rrbracket) \\
\quad F^{\rightarrow} \llbracket \Delta \rrbracket \\
\quad F^{\rightarrow} \llbracket \Delta \rrbracket \\
\end{align*}
\]
We show the following diagram commutes:

\[
\begin{align*}
\text{in}(Q) &= \text{in}(\text{bind}(\text{in}(Q), g)) \\
\text{in}(Q') &= \text{in}(\text{in}(Q)) = \text{in}(\text{bind}(\text{in}(Q), g)) = \text{in}(W)
\end{align*}
\]
\[
\begin{align*}
\text{fvBind} &= \text{fvBind}(\Delta, \text{adv}(\Delta), u, A) \\
f &= \text{fvBind}(\Delta, \text{adv}(\Delta)) \\
g &= \text{fvBind}(\Delta, \text{adv}(\Delta), v, A)
\end{align*}
\]
Hypotheses

- $\sigma = \text{binding function}$
- $Q' = \sigma(Q)$
- $J = \mathbb{L}v\text{Bind}(!\Delta, \text{out}(Q'), s(w, A))$
- $f_{v\text{Bind}} = \mathbb{L}v\text{Bind}(!\Delta, \text{out}(Q), u, A)$
- $W = \text{in}(Q')$
We prove by induction on $Q$:

1. $Q = \varepsilon(x)$: $X = \text{supp}(\partial)$, $\sigma(x) = \sigma(\text{supp}(\partial)) = F(\nu)$
   
   $Q' = \varepsilon(\sigma(x)) = \varepsilon(F(\nu))$

   $f_{\text{bind}} = [\nu \text{bind}(!\Delta, X, u, A)] = [\Delta] \otimes \Delta F(\nu) A$

   $f_u = [\Delta, (X \wedge F(\nu)) : \text{qubit}] \vdash u : A$

2. $G = [\nu \text{bind}(!\Delta, \text{out}(Q'), \sigma(u) A)]$

   $= [\Delta, w : \text{qubit} \vdash \sigma(u) : A]$

   $= [\Delta] \otimes [\text{qubit}] \overset{\mu_{\text{qubit}}}{\longrightarrow} [\Delta] \otimes \langle 0, 0 \rangle$

   $F(A)$
\[ Q = \varepsilon(X) \]
\[ Q' = \varepsilon(w) = \varepsilon(Q) \]
$Q' = \cup(Y) Q : \left\lfloor Q' \right\rfloor = \left\lfloor Q \right\rfloor \oplus \left\lfloor \cup(Y) \right\rfloor$

$\text{in}(Q') = \text{supp}(Y) \cap \text{in}(Q), \quad \text{out}(Q') = \text{out}(Q)$

and $Q' = \sigma(Q)$

$Q'' = \sigma(Q') = \cup(\sigma(Y)) Q' \quad \left( W = F_{\text{VCV}} = \sigma(\text{in}(Q)) \right)$

From the induction hypothesis:

$\left\lfloor !\Delta \right\rfloor \oplus \left\lfloor \text{in}(Q') \right\rfloor \quad \overrightarrow{\Delta} \quad \left\lfloor \text{in}(Q) \right\rfloor$
We need to show the following:

\[ [\Delta] \otimes [\text{l}(Q'')] \xrightarrow{\text{id} \otimes \text{out}(Q'')} \] 

\[ [\Delta] \otimes [\text{in}(Q'')] \xrightarrow{\text{id} \otimes \text{in}(Q'')} \] 

\[ [\Delta] \otimes [\text{Id}(Q'')^\circ] \xrightarrow{\text{Id}(Q'')} \] 

\[ F([\Delta] \otimes [\text{Id}(Q'')]^\circ) \xrightarrow{F(\text{Id}(Q''))} \] 

\[ F(g) \xrightarrow{\text{inclusion hypothesis}} \] 

\[ F([\Delta] \otimes q') \xrightarrow{F(\text{out}(Q''))} \] 

\[ Q'' = U(S(Y)) \] 

\[ Q' = [Q'] \otimes [U(S(Y))]^\circ \] 

\[ g^{u'} = \text{let Bind}(\Delta, \text{out}(Q''), s(w, A)) \] 

\[ f_{\text{Bind}}^u = ([\text{Bind}(\Delta, \text{out}(Q''), s(w, A))] \Rightarrow) = f_{\text{Bind}} \]
\( Q^f = \text{free} \lor Q \)  
\( [] Q^f = [[Q] \cdot [\text{free}(\cdot)] \)

\( \text{in}(Q^f) = \text{supp}(\cdot) = \text{in}(Q) \cup \{v_i\}, \quad \text{out}(Q^f) = \text{out}(Q) \)

and  
\( Q' = \sigma(Q) \)
\( Q'' = \sigma(Q^f) = \text{free } \sigma(\cdot) Q' \)

From the induction hypothesis:

\[
\begin{array}{c}
\text{F}[[\Delta] \otimes \text{in}(Q')] \\
\frac{\text{F}[[\Delta] \otimes \text{wquant}]}{\text{F}[[\Delta] \otimes \text{out}(Q)]]} \\
\frac{\text{F}[[\Delta] \otimes \text{F}(Q)]]}{\text{F}(\sigma'(Q))} \\
\frac{\text{F}(\sigma(\cdot))}{\text{F}(\sigma(\cdot))} \\
\end{array}
\]

where  
\( W = \text{in}(Q'), \sigma \) is a lifting function  
\( g' = [[\text{vBind}(\Delta, \text{out}(Q'), w, A)]] \)
\( \text{fBind} = [[\text{vBind}(\Delta, \text{out}(Q), u, A)]] \)
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4 \quad Q^i = \text{init} \cdot b \lor Q \quad [Q^i] = [Q] \circ [\text{init} \cdot b]$

\text{in}(Q^i) = \text{supp}(p) = \text{in}(Q) \setminus \{v\}$, $\text{out}(Q^i) = \text{out}(Q)$

and $Q' = \sigma(Q)$

$Q^{i'} = \sigma(Q^i) = \text{init} \cdot b \circ \sigma \circ Q'$

From the induction hypothesis:

$\mathcal{F}[[\Delta]] \circ \mathcal{F}[\text{in}(Q')]$ $\quad \mathcal{F}[[\Delta]] \circ \mathcal{F}[w \cdot \text{qbit}]$

$\quad \downarrow \ast \ast (\oplus \Delta \circ \rightarrow \oplus \Delta)$

$\quad \downarrow \ast \ast (\oplus \Delta)$

$\quad \mathcal{F}[[\Delta]] \circ \mathcal{F}[\text{in}(Q')]$ $\quad \mathcal{F}[[\Delta]] \circ \mathcal{F}[w \cdot \text{qbit}]$

$\quad \downarrow \ast \ast (\oplus \Delta)$

$\quad \mathcal{F}[[\Delta]] \circ \mathcal{F}[\text{out}(Q')]$ $\quad \mathcal{F}[[\Delta]] \circ \mathcal{F}[\text{out}(Q')]$

$\quad \downarrow \ast \ast (\oplus \Delta)$

$\quad \mathcal{F}[\text{qbit}]$

$\quad \mu \mathcal{F}[[\Delta]]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$

$\quad \mathcal{F}[\text{fun}]$
We need to show

\[ F[\Delta \otimes \text{in}(Q^i)] \xrightarrow{\text{induction hypothesis}} F[\Delta] \otimes [w_{\text{query}i}] \]

\[ \Delta \otimes \text{out}(Q^i) \xrightarrow{\text{induction hypothesis}} \Delta \otimes [w_{\text{query}i}] \]

\[ F[\Delta] \otimes [w_{\text{query}i}] \]

\[ F' \text{ is binding function} \]

\[ w^i = \text{in}(Q^i) = \text{in}(Q') \setminus \{w_i\} = W \setminus \{w_i\} \]

\[ g^i = [\text{vBind}(\Delta, \text{out}(Q^i), u_i, A)] = [\text{vBind}(\Delta, \text{out}(Q'), u_i, A)] = g \]

\[ f_{\text{vBind}} = [\text{vBind}(\Delta, \text{out}(Q') , u_i, A)] = f_{\text{vBind}} \]
\[ Q^m = \text{means } \lor Q, Q \quad [Q^m] = \llbracket \text{in(means } \lor Q, Q) \rrbracket \]

\[ \text{in}(Q^m) = \text{in}(Q, Q), \quad \text{out}(Q^m) = [\text{out}(Q), \text{out}(Q)] \]

\[ U = [U_1, U_2] \]

and \( Q_{in} = \sigma(Q_{in}) \)

\[ Q^m = \sigma(Q^m) = \text{means } \sigma(W) \quad Q \quad Q \]

From the induction hypothesis:

\[ [!\Delta] \otimes [\text{in}(Q_{in})] \quad \quad \quad \quad [!\Delta] \otimes [\text{w} \text{q}_{\text{in}}] \]

\[ [!\Delta] \otimes [\text{out}(Q_{in})] \]

\[ \llbracket [!\Delta] \otimes [\text{out}(Q_{in})] \rrbracket \]

where \( W = \text{in}(Q_{12}), \sigma \) is a fixed function

\[ g_{in} = \llbracket \text{vBind}([!\Delta, \text{out}(Q_{12}), \sigma(W)], A) \rrbracket \]

\[ f_{v\text{Bind}} = \llbracket \text{vBind}([!\Delta, \text{out}(Q_{12}), U_{12}], A) \rrbracket \]
We need to show

\[
\begin{align*}
\Delta \circ \text{in}(Q^n) & \quad \longrightarrow \quad \Delta \circ \text{in}(Q^n) \\
\Delta \circ \text{out}(Q^m) & \quad \downarrow \quad \gamma \\
\Delta \circ \text{out}(Q^m) & \quad \downarrow \quad \phi
\end{align*}
\]

\[
\begin{align*}
F(\Delta) \circ \text{in}(Q^n) & \quad \longrightarrow \quad F(\Delta) \circ \text{in}(Q^n) \\
F(\Delta) \circ \text{out}(Q^m) & \quad \downarrow \quad F(\phi) \\
F(\Delta) \circ \text{out}(Q^m) & \quad \downarrow \quad F(\phi)
\end{align*}
\]

\[
\begin{align*}
F(\Delta) & \quad \longrightarrow \quad F(\Delta)
\end{align*}
\]

\[
\begin{align*}
G & \text{ is binding function} \\
W & = \text{in}(Q^m) = \text{in}(Q^m) = W \\
G' & = \text{lvBind}(\Delta, \text{out}(Q^m), \sigma(w), A)
\end{align*}
\]

where

\[
\begin{align*}
G & = \text{lvBind}(\Delta, \text{out}(Q^m), \sigma(w), A) \\
& = \text{lvBind}(\Delta, \text{out}(Q^m), \sigma(w), A) \\
& = (G_1, G_2) \circ \# \\
-& \text{ lvBind} = \text{lvBind}(\Delta, \text{out}(Q^m), u, A) \\
& = \text{lvBind}(\Delta, \text{out}(Q^m), u, A) \\
& = (\text{lvBind}, \text{lvBind}) \circ \#
\end{align*}
\]
A.6. Congruence: quantum channel

\[
\begin{align*}
\frac{\Delta \vdash (\psi, \eta, \theta) \rightarrow (\psi', \eta', \theta') \quad (A' \equiv \text{QChan}(P, A))}{
\Delta \vdash ((\psi, \eta, \theta), (\rho, \alpha, \mu)) \rightarrow ((\psi', \eta', \theta'), (\rho, \alpha, \mu'))}
\end{align*}
\]

\[
\begin{align*}
\Gamma \vdash (\psi) \rightarrow (\psi') \quad \Delta \vdash (\rho, \alpha, \mu) \rightarrow (\rho', \alpha', \mu')
\end{align*}
\]

\[
\begin{align*}
f = \Gamma \vdash (\Delta \vdash (\rho, \alpha, \mu) \vdash A') &\quad g = \Gamma \vdash (\Delta \vdash (\rho', \alpha', \mu') \vdash A')
\end{align*}
\]

\[
\begin{align*}
\frac{p \vdash P}{
\Delta \vdash (\rho, \alpha, \mu) \vdash \text{QChan}(P, A)}
\end{align*}
\]

\[
\begin{align*}
f = \Gamma \vdash (\Delta \vdash (\rho, \alpha, \mu) \vdash P) &\quad g = \Gamma \vdash (\Delta \vdash (\rho', \alpha', \mu') \vdash P)
\end{align*}
\]

\[
\begin{align*}
h_f = \Gamma \vdash (\Delta \vdash (\rho, \alpha, \mu) \vdash P) &\quad h_g = \Gamma \vdash (\Delta \vdash (\rho', \alpha', \mu') \vdash P)
\end{align*}
\]

\[
\begin{align*}
\frac{f \vdash \Delta \vdash (\rho, \alpha, \mu) \vdash P &\quad g \vdash \Delta \vdash (\rho', \alpha', \mu') \vdash P}{
\Delta \vdash \text{QChan}(P, A)}
\end{align*}
\]

\[
\begin{align*}
f_{\text{Bind}} = \Gamma \vdash (\Delta \vdash (\rho, \alpha, \mu) \vdash P, A) &\quad g_{\text{Bind}} = \Gamma \vdash (\Delta \vdash (\rho', \alpha', \mu') \vdash P, A)
\end{align*}
\]
By induction hypothesis:

\[ [[\Delta \vdash (Q,m): A]] = [[\Delta \vdash (Q',m'): A]] \]

\[ [[\Delta \otimes \lceil \text{in}(Q) \rceil]] \xrightarrow{\text{\text{in}(Q)}} [[\Delta]] \otimes [[\text{add}(Q)]] \]

\[ \downarrow \mu \alpha' \]

\[ F([\Delta] \otimes [\text{add}(Q)]) \]

\[ F(A) \]

\[ [[\Delta] \otimes \lceil \text{in}(Q') \rceil]] \xrightarrow{\text{\text{in}(Q')} + \text{in}(Q)} [[\Delta]] \otimes [[\text{add}(Q)]] \]

\[ \downarrow \mu \alpha' \]

\[ F([\Delta] \otimes [\text{add}(Q)]) \]

\[ F(A) \]
Note that
\[ h_f = h_g \Rightarrow f = g \Rightarrow f' = g' \Rightarrow \]
\[ \llbracket \Delta \vdash (E(w), (p, q, m)) : A \rrbracket = \llbracket \Delta \vdash (E(w), (p, q', m')) : A' \rrbracket \]

Hence, it suffices to show that \( h_f = h_g \):

Following diagram commutes:

\[ \begin{array}{c}
\llbracket \Delta \rrbracket [\llbracket F \rrbracket] \\
\downarrow \llbracket \Delta \rrbracket \\
\llbracket \Delta \rrbracket [\llbracket \mu \rrbracket] \\
\downarrow \llbracket \Delta \rrbracket \\
F[\llbracket \Delta \rrbracket] \\
\end{array} \]

\[ \begin{array}{c}
\llbracket \Delta \rrbracket [\llbracket F \rrbracket] \\
\downarrow \llbracket \Delta \rrbracket \\
\llbracket \Delta \rrbracket [\llbracket \mu \rrbracket] \\
\downarrow \llbracket \Delta \rrbracket \\
F[\llbracket \Delta \rrbracket] \\
\end{array} \]

Follow from the induction hypothesis.
A.7. Congruence: on the right of application

\[
\begin{align*}
(\mathcal{C}(W_m), M) &\rightarrow (Q, m) \quad \text{all}(Q) \wedge W_n = \emptyset \\
(\mathcal{C}(W_n U W_m), MN) &\rightarrow (\text{extend}(Q, W_n), mN)
\end{align*}
\]

We show that

\[
[\forall \Delta \vdash (\mathcal{C}(W_n U W_m), MN): A] = [\forall \Delta \vdash (\text{extend}(Q, W_n), mN): A]
\]

given that

\[
[\forall \Delta \vdash (\mathcal{C}(W_m), M): A'] = [\forall \Delta \vdash (Q, m): A']
\]

where \( A' = \text{extend}(Q, W_n) \).

\[
\begin{align*}
\forall \Delta \vdash (\mathcal{C}(W), MN): A &= [\forall \Delta \vdash (Q', mN): A] \\
= \Gamma \Theta (\exists \mathcal{C}(W))_{\forall \Delta} \\
= \Gamma \Theta \exists (\mathcal{C}(W))_{\forall \Delta} \\
\Gamma \Theta \exists W_{\forall \Delta} \\
F(\Gamma \Theta \exists W_{\forall \Delta}) &\downarrow F(\Gamma \Theta \exists W_{\forall \Delta}) \\
F[\Gamma A] &\downarrow F[\Gamma A] \\
F[\Gamma A] &\downarrow F[\Gamma A]
\end{align*}
\]

\[
F_{\text{bind}} = [\forall \text{bind}(\Gamma, W_n U W_m, MN, A)] \\
g_{\text{bind}} = [\forall \text{bind}(\Gamma, \text{out}(Q), mN, A)]
\]
From $!\Delta(\varepsilon(W_m),M):A'$, we know that

$!\Delta,W_m:qubit\vdash M:A'$

Then from $!\Delta(\varepsilon(W),MN):A$, we can obtain the following derivation:

$$
\frac{
!\Delta,W_m:qubit\vdash M:A' \quad !\Delta,W_m:qubit\vdash N:A_a \\
!\Delta, W:qubit\vdash MN:A}
{!\Delta, W:qubit\vdash MN:A}
$$

Let $f_N = [[!\Delta, (W_m:qubit)\vdash N:A_a]]$, $f_m = [[!\Delta, (W_m:qubit)\vdash M:A']]$.

From $W_m \land \mbox{FV}(!\Delta) = \emptyset$, $!\Delta, (W_m:qubit)\vdash M:A'$,

and

$$
\frac{
!\Delta, (W_m:qubit)\vdash M:A' \quad !\Delta, (W_m:qubit)\vdash N:A_a \\
W \land \mbox{FV}(!\Delta) = \emptyset \quad !\Delta, (W:qubit)\vdash MN:A}
{!\Delta, W, MN, A}
$$

we get $f_n = [[vBind(!\Delta, W_m, M, A')]] = [[!\Delta] \otimes [W_m] \to F[\Delta]]$

$f_{vBind} = [[vBind(!\Delta, W, MN, A)]] = [[!\Delta] \otimes [W]]$

$$
\frac{
[[!\Delta] \otimes [W_m] \otimes [W]]}]
{[W_m] \otimes [W_m]}
$$

$F[A \to A] \otimes F[A_m] \vdash F((T_{A_m \to A \otimes A_m}))$

$F^{\ast}[A] \vdash F[A]$
By induction hypothesis: 
\[ \Gamma \vdash \neg (\exists \psi, \Phi) \cdot \Delta \vdash A \] 
\[ \Gamma \vdash \neg (\exists \psi, \Phi) \cdot \Delta \vdash A \] 
\[ \Gamma \vdash \neg (\exists \psi, \Phi) \cdot \Delta \vdash A \] 
\[ \Gamma \vdash \neg (\exists \psi, \Phi) \cdot \Delta \vdash A \] 
\[ \Gamma \vdash \neg (\exists \psi, \Phi) \cdot \Delta \vdash A \] 

Then, we show the following commutes:

\[ W = W_n \cup W_n, \quad Q' = \text{extend}(Q, W_n) \]
Proof of the lemma.

Induction on $Q$:

1. $Q = ε(X)$, $Q' = \text{extend}(Q, W_m) = ε(XUW_m)$

   Since $(ε(W), M) → (Q, M), X = W_m, \text{in}(Q') = W=W_mUW_m$.

Then for $X\wedge FV(Q) = φ$.

\[ \vdash \text{Bind}(Q, X, m, A') \]
\[ \text{and} \quad X\wedge FV(Q) = φ \quad \vdash \text{Bind}(Q, W_m, m, A) \]

Let $g_m = [!Q, W_m; \text{quit} \vdash m; A']$.

$g_n = [\text{Bind}(!Q, X, m, A')] = [\text{Bind}(!Q, X, m, A')] \circ g_m \rightarrow F[!A']$

$g_{bind} = [\text{Bind}(!Q, W_m, m, W, A)]$

$= [\text{Bind}(!Q, W_m, m, W, A)] \circ [\text{Bind}(!Q, W, m, W)] \circ [\text{Bind}(!Q, W)]$

$F[!A] \rightarrow F[!A] \circ F[!A] \circ F[!A]$

$F(\text{Bind}(!Q, X, m, A))$

$F(\text{Bind}(!Q, W, m, W))$
2. \( Q' = U(V) \square \)

\[
\text{Out}(\square) = \text{out}(Q'), \quad [Q'] = [Q] \cdot [U(V)]^*
\]

\[
Q'' = \text{extend}(Q', W)
\]

\[
= U(V) \text{extend}(Q', W)
\]

\[
= U(V) Q'
\]

\[
\text{in}(Q'') = \text{in}(Q') \cup W = W
\]

\[
\text{out}(Q'') = \text{out}(Q')
\]

and

\[
\gamma'_n = [v\text{Bind}(!\Delta, \text{out}(\square), m, A)]
\]

\[
= [v\text{Bind}(!\Delta, \text{out}(\square'), m, A')] = \gamma_n
\]

\[
\gamma''_{\text{bind}} = [v\text{Bind}(!\Delta, \text{out}(Q''), m, A)]
\]

\[
= [v\text{Bind}(!\Delta, \text{out}(Q''), m, A)] = \gamma''_{\text{bind}}
\]
(3) $Q^f = \text{free} \lor Q$

$\text{Out}(Q) = \text{out-}(Q^f), \quad \llbracket Q^f \rrbracket = \llbracket Q \rrbracket \cdot \llbracket \text{free} \rrbracket^*$

$Q^{f'} = \text{extend}(Q^f, W^w)$

$\text{in}(Q^f) = \text{in}(Q^f) \cup W^w = W^f$

$\text{out}(Q^f) = \text{out}(Q^f)$

and $g_h^f = \llbracket \nu \text{bind}(\Delta, \text{out}(Q), m, A) \rrbracket$

$= \llbracket \nu \text{bind}(\Delta, \text{out}(Q^f), m, A') \rrbracket = g_h$

$g_{\text{bind}}^f = \llbracket \nu \text{bind}(\Delta, \text{out}(Q^f), mN, A) \rrbracket$

$= \llbracket \nu \text{bind}(\Delta, \text{out}(Q^f), mN, A) \rrbracket = g_{\text{bind}}$
4. $Q^i = \text{init } b \cup Q$ \hspace{1cm} $\text{in}(Q^i) = \text{in}(Q) \setminus \{v\}$

$\text{Out}(Q) = \text{out}(Q^i)$, \hspace{1cm} $\llbracket Q^i \rrbracket = \llbracket Q \rrbracket \circ \llbracket \text{init}(b) \rrbracket$

$Q^{i'} = \text{extend}(Q^i, w_1)$ \hspace{1cm} $\llbracket Q^{i'} \rrbracket = \llbracket Q^i \rrbracket \circ \llbracket \text{init}(w_1) \rrbracket$

$= \text{init } b \cup \text{extend}(Q, w_1)$ \hspace{1cm} $\text{in}(Q^i) = \text{in}(Q) \cup w_1 = W$ \hspace{1cm} $\text{out}(Q^i) = \text{out}(Q')$

$= \text{init } b \cup Q'$

and $g^i_h = \llbracket \text{Bind}(!\Delta, \text{out}(Q^i), m, A^i) \rrbracket$

$= \llbracket \text{Bind}(!\Delta, \text{out}(Q), m, A) \rrbracket = g_h$

$g^{i'}_{\text{pred}} = \llbracket \text{Bind}(!\Delta, \text{out}(Q^{i'}), m, N, A) \rrbracket$

$= \llbracket \text{Bind}(!\Delta, \text{out}(Q'), m, N, A) \rrbracket = g_{\text{pred}}$
\[ F(A) = F(A_{i-1}) \land \Delta M \]

(by induction hypothesis)

\[ W^i = W \setminus \{v\} \]

\[ W_m = W_n \setminus \{v\} \]
$Q^m = \text{mers } v \ (Q_1, Q_2), \ m = [m_1, m_2]$ 

\[
\text{out}(Q^m) = \{\text{out}(Q_1), \text{out}(Q_2)\}, \quad \text{in}(Q^m) = \text{in}(Q_{1a})
\]

\[
\llbracket Q^m \rrbracket = \llbracket \text{in}(\text{mers } v \ (Q_1, Q_2)) \rrbracket \overset{\text{bi}}{\longrightarrow} F(\llbracket \text{in}(\text{mers } v \ (Q_1, Q_2)) \rrbracket + \llbracket \text{in}(\text{mers } v \ (Q_1, Q_2)) \rrbracket)
\]

\[
Q''' = \text{extend}(Q''', W_v)
\]

\[
Q_1 = \text{extend}(Q_1, W_v)
\]

\[
Q_2 = \text{extend}(Q_2, W_v)
\]

\[
\text{in}(Q') = \text{in}(Q''') \cup W_v = W
\]

\[
\text{out}(Q'') = \text{out}(Q_1, Q_2) = \text{out}(Q_1, Q_2)
\]

\[
\llbracket Q''' \rrbracket = \llbracket \text{in}(Q''') \rrbracket \overset{\text{bi}}{\longrightarrow} F(\llbracket \text{in}(Q''') \rrbracket + \llbracket \text{in}(Q''') \rrbracket)
\]

\[
\text{and} \quad g''' = \llbracket v \text{Bind}(!\Delta, \text{out}(Q''''), m, A') \rrbracket
\]

\[
= \llbracket \Delta \cap (\text{out}(Q_1, Q_2)) \rrbracket \downarrow \llbracket \Delta \cap (\text{out}(Q_1, Q_2)) \rrbracket + \llbracket \Delta \cap [\text{out}(Q_1)] \rrbracket + \llbracket \Delta \cap [\text{out}(Q_2)] \rrbracket
\]

\[
g'''' = \llbracket v \text{Bind}(!\Delta, \text{out}(Q'''), W_v, A) \rrbracket
\]

\[
= \llbracket \Delta \cap (\text{out}(Q_1, Q_2)) \rrbracket \downarrow \llbracket \Delta \cap (\text{out}(Q_1, Q_2)) \rrbracket + \llbracket \Delta \cap [\text{out}(Q_1)] \rrbracket + \llbracket \Delta \cap [\text{out}(Q_2)] \rrbracket
\]

\[
\downarrow (S_{\text{bind}}, S_{\text{bind}})
\]
A.8. Congruence: on the left of application

\[
\begin{align*}
\text{(in ext)} : & (\text{ext}(Q, W_n), N_m) \rightarrow \text{ext}(Q, W_n), N_m) \\
\text{all(Q) \cap W_n = \emptyset} \\
\text{(in ext)} : & (\text{ext}(Q, W_n), N_m) \rightarrow \text{ext}(Q, W_n), N_m) \\
\end{align*}
\]

\[
\begin{align*}
[[\Delta \vdash (\text{ext}(Q, W_n), N_m): A]] &= [[[\Delta \vdash (\text{ext}(Q, W_n), f_m)]]] \\
&= [[[\Delta \vdash \text{ext}(Q, W_n)]] \text{id}_{\text{ext}(Q, W_n)} \Delta \vdash \text{ext}(Q, W_n)] \\
&= [[\Delta \vdash \text{ext}(Q, W_n)]] \downarrow f_n \\
&= F[[\Delta \vdash \text{ext}(Q, W_n)]] \\
&= F\Delta F\Delta \\
\end{align*}
\]

\[
\begin{align*}
f_{nm} &= [[\text{vBind}(\Delta, \text{ext}(Q, W_n), N_m, A)]] \\
\end{align*}
\]

\[
\begin{align*}
[[\Delta \vdash \text{ext}(Q, W_n), N_m): A] &= [[[\text{ext}(Q, W_n), f_m)]]] \\
&= [[[\text{ext}(Q, W_n)]] \downarrow f_n \\
&= F[[\Delta \vdash \text{ext}(Q, W_n)]] \\
&= F\Delta F\Delta \\
\end{align*}
\]

\[
\begin{align*}
f_{nm} &= [[\text{vBind}(\Delta, \text{ext}(Q, W_n), N_m, A)]] \\
\end{align*}
\]
From the induction hypothesis:

\[
\begin{align*}
\llbracket !\Delta \rrbracket \otimes \llbracket W_n \rrbracket & \xrightarrow{id} \llbracket !\Delta \rrbracket \otimes \llbracket \text{in}(Q) \rrbracket \\
\downarrow \gamma & \quad \downarrow \text{id} \otimes \text{id} \\
F(\llbracket !\Delta \rrbracket \otimes \llbracket W_n \rrbracket) & \quad \llbracket !\Delta \rrbracket \otimes F(\text{in}(Q)) \\
\downarrow F(f_m) & \quad \downarrow \uparrow' \\
F(I_A) & \quad F(I_A) \\
\end{align*}
\]

where \( f_m = \llbracket \text{vBind}(\Delta, \text{in}(Q), M, A_n) \rrbracket \) and \( f_n = \llbracket \text{vBind}(\Delta, \text{out}(Q), n, A_n) \rrbracket \).

Then we show the following:

\[
\begin{align*}
\llbracket !\Delta \rrbracket \otimes \llbracket W_n \cup \overline{W}_n \rrbracket & \xrightarrow{id} \llbracket !\Delta \rrbracket \otimes \llbracket \text{in}(Q) \cup \overline{W}_n \rrbracket \\
\downarrow \gamma & \quad \downarrow \text{id} \otimes \text{id} \\
F(\llbracket !\Delta \rrbracket \otimes \llbracket W_n \cup \overline{W}_n \rrbracket) & \quad \llbracket !\Delta \rrbracket \otimes F(\text{in}(Q) \cup \overline{W}_n) \\
\downarrow F(f_{mn}) & \quad \downarrow \uparrow' \\
F(I_A) & \quad F(I_A) \\
\end{align*}
\]
Since
\[ f_n = [[\Delta] \otimes [W_n] U W_n] \]
\[ \downarrow \sigma_{\Delta_{\alpha}} \]
\[ [[\Delta] \otimes [W_n] \otimes [W_n]] \]
\[ \downarrow \delta_{\pi} \]
\[ [[\Delta] \otimes [\Delta] \otimes [W_n] \otimes [W_n]] \]
\[ \downarrow \Delta_{\alpha} \delta_{\pi} \]
\[ [[\Delta] \otimes [W_n] \otimes [\Delta] \otimes [W_n]] \]
\[ \downarrow f_n \otimes f_{\alpha} \]
\[ F(A_{\alpha} \otimes A) \otimes F(A_{\alpha}) \]
\[ \downarrow \gamma \]
\[ F([\Delta] \otimes A \otimes [A_{\alpha}]) \]
\[ \downarrow F(\text{eval}_{\otimes A} \otimes A) \]
\[ F^2[I A] \]
\[ \downarrow F[I A] \]
Proof by induction on $Q$.

1. $Q = E(W_m), \text{extend}(Q,W_n) = E(W_m W_n)$

\[
f_{nm} = [\langle \text{Bind}(\Delta, \text{out(extend(Q,W_n))}, N_m, A) \rangle]
\]
\[= \langle \Delta \rangle \otimes [W_m W_n]
\]
\[= id_{\otimes m} \]
\[= [\Delta] \otimes [W_n] \otimes [W_m]
\]
\[\text{avoid}
\]
\[= [\Delta] \otimes [\Delta] \otimes [W_n] \otimes [W_m]
\]
\[\downarrow id_{\otimes n}
\]
\[= [\Delta] \otimes [W_n] \otimes [\Delta] \otimes [W_m]
\]
\[\downarrow f_\otimes \otimes id
\]
\[= [\Delta] \otimes [W_n] \otimes [W] \otimes [W_m]
\]
\[\downarrow f_\otimes \otimes f_m
\]
\[F[[A_\rightarrow A] \otimes F[[A_\rightarrow A]]]
\]
\[\downarrow F[	ext{extend}]
\]
\[F[[A]_\rightarrow [A]]
\]
\[\downarrow F^m
\]
\[F[[A]]
\]
$Q^\prime = U(V) Q$, $[Q^\prime] = [Q] \cdot [U(V)]^*$

$\text{[extend}(Q, W)] = [\text{extend}(Q, W)] \cdot [U(V)]$

$\text{out}(Q) = \text{out}(Q')$, $\text{out}(\text{extend}(Q, W)) = \text{out}(\text{extend}(Q', W))$

- $A \circ [W \cdot U(W)]$
- $A \circ B \circ C$
- $A \circ B \circ F \circ [\text{end}(Q)]$
- $A \circ F \circ [\text{end}(\text{extend}(Q, W))]$
- $F(A \circ B \circ F \circ [\text{end}(Q)])$
- $F(A \circ A \circ B \circ [\text{end}(Q)])$
- $F(A \circ B \circ F \circ [\text{end}(Q)])$
- $F(F(X \circ FY))$
- $F(F(Y \circ FY))$
- $F^2(X \circ FY)$
- $F(F(X \circ FY))$
- $F^2(Z)$
- $F^3(Z)$

(by induction hypothesis)
3. \( Q^f = \text{free } v \) \( Q \), \( [Q^f] = [Q] \cdot [[\text{free}(v)]] 

\( [\text{extend}(Q^f, W_v)] = [\text{extend}(Q, W_v)] \cdot [[\text{free}(v)]] \)

\( \text{out}(Q) = \text{out}(Q^f) \cdot \text{out}(\text{extend}(Q, W_v)) = \text{out}(\text{extend}(Q^f, W_v)) \)
\[ Q^i = \text{init } b \cup Q \]

\[ \text{init} = \text{init} \]

\[ \text{extend}(Q^i, W_b) = \text{extend}(Q^i, W_b) \]

\[ \text{out}(Q) = \text{out}(Q), \quad \text{out}(\text{extend}(Q^i, W_b)) = \text{out}(\text{extend}(Q^i, W_b)) \]

\[ W_b = \text{in}(Q^i) \]

\[ Q^i \subseteq \text{init } b \cup Q \]

\[ A \otimes [W_b U W_b] \]

\[ A \otimes [W_b U W_b] \rightarrow A \otimes [\text{in}(Q) U W_b] \]

\[ A \otimes [\text{in}(Q) U W_b] \rightarrow A \otimes [\text{out}(\text{extend}(Q^i, W_b)) \]

\[ F(A \otimes [\text{out}(\text{extend}(Q^i, W_b)))] \]

\[ F(f_{\text{in}}) \]

\[ F(FX \otimes FY) \]

\[ F(f_{\text{in}}) \]

\[ FZ \]

\[ FZ \]

\[ \text{by induction hypothesis} \]
A.9. Congruence: on the left of a pair

\[
\begin{align*}
(\varepsilon(W_m), M) & \rightarrow (Q, m) \quad \forall W \varepsilon(W_m) \wedge W_N = \emptyset \\
(\varepsilon(W_m U W_N), <M,N>) & \rightarrow (\text{extend}(Q, W_N), <m,N>)
\end{align*}
\]

\[
\begin{align*}
[\Delta; (\varepsilon(W_m U W_N), <M,N>): A] & = [(\varepsilon(W_m U W_N), f_{\text{ind}}) ; A] \\
& = [\Delta] \& (W_m U W_N) \Downarrow F([\Delta; \varepsilon(W_m U W_N)]^{f_{\text{ind}}}) \Downarrow F([A]) \Downarrow F([A])
\end{align*}
\]

\[
\begin{align*}
f_{\text{ind}} & = [\text{vBind}(\Delta, \text{ord}(\text{extend}(Q, W_N)), <m,N>, A)]
\end{align*}
\]

From the induction hypothesis:

\[
\begin{align*}
[\Delta] & \rightarrow [\Delta] \& [\text{ord}(Q)] \\
\Downarrow F([\Delta]) \quad \Downarrow F([\text{ord}(Q)])
\end{align*}
\]

\[
\begin{align*}
f_m & = [\text{vBind}(!\Delta W_m, M, A_n)] \\
f_m & = [\text{vBind}(\Delta, \text{ord}(Q), m, A_n)]
\end{align*}
\]
We show the following:

\[ \text{f}_{\text{MAO}} = [\nabla] \otimes [\inl(\text{W}_n, \text{W}_m)] \]

\[ \downarrow \text{id} \otimes \text{f}_{\text{MAO}} \]

\[ [\nabla] \otimes [\inl(\text{W}_n, \text{W}_m)] \]

\[ \downarrow \text{id} \otimes \text{id} \]

\[ [\nabla] \otimes [\inl(\text{W}_n, \text{W}_m)] \]

\[ \downarrow \text{id} \otimes \text{id} \]

\[ [\nabla] \otimes [\inl(\text{W}_n, \text{W}_m)] \]

\[ \downarrow \text{id} \otimes \text{id} \]

\[ [\nabla] \otimes [\inl(\text{W}_n, \text{W}_m)] \]

\[ \downarrow f_n \otimes f_m \]

\[ \text{F}(\text{A}_N) \otimes \text{F}(\text{A}_N) \]

\[ \downarrow \psi \]

\[ \text{F}(\text{A}_N) \otimes [\text{A}_N] \]

\[ f_n = [\text{Bind}(:\text{D}, \text{W}_n, N, \text{A}_6)], A = \text{A}_n \otimes \text{A}_6 \]
Proof by induction

\[
\begin{align*}
A @ ([W_n \cup W_m]) & \xrightarrow{id} A @ ([W_n \cup W_m]) \\
A @ B @ C & \xrightarrow{id} A @ B @ C \\
A @ \Delta @ (W_n \cup W_m) & \xrightarrow{id} A @ \Delta @ (W_n \cup W_m) \\
A @ \Delta @ (W_n \cup W_m) & \xrightarrow{id} A @ \Delta @ (W_n \cup W_m) \\
\text{Flux}(W_n) @ A @ A @ C & \xrightarrow{\xi} \text{Flux}(W_n) @ A @ A @ C \\
\text{Flux}(W_n) @ A @ A @ C & \xrightarrow{\xi} \text{Flux}(W_n) @ A @ A @ C \\
F(A @ \Delta @ (W_n \cup W_m)) & \xrightarrow{\xi} F(A @ \Delta @ (W_n \cup W_m)) \\
F(A @ \Delta @ (W_n \cup W_m)) & \xrightarrow{\xi} F(A @ \Delta @ (W_n \cup W_m)) \\
F(F @ F @ Y) & \xrightarrow{\xi} F @ F @ Y \\
F(@ Y) & \xrightarrow{\xi} F @ F @ Y \\
\end{align*}
\]
\[ Q = Q(X) \]

\[ \text{in}(Q) = W_m = \text{out}(Q) \]

\[ \text{extend}(Q, W_m) = 3(X \cup W) \]
\( Q^f = \text{free } v Q \)

\[
\text{out}(Q^f) = \text{out}(Q) \\
\text{out}(\text{extend}(Q^f, W)) = \text{out}(\text{extend}(Q, W)) \\
\llbracket Q^f \rrbracket = \llbracket Q \rrbracket \cdot \llbracket \text{free}(W) \rrbracket \\
\llbracket \text{extend}(Q^f, W) \rrbracket = \llbracket \text{extend}(Q, W) \rrbracket \cdot \llbracket \text{free}(W) \rrbracket
\]

\[A \in [W, UW]\]
$\mathcal{Q}^i = \text{init } b \cup \mathcal{Q}$

$\text{out}(\mathcal{Q}^i) = \text{out}(\mathcal{Q})$

$\text{out}(\text{extend}(\mathcal{Q}_i, W)) = \text{out}(\text{extend}(\mathcal{Q}, W))$

$[[\mathcal{Q}^i]] = [[\mathcal{Q}]] \circ \text{init}(b)$

$[[\text{extend}(\mathcal{Q}_i, W)]] = [[\text{extend}(\mathcal{Q}, W)]] \circ [[\text{init}(b)]]$

$A\otimes \text{Flux}(W) \otimes \otimes \otimes \otimes \otimes$

$\text{id} \circ \text{id} = \text{id} \circ \text{id}$

$A \otimes \text{Flux}(W) \otimes \text{id}$

$\text{Flux}(W) \otimes A \otimes \text{id}$

$\text{Flux}(W) \otimes A \otimes \text{id}$

$F(A \otimes \text{Flux}(W) \otimes A \otimes \text{id})$

(by induction hypothesis)

$F(f_{\text{extend}}(W))$

$F(X \otimes F(Y))$

$F^2(X \otimes Y)$
\( Q' = m_{en} v Q_1, Q_2 \)

\( \text{out}(Q') = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)

\( f_m = \left[ \mathcal{N}(\text{load}(Q_1), \text{load}(Q_2)) \right] \)

\( \downarrow \mathcal{N} \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)

\( f_m = \left[ \mathcal{N}(\text{load}(Q_1), \text{load}(Q_2)) \right] \)

\( \downarrow \mathcal{N} \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)

\( f_m = \left[ \mathcal{N}(\text{load}(Q_1), \text{load}(Q_2)) \right] \)

\( \downarrow \mathcal{N} \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)

\( f_m = \left[ \mathcal{N}(\text{load}(Q_1), \text{load}(Q_2)) \right] \)

\( \downarrow \mathcal{N} \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)

\( f_m = \left[ \mathcal{N}(\text{load}(Q_1), \text{load}(Q_2)) \right] \)

\( \downarrow \mathcal{N} \)

\( \text{in}(Q') = \text{in}(Q_1) = \text{in}(Q_2) \)

\( \text{out}(\text{extend}(Q', W_0)) = [\text{out}(Q_1), \text{out}(Q_2)] \)

\( \text{in}(\text{extend}(Q', W_0)) = \text{in}(Q') \cup W_0 \)

\( (Q') = \text{extend}(Q', W_0) = m_{en} v Q_1, Q_2 \)

\( [Q'] = \left[ \text{in}(m_{en} v Q_1, Q_2) \right] \)
A.10. Congruence: on the right of a pair
We show the following:

\[
\begin{align*}
&[[\Delta]@[[W_n U W_n]]] \xrightarrow{\Delta} [[\Delta]@[[in(Q)U W_n]]] \\
&\downarrow \quad \downarrow \text{id} @ \text{on}([Q]W_n) \\
&F([[\Delta]@[[W_n U W_n]]]) \quad [[\Delta]@\text{on}([Q]W_n)] \\
&\downarrow F([-])@\text{on} \\
&F[[A]] \quad F([[\Delta]@\text{on}([Q]W_n)]) \\
&\quad \downarrow F([-]@\text{on}) \\
&\mu \quad F[[A]] @ F[[A]]
\end{align*}
\]

Where

\[
\begin{align*}
f_{\text{on}} &= [[\Delta]@[[W_n U W_n]]] \\
&\downarrow \text{id} @ \text{on} \\
&[[\Delta]@[[W_n]@[[W_n]]]] \\
&\downarrow \text{on} \\
&[[\Delta]@[[\Delta]@[[W_n]@[[W_n]]]] \\
&\downarrow \text{on} \\
&[[\Delta]@[[W_n]@[[\Delta]@[[W_n]]]] \\
&\downarrow \text{on} \\
&F[[A]] @ F[[A]] \\
&\downarrow \rho \\
&F[[A]@[[A]]]
\end{align*}
\]

\[
\{f_N = [[\text{Bind}([[\Delta]@[[W_n]@[[N,A_a]]]), A = A_a @ A_b])
\]
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Proof by induction on $Q$
\( Q = E(W_n) \) \\
\( \text{in}(Q) = W_n \) \\
\( \text{out}(Q) = W_n \) \\
\( \text{out}(\text{extend}(Q, W_n)) = W_nW_n \) \\

\[ f_{\langle N, m \rangle} = \text{vBind}(!D, \text{out}(\text{extend}(Q, W_n)), \langle N, m \rangle, A) \] \\
\[ = [!\Delta] \otimes [W_nW_n] \] \\
\[ \downarrow \text{id} \otimes \text{comp} \] \\
\[ [!\Delta] \otimes ![W_n] \otimes ![W_n] \] \\
\[ \downarrow \text{id} \circ \text{id} \] \\
\[ [!\Delta] \otimes ![\Delta] \otimes ![W_n] \otimes ![W_n] \] \\
\[ \downarrow \text{id} \circ \text{id} \circ \text{id} \] \\
\[ [!\Delta] \otimes ![W_n] \otimes ![\Delta] \otimes ![W_n] \] \\
\[ \downarrow \text{fcomp} \circ \text{fcomp} \] \\
\[ F(\text{id}_{\langle N \rangle}) \circ F(\text{id}_{\langle m \rangle}) \] \\
\[ \downarrow \gamma \] \\
\[ F(\text{id}_{\langle N \rangle} \otimes \text{id}_{\langle m \rangle}) \]
\( Q' = U(V) Q \)

\[
\begin{align*}
\text{Extend}(Q', W_N) &= U(V) \text{Extend}(Q, W_N) \\
\text{out}(\text{Extend}(Q', W_N)) &= \text{out}(\text{Extend}(Q, W_N)) \\
\text{OUT}(Q') &= \text{OUT}(Q) \\
in(Q') &= W_N \\
in(\text{Extend}(Q', W_N)) &= W_N \cdot UVW
\end{align*}
\]
3. $Q^f = \text{free} \circ Q$

$\text{extend}(Q^f, W_N) = \text{free} \circ \text{extend}(Q, W_N)$

$\text{out}(\text{extend}(Q^f, W_N)) = \text{out}(\text{extend}(Q, W_N))$

$\text{out}(Q^f) = \text{out}(Q)$

$\text{in}(Q^f) = W^f$

$\text{in}(\text{extend}(Q^f, W_N)) = W^f \cup W_N$
4. \( Q^i = \text{init} \land Q \land Q \)

\[ \text{extend}(Q^i, W_N) = \text{init} \land \text{extend}(Q, W_N) \]

\[ \text{out}(\text{extend}(Q^i, W_N)) = \text{out}(\text{extend}(Q, W_N)) \]

\[ \text{out}(Q^i) = \text{out}(Q) \]

\[ \text{in}(Q^i) = W_i \]

\[ \text{in}(\text{extend}(Q^i, W_N)) = W_i \cup W_N \]
5) \( Q^m = \text{meas} \lor Q_1, Q_2 \)

\[
(\langle Q^m \rangle', \text{extend}(Q^m, W_N)) = \text{meas} \lor Q'_1, Q'_2
\]

\[
\text{out}(\langle Q^m \rangle) = \text{out}(Q_1), \text{out}(Q_2)
\]

\[
\text{in}(\langle Q^m \rangle) = W_N = \text{in}(Q_1) = \text{in}(Q_2)
\]

\[
\text{out}(\langle Q'_1 \rangle) = \text{out}(Q_1), \text{out}(Q_2)
\]

\[
\text{in}(\langle Q'_1 \rangle) = W_N = \text{in}(Q'_1) = \text{in}(Q'_2)
\]

\[
Q'_1 = \text{extend}(Q_1, W_N), \quad Q'_2 = \text{extend}(Q_2, W_N)
\]
A.11. Congruence: if-then-else

\[
\begin{align*}
(\exists (W_m, M) \rightarrow (Q_m)) & \quad \forall \lambda (Q) \forall W_m = \varphi \\
(\exists (W_m U W_m), if M then M_a else M_b) & \quad \rightarrow (\text{extend}(Q, W_m), if m then M_a else M_b)
\end{align*}
\]

\[
[[\Delta] \vdash (\exists (W_m U W_m), if M then M_a else M_b) : A]
\]

\[
=[[\exists (W_m U W_m), f]]
\]

\[
=[[ [[\Delta] \vdash \exists (W_m U W_m) : A]] \to F([[\Delta] \vdash \exists (W_m U W_m)]) R \to F[[\Delta]] \leftarrow F[[\Delta]]
\]

\[
f = [[v \text{Bind}(\forall \Delta, W_m U W_m, if M then M_a else M_b)]
\]

\[
=[[([[\exists (Q, W_m)], g])]]
\]

\[
= [[[[\exists (Q, W_m)], g]]]
\]

\[
[[\Delta] \to [\text{in}(Q) U W_m]]
\]

\[
\downarrow \mu
\]

\[
F([[\Delta] \to \text{in}(Q) U W_m])
\]

\[
\downarrow\quad F(g)
\]

\[
F[[\Delta]]
\]

\[
\downarrow\quad F[[\Delta]]
\]

\[
G = [[v \text{Bind}(\forall \Delta, W_m U W_m, if M then M_a else M_b), if m then M_a else M_b)]
\]

\[
\text{From the induction hypothesis:}
\]

\[
[[\Delta] \vdash [\exists (Q)] \\
\downarrow\quad \text{in}(Q)
\]

\[
F([[\Delta] \vdash \text{in}(Q)])
\]

\[
\downarrow\quad F\mu
\]

\[
F[[\Delta]]
\]

\[
\downarrow\quad F[[\Delta]]
\]

\[
F(a)
\]
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We show the following:

\[ \Delta \triangleright [w_a U w_b] \xrightarrow{id} [\Delta] \triangleright [\text{inv}(O) U w_b] \]

\[ \downarrow \quad \ni \]

\[ F([\Delta] \triangleright [w_a U w_b]) \]

\[ \downarrow \quad \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \text{inv} \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \downarrow \quad \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \downarrow \quad \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]

\[ \ni \]

\[ F([\Delta] \triangleright [\text{inv}(O) U w_b]) \]
Proof by induction on Q

1. \( Q = \varepsilon(W_{m}) \)
   \( \text{extend}(Q, W) = \varepsilon(W_{m} U W) \)
   \( \text{out}(\text{extend}(Q, W)) = W U W \)

\( G = \{ v \mid \text{Bind}([\Delta, \text{out}(\text{extend}(Q, W))], \text{if } m \text{ then } M_a \text{ else } M_b, A) \} \)

\( = \{ \Delta \otimes [W_m U W] \}
   \downarrow_{\mu^*}
   \{ \Delta \otimes [W_m] \otimes [W] \}
   \downarrow_{\Delta^*}
   \{ \Delta \otimes [W_m] \otimes [\Delta] \otimes [W] \}
   \downarrow_{\mu^*}
   \{ \Delta \otimes [W_m] \otimes [\Delta] \otimes [W] \}
   \downarrow_{f_a \otimes [\Delta] \otimes [W]}
   \{ \text{bool} \otimes [\Delta] \otimes [W] \}
   \downarrow_{\varepsilon}
   \{ \text{bool} \otimes [\Delta] \otimes [W] \}
   \downarrow_{F(\varepsilon)}
   F(\{ \Delta \otimes [W] \otimes [\Delta] \otimes [W] \})
   \downarrow_{F(\mu^*, f_a)}
   F(\{ \Delta \})
   \downarrow_{\mu^*}
   F(\{ \Delta \}) \)
(2) $Q^u = UVQ$, $Q' = \text{extend}(Q, W)$

$Q''' = \text{extend}(Q'', W') = UVQ'$

$\text{in}(Q') = W_n$

$\text{out}(Q') = \text{out}(Q)$, $\text{out}(\text{extend}(Q', W')) = \text{out}(\text{extend}(Q, W))$
\( \text{Q}^t = \text{free} \lor \text{Q}, \quad \text{Q}' = \text{extend}(\text{Q}, \text{w}) \)

\( \text{Q}' = \text{extend}(\text{Q}'', \text{w}) = \text{free} \lor \text{Q}' \)

in\( (\text{Q}') = \text{w} \)

out\( (\text{Q}') = \text{out}(\text{Q}), \quad \text{out}(\text{Q}') = \text{out}(\text{Q}) \)
(4) \( Q' = \text{init}_b \cup Q \), \( Q' = \text{extend}(Q, W_i) \)
\( (Q'_i)' = \text{extend}(Q'_i, W_i) = \text{init}_b \cup Q' \)
\( \text{in}((Q'_i)') = W_i \)
\( \text{out}((Q'_i)') = \text{out}(Q), \; \text{out}(Q'_i) = \text{out}(Q) \)
A.12. Congruence: let-construct

\[
(\exists (W_1, W_2) . M) \rightarrow (\exists (Q, m) . \forall Q . \forall W_1 W_2 = \varnothing)
\]

\[
(\exists (W_1 W_2) . \text{let }<x, y>=M \text{ in } N)
\]

\[
\rightarrow \text{(extend } (Q, W_1) \text{, let }<x, y>=m \text{ in } N)\]

\[
[[\forall \Delta . (\exists (W_1 W_2) . \text{let }<x, y>=M \text{ in } N) ] : A] =
[[\forall \Delta . \exists (W_1 W_2) \downarrow F([[\forall \Delta ] \circ \exists (W_1 W_2) ] \circ F_\forall A \downarrow F[A]]
\]

\[
f = [\forall \text{Bind } (\forall \Delta . W_1 W_2) . \text{let }<x, y>=M \text{ in } N, A)]
\]

\[
[[\forall \Delta . \text{(extend } (Q, W_1) \text{, let }<x, y>=m \text{ in } N) ] : A] =
[[\forall \Delta . \text{let }<x, y>=m \text{ in } N ] : A]
\]

\[
i_{\text{extend } (Q, W_1)} = i_{\text{let }<x, y>=m \text{ in } N}
\]

\[
F[[\forall \Delta ] \circ \exists (\text{extend } (Q, W_1) ]
\]

\[
f_{\forall \Delta } = [\forall \text{Bind } (\forall \Delta . W_1 W_2) \circ \forall \text{Bind } (\text{extend } (Q, W_1) ]
\]

\[
f_{\Delta } = [\forall \text{Bind } (\forall \Delta . W_1 W_2) \circ \forall \text{Bind } (\text{extend } (Q, W_1) ]
\]

\[
A = A_{\forall \Delta } @ A_{\forall \Delta }
\]

From the induction hypothesis:

\[
\forall \Delta \rightarrow i_{\forall \Delta} \rightarrow i_{\forall \Delta} \circ i_{\forall \Delta}
\]

\[
f_{\forall \Delta } = [\forall \text{Bind } (\forall \Delta . W_1 W_2) \circ \forall \text{Bind } (\text{extend } (Q, W_1) ]
\]

\[
f_{\Delta } = [\forall \text{Bind } (\forall \Delta . W_1 W_2) \circ \forall \text{Bind } (\text{extend } (Q, W_1) ]
\]

\[
A = A_{\forall \Delta } @ A_{\forall \Delta }
\]
We show the following:

\[ F([\Delta]\otimes [w]\otimes [w]) \]
\[ \xrightarrow{id} \]
\[ F([\Delta]\otimes [w]\otimes [w]) \]
\[ \xrightarrow{\eta} \]
\[ F([\Delta]\otimes [w]\otimes [w]) \]

\[ F([\Delta]\otimes [w]\otimes [w]) \]
\[ \xrightarrow{\rho} \]
\[ F([\Delta]\otimes [w]\otimes [w]) \]

\[ F([\Delta]\otimes [w]\otimes [w]) \]
\[ \xrightarrow{\mu} F([\Delta]\otimes [w]\otimes [w]) \]

\[ F([\Delta]\otimes [w]\otimes [w]) \]
\[ \xrightarrow{\mu} F([\Delta]\otimes [w]\otimes [w]) \]

\[ \rho_n = [\Delta, w_i, q, k, t, x; A^i, y; A^i, t; \eta; A] \]
We prove the following by induction on $Q$.

\[
\begin{array}{c}
A@[[W_nU W_n]] \xrightarrow{id} A@[[W_nU W_n]] \\
A@B@C \xrightarrow{id} A@F@O@C \\
F(A@O)@C \xrightarrow{id} F(A@O)@C \\
F(A@O@C) \xrightarrow{id} F(A@O@C) \\
F(A@A@O@C) \xrightarrow{id} F(A@A@O@C) \\
F(A@A@A@O@C) \xrightarrow{id} F(A@A@A@O@C) \\
F(A@A@A@O@C) \xrightarrow{id} F(A@A@A@O@C) \\
F(A@A@O@C) \xrightarrow{id} F(A@A@O@C) \\
F(A@O@C) \xrightarrow{id} F(A@O@C) \\
F(O) \xrightarrow{id} F(O) \\
F(Z) \xrightarrow{o} F(Z) \\
F(Z) \xrightarrow{O} F(Z) \\
F(Z) \xrightarrow{A} F(Z) \\
F(Z) \xrightarrow{B} F(Z) \\
F(Z) \xrightarrow{C} F(Z) \\
F(Z) \xrightarrow{O} F(Z) \\
F(Z) \xrightarrow{X} F(Z) \\
F(Z) \xrightarrow{Y} F(Z) \\
F(Z) \xrightarrow{Z} F(Z)
\end{array}
\]
\[ Q = E(W_n) \quad \text{extend}(Q, W_n) = E(W_n U W_n) \]

\[ g = \text{bind}(!A, \text{out}(\text{extend}(Q, W_n)), \text{let } <x, y> = m \text{ in } N, A) \]

\[ = [[\Delta] \cdot W_n] \]
\[ \downarrow \text{bind} \]
\[ [[\Delta] \cdot [W_n] \cdot [W_n]] \]
\[ \downarrow \text{let} \]
\[ [[\Delta] \cdot [W_n] \cdot [W_n]] \]
\[ \downarrow \text{evaluate} \]
\[ [[\Delta] \cdot [W_n] \cdot [W_n]] \]
\[ \downarrow \text{check} \]
\[ F(\Delta) \cdot [A] \cdot [W_n] \]
\[ \downarrow \text{apply} \]
\[ F(\Delta) \cdot [A] \cdot [W_n] \]
\[ \downarrow F(g) \]
\[ F(\Delta) \cdot [W_n] \cdot [A] \cdot [A] \]
\[ \downarrow F(A) \]
\[ F(A) \]

\[ F(A) \]
\[ Q' = U(V)Q \quad [Q'] = [Q]U(V) \]

\[ (Q')' = \text{extend}(Q', W) = U(V)Q' \quad [(Q')'] = [(Q)]U(V) \]

\[ Q' = \text{extend}(Q, W) \quad \text{in}(Q') = W, \quad \text{out}(Q') = \text{out}(Q) \]
\[ \text{in}(Q') = \text{in}(Q)UW, \quad \text{out}(Q') = \text{out}(Q) \]

Diagram:

- \( A \circ \text{in}(Q') \circ \text{out}(Q') \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(X \circ Y) \circ A \circ C \)
- \( F(X \circ Y) \circ A \circ C \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
- \( F(A \circ C) \circ F(C) \)
A.13. Congruence: branching, case 1

\[(Q_1, m_a) \rightarrow (Q_2, m_c) \quad (Q_3, m_b) \rightarrow (Q_4, m_d)\]

\[\left\langle \text{meas w Q}_1 \text{ Q}_2, [m_a, m_b] \right\rangle \rightarrow \left\langle \text{meas w Q}_3 \text{ Q}_4, [m_c, m_d] \right\rangle\]

\[\begin{align*}
\text{f}_\text{vbind} &= \left[\text{vbind}(!\Delta, [\text{out}(Q_1), \text{out}(Q_2)], [m_a, m_b], A)\right] \\
\text{f}_\text{vbind} &= \left[\text{vbind}(!\Delta, [\text{out}(Q_3), \text{out}(Q_4)], [m_c, m_d], A)\right]
\end{align*}\]
From the induction hypotheses:

\[ [[\Delta \vdash (Q, \bar{m}) : A)] = [[\Delta \vdash (Q, \bar{m}) : A]] \]

\[ [[\Delta] \oplus [w']] \xrightarrow{\text{id}[\Delta]} [[\Delta] \oplus [w']] \]

\[ [[\Delta] \oplus [\text{Find}(Q)]] \]

\[ [[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ M \xrightarrow{\text{FLA}} F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]

\[ F[[\Delta] \oplus [\text{Find}(Q)]] \]
We show the following diagram commutes:

\[
\begin{align*}
\text{[!\Delta]} \circ [\text{W}] &= [!\Delta] \circ [\text{W}] \\
\end{align*}
\]
A.14. Congruence: branching, case 2

\[
\frac{(Q, m_a) \rightarrow (Q', m_c)}{(\text{meas } w Q, Q_a), [m_a, v]} \rightarrow (\text{meas } w Q, Q_a), [m_c, v]}
\]

\[
[!\Delta |- (\text{meas } w Q, Q_a), [m_a, v]) : A]
\]

\[
= [([\text{meas } w Q, Q_a, f_{\text{Bind}}])]
\]

\[
= [!\Delta] \circ [W'] \uparrow [\Delta] \circ [W'] \circ [A] \circ [\text{out}(Q_a)] + [\text{out}(Q_a)] \downarrow f'
\]

\[
Q_a = \text{meas } w Q, Q_a
\]
\[
Q_a = \text{meas } w Q, Q_a
\]
\[
W' = \text{in}(Q_a) = \text{in}(Q_a)
\]
\[
= \text{in}(Q_a) = \text{in}(Q_a)
\]

\[
f_{\text{Bind}} = [[\text{vBind}(\Delta, [\text{out}(Q_a), \text{out}(Q_a)], [m_a, v], A)]
\]

\[
[!\Delta |- (\text{meas } w Q, Q_a), [m_c, v]) : A]
\]

\[
= [([\text{meas } w Q, Q_a, f_{\text{Bind}}])]
\]

\[
= [!\Delta] \circ [W'] \uparrow [\Delta] \circ [W'] \circ [A] \circ [\text{out}(Q_a)] + [\text{out}(Q_a)] \downarrow f'
\]

\[
f_{\text{Bind}} = [[\text{vBind}(\Delta, [\text{out}(Q_a), \text{out}(Q_a)], [m_c, v], A)]
\]
By induction hypothesis:
\[ [\Delta |- (Q, m_A) : A] = [\Delta |- (Q, m_c) : A] \]

\[ [\Delta] @ w \xrightarrow{id} [\Delta] @ w \]

\[ [\Delta] @ F(\text{cond}(Q)) \]
\[ \downarrow \chi' \]
\[ F([\Delta] @ \text{cond}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q)) \]

\[ F([\Delta] @ \text{cond}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q)) \]

\[ f_a = [v \text{Bind} (\Delta, \text{cond}(Q), m_0, A)] \]
\[ f_c = [v \text{Bind} (\Delta, \text{cond}(Q), m_c, A)] \]

Let \( f_v = [v \text{Bind} (\Delta, \text{cond}(Q), v, A)] \), then we show the following:

\[ [\Delta] @ w \xrightarrow{id} [\Delta] @ w \]

\[ [\Delta] @ F(\text{cond}(Q) + \text{true}(Q)) \]
\[ \downarrow \chi' \]
\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]

\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]

\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]

\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]
\[ \downarrow \chi \]
\[ F([\Delta] @ \text{cond}(Q) + \text{true}(Q)) \]
A.15. Congruence: branching, case 3

\[ \text{(meas w}, Q_i, Q_j), [v, m_j]) \rightarrow (\text{meas w}, Q_i, Q_j), [v, m_j]) \]

\[ \text{Congruence: branching, case 3} \]

\[ \Gamma \vdash (\text{meas w}, Q_i, Q_j), [v, m_j]) : A \]

\[ = \Gamma (\text{meas w}, Q_i, Q_j), f_{\text{Bind}} \]

\[ = \Gamma (\Delta) \otimes \Gamma (w') (\text{meas w}, Q_i, Q_j), [v, m_j]) : A \]

\[ F(\Gamma (\Delta) \otimes \Gamma (\text{out}(Q_i))+[\text{out}(Q_j)]) \]

\[ F(\text{meas w}, Q_i, Q_j), f_{\text{Bind}} \]

\[ f_{\text{Bind}} = [\text{Bind}(\Delta, \text{out}(Q_i)), \text{out}(Q_i), [v, m_j], A)] \]

\[ \Gamma \vdash (\text{meas w}, Q_i, Q_j), [v, m_j]) : A \]

\[ = \Gamma (\text{meas w}, Q_i, Q_j), f_{\text{Bind}} \]

\[ = \Gamma (\Delta) \otimes \Gamma (w') (\text{meas w}, Q_i, Q_j), [v, m_j]) : A \]

\[ F(\Gamma (\Delta) \otimes \Gamma (\text{out}(Q_i))+[\text{out}(Q_j)]) \]

\[ F(\text{meas w}, Q_i, Q_j), f_{\text{Bind}} \]

\[ f_{\text{Bind}} = [\text{Bind}(\Delta, \text{out}(Q_i)), \text{out}(Q_i), [v, m_j], A)] \]
By induction hypothesis:

\[ [\Gamma \vdash (\langle q, m \rangle : A)] = [\Gamma \vdash (\langle q', m \rangle : A)] \]

\[ [\Gamma \vdash [w]] \xrightarrow{id} [\Gamma \vdash [w]] \]

\[ [\Gamma \vdash \text{inv}(\langle q, q' \rangle)] \]

\[ F([\Gamma \vdash \text{inv}(\langle q, q' \rangle)]) \]

\[ [\Gamma \vdash \text{let}(q, \text{inv}(\langle q, q' \rangle), A)] \]

\[ F([\Gamma \vdash \text{let}(q, \text{inv}(\langle q, q' \rangle), A)]) \]

\[ [\Gamma \vdash A] \]

\[ F([\Gamma \vdash A]) \]

\[ f_0 = [\text{vbind}(\Gamma, \text{out}(q), m, A)] \]

\[ f_0 = [\text{vbind}(\Gamma, \text{out}(q), m, A)] \]

Let \( f_0 = [\text{vbind}(\Gamma, \text{out}(q), v, A)] \), then we show the following:

\[ [\Gamma \vdash [w]] \xrightarrow{id} [\Gamma \vdash [w]] \]

\[ [\Gamma \vdash \text{inv}(\langle q, q' \rangle)] \]

\[ F([\Gamma \vdash \text{inv}(\langle q, q' \rangle)]) \]

\[ [\Gamma \vdash \text{let}(q, \text{inv}(\langle q, q' \rangle), A)] \]

\[ F([\Gamma \vdash \text{let}(q, \text{inv}(\langle q, q' \rangle), A)]) \]

\[ [\Gamma \vdash A] \]

\[ F([\Gamma \vdash A]) \]
A.16 . Congruence: circuit reduction

\[
\frac{(Q_1, m_a) \rightarrow (Q_2, m_b)}{(Q_1', m_a) \rightarrow (Q_2', m_b)} \quad \left( Q' = (Q \otimes W) \ominus \text{init} \oplus \text{wQ} \right)
\]

\[
\frac{\Gamma \vdash (Q', m_a) : A}{\Gamma \vdash (Q'_1, \text{init} \oplus \text{wQ})}
\]

\[
\frac{\Gamma \vdash (Q_2, m_b)}{\Gamma \vdash (Q'_2, \text{init} \oplus \text{wQ})}
\]

\[
\frac{\Gamma \vdash (Q_1', m_a) : A}{\Gamma \vdash (Q_2', m_b) : A}
\]

\[\text{where } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]

\[\text{and } f' = \text{in}(Q') \]

\[\text{and } \text{out}(Q') \]
By induction hypothesis:
\[
\llbracket \Delta \vdash (Q, w) : A \rrbracket = \llbracket \Delta \vdash (Q, w) : A \rrbracket
\]
\[
\llbracket \Delta \vdash [W] \rrbracket \xrightarrow{id} \llbracket \Delta \vdash [W] \rrbracket
\]
\[
\llbracket \Delta \vdash F([\text{load}(Q)]) \rrbracket \xrightarrow{x'} \llbracket \Delta \vdash F([\text{load}(Q)]) \rrbracket
\]
\[
F([\llbracket \Delta \vdash [W] \rrbracket]) \xrightarrow{\varphi} F([\llbracket \Delta \vdash [W] \rrbracket])
\]
\[
F([A]) \xrightarrow{id} F([A])
\]

Then, we show the following:
\[
\llbracket \Delta \vdash [W] \rrbracket \xrightarrow{id} \llbracket \Delta \vdash [W] \rrbracket
\]
\[
\llbracket \Delta \vdash F([\text{load}(Q)]) \rrbracket \xrightarrow{x'} \llbracket \Delta \vdash F([\text{load}(Q)]) \rrbracket
\]
\[
F([\llbracket \Delta \vdash [W] \rrbracket]) \xrightarrow{\varphi} F([\llbracket \Delta \vdash [W] \rrbracket])
\]
\[
F([A]) \xrightarrow{id} F([A])
\]
\[
\begin{align*}
\text{where } \ g &= [\text{UW}]^*, [\text{Init}(h, w)]^*, [\text{freq}]^*
\end{align*}
\]
B - Synthèse de la thèse

B.1 . Contexte

Avec ses succès récents en développement des ordinateurs quantiques, la recherche en informatique quantique a gagné l’intérêt de celles et ceux qui veulent utiliser la puissance de ce nouveau modèle de calcul basé sur la mécanique quantique. Pourtant, il est difficile de concevoir des algorithmes quantiques et de vérifier qu’ils fonctionnent de la manière souhaitée à cause de la difficulté du raisonnement sur ces algorithmes qui souvent nécessitent l’analyse de propriétés sur l’état quantique. L’état quantique est formalisé par un vecteur dans un espace de Hilbert de taille exponentielle par rapport au nombre de qubits. La recherche en langage de programmation pour l’ordinateur quantique cherche à résoudre le problème de la description sur les algorithmes quantiques et leurs propriétés pour nous aider à raisonner sur les algorithmes quantiques de manière logique, basé sur le modèle formel du calcul quantique.

Le modèle Qram est un modèle de calcul quantique pratique composé d’un ordinateur classique et un processus quantique qui communiquent entre eux. Le programme est exécuté sur l’ordinateur classique. Il envoie les instructions correspondant aux opérateurs quantiques sur le co-processeur, et reçoit le résultat de l’observation de l’état quantique. Ce modèle est considéré comme un modèle standard et plusieurs langages de programmation ont été conçus en basant sur ce modèle.

B.2 . Le Problème

Alors que les programmes dans ce modèle sont capables de réaliser tout calcul quantique grâce à l’usage de la mémoire quantique, il est difficile de les analyser sans l’aide d’un autre ordinateur quantique. Ce problème suscite le besoin pour des méthodes formelles pour les langages programmations quantiques : les outils formels pour raisonner sur l’optimisation du code, pour l’analyser des ressources, et pour spécifier et prouver les propriétés des programmes quantiques.

La sémantique catégorique fait partie de ces méthodes qui fait le lien entre les opérateurs quantiques et les programmes et introduit le système logique qui peut décrire les propriétés sur l’état quantique dans le système de types. Bien que plusieurs travaux proposent des sémantiques catégoriques pour les langages de description de circuits quantiques, aucun ne supporte l’usage du résultat d’une mesure au sein du processeur classique (le ”levage dynamique”).

B.3 . Solution Proposée
Dans cette thèse, nous formalisons le levage dynamique qui transfère le résultat d’observations sur l’état quantique à l’information classique dans un langage de programmation de description de circuit quantique. En suivant l’approche du langage Proto-Quipper, nous définissons un langage typé de description de circuit quantique où l’information quantique levée est incorporée dans la structure ramifiée. Ensuite, le levage dynamique est formalisé dans le cadre de la sémantique opérationnelle et la sémantique catégorique.

Notre sémantique catégorique est basée sur le modèle de Francisco Rios et Peter Selinger pour le langage programmation Proto-Quipper-M. Pourtant, pour formaliser le levage dynamique, nous construisons une catégorie de Kleisli en capturant la mesure quantique comme un effet de bord sur une catégorie concrète pour le circuit avec la mesure quantique. Nous prouvons le théorème de correction de la sémantique catégorique par rapport à la sémantique opérationnelle.

B.4. Discussion et Ouverture

Le langage que nous avons proposé nous aide à décrire les programmes basés sur le modèle Qram. Les circuits quantiques sont construits par le calcul classique et transféré au coprocesseur en utilisant des opérateurs comme box et unbox. Ensuite, la mesure crée un ensemble du calculs qui dépendant du résultat de la mesure. Le système de types s’assure que tous les programmes typés peuvent être réalisés physiquement puisqu’ils ne violent pas le no-cloning théorème.

Dans notre système de types, la validité du programme est définie par le jugement de type. Les types peuvent être considérés comme les ensembles de programmes valides qui satisfont certaines propriétés qui correspondent au type. Pourtant, on pourrait essayer de définir et vérifier les propriétés fonctionnelles de programmes en utilisant le système de types.

Dans ce but, il est nécessaire d’enrichir l’exprimabilité du système du type. Pour le faire, il y a trois traits de types qui seraient utiles. Premièrement, les types qui désignent les sous-ensembles ou les sous-espaces de l’espace quantique nous aideront à dénoter la fonction précise du programme. Deuxièmement, on pourrait définir les programmes paramétrés avec les types dépendants. Troisièmement, la relation d’égalité de programmes est nécessaire pour définir la théorie des états quantiques. Il reste pour la recherche en avenir à formaliser le système de types consistant qui satisfait les requirements.