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Abstract

Probing quantum materials is important. Only thanks to a detailed under-
standing of materials and phenomena can one hope to manipulate them. In fact,
understanding the organization of atoms and the “hidden” electronic structures
in crystals has been one of the main endeavors of solid state physics since its
very beginnings. Crystalline orders (e.g. via X-ray scattering) and magnetic or-
ders (e.g. via neutron scattering) of materials have been investigated for decades.
More recently, other types of orders falling out of the Landau paradigm of sym-
metry breaking (e.g. topological orders and fractional excitations) have been dis-
covered. These rely deeply on the quantum nature of the underlying degrees of
freedom (namely, electrons), and will be of prominent importance in the develop-
ment of new technologies. Such behaviors are often looked for in novel synthetic
materials, grown in the laboratory. The main issue then becomes to probe and
characterize these new quantum materials, in search of interesting properties.

However, probing quantum materials is hard. The large diversity of behav-
iors that electrons can collectively adopt in solids can only be probed via a
handful of experimental methods, each with its own (sometimes narrow) range
of applicability. Thermal transport is a universal probe, in that any particle,
more generally any mobile excitation of the hamiltonian, contributes to it to
some extent. A challenge, both theoretical and experimental, then consists of
separating the different contributions to thermal conductivity, so as to identify
which kind of excitations account for (part of) the energy transport in a given
material.

What is sometimes perceived as a thorn in the side of any attempt at inter-
preting a thermal transport measurement is the inevitable presence of phonons.
Indeed, in any crystal, phonons propagate and carry energy, and acoustic (i.e. linearly
dispersing) phonons survive down to zero temperature. Therefore it is crucial to
understand in detail thermal conductivity due to phonons.

One of the purposes of this thesis is to show that, in fact, the thermal con-
ductivity of phonons itself contains valuable information about all the other ex-
citations of the material. Indeed, all the degrees of freedom in a solid are to some
extent coupled to the lattice, i.e. to the phonons. In this work, I show how the
latter, whose thermal conductivity is usually dominant in electrical insulators,
can consequently be used as a probe of all the other degrees of freedom. More
precisely, I show that the phonon thermal conductivity contains information
about dynamical correlation functions of all other excitations. Because thermo-
dynamics imposes certain reciprocity and detailed balance relations, the form of
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these correlation functions is highly constrained. In particular, I show that the
thermal Hall conductivity of phonons is related entirely to non-gaussian corre-
lation functions. It thereby provides direct information about structures richer
than gaussian correlations, which almost systematically dominate the signal in
other types of measurements.

It is well known that Hall conductivity coefficients vanish in the presence of
given symmetries, such as some mirror symmetries and, crucially, time reversal.
Therefore in insulators, where most of the excitations are electrically neutral,
the existence of a thermal Hall effect is far from obvious. Even less obvious is
the existence of a phonon Hall effect, since phonons carry neither charge nor spin
through which they could “feel” magnetic fields. In this work, I elucidate mech-
anisms whereby a phonon Hall effect is generated in insulators. In particular,
I consider a two-dimensional Néel antiferromagnet on the square lattice, and a
disordered magnetic phase (a spin liquid) with fermionic excitations.
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Chapter 1

Introduction

1.1 Motivation for the study of thermal transport by
phonons

1.1.1 Transport properties in condensed matter

Arguably one of the experimental challenges of solid state physics consists in
measuring the microscopic properties of crystalline materials. Experimental
probes can be roughly divided in three kinds: spectroscopic, where one studies
the absorptivity, emissivity and scattering properties of a material for a certain
kind of excitation (light, neutrons); thermodynamic measurements, such as spe-
cific heat or magnetic susceptibility; and transport experiments. Here we focus
on the latter.

1.1.1.1 An example: the early theory of electronic conduction

The study of transport properties of materials has been instrumental in elaborat-
ing the theories which are now the fundamentals of solid state physics. A major
historical example is charge transport. In that case, the phenomenological for-
mula relating the charge current Jµ to the applied electric field E‹ , Jµ = ‡µ‹E‹ ,
which is Kirchhoff’s microscopic formulation of Ohm’s law, was established be-
fore the underlying mechanisms accounting for the electric conductivity tensor ‡

were known. Experimental data on electric conductivity in a variety of materials
could thus be used as a basis for theoretical models thereof.

An instance of this is the theory of electronic transport in metals, initially
proposed by Drude [Drude, 1900] soon after the discovery of the electron. Exper-
iments on conductivity in narrow wires then led to a correction of the electrons’
mean free path by two orders of magnitude from that predicted by Drune, and
to the theory of Sommerfeld [Sommerfeld, 1928], who correctly evaluated the
Fermi velocity for a sea of free fermions – two orders of magnitude larger than
the velocity predicted by the Maxwell-Boltzmann kinetic theory of gases. Sub-
sequent developments were made by Bloch [Bloch, 1929], who introduced the
notion of electron bands (labeled by s) and thus the electron group velocity
vµ

sk = ˆ‘sk/ˆkµ and the effective mass mú
s =

��ˆ2‘sk/ˆkµˆk‹

��≠1.
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1.1.1.2 A few more modern examples

More exotic phenomena in solid state physics were also discovered thanks to
conductivity measurements. In particular, the temperature dependence of the
resistivity fl(T ) played a key role in these breakthroughs.

Perhaps one of the most famous examples is the experimental discovery that
in conventional metals, especially Hg, the resistivity drops to zero below a given
critical temperature Tc. [Onnes, 1911] This property could later be interpreted
as the hallmark of a new phase of matter [London, 1937], and the power-law be-
havior fl(T ) Ã

Ô
T ≠ Tc in terms of critical exponents following Laudau’s theory

of phase transitions. A satisfactory microscopic mechanism was found much later
[Bardeen et al., 1957], which shed new light onto the physics of electron-phonon
interactions. [Fröhlich, 1952]

Another example is the experimental discovery of a resistivity minimum
at low temperatures in certain alloys in the presence of magnetic impurities
[De Haas et al., 1934]. Much later, an explanation was proposed, which involved
a new microscopic mechanism of interaction between conduction electrons and
localized magnetic moments [Kondo, 1964]. This, in turn, led to a deeper un-
derstanding of the formation of a local Fermi liquid near a magnetic impurity (a
“Kondo singlet”) [Nozières, 1974].

More recently, a linear fl(T ) behavior was found in some compounds, in par-
ticular the “strange metal” phase of the cuprates. Such a behavior, in the very
large temperature limit of metals – the “bad metal” limit, beyond the Mott-
Ioffe-Regel bound [Mott, 1960, Ioffe and Regel, 1960] –, is known to correspond
to the breakdown of the Fermi liquid theory and of the quasiparticle construction,
which generally predicts fl(T ) ≥ T 2. This linear behavior was also measured at
quite low temperature in doped perovskites [Lin et al., 2017]. More generally,
understanding the relation between a linear resistivity at much lower tempera-
tures, like in the cuprates, and non-Fermi-liquid behavior is an active subject of
theoretical research. [Chowdhury et al., 2021]

1.1.1.3 Insights from fl(T ) in metals

Even in conventional metals, the form of the electrical resistivity as a function of
temperature can be far from simple, with different contributions resulting from
different physical processes. Various contributions to fl(T ) are summarized in
the Bloch-Grüneisen formula [Bloch, 1930, Grüneisen, 1933]:

fl(T ) = fl(0) + An

Å
T

ΘR

ãn ˆ ΘR/T

0
du

un

(eu ≠ 1)(1 ≠ e≠u)
. (1.1)

In this formula, fl(0) is the residual zero-temperature resistivity due to boundary
scattering and static defects, and ΘR = 2~vphvF /kB is the Bloch temperature,
with vph the sound velocity and vF the Fermi velocity. The index n corresponds
to the dominant electron-phonon scattering process: n = 5 for the usual scat-
tering of conduction electrons by phonons, n = 3 for s ≠ d electron scattering,
and n = 2 for electron-electron interactions – or more generally quasiparti-
cle interactions in Landau’s Fermi liquid theory. When several physical pro-
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cesses contribute to the electrical resistivity, their scattering rates, and therefore
their electrical resistivities, add up; this is the content of Matthiessen’s rule.
[Matthiessen and Vogt, 1864]. Then, two limits can be considered in Eq. (1.1):
when T π ΘR, the integral depends little on T so that fl(T ) Ã T n; meanwhile
when T ∫ ΘR, the denominator in the integrand can be expanded at small u,
yielding fl(T ) Ã T 1. Such arguments, often used in experiment to determine the
temperature scaling of the conductivity depending on the dominant scattering
process and ratios between quantities such as T/ΘR, will be pervasive in the
following.

Conversely, knowledge about the temperature dependence of the conductivity
in a given material, and especially about the crossovers between two different
behaviors, provides important insight about the scattering processes at work,
and the value of material-dependent physical parameters such as ΘR.

1.1.2 Thermal transport and the lattice contribution

1.1.2.1 Definition of the thermal conductivity

In this thesis, I focus on thermal transport, i.e. the transport of energy, which is
always a conserved quantity in time-translational invariant physical theories. Its
linear response coefficient is the thermal conductivity tensor, Ÿµ‹ , which relates
the energy current jµ to the gradient of temperature ˆ‹T through Fourier’s law
[Fourier et al., 1822]:

jµ = ≠Ÿµ‹ˆ‹T, (1.2)

which is the analogous to Ohm’s law in the case of energy conduction. Equiv-
alently, one defines the thermal resistivity tensor Í = Ÿ≠1 as the inverse of the
thermal conductivity tensor.

1.1.2.2 Phenomenology in metals and insulators

A rough estimate of the longitudinal thermal conductivity in a solid can be
obtained for well-defined energy-carrying particles with population density n
and elementary specific heat cv. Indeed their total increase of internal energy
U through displacement in a temperature gradient is ˆtU = ncvvµˆµT , and the
corresponding average energy current density is Jµ = ≠ncv· v2

3 ˆµT , where · is
the typical scattering time of a particle. This yields the longitudinal thermal
conductivity

ŸL ¥ 1

3

ÿ

j

cv,jvjlj , (1.3)

where j indexes the different particle flavors involved in energy transport. Here
lj = vj·j is the mean free path with ·j the average scattering time of the j
particles. [Peierls, 1955, Kittel, 1953]

In conventional metals, thermal conductivity is usually dominated by the
electronic contributions, because of the large Fermi velocity. Since then both
energy and charge are carried by the same quasiparticles, this results in the
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Wiedemann-Franz law [Franz and Wiedemann, 1853]: Ÿ = fi2

3 (kB

e )2T‡; the lat-
ter states that the thermal and electrical conductivity tensors are proportional to
each other. In particular, the Bloch-Grüneisen formula Eq. (1.1) can be straight-
forwardly translated to give the temperature dependence of the thermal resis-
tivity, in any material where the Wiedemann-Franz law applies.

In insulators, mobile electrons can no longer be the main energy carriers.
Thermal conductivity in insulators results from energy transport by various
neutral excitations, which therefore do not enforce the Wiedemann-Franz law.
[Ziman, 1960] In particular, at low temperatures, only those excitations which
have a vanishingly small energy at long wavelengths can significantly contribute
to the thermal conductivity. This includes the slow modes associated with broken
continuous symmetries – in particular, acoustic phonons are usually among the
main energy carriers in any insulator. Other low-energy excitations include spin
waves in ordered magnetic materials, or emergent gapless neutral fermions in
some disordered antiferromagnets. Further contributions can come from gapped
particles such as optical phonons, gapped spin excitations, etc. In this work, I
focus on the role of phonons in energy transport.

1.1.2.3 Phonons and their role in thermal conduction

Phonons are defined by the canonical quantization of the lattice displacement
field [Ashcroft and Mermin, 1976]:

ank =
1Ô
Nuc

ÿ

r

e≠ik·rÁc
n(k) ·

" 
M cÊn(k)

2~
uc(r) + i

 

(M cÊn(k))≠1

2~
pc(r)

#
.

(1.4)
In Eq. (1.4), n is the phonon band index, k the phonon momentum, Nuc is the
number of unit cells, c indexes the different atoms in the unit cell with mass
M c, uc(r) is the displacement of atom c in the unit cell with average location r,
and pc(r) is the momentum of the said atom – which is canonically conjugate
to uc(r), namely [ûa

µ(r), p̂b
‹(rÕ)] = i~”ab”µ‹”r,rÕ . Finally, Ác

n(k) is the polarization
vector of atom c in phonon band n, which satisfies

q

n[Áa
n(k)ú]µ[Áb

n(k)]‹ = ”ab”µ‹ .
From this definition, it follows that [ank, a†

nÕkÕ ] = ”nnÕ”k,kÕ , i.e. the phonons are
well-defined canonical bosons.

In contrast to other quasiparticles which can emerge e.g. in magnetic phases,
phonons (as the vibration modes of the lattice) are always present in a crystal.
Moreover, the polarization index ranges in n = 1, .., 3p where p is the number of
atoms in the unit cell, so that there are typically many excited phonon modes as
compared to other excitations. In particular, the three acoustic phonons, which
are the Goldstone modes [Goldstone et al., 1962] associated with the transla-
tional symmetries broken by crystalline order, remain present down to zero
energy (i.e. zero temperature), and therefore contribute to the thermal con-
ductivity down to the lowest temperatures.

The thermal conductivity of phonons depends on the interactions of phonons
with all other degrees of freedom present in the material, as well as with the sam-
ple boundaries, etc. Analogously to Matthiessen’s rule, the phonons’ scattering
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rate ·≠1 is the sum of all the partial scattering rates resulting from different
scattering processes. [Tritt, 2004] This can be written in compact form as a
formula similar to the Bloch-Grüneisen one for the lattice thermal conductivity
Ÿ(T ), see for instance [Klemens, 1951].

1.1.2.4 Usually dominant contributions to the phonon resistivity:
purely from the lattice

Early in the theory of lattice thermal conductivity, it was realized by Peierls
[Peierls, 1929] that a pure theory of harmonic phonons yields an infinite thermal
conductivity (i.e. zero resistivity). This can be understood, for instance, from
Eq. (1.3) with a vanishing phonon scattering rate, ·≠1 æ 0. However, the ar-
gument is in fact more general, and holds even in the presence of inter-phonon
interactions (related to phonon anharmonicity [Ashcroft and Mermin, 1976]), as
long as only “normal” (N) processes, i.e. processes which conserve the total
phonon momentum, are involved. [Ziman, 1960, Krumhansl, 1965] At large tem-
peratures, Peierls understood the prominent role of the (U) “umklapp-prozesse”,
which are interactions between (at least) three phonons where the total momen-
tum is only conserved up to a reciprocal lattice vector K, i.e. p1 = p2 + p3 + K.
More details concerning U-processes and phonon anharmonicity, as well as many
references, are provided in [Han and Klemens, 1993]. The contribution of U-
processes to the thermal resistivity is exponential, flU(T ) ≥ e≠◊D/T with ◊D

the Debye temperature; this accounts for the decay of thermal conductivity at
temperatures larger than ◊D, but does not explain why thermal conductivity
vanishes at T æ 0.

A power-law behavior ŸL(T ) ≥ T 3 at low temperatures can be obtained
from Eq. (1.3) assuming a constant scattering rate · . This can follow, notably,
from phonon scattering on the boundaries of the sample. An elegant derivation
of the corresponding · was proposed by Casimir [Casimir, 1938], using the di-
rect analogy between a phonon gas and a photon gas, whose energy transport
(i.e. radiation) properties are well known and given by the Stefan-Boltzmann
law. Since naturally lim

LæŒ
·boundary = Œ, where L is the smallest dimension of

the sample, this term can only play a role in samples with at least one small
dimension.

1.1.2.5 Many more contributions purely from the lattice

Beside these two contributions, many other scattering processes can contribute to
the phonon thermal conductivity, some of which are summarized in [Tritt, 2004];
see also the review paper by [Carruthers, 1961].

Three-phonon N-processes were considered by Callaway [Callaway, 1959]; al-
though these alone cannot yield a finite thermal resistivity (because of the Peierls
argument described above), they still play a role through a phonon relaxation
rate ·≠1 Ã Ê2T 3, which puts a bound on the validity of Matthiessen’s rule
[Krumhansl, 1965, Tritt, 2004]. Finally, it should be mentioned that phonon
scattering by a quadratic band of conduction electrons was considered in [Ziman, 1956].
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The phonon scattering rate due to point-like defects in the lattice, be it a
local substitution by an atom of different mass or a local change of the elastic
constant, was calculated by Klemens [Klemens, 1955]; in both cases, ·≠1 Ã Ê4,
where Ê is the phonon frequency. The same author also calculated the scattering
rate due to screw and edge dislocations, which behaves like ·≠1 Ã Ê1 – this
recovers Nabarro’s result [Nabarro, 1951]. He also considered phonon scattering
by grain boundaries, which yields (like in [Casimir, 1938] ) a constant scattering
rate ·≠1 ≥ vph/L, where now the typical distance L depends on many features
of the grain boundaries and is not related to the size of the sample.

1.1.3 Thermal Hall conductivity and the role of symmetries

In this work, I am particularly interested in the thermal Hall conductivity tensor,
ŸH = 1

2

�
Ÿ ≠ ŸT

�
, and the thermal Hall resistivity tensor, ÍH = 1

2

�
Í ≠ ÍT

�
. The

thermal Hall conductivity tensor has several unusual properties. For instance,
by definition, it does not contribute to the entropy production, since the latter
is proportional to ≠j · ÒT , with j the energy current. I will also show in the
following that it is primarily related to non-time-ordered four-point correlators,
instead of two-point correlations as is customary in linear response theory (see
1.2.3 below). I will also consider in detail its symmetry properties, in particular
its behavior under the time reversal operation.

1.1.3.1 Time reversal symmetry

The time reversal operator, Θ̂, is an anti-unitary operator which can be decom-
posed as Θ̂ = ÛK̂, where K̂ stands for complex conjugation (i.e. K̂ΨK̂≠1 = Ψú

for a complex function Ψ) and Û is a unitary operator. [Sakurai, 1994] In the
case of a spin 1

2 system, time reversal acts as Θ̂‡Θ̂≠1 = ≠‡. Thus the operator
U must anticommute with both ‡x and ‡z, and commute with ‡y; therefore a
possible choice is U = ‡y.[Wigner, 1959]

Time reversal plays an important role in thermal transport. Indeed, a quasi-
particle energy Ênk is even under Θ̂ while its velocity vnk is odd, so Θ̂jnkΘ̂≠1 :=
Θ̂vnkÊnkΘ̂≠1 = ≠jnk: a quasiparticle energy current is odd under time reversal.
Note that applying time reversal naïvely to both sides of Fourier’s law, Eq.(1.2),
would lead one to conclude that the whole thermal conductivity tensor Ÿ is odd
under time reversal. This is because dissipative quantities are not straightfor-
wardly described in the framework of unitary time evolution where Θ̂ is well
defined. By contrast, this naïve approach yields the correct result in the case
of the thermal Hall conductivity tensor, which is non-dissipative and indeed
vanishes in the presence of time reversal as a symmetry of the system – these
properties can be derived rigorously using Kubo’s formula and the Lehmann rep-
resentation. Consequently, time reversal symmetry (TRS) is an obstruction to
the existence of a thermal Hall effect. In this work, I also consider time reversal
as an effective symmetry of the system of energy-carrying quasiparticles. In other
words, “does the energy carrying (phonon) system know about the lack of time
reversal symmetry in the entire system?”, or more precisely “does the effective
theory describing the phonon system (with the Q fields “integrated out”) lack
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TRS?”. This will prove crucial in the case of phonons which, being electrically
neutral, do not couple directly to the magnetic field.

1.1.3.2 Onsager-Casimir relations

Linear response coefficients are also strongly constrained by close-to-equilibrium
thermodynamic identities. In time-reversal-invariant systems, these are the On-
sager relations. [Onsager, 1931] The latter are statements about sets of con-
served extensive quantities Ei, labeled by i, with conserved current J̨i, each
of which is the thermodynamic conjugate of an intensive quantity „i (so that
dS =

q

i „idEi). Then one can show that the linear response coefficients Lij

appearing in the linear response equation Jµ
i = Lijˆµ„j satisfy the reciprocity

relations Lij = Lji. [Callen, 1985, Pottier, 2009]
As was emphasized by Casimir [Casimir, 1945], strictly speaking the Onsager

relations directly apply to conductivity tensors only in one-dimensional systems.
Indeed, in the continuity equation ˆtEi+ˆµJµ

i = 0 (with implicit summation over
µ = x, y, z the spatial coordinate index) the i index is not a spatial orientation
x, y, z of a conductivity tensor, as would be necessary for Lij to be one. In 1D this
not an issue, since then one of the linear response equations reads Jx

i = Liiˆ
x„i

(and the conductivity coefficient Lii is a “scalar” with respect to x). Onsager’s
argument was nevertheless adapted in [De Groot and Mazur, 1984] (and proven
more rigorously in [Garrod and Hurley, 1983]). The authors established the fol-
lowing result (still named after Onsager in the literature): in a time-reversal-
invariant system, a conductivity tensor must be symmetric, namely ‡µ‹ = ‡‹µ.

A further generalization to systems without time-reversal symmetry was
given by Casimir [Casimir, 1945]; if ‘i, ‘j denote the signature of Ei, „j under
time reversal, the linear response coefficients satisfy the Onsager-Casimir rela-
tion, Lij(B) = ‘i‘jLji(≠B). Here B stands for all TR-odd parameters such
as the magnetic field, magnetization, angular velocity of the sample, etc. An
extension of this relation to the thermal conductivity tensor establishes that

Ÿµ‹(B) = Ÿ‹µ(≠B). (1.5)

In particular, a thermal Hall conductivity can only exist if time reversal is broken.
A brief review of Onsager-Casimir arguments applied to transport properties,
and an extension thereof to boundary transport (with the same conclusions), is
due to Büttiker. [Buttiker, 1988]

1.1.3.3 Other symmetries from the Curie principle

In addition to the Onsager relations, some symmetry properties of the conduc-
tivity tensor come simply from a direct application of the Curie principle of
symmetry. In particular, if the system possesses a mirror symmetry with re-
spect to the (x, z) plane, or the (y, z) plane, or the (x+yÔ

2
, z) plane, then it is easy

to see from Fourier’s law (i.e. the very definition of the conductivity tensor) that
Ÿ

xy
H = 0. A more general analysis, based on the representation theory of the D4h

group, is provided in Sec.3.
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In the case where energy is solely carried by the phonons, a very impor-
tant (although simple and intuitive) result, which I want to emphasize, is that
the above argument still holds true provided that the said transformations are
symmetries of the phonon system, even if they are not symmetries of the entire
system. Here “the phonon system” means the theory of the phonons and of all
the degrees of freedom which they couple to. In other words, a phonon Hall
effect can only exist if the symmetries mentioned above are broken either by the
phonons themselves, or by at least one degree of freedom coupled to the lattice
– note that this is a necessary condition but not a sufficient one.

Finally, note that the pure phonon theory – i.e. the dynamical theory of
the lattice alone – inherits all the symmetry properties of the lattice. This
includes mirror symmetries if the lattice has them, and most importantly, time
reversal symmetry in any lattice. [Maradudin and Vosko, 1968] Therefore, the
pure phonon system can never exhibit a thermal Hall effect.

This makes the possibility of phonon thermal Hall conductivity an interesting
theoretical question, which is a central focus of this thesis. For a phonon Hall
effect to exist, time reversal – along with symmetries such as mirror, if they are
present in the pure lattice theory – must be broken indirectly, through coupling
the lattice to other degrees of freedom. In the following, I derive expressions
for the phonon thermal Hall conductivity in terms of these other degrees of
freedom, both as fully general formulae and explicitly in particular cases of
special relevance.

1.1.4 Experimental aspects

1.1.4.1 Schematic experimental setup and method

Thermal conductivity coefficient measurements are usually performed using ex-
perimental setups similar to that represented pictorially in Fig.1.1.

Figure 1.1: Schematic experimental setup for thermal conductivity measurement.
The three black empty squares represent contact points where the temperature
T is measured, and j is the energy current.

The experimentally tunable parameter is the total energy flux sent through
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the sample – from which the local energy current j can be deduced in the perma-
nent regime since it is divergenceless. Another tunable parameter is the applied
magnetic field H, which is important for instance in thermal Hall conductivity
measurements.

Temperature is the parameter which is measured; it is probed simultaneously
– note that this is not a strong requirement since usually experiments are carried
out in the permanent regime – at (at least) three different contact points, as rep-
resented in the figure. To extract the thermal conductivity tensor, temperature
differences in the directions parallel to the current (∆TL) and perpendicular to
it (∆T‹) are needed, which are accessible directly by a voltage measurement in
a thermocouple. This is based on the Seebeck effect, which provides a propor-
tionality relation between the measured voltage and ∆T . The proportionality
coefficient is a property of the metals in the contacts, tabulated with very good
accuracy.

From ∆TL, the longitudinal conductivity coefficient Ÿxx is easily determined
(here x is the longitudinal direction, i.e. the horizontal direction in Fig.1.1).
Meanwhile, ∆T‹ only gives access to the transverse thermal conductivity co-
efficient Ÿyx, and not directly to the thermal Hall coefficient Ÿ

xy
H = 1

2(Ÿxy ≠Ÿyx).
Experimentally it is not feasible to simply rotate the sample by 90 degrees with
respect to the energy current, so that Ÿyx cannot be measured directly. For-
tunately, the aforementioned Onsager-Casimir relation implies that Ÿxy(≠H) =
Ÿyx(H), so that by experimentally reversing the magnetic field it is possible to
subtract the symmetric component of the conductivity tensor, and thus obtain
the proper Hall conductivity.

It is worth mentioning that the contacts are contacts with the lattice. There-
fore, any measurement, notably a temperature measurement, ought to involve
phonons, even though energy is partly or even mostly carried by “electronic” (in
a broad sense) degrees of freedom. Therefore, the question of thermal equilibra-
tion between the “electronic” system and the lattice is an important question
with direct experimental implications. [Ye et al., 2018]

1.1.4.2 Recent experimental results

Thermal conductivity in insulators has become recently of great experimental
interest, in the wake of several important experiments looking to probe neutral
excitations in quantum materials. The current lack of precise theoretical un-
derstanding of any of these experiments also motivates this thesis. In Tables
1.1,1.2 I review the known experimental values in many insulating compounds,
grouped in (quite arbitrary, but hopefully relevant) families. The value of H is
taken as large as possible, provided that the values of both ŸH and ŸL are known
for this magnetic field. The value of T is taken close to the Hall conductivity
peak, which means a maximum of ŸH or ŸH/T depending on the cited papers.
In the latter case (ŸH/T ), the temperature in the table is indicated with a star
– see for instance Tb2Ti2O7. When ŸH is zero, the value of T is taken equal
to that of a similar material with finite ŸH , as a means of comparison – see for
instance Y2Ti2O7. In the case of a single temperature measurement (e.g. for the
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Material
ŸL(H, T ) ŸH(H, T ) H T

Reference(s)
(W/K/m) (mW/K/m) (T) (K)

P
yr

oc
hl

or
e

m
at

er
ia

ls
Tb2Ti2O7 0.27 1.2 12 15ı [Hirschberger et al., 2015b]

(Tb.3Y.7)2Ti2O7 ¥ 0.5 3.0 12 11ı [Hirokane et al., 2019]

Y2Ti2O7 18 0 8.0 15ı [Hirschberger et al., 2015b, Li et al., 2013]

Lu2V2O7 0.7 ¥ 1 0.1 50 [Onose et al., 2010, Ideue et al., 2012]

Ho2V2O7 1.0 ¥ 0.5 0.1 50 [Ideue et al., 2012]

In2Mn2O7 3.1 ¥ ≠2 0.1 102 [Ideue et al., 2012]

See also [Kolland et al., 2012, Toews et al., 2013] for studies of ŸL in several other compounds.

P
er

ov
sk

it
es

Fe2Mo3O8 5.0 27 10 45 [Ideue et al., 2017]

(Zn1/8Fe7/8)2Mo3O8 9.0 30 0.1 30 [Ideue et al., 2017]

SrTiO3 36 80 12 20 [Martelli et al., 2018, Li et al., 2020a]

KTaO3 32 2 12 30 [Martelli et al., 2018, Li et al., 2020a]

BiMnO3 ¥ 2.7 ¥ ≠0.7 0.1 48 [Ideue et al., 2012]

YTiO3 ¥ 2.7 0 0.1 48 [Ideue et al., 2012]

La2TiMnO6 ¥ 0.4 0 0.1 48 [Ideue et al., 2012]

Ba3CuSb2O9 0.8 ≠0.08 15 50 [Sugii et al., 2017]

O
th
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s

VI3 4.0 ¥ 10 >0.1 20 [Zhang et al., 2021a]

Cu3TeO6 3.3 · 102 ≠1.1 · 103 15 20 [Chen et al., 2021]
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Material
ŸL(H, T ) ŸH(H, T ) H T

Reference(s)
(W/K/m) (mW/K/m) (T) (K)

R
ar

e-
ea

rt
h

ga
rn

et
s Tb3Ga5O12 0.19 2.0 · 10≠2 3 5.1ù [Strohm et al., 2005]

[Inyushkin and Taldenkov, 2007]

(Tb.3Y.7)3Ga5O12 0.1 9.5 · 10≠2 10 8.0ı [Hirokane et al., 2019]

Sp
in

liq
ui

d

ca
nd

id
at

es

dmit-131 0.05 ? 0–10 2ı
[Bourgeois-Hope et al., 2019]

[Ni et al., 2019]

See also [Yamashita et al., 2010] where quantitatively different values are obtained.

–-RuCl3
15 8 12 20ı [Kasahara et al., 2018b]

8 3.5 16 35 [Hentrich et al., 2019]

See also [Czajka et al., 2022, Bruin et al., 2022a] for consistent results at lower T .

C
up

ra
te

s

La2CuO4 12 ≠38 15 20ı [Grissonnanche et al., 2019]

Sr2CuO2Cl2 7 ≠21 15 20ı [Boulanger et al., 2020]

Nd2CuO4 56 ≠200 15 20ı [Boulanger et al., 2020]

Note that doped cuprates are explored in [Grissonnanche et al., 2020, Boulanger et al., 2022].

K
ag

om
e

m
at

er
ia

ls

Cu(1,3-bdc) ¥ 0.07 ¥ 0.2 0.1 0.82ı [Hirschberger et al., 2015a]

Volborthite 1.9 ≠0.66 15 22ı [Watanabe et al., 2016]

Ca-Kapellasite ¥ 0.2 ¥ 1 15 20ı [Doki et al., 2018]

Cd-Kapellasite 1.7 11 15 10ı [Akazawa et al., 2020]
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early experiments on Tb3Ga5O12) I used the symbol T ù. References where only
ŸL is presented, or where only a range of temperatures below the ŸH peak is
explored, are mentioned as comments but their results are not displayed in the
table. A notable exception to the above is the case of the spin liquid candidate
dmit-131, where ŸH is not known as far as I can tell; the displayed temperature
is then defined with respect to the peak of ŸL (here, in fact, ŸL/T ). When ex-
perimental results present a discrepancy between different papers (as is the case
for dmit-131), I displayed the most recent results.

Note that Tables 1.1,1.2 are inspired, and parts of them are adapted, from a
few summaries which already exist in the literature: [Chen et al., 2021, Ideue et al., 2017].
In the following I provide some more detail about the data displayed in the ta-
bles, and their possible interpretations as given in the referenced experimental
papers – and the theory literature when it exists.

In the following I use the word “large” (as a qualifier for ŸH) as it is used
in the experimental literature. This means sometimes that ŸH is large on an
absolute scale (i.e. typically |ŸH | & 10 mW/K/m), sometimes that ŸH is large
relatively to ŸL (i.e. typically |ŸH |/ŸL & 10≠3), sometimes both.

(i) Rare-earth garnets These are the first insulators where a “large” ther-
mal Hall signal was measured, in the pioneering experiments of [Strohm et al., 2005,
Inyushkin and Taldenkov, 2007] with Tb3Ga5O12 (and a variant thereof), in
which magnetism is carried by the localized spins of Tb3+ ions – plus those
of superstoechiometric Tb3+ impurities. The temperatures where these exper-
iments were conducted are much above the Néel temperature. Since in the
paramagnetic phase the low-energy modes which can efficiently carry energy do
not include spin waves, this thermal Hall effect was soon identified as a phonon
contribution. The mechanism whereby phonons, by interacting with magnetic
impurities, can acquire chirality and contribute a finite Hall conductivity, was
investigated theoretically in [Mori et al., 2014].

(ii) Pyrochlores A thermal Hall effect was found in several pyrochlore ma-
terials displaying various magnetic behaviors. A finite thermal Hall effect was for
instance measured in Lu2V2O7, Ho2V2O7 and In2Mn2O7, which at the consid-
ered temperatures are ferromagnetic [Ideue et al., 2012]. It is interesting to note
that ŸH can be positive or negative, depending on the material. A quite large
thermal Hall conductivity was also measured in the “quantum spin ice” material
Tb2Ti2O7, while the signal seems to vanish in Y2Ti2O7 which is non-magnetic
[Hirschberger et al., 2015b] – this is in accordance with the necessity to break
time-reversal symmetry to obtain a nonzero Hall effect. It is also interesting
that the “intermediate” compound (Tb.3Y.7)2Ti2O7 has a larger peak thermal
Hall conductivity (at about the same temperature) than the “pure” magnetic
compound Tb2Ti2O7. [Hirokane et al., 2019]

(iii) Kagome materials Thermal Hall conductivity signals – again of both
signs – have been measured in kagome materials, such as the layered ferromag-
net Cu(1,3-bdc) [Hirschberger et al., 2015a], both above and below its Curie
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temperature. More exotic magnetic phases in kagome frustrated antiferromag-
nets were also explored: in volborthite, suspected of hosting a gapless spin liquid
[Watanabe et al., 2016]; in Ca-Kapellasite [Doki et al., 2018] and Cd-Kapellasite
[Akazawa et al., 2020], which seem to be well approximated by the kagome
Heisenberg antiferromagnet model. A derivation of the magnon thermal Hall
effect in the latter material is proposed in [Mook et al., 2019]. As for phonons,
it is worth mentioning that the lattice dynamics in herbertsmithite was re-
cently investigated, both experimentally and by ab initio DFT calculations, in
[Li et al., 2020b].

(iv) Spin liquid candidates In the layered triangular organic dmit-131,
the linear (or affine) behavior of ŸL(T ) was suggested to bear the hallmark
of exotic phenomena [Yamashita et al., 2010], and was further investigated re-
cently [Ni et al., 2019, Bourgeois-Hope et al., 2019]. Meanwhile, the nature of
the energy carriers responsible for this signal remains so far unclear, and the
role played by phonons has not yet been identified – note that in Chapter 4,
a series of arguments are presented, which might shed light on this particular
aspect.

The thermal Hall conductivity of the famous Kitaev compound –-RuCl3 has
been the focus of intense experimental activity over a large range of temperatures
[Kasahara et al., 2018b, Hentrich et al., 2019]. The longitudinal thermal con-
ductivity too was reported to be unusual [Hentrich et al., 2018]. Temperatures
below the peak of ŸH were explored more specifically in [Czajka et al., 2022,
Bruin et al., 2022a], partly motivated by the reported measurement of a Hall
conductivity plateau at half-quantization [Kasahara et al., 2018a]. Magnetoe-
lastic coupling in –-RuCl3 was investigated in [Kaib et al., 2021] using first-
principles methods. The particular role played by phonons in Kitaev materials
was studied in a series of theoretical papers [Metavitsiadis and Brenig, 2020,
Ye et al., 2020, Feng et al., 2021, Feng et al., 2022]. One of these partly ad-
dresses the phonon thermal Hall conductivity via the phonon Hall viscosity,
while [Ye et al., 2021] emphasizes the role that phonons play in the majorana
Hall conductivity.

Besides, [Koyama and Nasu, 2021] addresses the question of magnon Hall
conductivity in related (Heisenberg-Kitaev) compounds where magnetic ordering
has developed.

(v) Perovskites Measurements on the thermal Hall conductivity of the per-
ovskite Ba3CuSb2O9 are reported in [Sugii et al., 2017]. Because spin excitations
are gapped in this material, thermal Hall transport was argued to be due to the
phonons. This is also supported by the spin-lattice coupling being particularly
strong in this compound. In fact, since this is known to be the case in several
perovskites, most of the thermal conductivity features in these compounds have
been attributed to the phonons.

In particular, an unusual behavior of the longitudinal thermal conductiv-
ity was found in the SrTiO3 compound, which is insulating, nonmagnetic and
nearly ferroelectric (a “quantum paraelectric”) [Martelli et al., 2018]. This ma-
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terial also appears to exhibit an unusually large thermal Hall conductivity, as
shown in [Li et al., 2020a]; this paper identifies quite conclusively this signal as
a phonon Hall effect. A much smaller (although, arguably still quite large) ŸH

signal was also measured in the structurally very similar material KTaO3. The
phenomenology of phonon thermal Hall transport near the ferroelectric transi-
tion in the presence of large quantum fluctuations was subsequently discussed
theoretically in [Chen et al., 2020].

Other experimental studies include the multiferroic Fe2Mo3O8, which ex-
hibits spontaneous electric polarization and ferrimagnetic ordering, and strong
magnetoelectric coupling; a very large Hall conductivity was found in this com-
pound and another parent multiferroic. [Ideue et al., 2017]

Thermal Hall conductivity measurements have also been conducted on sev-
eral perovskite ferromagnets, namely YTiO3, La2TiMnO6 and BiMnO3. While
a finite signal was indeed measured in the latter, the two others do not exhibit
a measurable thermal Hall effect; this was interpreted as a magnon Hall effect
(or the absence thereof) [Ideue et al., 2012], which arguably has little to do with
the phenomenology of the other perovskite materials cited so far.

(vi) Cuprates Even in conventional magnets, such as the undoped La2CuO4

cuprate, a surprisingly large thermal Hall conductivity was found [Grissonnanche et al., 2019].
A striking feature of this signal is that it remains large in a vast region of the
phase diagram, being of the same order of magnitude in the Mott insulator
phase, the pseudogap regime and deep in the metallic phase. The thermal Hall
conductivity was also shown to be little sensitive to the choice of the Hall plane,
i.e. Ÿxy ¥ Ÿxz [Grissonnanche et al., 2020]. Because of the layered structure
of magnetic ordering in these materials, this conclusively shows that magnons
(or any other spin/electronic excitations) cannot account for this signal, which
thus corresponds to a large phonon thermal Hall effect. A large Ÿ

xy
H was also

measured in the undoped cuprate Sr2CuO2Cl2, and an exceptionally large one
in Nd2CuO4 [Boulanger et al., 2020]. Interestingly, Ÿ

xy
H has the same negative

sign in these three materials, which is opposite to what would be expected from
the Wiedemann-Franz law at finite doping, if the thermal Hall effect were of
electronic origin – this was investigated further in [Boulanger et al., 2022]. This
may indicate that a similar mechanism is responsible for the (phonon) ther-
mal Hall effect in all three cuprates, and that it survives beyond the Mott
insulating phase, as a negative signal is also found in the pseudogap phase
[Grissonnanche et al., 2019].

(vii) Others Recently, an exceptionally large ŸH, presumably of phononic
origin, was found in the 3D collinear antiferromagnet Cu3TeO6 with cubic sym-
metry, and reported in [Chen et al., 2021]. The authors argue that this result
is striking, because it shows that no special properties such as ferroelectricity,
strong correlations, or the presence of magnetic impurities are required to gen-
erate a very large thermal Hall conductivity. Indeed, the authors argue that
Cu3TeO6 (and their samples in particular) lack all of these. Moreover, the effect
survives above the Néel temperature. Some insight on these results can proba-
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bly be gained from Chapter 3. There, we compute ŸH from phonon scattering
in a 2D Néel collinear antiferromagnet with tetragonal symmetry; the coupling
mechanism which we identify, whereby chirality is transferred to the phonons,
depends strongly on anisotropies of the spin model (whose symmetries would
also apply to the cubic case) but not much on the dimensionality of the spin
waves (Cu3TeO6 is a 3D magnet). Moreover, as we emphasize in Chapter 2,
the phonon Hall conductivity calculated in our approach depends on dynami-
cal four-point correlation functions of the spin degrees of freedom. These may
indeed survive above the Néel temperature, even though the static correlations
do not: the general framework which we develop in Chapter 2 might be a good
starting point to explain the large thermal Hall conductivity of Cu3TeO6.

For the sake of completeness, I note here that a finite ŸH was found in the 2D
van der Waals ferromagnet VI3. The authors argue that it might be of similar
origin as in kagome magnets, namely that this anomalous thermal Hall effect is
driven by the magnon band topology.[Zhang et al., 2021a] They also claim that
phonons should play a role at lower temperatures.

1.1.4.3 Motivation

The present work is motivated by the fact that phonons should always be consid-
ered good candidates to account for a thermal conductivity signal, and the latter
begs for a thorough theoretical understanding. It is therefore important to un-
derstand precisely the role played by phonons in thermal conduction, especially
as far as subtle effects such as thermal Hall conductivity are concerned, for two
essential reasons: (1) they might indeed be responsible for the signal, perhaps
via a subtle interaction with other excitations, which can thus be probed through
the phonon thermal transport; or (2) they might not be the only energy carriers,
in which case being able to subtract their contribution from the experimental
signal could prove very helpful. In this work, I focus on the role of phonons in
thermal transport, and show that the phonon thermal conductivity tensor (in
particular its Hall component) contains valuable information about interactions
and correlations in the material.

1.2 Theoretical approaches to thermal conductivity

1.2.1 Hydrodynamical approach to transport theory

Several theoretical frameworks have been developed to study transport prop-
erties of quantum systems; I review some of their properties and differences
in Sec. 1.2.3. In the present work, we use the hydrodynamical approach. The
latter relies strongly on the concept of a quasiparticle [Landau, 1957]. The trans-
ported quantity (charge, energy, etc) is assumed to be carried by well-defined
excitations called quasiparticles, whose energy is a narrowly peaked function of
momentum and whose self-energy has a very small imaginary part. In other
words, the quasiparticle’s velocity divided by the width of the spectral function
peak (which gives an estimate of the mean free path) is very large compared to
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the quasiparticle’s wavelength. [Coleman, 2015] This is true for phonons1.

1.2.1.1 Hydrodynamic equations from quantum field theory

Hydrodynamic equations can be derived as an approximation from exact quan-
tum field-theoretical formulas, notably in the Schwinger-Baym-Kadanoff formal-
ism [Kadanoff and Baym, 1962, Prange and Kadanoff, 1964], or the closely re-
lated Keldysh formulation [Keldysh et al., 1965]. For a parallel derivation of
some of our results from the Keldysh formalism, see App. 5.1. More recent
discussions of this formalism, and of the derivation of “quantum Boltzmann
equations” therefrom, are in [Mahan, 1987, Kamenev, 2011].

I want to emphasize an important step in the derivation. Green’s functions
and self-energies are a priori functions of four variables (r, t, p, Ê): they are ob-
tained by a Wigner transform of the two-point correlation functions, where r, t
account for the slow variations of statistical properties while p, Ê contain infor-
mation about fast variations of the quantum fields. The hydrodynamic approxi-
mation consists in removing the Ê dependence from G, Σ, etc. This corresponds
to assuming that the spectral function of the excitations is a pure Dirac delta
distribution located at Ê(p), so that p and the dispersion relation contain all the
information about the quasiparticles. [Hänsch and Mahan, 1983] This assump-
tion leads to considerable simplifications of the problem, while maintaining a
very accurate description of the transport properties, as these are usually mainly
governed by slowly-varying, classical statistical quantities [Chaikin et al., 1995]
(with the notable exception of coherent effects in mesoscopic physics, as I men-
tion later).

Therefore the hydrodynamic approach is often referred to as “semiclassical”.
This is also because the hydrodynamical equation is ultimately an equation of
motion for the particle population density, which is essentially a classical func-
tion, as it appears on the diagonal of the density matrix. Note, nonetheless,
that semiclassical kinetic equations for the full density matrix can also be de-
rived. [Sekine and Nagaosa, 2020]. For completeness, I should mention that it
is also possible, starting from Kubo formulae (or related formulations), to derive
Boltzmann (or related) hydrodynamic equations. This was shown, notably, by
Eliashberg [Eliashberg, 1962]. The two approaches have been shown to yield
identical results in some cases [Gangadharaiah et al., 2010, Chen and Su, 1989].

1.2.1.2 Boltzmann’s equation

From the above, it follows that the out-of-equilibrium dynamics of a system
of well-defined quasiparticles indexed by momentum k and an extra index n
can be described using Boltzmann’s equation. The latter is valid provided that
quasiparticles are well defined, so that their one-particle distribution function
Nnk(r, t) yields an accurate description of their statistical properties. Then, the
equation of evolution for Nnk(r, t) is Boltzmann’s equation:

[ˆt + vnk · Òr + fnk · Òk] Nnk(r, t) = Cnk [{NnÕkÕ}] . (1.6)

1(except in a few cases like the polaron limit, which I mention later)
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On the left-hand-side, vnk is the group velocity of the (n, k) quasiparti-
cle, defined by vµ

nk = ˆkµ‘nk where ‘nk is the quasiparticle’s energy; and fnk

is a generalized force felt by the (n, k) quasiparticle. It can be a genuine
force (for instance fnk = ≠e(E + vnk ◊ B) if the quasiparticles are electrons)
or an emergent force proportional to the Berry curvature of the quasiparticle
band – see pioneering works by Wannier, Kohn and Luttinger [Luttinger, 1951,
Luttinger and Kohn, 1955, Kohn, 1959, Wannier, 1962] and a more recent re-
view reinterpreting these results in modern terms [Xiao et al., 2010].

In the right-hand-side, Cnk [{NnÕkÕ}] is the collision integral, accounting for
collisions (i.e. interactions) between quasiparticles and other degrees of freedom,
or between quasiparticles. Crucially, the collision integral depends on all the out-
of-equilibrium quasiparticle populations NnÕkÕ(r, t), so that Eq.(1.6) (for all n, k)
is a system of (a priori nonlinear) equations with unknowns NnÕkÕ(r, t).

In the present work, we use Boltzmann’s equation to describe the out-of-
equilibrium dynamics of phonons. In our case k is the phonon momentum, n is
a band index, and we neglect the fnk · Òk term since we focus on the role of
scattering, i.e. the Cnk side of the equation.

1.2.1.3 Thermal conductivity from Boltzmann’s equation

Energy transport by phonons, in particular, can be studied through Boltzmann’s
equation – which in this context is sometimes called the Boltzmann-Peierls equa-
tion. [Peierls, 1955, Krumhansl, 1965] The gradient of temperature typically
appears in the lhs by rewriting Òr = ÒrT · ˆ

ˆT , but some authors prefer using
Luttinger’s trick [Luttinger, 1964] (analogous to the usual minimal coupling for
charged particles – see Sec. 1.2.3 for a discussion) to make it appear in the Òk

term.
Meanwhile, expanding the out-of-equilibrium quasiparticle populations around

the equilibrium solution, Nnk = N eq
nk + ”Nnk and keeping only the linear order

in the expansion of the collision integral, Eq.(1.6) (for all n, k) becomes a system
of linear equations with unknowns ”Nnk(r, t). This is sometimes referred to as
Callaway’s procedure [Callaway, 1959], and this is what we follow in the present
work.

Solving the aforementioned system of equations, which schematically is of the
form Xi = Mij”Nj for some quantities Xi, Mij , provides the out-of-equilibrium
populations ”Nnk – here the index i, j stands for (n, k) the phonon band and
momentum. This is a trivial step when only the lowest-order contributions to
ŸL are considered, because in that case the problem’s matrix M is diagonal
with coefficients Mii = Mnk,nk = ≠·≠1

nk , the phonon “Drude-like” scattering
rates. More generally, in the following we use the fact that for a matrix M

with dominant diagonal (i.e. |Mii| ∫ |Mj ”=k|), to linear order in the off-diagonal
coefficients [M≠1]ij ¥ ≠(≠1)”ij M

≠1
ii MijM

≠1
jj . This solves the problem to linear

order in the perturbed populations, i.e. to the order of linear response. From
the out-of-equilibrium phonon populations ”Nnk, the phonon energy currents
jµ =

q

nk vµ
nk‘nk”Nnk are deduced as a function of ˆ‹T ; this gives access to the

linear response coefficients Ÿ and Í, as is shown in Chapters 2 and 3. In fact this
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procedure is general and could apply to other bosons as well; however, I have
argued in Sec.1.1.4 that phonons as energy carriers are of particular relevance.

1.2.2 Scattering theory and correlation functions

1.2.2.1 Master equation

The collision integral can be obtained, under certain approximations which are
discussed with great detail in [Pottier, 2009] in the context of Markov chains,
from the “master equations” for the population density. Quite generally, given a
population or probability density flr, its collision integral is given by the master
equation:

Dtflr =
ÿ

rÕ

{ΓrΩrÕflrÕ ≠ ΓrærÕflr} . (1.7)

In the above, Dt is the particle derivative appearing in the lhs of Boltzmann’s
equation, r is a generic index for quantum states, and ΓrΩrÕ = ΓrÕær are transi-
tion rates between the states indexed by r and rÕ. We apply this master equation
to express the collision integral of phonons. In this case, the quantum states |rÍ
are the full many-body states of the entire system of phonons and all other de-
grees of freedom. The density fl must then be understood as labeled by an extra
phonon index, nk, so that flr © Nnk(|rÍ) is the population of (n, k) phonons
in the |rÍ many-body quantum state. Here we make the assumption that the
phonons are good particles, defined independently from any other degree of free-
dom, so that it is possible to express the state of the full system in a basis where
the number of phonons is always a well defined quantity. This also makes it
possible to consider Nnk, the population of (n, k) phonons averaged over all the
many-body quantum states, and to deduce its collision integral Cnk from the
master equation Eq. (1.7). In fact, Nnk in Boltzmann’s equation Eq.(1.6) should
be understood as Nnk. More details are given in Chap.2.

1.2.2.2 Fermi’s golden rule

The transition rates Γ appearing in the collision integral (cf Eq. 1.7) can be
evaluated using scattering theory [Lifschitz and Pitajewski, 1983, Baym, 1969].
The latter is a particular instance of time-dependent perturbation theory, i.e. the
problem of solving H = H0 +V where H0 is soluble and V is an (arguably small)
interaction term, where the interaction is a collision. This last statement means
that the system is assumed to be non-interacting at t æ ±Œ, and only at inter-
mediate times (i.e. when the “collision” happens) does the interaction manifest
itself. This assumption achieves considerable simplification of the perturbation
problem. The scattering rate Γiæf between the initial |iÍ and final |fÍ states
(defined in the unperturbed theory) is expressed using Fermi’s golden rule,

Γiæf =
2fi

~
|Tfi|2”(Ef ≠ Ei). (1.8)

In this formula, Ef and Ei are the unperturbed energies of the i, f states, and
Tfi are matrix elements of the T -matrix. The latter is defined from the S-matrix
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via the formula Sfi = ”f,i ≠ 2fii”(Ef ≠ Ei)Tfi. The S-matrix, in the interaction
picture, reads Sfi = Èf|U(+Œ, ≠Œ)|iÍ, with U(t, tÕ) the quantum evolution
operator in the interaction picture.

1.2.2.3 Scattering theory

The central result of scattering theory is the Lippman-Schwinger equation, which
formulated in terms of the T -matrix reads [Merzbacher, 1961]:

Tfi = Èf|V |iÍ +
1

~

ÿ

n

Èf|V |nÍTfi

Ei ≠ En + i÷
, (1.9)

where ÷ æ 0+ is a regularization keeping track of the time-ordering of the
evolution operator U . By iterating the formula, one obtains the Born’s expansion
[Cohen-Tannoudji et al., 1997] of the T -matrix:

Tfi = Èf|V |iÍ +
Èf|V |nÍÈn|V |iÍ
Ei ≠ En + i÷

+
Œ

ÿ

k=2

Èf|V

Å
1

Ei ≠ H0 + i÷
V

ãk

|iÍ. (1.10)

The initial assumptions of scattering theory thus appear to considerably sim-
plify the perturbation expansion. Indeed, the form Eq.(1.10) is both much sim-
pler than the usual Rayleigh-Schrödinger expansion, and much more tractable
than the seemingly simple Brillouin-Wigner expansion, since here all the energies
appearing in the denominators are unperturbed energies. In our treatment of en-
ergy transport by phonons, we will keep only the first two terms of the expansion,
thus making the second-order Born’s approximation (although for completeness
we also use the third-order contribution in an appendix), in Chapter 3.

1.2.2.4 Scattering rates as correlation functions

In this thesis, I use scattering theory to express the phonon collision integral in
terms of scattering rates, resulting from the phonon interactions with generic
fields Q; the interaction hamiltonian is

V =
ÿ

nk

a†
nkQ†

nk + h.c. + . . . , (1.11)

where n is a phonon band index, k momentum, and “+. . . ” includes terms
with a larger number of phonon operators. Here I want to emphasize that
Q can be any operator, which in practice can contain any number of particle
creation-annihilation operators. Please note that Qnk in Eq.(1.11) also includes
the coupling strength. In fact, Q may even involve phonons, so long as they
belong to bands which are not spanned by the n index – see below for a comment
on this.

An important result, which I then use extensively in the applications, is that
the phonon scattering rates can be expressed in terms of correlation functions
of the Q operators. This can be derived in the basis {|nÍ} of eigenstates of the
Hamiltonian of the Q system, sometimes called the Lehmann representation.
[Bruus and Flensberg, 2004]
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Let us consider Γnæm(Ê) = 2fi |Èn|Q|mÍ|2 ”(En ≠ Em + Ê). This is the scat-
tering rate of the process whereby the Q system transitions from state n to state
m while a phonon of energy ~Ê is absorbed. It was obtained from Fermi’s golden
rule and the first Born approximation.

Let us now consider the quantity 1
Z

q

n,m e≠—EnΓnæm(Ê), where Z =
q

n e≠—En

is the partition function of the Q system. Using the Heisenberg picture for time-
evolved operators, Q(t) = eiHtQe≠iHt, along with the integral representation of
the Dirac delta distribution, ”(Ω) = 1

2fi

´

dteiΩt, it follows that

2fi

Z

ÿ

n,m

e≠—En |Èn|Q|mÍ|2 ”(En ≠ Em + Ê) =

ˆ

dteiÊt ÈQ(t)Q(0)Í— , (1.12)

where È·Í— denotes the thermal average at inverse temperature —.
In the present work, we find that the phonon diagonal scattering rate – which

can be identified with the Drude inverse scattering time ·≠1
nk , see Sec.1.2.1.3 –

is expressed in terms of two-point equilibrium correlation functions of the Qnk

degrees of freedom, with the specific form

D
(1)
nk = ≠ 1

~2

ˆ

dt e≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

—
. (1.13)

This identifies (up to a factor of fi) as the spectral function of the Qnk excitations,
evaluated at Ênk frequency of the (n, k) phonon. Here the È·Í— average is the
expectation value, at finite temperature, computed with the free action of the
Qnk excitations, decoupled from the phonons.

Similar formulae have been derived in neutron scattering theory. [Squires, 2012]
In this context, the neutron cross-section is related to two-point correlations of
the magnetic texture, and the relation is very similar to Eq.(1.13).

In this thesis, I go beyond the first Born approximation, and show how
phonon scattering rates obtained from the second Born approximation can be
expressed as correlation functions as well. This makes use of the formula 1

Ω+i0+ =

PP 1
Ω

≠ ifi”(Ω) among other identities, where PP is Cauchy’s principal part. The
result is that, at second Born’s order, four-point correlation functions of the Q
operators are involved, which are not time-ordered. This is one of the main
results presented in Chap.2; I formulate it more explicitly below, after a few
preliminary comments.

1.2.2.5 Detailed balance relations

Certain relations on the scattering rates are directly required by the assump-
tion which we make, that all degrees of freedom Q are at thermal equilibrium,
while only phonons are out of equilibrium. 2 Their correlation functions are

2This would be an important caveat, should Qnk involve phonons (from bands which, as
we have already emphasized, cannot be spanned by the index n). Then, our approach requires
that the phonons involved in Q relax much faster to equilibrium than the ones spanned by n;
in some cases this might apply to acoustic vs optical phonons. In other cases, other methods
should be used – see e.g. Sec.1.2.3.6.
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therefore related by the Kubo-Martin-Schwinger relations: their structure fac-
tor S(Ê) :=

´ +Œ
≠Œ dt eiÊtÈQ(t)Q(0)Í can be easily shown to satisfy the relation

S(Ê) = S(≠Ê)e—~Ê. [Pottier, 2009] The latter can also be understood as a con-
sequence of the quantum fluctuation-dissipation theorem. It is a well-known
fact – for instance in the theory of thermal neutron scattering [Squires, 2012]
– that these identities between two-point equilibrium correlators, once plugged
into Fermi’s golden rule at first Born’s order as outlined above, become rela-
tions about transition rates. In this guise, they are known as detailed-balance
relations, and take the following form:

e≠—~EiΓiæf = e≠—~EfΓfæi. (1.14)

Here the states |iÍ, |fÍ are eigenstates of the hamiltonian with energies Ei, Ef.
Clearly, the detailed-balance relations express the fact that at equilibrium, the
probabilities to transition from |iÍ to |fÍ and from |fÍ to |iÍ exactly compensate
each other, so that the system is indeed at equilibrium.

In the following, I will show that similar relations can be derived for cer-
tain kinds of four-point correlation functions (and their associated two-particle
transition rates), as generated by the second Born’s approximation and Fermi’s
golden rule.

1.2.2.6 The particular case of thermal Hall conductivity

A central result of our work is that, in the phonon thermal Hall conductivity,
the contribution of two-point correlations like Eq.(1.13) adds up to zero. Only
four-point correlations with a very specific structure ultimately contribute to ŸH

– along with yet higher-order correlations. The corresponding scattering rates
read

W
°,qqÕ

nknÕkÕ =
2Nuc

~4
Re

ˆ

dt1dt2dt sign(t2) e
i
h
Σ

q,qÕ

nknÕkÕ t+∆
q,qÕ

nknÕkÕ (t1+t2)
i

(1.15)
¨î

Q≠q
nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)
ó ¶

QqÕ

nÕkÕ(≠t1), Qq
nk(t1)

©∂
,

where q, qÕ = ±, we use the convention Q+ = Q†, Q≠ = Q, Nuc is the total
number of unit cells, Σ

q,qÕ

nknÕkÕ = qÊnk + qÕÊnÕkÕ and ∆
q,qÕ

nknÕkÕ = qÊnk ≠ qÕÊnÕkÕ .
This nontrivial result entails that the phonon Hall conductivity is a probe of

rich structures of the material, which appear in ŸH unobscured by e.g. two-point
correlations.

Here a few comments are in order. The time points at which operators are
evolved, and the phonon energies in the exponentials, are imposed by the per-
turbation theory at second Born’s order, and our assumption that the phonons
can be “factorised”, being well defined independently from the Q system – this
is shown more clearly in the appendices of Chap. 3. The presence of x commuta-
tors, 2 ≠ x anticommutators, and x sign functions, for x between 0 and 2, is due
to certain symmetries of scattering theory (typically, |Èn|Q|mÍ|2 = |Èm|Q†|nÍ|2)
and our representation of delta functions and energy denominators as time inte-
grals. The particular structure with one commutator, one anticommutator, and
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one sign function, is imposed by the generalized detailed-balance identity

W
°,q,qÕ

nknÕkÕ = ≠e≠—(qÊnk+qÕÊnÕkÕ )W
°,≠q,≠qÕ

nknÕkÕ (1.16)

and related formulae. Their derivation is exposed with greater detail in Chap.2.

1.2.2.7 Wick’s theorem

To summarize, we have shown show that the thermal conductivity of phonons
can be expressed in terms of two-point and four-point finite-temperature corre-
lation functions of certain composite operators Q. We then consider Q to be a
product of two (bosonic or fermionic) operators; thus, correlations with four to
eight fields must be computed. Computing correlation functions of any (even)
number of fields larger than two is a priori a difficult task. A dramatic sim-
plification occurs when the fields have a quadratic hamiltonian: in that case,
Wick’s theorem [Wick, 1950] can be used. This theorem has several formu-
lations. [Evans and Steer, 1996] One of these expresses the finite-temperature
correlation of 2n fields Ïk, Ï

†
kÕ , k = 1, .., n, kÕ = 1, .., n, as the (signed in the

fermionic case) sum of all products of n two-field correlations:

⌦
Ï1(·1) . . . Ïn(·n)Ï†

nÕ(·nÕ) . . . Ï
†
1Õ(·1Õ)

↵
(1.17)

=
ÿ

P œSn

‘±(P )ÈÏ1(·1)Ï†
P (1)Õ(·P (1)Õ)Í . . . ÈÏn(·n)Ï†

P (n)Õ(·P (n)Õ)Í.

Here P œ Sn is a permutation of n elements, ‘±(P ) is either +1 if the Ï fields are
bosonic, or the signature of the permutation P if the Ï fields are fermionic. In
this version of the theorem, the correlation functions need not be time-ordered.
The Ï, Ï† fields are free but need not diagonalize the (quadratic) hamiltonian,
and only ÈÏiÏjÍ = 0 = ÈÏ†

i Ï
†
jÍ is assumed. Provided that Q is expressed as a

product of any number of free fields (in our case, two), it is thus possible to
compute explicitly correlations like in Eq. (1.15).

1.2.2.8 Consequences of symmetries of the scattering rates

In the present work, we thus obtain detailed and explicit expressions for the
skew-scattering rate W

°,qqÕ

nknÕkÕ , as it appears in the collision integral. From this,
we deduce an explicit formula for the thermal Hall conductivity tensor, namely

Ÿ
µ‹
H =

~
2

kBT 2

1

V

ÿ

nknÕkÕ

Jµ
nkKH

nk,nÕkÕJ‹
nÕkÕ , (1.18)

where Jµ
nk = N eq

nkÊnkvµ
nk is the equilibrium phonon current, and N eq

nk is the
equilibrium bosonic distribution. To keep the discussion simple, I do not provide
the expression of KH

nk,nÕkÕ in this introduction, and simply mention that it is

proportional to W
°,qqÕ

nknÕkÕ . The nonvanishing of the Hall conductivity depends
crucially on the symmetry properties of the kernel KH

nk,nÕkÕ . For instance, if the
relation KH

nk,nÕkÕ = KH
n≠k,nÕ≠kÕ is verified, then it is easy to see that ŸH = 0.
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In Sec. 3, we show that this is a manifestation of time reversal symmetry being
effectively preserved in the phonon scattering rates (even though it might be
broken in the full system). One can proceed similarly with mirror symmetries;
a discussion including general group-theoretical statements and some nontrivial
examples is presented in Sec. 3.

1.2.3 Other approaches to transport theory

I will now review some other methods which are commonly used to solve trans-
port problems, which we do not use in the present work.

1.2.3.1 The Kubo formulae

Another traditional approach to the theory of transport (and more generally
linear response) coefficients is via Kubo’s formulae, derived in several differ-
ent contexts in [Kubo, 1957, Kubo et al., 1957, Mori, 1958]. These are valid in
full generality in the theory of linear response; namely, for a perturbed hamil-
tonian Ĥ(t) = Ĥ0 ≠ F (t)Â where F (t) is a function of time and Â a hermi-
tian operator, the response of some other hermitian observable B̂ is given by
ÈB̂(t)Í =

´

dtÕ‰BA(t ≠ tÕ)F (tÕ). Here ‰BA is the generalized susceptibility, and
the expectation È·Í is relative to the perturbed density matrix. Kubo’s formu-
lae express the linear response coefficient (i.e. the susceptibility) in terms of a
two-point correlation:

‰BA(t) = Θ(t)

ˆ —

0
d⁄ÈȦ(≠i~⁄)B̂(t)Í0, (1.19)

where Θ(t) is the Heaviside function ensuring the response’s causality, Ȧ is the
time derivative of Â, operators are time-evolved in the Heisenberg picture, and
the expectation È·Í0 is relative to the unperturbed density matrix. [Pottier, 2009]

The particular case of transport coefficients can be obtained as follows: F (t)
is an external classical field, Â is the position operator weighted by the local
charge (so that Ȧ is a current operator), and B̂ is a current operator. Con-
sequently ‰BA is a conductivity coefficient. Kubo’s formula Eq. (1.19) thus
expresses conductivity coefficients in terms of equilibrium two-point current-
current correlations, as is well known in special cases such as the electric con-
ductivity ‡µ‹ or thermal conductivity Ÿµ‹ .

1.2.3.2 Remark about thermal transport

It is worth noting that, although Kubo’s formula in its final form does not
make explicit reference to the perturbation term ≠F (t)Â in the Hamiltonian,
an implicit assumption is that there exists a classical external field F (t) under
which particles are charged. For instance, in the case of electric conductivity
(the Kubo-Nakabo formula), F (t) := E‹(t) is the electric field and Â :=

q

i qir̂
‹
i ,

where i indexes small volume elements, ‹ a spatial direction, and qi is the charge
of the elementary volume.
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The case of thermal transport is more subtle. Indeed, while one can define
Â :=

q

i hir̂
‹
i (with hi the elementary volume’s energy, playing the same role as

the local charge), it is unclear what the classical field F (t) should be. Therefore
the validity of Kubo’s formula for thermal transport is a priori questionable.
However, an argument known as “Luttinger’s trick” [Luttinger, 1964], based on
the fact that such an F (t) exists in general relativity, proves that one can safely
apply Kubo’s formula to thermal transport as well. Then, the thermal con-
ductivity tensor is expressed in terms of a (thermal current - thermal current)
two-point correlation function at equilibrium.

The expression of linear response coefficients provided by Kubo’s formula is
exact. However, the current-current correlation which it involves contains, in
principle, all the diagrams generated by the energy-carrying-quasiparticle inter-
actions with all the other degrees of freedom in the theory. Starting from Kubo’s
formula, is therefore often necessary to make subsequent approximations.

1.2.3.3 Approximation schemes from Kubo’s formulae: memory ma-
trix formalism

One instance of such approximation schemes is the “memory matrix formal-
ism”, first introduced in [Mori, 1965] and applied successfully to several transport
problems, especially in one dimension [Shimshoni et al., 2003, Giamarchi, 1991].
This method is a particular choice of self-consistent perturbative expansion
derived from Kubo’s formula [Götze and Wölfle, 1972]; it consists in rewrit-
ing Kubo’s formula while implementing an effective separation between faster
modes and slower modes. The latter are the ones which efficiently carry con-
served quantities such as charge and energy. [Forster, 1975, Chaikin et al., 1995]
Therefore, the memory matrix formalism can be understood as a generaliza-
tion of a hydrodynamic approach, applicable in cases where quasiparticles are
not well-defined, such as strange metals [Lucas and Sachdev, 2015], other non-
Fermi liquids and other models where the Wiedemann-Franz law breaks down
[Mahajan et al., 2013].

In the present work, we do not resort to this formalism, which usually re-
quires to carry out uncontrolled approximations, and is unnecessary in our case.
Phonons in our derivation are treated as well-defined quasiparticles, so that their
out-of-equilibrium dynamics is well described by the familiar (and slightly sim-
pler) framework of Boltzmann’s equation. In particular, the phonons’ collision
integral can be computed directly from scattering theory, and has a direct phys-
ical interpretation.

1.2.3.4 Approximation schemes from Kubo’s formulae: Kubo-Streda
formula and diagrammatics

Another set of approximation schemes used to compute the Kubo formula consist
of resumming only certain subsets of diagrams in the perturbative expansion of
the correlator. This is used, in particular, in mesoscopic physics, where diagrams
with high-order vertex corrections can become relevant in some cases such as
localization effects. [Rammer and Smith, 1986, Coleman, 2015] This is usually
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made easier by using certain rewritings of the Kubo formula – e.g. “Kubo-Streda
formulae” – in terms of retarded and advanced Green’s functions [Akkermans and Montambaux, 2007];
then, statistical properties of the disorder can help in identifying the most rele-
vant diagrams.

We do not resort to this method in the present work for three reasons. First,
as mentioned just before, it is mostly relevant in situations with disorder where
high-order vertex corrections are important, which is sometimes the case with
electrons but less often with phonons as far as I am aware. Second, like the
memory matrix formalism, it lacks the simplicity of the Boltzmann equation
formalism. Third, this method was engineered to deal with problems where
interaction vertices have at least three legs. Because we leave Q unspecified, the
number of legs is also arbitrary, and the method unpractical.

1.2.3.5 Single-particle descriptions

In contrast to the above approaches, where vertex corrections often play an
important role, some successful approaches to quantum transport – especially
electronic transport – use a single-particle viewpoint, where the response func-
tion is computed at the one-loop order using approaches like the random phase
approximation. [Bruus and Flensberg, 2004] These calculations are thus some-
times called “semiclassical”, because they consider well-defined quasiparticles in
an equilibrium field-theoretical framework, while replacing the bare propaga-
tor of the initial quasiparticle by a dressed propagator with a finite self-energy.
[Rammer and Smith, 1986, Rammer, 1991] The latter has a real part, account-
ing for an energy shift as well as non-dissipative effects such as the single-particle
Berry curvature, and an imaginary part, governing the quasiparticle lifetime and
accounting for dissipative effects.

Such single-particle approaches are particularly well defined when the said
quasiparticles are electrons in a metal, because their very small mass (or cor-
respondingly the inverse of their very large Fermi velocity) is a suitable small
parameter guaranteeing that loop corrections to the propagator can be neglected;
this is the essence of Migdal’s theorem [Migdal, 1958]. By contrast, no such con-
trolled approximation exists for phonons. Moreover, and most importantly, these
are bosons instead of fermions, and their particle number is not conserved, so
that many-particle approaches are more likely to yield accurate results in their
case. This is why, in the present work, we prefer to study the out-of-equilibrium
dynamics in a framework where the particle number is treated explicitly as the
unknown of the problem, which is the essence of Boltzmann’s equation.

1.2.3.6 Coupled systems of quasiparticles out of equilibrium

Our hydrodynamical derivation of thermal transport by phonons relies on the
assumption that phonons are long-lived modes which alone carry the out-of-
equilibrium current. Other degrees of freedom coupled to them are treated as
short-lived modes, which relax much more rapidly to equilibrium. Thus the
phonon populations ”Nnk are out of equilibrium, whereas the Qnk degrees of
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freedom have equilibrium correlations and dynamics – which are directly involved
in the phonon scattering rates.

Other approaches, such as “thermal drag” considerations [Bartsch and Brenig, 2013],
treat both the energy carriers (say, the phonons) and the other degrees of free-
dom (say, magnons) in a combined out-of-equilibrium framework. The thermal
transport in the system is then obtained by solving a system of two (or more)
coupled Boltzmann equations, one for each nonequilibrium population of par-
ticles. See for instance [Gangadharaiah et al., 2010], where this approach was
used to reconcile the general Kubo formula for the full thermal current of both
phonon and magnon quasiparticles with the formalism of Boltzmann’s equation
– both approaches yielding the very same result for the longitudinal thermal
conductivity, at the perturbative order considered.

This approach would be well-suited to study the out-of-equilibrium dynamics
of phonons coupled to known quasiparticles. 3 Here, we are interested in a case
where the other degree of freedom, Q, is not specified – and might well have
no quasiparticles at all. This is why we do not resort to this formalism in the
present work.

1.2.4 Other mechanisms for (phonon) thermal Hall conductivity

Here, for completeness, I briefly review some approaches to thermal Hall conduc-
tivity (some of which involve phonons, in various ways) which we do not follow
in the present work.

1.2.4.1 Thermal Hall current of spin excitations

Thermal Hall effect in quantum magnets has been considered by several au-
thors, in the case where the transverse energy current is not carried by phonons
but by magnetic excitations. In this context, it is usually called anomalous
thermal Hall effect. [Katsura et al., 2010] It was shown by several authors
[Samajdar et al., 2019, Han et al., 2019, Han and Lee, 2017] that thermal Hall
conductivity by magnetic excitations in magnets is made possible by the presence
of a spin chirality in the magnetic texture. These results could be interpreted as
the manifestation of the magnon Berry curvature. [Matsumoto and Murakami, 2011,
Murakami and Okamoto, 2017] In fact, although spin chirality was shown to en-
hance the magnon thermal Hall effect in some models [Koyama and Nasu, 2021],
it does not seem to be a necessary ingredient: see [Mook et al., 2019] for some
arguments based on symmetry, and [Teng et al., 2020] for a study in a magnet-
ically disordered phase.

From the existence of a thermal Hall conductivity for magnetic excitations,
in particular magnons, it becomes a priori possible for the phonons to exhibit
a thermal Hall conductivity as well. Indeed, since the seminal work of Holstein
[Holstein, 1959a, Holstein, 1959b], it has been known that strongly interacting

3In particular, this would be an appropriate framework to study the interaction between
several phonon branches, in cases where the separation outlined in the footnote of Sec. 1.2.2.5
cannot apply.
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phonons and magnons can merge into emergent quasiparticles known as po-
larons [Mahan, 1981]. This results from the fact that a quadratic hamiltonian of
magnon and phonon operators can be readily diagonalized by means of a Bogoli-
ubov transformation, whose eigenstates are a new type of bosons interpolating
between the initial two families of bosons. This effect, however, cannot yield a
large contribution to thermal transport at low temperatures. Indeed, the phase
space of such phonon-magnon interactions is typically very small: the constraint
of both energy and momentum conservation by the interaction requires a cross-
ing between the bare phonon and magnon bands. [White et al., 1965] This, for
acoustic phonons and (almost) gapless magnons, can only occur close to zero
energy and momentum – where no current is carried –, except if magnons and
phonons have similar velocities, as was studied in FeCl2 [Laurence and Petitgrand, 1973]
and FeF2 [Lovesey, 1972].

These approaches are of course completely distinct from our problem, since
phonons are not the energy carriers there. Now I will consider more specifically
approaches to the phonon thermal Hall conductivity, which have been proposed
in the literature. In the following cases, phonons remain well-defined quasiparti-
cles (as opposed to the polaron case, notably) and are alone responsible for the
transport of energy through the sample. Other excitations or quasiparticles may
still interact with the phonons (and e.g. scatter them), but their role as energy
carriers is not considered.

1.2.4.2 Phonon Berry curvature from Raman-type interactions

A model for thermal Hall conductivity has been proposed in paramagnetic di-
electrics, based on a Raman-type coupling between the unit cell orbital momen-
tum and the local magnetization in the presence of a magnetic field. [Sheng et al., 2006,
Kagan and Maksimov, 2008] I briefly explain the physical origin of this mecha-
nism in Sec. 1.3.3. This interaction appears as a two-phonon term in the energy
current, and directly enters the thermal conductivity via Kubo’s formula. This
mechanism involves explicitly the local magnetization m and the unit cell an-
gular momentum p, namely H Õ = m · (u ◊ p) with u the displacement field.
In a single-particle picture, this H Õ can also be interpreted as a redefinition of
the phonon energies, including a time-reversal-breaking term responsible for a
thermal Hall conductivity.

This single-particle contribution was subsequently interpreted in terms of the
Berry curvature of the phonon bands. [Qin et al., 2012, Zhang et al., 2010] This
is why it is often referred to as an intrinsic phonon thermal Hall conductivity,
although the breaking of time reversal is provided by the local magnetization
appearing in the Raman coupling. Note, however, that this mechanism is also
possible in nonmagnetic materials, if one considers deviations from the Born-
Oppenheimer approximation for the charged nuclei of the lattice, subject to a
Lorentz force in an external magnetic field. [Saito et al., 2019]

This approach is very similar to the next one. I comment on their common
interpretation in the next subsection.
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1.2.4.3 Phonon Hall viscosity

A related approach to the phonon thermal Hall effect uses the concept of phonon
Hall viscosity (PHV) [Barkeshli et al., 2012]. This is the coefficient ÷H

–—“” appear-
ing in the antisymmetric, time-reversal-odd term Lphv = ÷H

–—“”

�
E–— Ė“” ≠ Ė–—E“”

�

in the strain field’s lagrangean, where E is the strain field and Ė its time deriva-
tive. [Ye et al., 2021] Such a term in the phonon’s action is usually obtained by
integrating out other degrees of freedom coupled to the phonons and sensitive to
the breaking of time reversal. For instance, in [Zhang et al., 2021b], these other
degrees of freedom are spinons in a chiral spin liquid – with a Zeeman coupling
of the spins to an external magnetic field and a spin chirality term Si · (Sj ◊ Sk)
around triangular plaquettes –, and the resulting phonon Hall viscosity is ex-
plicitly calculated. In [Feng et al., 2021], these other degree of freedom are the
emergent Majorana fermions in the Kitaev spin liquid; in the presence of a mag-
netic field these exhibit a chirality, which is transferred to the phonons as a
PHV coefficient. Finally, in [Zhang et al., 2019], these other degrees of freedom
are magnons, made chiral by a staggered Dzyaloshinskii-Moriya interaction in
the presence of a magnetic field (however the PHV is not explicitly calculated,
and only the thermal current is “renormalized” accordingly). The phonon Hall
viscosity term is a non-dissipative contribution to the phonon’s action; it thus
provides an intrinsic, single-particle contribution to the phonon Hall conductiv-
ity.

This approach and the previous one both account for an intrinsic contri-
bution to the conductivity. In Boltzmann’s equation their effect would appear
as a force term fnk · Òk, since a Berry curvature has the interpretation of a
force of geometric origin. While such approaches have led to interesting findings
in the theory of phonon Hall conductivity, they are known [Ye et al., 2021] to
yield a very small phonon Hall effect if not enhanced by an extrinsic mechanism
[Guo and Sachdev, 2021]. In this work, on the contrary, we focus on that other
side of Boltzmann’s equation that can generate a phonon Hall effect, namely the
collision integral Cnk, which is a different problem.

1.2.4.4 Extrinsic phonon Hall effect from scattering by impurities

Finally, many works focus on phonon scattering by defects. This was studied
in the case of magnetic impurities, where the breaking of time reversal by the
external magnetic field is directly mediated by the impurities’ inner structure.
Energy transport was studied both via Boltzmann’s equation [Mori et al., 2014,
Sun et al., 2021] and via Kubo’s formula [Guo et al., 2022]. Phonon scattering
by defects was also studied in the case of “simple” ionic crystals in [Flebus and MacDonald, 2021],
where the breaking of time reversal comes from the Lorentz force felt by mov-
ing charged defects. Finally, phonon scattering by defects was studied in a re-
cent work [Guo and Sachdev, 2021], as a means to enhance an already existing
phonon Hall effect (generated by an ansatz phonon Hall viscosity term) through
resonant skew-scattering.

These works provide mechanisms which can explain phonon thermal Hall
conductivity in materials with a specific model for defects. These defects are,
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almost by definition, independent objects, and translational invariance is thus
explicitly broken in the derivation. In the following, on the contrary, we show
how the thermal conductivity of phonons coupled to degrees of freedom Qnk

provides information about the correlations between the Q objects, which may
as well be (periodic) defects or continuous fields in the description which we use.
In particular, we apply our formalism to continuous fields (both bosonic and
fermionic). Thus we are focusing on the clean limit, which is a different problem
to that studied in the works cited above.

1.2.4.5 Remark about a pioneering work on phonon Hall effect

Here, a remark about the work of [Mori et al., 2014] is in order. Indeed, in this
paper, the phonon Hall conductivity in rare-earth garnets is computed using
the Boltzmann’s equation formalism and scattering theory. Application of the
formalism introduced in this thesis to defects in rare-earth garnets would provide
a generalization of the results of the cited paper in at least two respects.

First, the model of spin-strain interaction which the authors of [Mori et al., 2014]
consider is a particular case of our Eq.(1.11), where the field Qnk is a compos-
ite of spin operators localized at the impurity, and thus does not depend on k.
Nevertheless, correlations of the impurities’ positions are introduced, in an ad
hoc manner, at the end of their derivation, and appear to be necessary for a
net phonon Hall conductivity to appear. Our formalism, where Qnk is a pri-
ori momentum-dependent, provides a natural framework where such effects of
impurity positional correlations can be incorporated.

Second, the scattering rates considered in [Mori et al., 2014] are those of
a particular type of scattering events, where one phonon is absorbed and one
phonon is emitted. Although these appear to be sufficient to capture a phonon
Hall effect, they arise at the same perturbative order as processes where two
phonons are emitted or two phonons are absorbed. In our derivation, all such
processes are considered, so that we provide the complete expression of scatter-
ing rates at second order in perturbation theory. We also consider carefully the
detailed balance relations between these scattering rates, which provides an in-
terpertation, in terms of general properties of linear response, of the cancellation
of WkækÕfk ≠ WkÕækfkÕ (in the notations of [Mori et al., 2014]).

1.3 Dynamics, correlations and phonons in Néel an-
tiferromagnets

In this section, I briefly introduce some concepts which we use in the bulk of
this thesis, when studying the dynamics and correlations in antiferromagnets in
general, and 2D tetragonal collinear Néel antiferromagnets in particular.
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1.3.1 Introduction to antiferromagnetism

1.3.1.1 A rough definition

Antiferromagnetism is a form of magnetic ordering, i.e. a magnetic phase char-
acterized by long-range spin-spin correlations, which does not exhibit any net
spontaneous magnetization: ÈStotÍ = 0. The order parameter is not the local net
magnetization vector ÈS(r)Í, and its orientation is site-dependent. For instance,
the Néel order on a bipartite lattice is characterized by a finite staggered mag-
netization

q

rÈ(≠1)rS(r)Í, where (≠1)r alternates between neighboring sites.
Antiferromagnetic ordering typically arises as the classical ground state of

magnetic models like
Hmag =

ÿ

r,rÕ

ÿ

a,b

Jab
r,rÕSa

r Sb
rÕ , (1.20)

where a, b = x, y, z is the spin orientation index and Jab
r,rÕ the magnetic exchange

constant between spins at sites r and rÕ, for large positive isotropic exchange Jiso

between nearest neighbors.

1.3.1.2 Where to find it

Antiferromagnetism is most common in insulators.
A first way to see this is as follows. Starting from the Hubbard model,

HtU = ≠t
ÿ

Èr,rÕÍ,‡
c†

r,‡crÕ,‡ + U
ÿ

r

nr,ønr,¿, (1.21)

due to the strong electron-electron repulsion the system undergoes a Mott metal-
insulator transition as U/t increases [Mott, 1960, Marino, 2017]. The electrons
are then localized on atomic orbitals, and can only hop between sites via virtual
processes. Second order perturbation theory in large U/t, around the ground
state in which each orbital is half-filled, leads to an antiferromagnetic interaction
(i.e. a positive J iso ≥ t2/U exchange) between neighboring spins. This is the
Anderson superexchange mechanism. [Anderson, 1959]

A second way to see this is to start from the Fermi surface description of
conduction electrons. At specific fillings (notably, half-filling), the existence of
nesting wavevectors between opposite sides of the Fermi surface is responsible for
an antiferromagnetic instability of the Fermi surface, and a (typically, twofold)
enlargement of the unit cell. [Fradkin, 2013, Mahan, 1981]. This changes the
filling by a multiplicative factor (typically, 2), and leads to an (“Slater”, band)
insulating state.

In both cases the insulating state is associated with some form of antiferro-
magnetism. By contrast, the Stoner mechanism [Stoner, 1938], whereby a Fermi
sea of itinerant electrons spontaneously spin-polarizes due to Pauli exclusion,
leads to ferromagnetic exchange (J iso < 0).

Antiferromagnetism can also be induced in the presence of itinerant elec-
trons by RKKY interactions [Yosida, 1957, Coleman, 2015]. Conversely, ferro-
magnetism can of course also be induced in insulators, for instance by dipolar
interactions between two orthogonal orbitals, or by superexchange between one
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half-filled and one filled or empty orbitals, following the Goodenough-Kanamori
rules [Goodenough, 1955, Kanamori, 1959]. Notably, this is the case in per-
ovskite materials.

1.3.1.3 What to expect from an antiferromagnetic ansatz

It should be noted that antiferromagnetism is not a priori a good description of
the quantum ground state. For instance, the Néel state on a bipartite lattice

|NÍ =

Ç
p

r even

| øzÍ
å

¢
Ç

p

r odd

| ¿zÍ
å

(1.22)

is not an eigenstate of the hamiltonian Eq.(1.20) – even with only isotropic ex-
change. [Anderson, 1952] Exact solutions (especially in 1D systems) for some
antiferromagnetic models exist, such as the Bethe and Lieb-Schultz-Mattis so-
lutions for spin chains [Bethe, 1931, Lieb et al., 1961], which show that the true
quantum ground state is not well described by the Néel ansatz.

However, while the antiferromagnetic classical ground state is not exact, it
may still lie in the same phase as the true ground state. Moreover, the excita-
tions above the ground states are well captured by spin wave theory above the
Néel classical order [Kubo, 1952]. It is therefore possible to understand with
good accuracy the quantum dynamics and correlations of the spins above the
ground state, starting from a rough approximation thereof by a classical antifer-
romagnetic ansatz. [Anderson, 1952] This is even true in some two-dimensional
antiferromagnets, which are very common and particularly well described by clas-
sical spin wave theory [Auerbach, 1994], e.g. layered materials such as cuprates
below their Néel temperature [Stein et al., 1996], even though such a phase is
in principle forbidden by the Berezinskii-Hohenberg-Mermin-Wagner theorem
[Berezinskii, 1971, Berezinskii, 1972].

In the remainder of this section, we therefore describe the spin dynamics of a
2D magnet on the square lattice using a low-energy theory for spin waves above
a classical Néel order.

1.3.2 Spin waves from a nonlinear sigma-model

1.3.2.1 Low-energy approximation of the local spins

To derive the low-energy theory of a collinear S = 1/2 antiferromagnet, it is
useful to rewrite the local spin operators in terms of two fields, the staggered
magnetization n(r) and the net magnetization m(r):

S(r) = (≠1)rSn(r) + m(r), (1.23)

where (≠1)r changes signs between neighboring sites (here I assume a bipartite
lattice). This is referred to as Haldane’s mapping in the literature. [Haldane, 1983b,
Haldane, 1983a] The classical spin vector S(r) is assumed to be of fixed length
S = 1/2, which is enforced by assuming the local constraints n · m = 0 as
well as n2 + m2/S2 = 1. In terms of the spin operator, one should notice that
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the quantum rotor algebra [Sachdev, 2011] for the n, m fields, [mµ(r), n‹(rÕ)] =
i‘µ‹⁄”r,rÕn⁄(r), [mµ(r), m‹(rÕ)] = i‘µ‹⁄”r,rÕm⁄(r), [nµ(r), n‹(rÕ)] = 0, reproduces
the spin algebra [Sµ(r), S‹(rÕ)] = i‘µ‹⁄”r,rÕS⁄(r).

1.3.2.2 Expansion around the classical order

For concreteness, let us now assume Néel ordering along the x̂ axis, such that
the classical ground state is n0 = x̂, m0 = 0. The low-energy theory is obtained
by expanding the spin field at linear order around this classical state, namely
n = n0 + n and m = m, where now m, n are small perturbations. Plug-
ging this into constraint equations on m, n, the components mx and nx become
functions of (my, mz, ny, nz). Moreover, it is clear that at linear order in the
perturbation, mx ¥ 0 ¥ nx. The commutation relations for the four remain-
ing fields are [my(r), nz(rÕ)] = i”r,rÕ = ≠[mz(r), ny(rÕ)] and [my(r), mz(rÕ)] =
0 = [ny(r), nz(rÕ)]. The two Goldstone modes associated with the spontaneous
breaking of O(3) rotational symmetry by the Néel order, ny and nz, are thus (in
this linear approximation) independent, and their canonical momenta are ≠mz

and my, respectively. It is thus possible to perform a canonical quantization of
these fields in terms of bosonic operators, b¸k and b†

¸k, which are identified as
magnon creation-annihilation operators, where ¸ = 0, 1 is a magnon flavor index.
Then, all the magnon correlations can be computed – these are free bosons, once
their hamiltonian is specified.

Here, for simplicity I assumed that the classical configuration is a Néel order
along the x̂ axis. This is not enough to warrant a nonzero phononic thermal
Hall effect: one can understand this from the fact that time reversal followed by
a translation by half a magnetic unit cell is a symmetry of the system, which
forbids any Hall conductivity. Therefore, in the next chapters, we will include an
external magnetic field h. In response, the spins are slightly tilted off the Néel
axis toward the direction of h; this is captured by a nonzero m0 value. The spin
wave expansion which I described above can still be performed around this new
classical order, without any further conceptual difficulty. Details are provided
in Chapter 3.

1.3.2.3 Phenomenological model from symmetries

The semiclassical action for a Heisenberg magnet can also be derived from the
path integral, and is known to be the nonlinear sigma-model [Fradkin, 2013,
Marino, 2017]. The representation of spins using coherent states produces a
topological (Wess-Zumino) term in the action, which in the antiferromagnetic
case takes the simple form m ◊ ˆtn, where the m and n fields identify as those
of Sec.1.3.2.1. This has the familiar form x · ṗ of the kinetic term of canonical
position and momentum variables, which confirms the identification of “posi-
tion” and “momentum” variables made in Sec.1.3.2.2 above. [Auerbach, 1994]
Thus, in the antiferromagnetic case it is sufficient to know the nonlinear sigma
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hamiltonian, which can be written on symmetry grounds:

Hnl‡ =
fl

2
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+

1
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(m2

y + m2
z) +
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Å
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2
+

‰

2
hahb

ã
nanb.

(1.24)
If Γ = 0 = h, the slow field n is indeed a gapless mode, while the fast field m re-
mains gapped, as is the case for half-integer Heisenberg antiferromagnets. Here I
used the words “slow” and “fast” in the traditional sense of [Chaikin et al., 1995]:
a “slow” variable appears in the hamiltonian predominantly through its spatial
derivatives, while a “fast” variable appears predominantly within a mass term.

The first two terms of the hamiltonian Eq. (1.24) form the simplest quadratic
hamiltonian with linear soft modes ny, nz and fast modes my, mz, with the same
symmetries as the magnetically ordered phase (recall we choose it to be antifer-
romagnetic on the square lattice, with a Néel axis along the x̂ direction). Note
that in Eq. (1.24) the ≠m · h coupling is effectively taken into account in the
possibly nonzero expectation value ÈmÍ (and we disregard the modification of
the value of the gap of the fast mode m due to h).

The third and fourth terms give a (small) mass to the Goldstone modes, and
are a priori not diagonal in the (ny, nz) basis. In particular, the fourth term
captures the coupling between an external applied field h and the slow mode n,
so that there exists an explicit dependence of the magnon gap on the magnetic
field.

When the external magnetic field is oriented purely along the ŷ axis or purely
along the ẑ axis, then the combination of a C2 rotation around the field’s axis
and a translation by half a magnetic unit cell is a symmetry of the system, under
which the last two terms of Eq. (1.24) for a ”= b are not invariant. Therefore, this
symmetry restores the independence of the ny, nz fields, which are then indeed
the eigenmodes of the low-energy hamiltonian Eq. (1.24).

We use this method in the next two chapters to write down the effective
dynamics for the spin variables interacting with the phonons.

1.3.2.4 Derivation from the microscopic theory

This low-energy theory can also be derived directly from a microscopic model,
such as a spin hamiltonian of the form Eq. (1.20). For instance, fl and ‰ can
be derived from the magnetic exchange constant in the Heisenberg spin model,
namely fl = 2JS2 and ‰≠1 = 4Ja2 with a the lattice spacing.

Similarly, the third term in our continuous hamiltonian Eq. (1.24) originates
from anisotropies in the spin model. These anisotropies are due to spin-orbit
coupling, which breaks the O(3) spin rotational invariance while preserving the
crystalline symmetries. The Γab parameters can be derived, for instance, from
an XXZ interaction between neighboring spins, as I show in Chap.3.

Finally, the last term is written on symmetry grounds (as the lowest-order
term preserving the C2 symmetry mentioned above), but the value of the ‰/2
constant can be derived from the continuous description above (see Chap.3, ap-
pendices), or it can be identified from microscopics [Benfatto and Silva Neto, 2006].
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1.3.3 Magnetoelastic coupling

Here I review a few theoretical descriptions of magnetoelastic (i.e. spin-lattice)
coupling in ordered magnets. In particular, I briefly present the method used in
the next two chapters.

1.3.3.1 Generic coupling to boson bilinears

In Chapters 2 and 3, we consider the case where the Qnk operators are bilinears of
bosonic creation-annihilation operators, so that the interaction hamiltonian takes
schematically the form Hint = (a† + a)(b†b† + bb + b†b), where a† is the phonon
creation operator and b† that of the other bosons. A term of the form (a† +
a)(b† + b) could in principle be included, but it can be readily removed from the
interaction through a redefinition of the a and b operators. Indeed, as mentioned
in Sec.1.2.4.1, the phonon-boson hamiltonian restricted to its quadratic order H0

is always diagonalizable by means of a Bogoliubov transformation, so that a and
b are its eigenbosons: H0 contains a†a and b†b terms, but no mixed (a†b, . . . )
terms. Therefore Hint as written above is the lowest-order nontrivial interaction
term that can be written between one phonon a and bosons b.

This was also the starting point in [Chernyshev and Brenig, 2015, Gangadharaiah et al., 2010],
which considered the longitudinal conductivity of coupled phonon-magnon sys-
tems. Here we do not yet specify the nature of the b bosons, and compute the
Hall conductivity as well. Importantly, all the information about the original
quasiparticles and their dynamics is contained within the coupling constants. In
Chap.3 these are denoted B, so that

Qq
nk =

1Ô
Nuc

ÿ

p,¸1,¸2
q1,q2=±

B
n,¸1,¸2|q1q2q
k;p bq1

¸1,p+ q

2
k
bq2

¸2,≠p+ q

2
k
. (1.25)

Here q, q1,2 = ±, ¸1,2 is a boson valley index, and the b bosons are eigenbosons of
the free hamiltonian H0. Note that the breaking of time reversal and other sym-
metries which are obstacles to a phonon Hall effect is solely contained within the
B coupling coefficients. A realistic theory of phonon thermal Hall conductivity
thus requires a detailed understanding of these phonon-boson coupling constants
and their symmetries; we undertake this task in the present work, both in general
terms and more specifically in the case of phonon-magnon interactions.

1.3.3.2 Phonon-magnon coupling from the microscopic model

The existence of a coupling between phonons and magnons – or, in fact, between
the displacement field u and spins – can be understood intuitively from simple
considerations. The magnetic exchange constants Jab

r,rÕ appearing in the spin
hamiltonian Eq.(1.20) depend strongly on the distance between the sites r, rÕ

– in fact exponentially so, as they are typically proportional to an overlap of
atomic orbitals4. Therefore, the displacement field u is coupled to the spins

4except, notably, dipolar interactions between spins; these are only polynomial wrt the
distance.
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already at first order in the Taylor expansion of Hmag, through an interaction
term of the form H Õ = u · ÒJabSaSb. This intuitive approach was followed
in [Cottam, 1974] to study the longitudinal phonon thermal conductivity in a
Heisenberg magnet. More recently it was used in [Ye et al., 2020] to study the
dynamics of phonons in the Kitaev spin liquid. The same authors and coworkers
explored the consequences of spin-phonon coupling in this phase in terms of
specific heat, sound attenuation and phonon Hall viscosity in [Feng et al., 2021],
and of Raman spectroscopy in [Feng et al., 2022].

The same form of coupling was also used in [Zhang et al., 2019] to study the
phonon thermal Hall conductivity in a collinear ferromagnet. In the latter, it
is worth noting that an external magnetic field as well as a strongly anisotropic
magnetic exchange (namely, a staggered Dzyaloshinskii-Moriya interaction) are
involved in ŸH.

Finally, we note that the same form of coupling was used in [Ferrari et al., 2021]
to study the role of phonons in the dynamics of frustrated magnetic models.

This intuitive derivation from the spin hamiltonian assumes implicitly a
Born-Oppenheimer approximation, because in principle the local spins Sr be-
come ill-defined quantities if the dynamics of u happens on the same timescales
as the dynamics of electronic orbitals. Because of the very small ratio m/M ,
with m the electron’s mass and M the typical mass of the lattice ions, the lat-
tice motion can always be treated as very slow and this intuitive approach is
well-founded. This assumption is also made in [Lovesey, 1972], which uses a
similar derivation as above, but at the more fundamental level of Coulomb inter-
actions between electronic orbitals, to account for the longitudinal conductivity
of phonons in antiferromagnets.

1.3.3.3 Phenomenological expansion in terms of u and p

A more phenomenological approach consists in writing all possible coupling terms
allowed by symmetry, up to a given order in powers of the displacement field
u or of p its conjugate momentum, [u, p] = i (i.e. in the number of phonons
involved, see Eq. (1.4)). A list of the lowest-order terms allowed by time reversal
symmetry is provided in [Ioselevich and Capellmann, 1995]:

Hint =
ÿ

r,rÕ

Sa
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ñ
B

1|ab
r,rÕ pb

rÕ + ub
rÕ
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Ä
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(1.26)

where the Bs are phenomenological coupling parameters. Note that the depen-
dence on a, b, c spatial indices is constrained by spatial symmetries of the crystal.
This is because the larger symmetry group of the “initial” spin operators, corre-
sponding to the symmetries of the non-interacting magnetic ions, is broken by
crystal fields and spin-orbit coupling down to the spatial symmetry group of the
crystal. [Laurence and Petitgrand, 1973]

The first term in Eq.(1.26) can be derived as a coupling between the local
spin and the magnetic field generated by the oscillatory motion of the ions; the
coupling parametr B

1|ab
r,rÕ is thus typically proportional to vion/c (with c the speed

of light), and as such is utterly negligible.
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The third term in Eq.(1.26) corresponds to the Raman coupling which I
mentioned in Sec.1.2.4; its derivation as a coupling between the local spin Sr and
time-dependent crystal fields – or equivalently between Sr and LrÕ := urÕ ◊ prÕ

the unit cell angular momentum – is discussed in [Manenkov and Orbach, 1966,
Abragam and Bleaney, 1970]. This is a two-phonon term which has been shown
to generate a finite, but small, phonon Hall viscosity.

Finally, the second term in Eq.(1.26) is a one-phonon term which corresponds
to the intuitive picture given above in terms of spatial derivative of magnetic
exchange. Since it has the smallest number of phonon operators, and is thus the
most likely to contribute to the phonon skew-scattering rate at low temperatures,
this is the term which we consider in more detail in the following.

1.3.3.4 Phenomenological expansion with tetragonal symmetry

In this case, we do not consider directly the local spins Sr but rather the slowly
varying fields m, n of the nonlinear sigma-model. To derive the coupling between
one phonon operator and two such fields, we follow the method outlined above:
we write down all interaction terms between the strain tensor and bilinears of
the m, n fields which are allowed by symmetries.5

This method requires to select a crystal symmetry group; we choose the
largest tetragonal symmetry group, D4h, which is for instance that of the low-
temperature crystalline phase of La2CuO4. Because the form of the coupling
shoud not depend a priori on the magnetic phase, the symmetry group of the spin
variables – which is also that of the crystal itself, because of the aforementioned
spin-orbit and crystal-field effects – is the largest possible one, i.e. that of the
paramagnetic phase. The interaction hamiltonian then takes the following form:

H Õ
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ÿ
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ÿ
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ÿ
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E–—
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Å
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ã ���
r
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where n0 is the ordered antiferromagnetic moment density. Here each Λ(›) tensor,
which we define to be symmetric in both ab (direction in spin space) and –—

(direction in real space) variables, has seven independent coefficients, which are
related by symmetries. All technical details are provided in the appendices of
Chapter 3. Note also that manb couplings are forbidden by the combination of
time reversal and translation by one (lattice) unit cell.

The last step in our derivation of the phonon-magnon interaction consists in
expanding the m, n fields around the classically ordered configuration m0, n0,
which comprises the Néel antiferromagnetic spontaneous ordering and the para-
magnetic response to an applied external magnetic field. I outlined this proce-
dure in Sec.1.3.2.2. The choice of the Néel vector along the crystal’s x̂ axis, and

5In principle, one could also consider coupling of the magnetic fluctuations to the “small
rotation tensor”, which is the antisymmetric cousin of the strain tensor: Ωµ‹ := 1

2
(∂µu‹ ≠∂‹uµ).

Because of global rotational invariance, the latter does not appear in the hamiltonian of linear
elasticity, and only manifests itself at higher orders in the theory of elasticity. Thus we expect
it to yield much smaller contributions than the strain tensor to the magnetoelastic coupling,
as it already yields much smaller contributions to pure elasticity itself. Therefore, we consider
only the symmetric strain tensor in the magnetoelastic hamiltonian density.
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of the applied magnetic field along either of the (ŷ, ẑ) axes, makes more explicit
the role of anisotropic couplings – such as XXZ exchange – and spin-orbit cou-
pling in the phonon Hall effect. In Chapter 3, we show precisely which of the Λ(›)

coupling constants are involved in ŸH, and what this implies, notably, in terms
of the temperature and field dependences of the conductivity. In particular, the
sign of ŸH is determined by a nontrivial combination of these parameters.

1.3.3.5 Remark about a pioneering work on spin-phonon coupling

Here, a remark about the work of [Cottam, 1974] is in order. There, the au-
thor uses the method outlined in Sec. 1.3.3.2 to study the interactions between
phonons and magnons in a Heisenberg antiferromagnet. The interaction kernel
has one phonon line and two (each incoming or outgoing) magnon lines, and
is therefore a particular case of our interaction Eq.(1.25) where the coupling is
isotropic in spin space.

The author computes, among other quantities, the phonon self-energy arising
from this phonon-magnon interaction, and in particular the phonon damping
rate ·≠1. We also compute this quantity, which we denote Dnk, except that our
result corresponds to the one-loop diagram in the expansion. Therefore our result
coincides with that of [Cottam, 1974] only at leading order in the perturbation
expansion.

On the other hand, our result for the phonon longitudinal thermal con-
ductivity is more general than that of [Cottam, 1974], where only a Heisen-
berg exchange is considered. This corresponds, in our Eq.(1.27), to considering
Λ

(›),–—
ab Ã ”ab. By contrast, we consider the most general exchange allowed by

symmetry. This enables us to derive the scaling behavior ŸL(T ) for the full
temperature scale, while Cottam’s result captures only the high-temperature
limit. Moreover, as mentioned in the previous subsubsection, we show that the
phonon Hall conductivity arises from coupling constants which are anisotropic in
spin space, so that the model considered in [Cottam, 1974] leads to a vanishing
phonon Hall effect.

1.4 Dynamics, correlations and phonons in insulators
with emergent fermions

In this section, I briefly introduce some concepts which are used in the fourth
chapter of this thesis, when studying the dynamics and correlations in disordered
antiferromagnets with neutral fermionic excitations.

1.4.1 Fermionic phases in insulators

1.4.1.1 Disordered magnetic phases and fractional excitations

The previous section dealt with models where antiferromagnetic exchange be-
tween neighboring spins on the square lattice induced the formation of a Néel-
ordered phase. However, antiferromagnetic exchange sometimes favors disor-

43



dered phases at low temperatures. This occurs especially on frustrated lattices
[Balents, 2010], such as the two-dimensional triangular and kagome lattices or
the three-dimensional pyrochlore lattice. This property has been kown for a very
long time, even at the classical level with purely Ising spins: see for instance the
extensive entropy in the ground state of water ice [Pauling, 1935] – this is in
the pyrochlore lattice – or the disordered phase down to zero temperature of the
triangular lattice Ising model [Wannier, 1950].

An extension of this concept to quantum magnetic phases was proposed by
Anderson, in the particular case of the resonating valence bond state [Anderson, 1973].
This led to the more general concept of quantum spin liquids, which have at-
tracted much interest in the last few decades; two recent reviews are [Savary and Balents, 2016,
Zhou et al., 2017]. One pervasive feature of spin liquids is the existence of frac-
tional excitations, i.e. emergent degrees of freedom whose charge, spin, central
charge, or statistics are a fraction of that of the initial degrees of freedom of
the model. [Wen, 2004] In the following, I will be particularly interested in
emergent fermionic phases of quantum magnets. The physics of such systems is
well described in terms of emergent neutral fermions, even though (1) the initial
model was written purely in terms of local spins – which have bosonic statistics
– and (2) the elementary constituents of any such degrees of freedom are always
electrons, and it is far from obvious how neutral fermions could be built out of
electrons while not contradicting the spin-statistics theorem.

1.4.1.2 Parton representation of spin models

To theoretically describe spin liquids, and more generally phases of matter host-
ing emergent fractional excitations, it is often useful to resort to parton con-
structions. In Sec. 4 of this thesis, we resort to the Abrikosov fermion rep-
resentation of spin operators, which are the fermionic counterpart of Schwinger
bosons [Auerbach, 1994], and were first introduced in the context of Kondo prob-
lems [Abrikosov, 1965]. Introducing fermion operators Âr–, Â

†
r–, where – =ø, ¿

is a spin-1
2 index (although this construction can be generalized to higher spin

[Coleman, 2015]), it is possible to construct spin operators from these “partons”:

Sr =
1

2

ÿ

–—

Â†
r–‡–—Âr—. (1.28)

This construction faithfully reproduces the spin operators: provided that the
fermionic algebra

¶
Â–r, Â

†
—rÕ

©
= ”––Õ”r,rÕ is satisfied, the spin algebra [Sµ, S‹ ] =

i‘µ‹⁄S⁄ holds.
This construction also faithfully reproduces the states of a spin-1

2 system,
provided that the local constraint Â

†
r–Âr– = 1 ’r is enforced exactly at each

site (this ensures that the Hilbert space has two dimensions instead of four,
as would be the case without the constraint). [Baskaran and Anderson, 1988,
Marston and Affleck, 1989]. This local constraint can be implemented by means
of a Gutzwiller projection (i.e. a projection onto the space of “physical” states
where the constraint is satisfied), or via a Lagrange multiplier term, ≠A0

r(f †
–rf–r≠
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1), where functional integration over the time fluctuations of A0
r enforces the con-

straint.

1.4.1.3 Redundancy and constraint as gauge theories

Besides, two sets of SU(2) operations can act on this fermionic representation.
First, the rotations of the physical spin, which transform Sµ

r æ Rµ‹S‹
r ; these are

physical symmetry operations, which can be broken by the initial spin model in
the presence of spin-orbit coupling, or spontaneously in some magnetic phases.
Second, there is an SU(2) redundancy in the above description of spins in terms
of Abrikosov fermions, i.e. a set of SU(2) gauge transformations which modify
the fermion operators (f †

ø æ –f †
ø + —f¿, etc) but not the physical spin Sr æ Sr.

In some phases this SU(2) gauge symmetry is broken down to U(1), e.g. by
a Higgs mechanism whereby some components of the gauge field are gapped
out.[Wen, 2004] In such phases, the low-energy theory retains a U(1) gauge in-
variance Â–r æ ei◊(r)Â–r, and the fermions are coupled to a lattice gauge vector
potential Ar,rÕ . The latter contains the space components of the full D = d + 1
emergent gauge field, while A0

r is the time component.
The existence of phases of spin models well described by a U(1) gauge theory

can be questioned. Indeed, in D = 2 + 1 the existence of deconfined U(1) pure
gauge theories is forbidden because of the strong fluctuations of the gauge field,
in particular by the proliferation of instantons [Polyakov, 1977]. However, in the
presence of matter fields, D = 2 + 1 abelian gauge theories have been shown
to be stable in several cases [Hermele et al., 2004]. This, as shown already by
Ioffe and Larkin [Ioffe and Larkin, 1989], is due to the fact that the presence
of charges modifies the action of the gauge field, in particular in the form of
Landau damping – see Sec. 1.4.2 for further details, so that the instantons’
action becomes infinite, and the deconfined emergent electromagnetism is stable.

1.4.1.4 Free fermion theory from a mean-field ansatz

The above procedure (plugging Eq. (1.28) into Eq. (1.20)) replaces the spin hamil-
tonian by a four-fermion interaction. It is then possible to decouple this in-
teraction in various mean-field channels, for instance by means of a Hubbard-
Stratonovich transformation [Hubbard, 1959, Stratonovich, 1957]. Different the-
ories obtained from different mean-field decoupling channels can subsequently be
interpreted as describing different emergent fermionic phases [Nagaosa and Lee, 1990,
Lee and Nagaosa, 1992, Lee et al., 2006]. Note that although the hamiltonian is
now quadratic in the fermions, they are not really free fermions since they are
still coupled to the fluctuating gauge field.

A next approximation step often consists in neglecting the time fluctuations
of the A0

r(·) gauge field. Then, the local constraint of single occupancy is only
enforced on average, in the ground state, and the consequence is that A0

r acts
only as a local chemical potential for the fermions [Nagaosa, 1999]. Whether
this approximation is also true (for a given gauge choice) for the spatial compo-
nents Ar,rÕ of the gauge field, and which ansatz is taken for the corresponding
expectation values, leads to a panoply of different quantum phases. [Wen, 2004]
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One particular instance of such an emergent fermionic phase is a spinon
Fermi surface spin liquid, in which the essentially free spinons exhibit a Fermi
surface and are charged under an emergent U(1) gauge field. This phase has
been argued to occur in two-dimensional models of strongly correlated electrons
[Marston and Affleck, 1989], and to be stable against gauge field fluctuations
[Lee, 2008].

In Chapter 4, we also consider the case of Dirac fermions in two dimensions.
These are of course well known in the context of graphene, and they also theo-
retically emerge in (insulating) magnetic phases, for instance in the fi-flux phase
of the model described above[Fradkin, 2013, Wen, 2004, Misguich, 2011]. In the
latter case, the mean-field ansatz for the emergent gauge field displays a uniform
magnetic flux per plaquette. Such a phase has also been argued to be stable if
the matter fields satisfy some conditions [Hermele et al., 2004].

1.4.2 Dynamics of the emergent gauge field

I now consider more specifically the case of a U(1) spinon Fermi surface [Ioffe and Larkin, 1989,
Kim et al., 1994]. The physics is that of a Fermi sea of fermions charged under
a U(1) gauge field, and is therefore very similar to electrodynamics in metals
[Abrikosov et al., 1976, Lifshitz and Pitaevskii, 1980] – except that the values of
the fundamental constants are very different.

The fermions are coupled to the gauge field via the minimal coupling term,
Lmc = ≠j · A, where j ≥ f †

Òf is the fermion current and A the vector po-
tential. Diagrammatically, the minimal coupling can therefore be represented
as a vertex with one gauge boson line and one incoming, one outgoing fermion
lines. This, as is well known from the quantum theory of the electron gas,
leads to a renormalization of the gauge field’s propagator. The latter is tra-
ditionally treated in the random phase approximation, and the renormalized
dielectric constant is expressed in terms of the fermion “polarization bubbles”.
[Bruus and Flensberg, 2004]

Thus the emergent electromagnetic field, because of its interaction with the
spinon Fermi surface, has the same propagator as an electromagnetic wave in
a metal, at low momentum and frequency. Namely, its scalar (time) compo-
nent acquires a mass because of Debye screening, while the vector field’s action
contains a Landau damping term, which accounts for the wave’s dissipation by
fermion-hole pair fluctuations. [Giuliani and Vignale, 2005]

At the end of Chapter 4, we consider the coupling of phonons directly to
the emergent electromagnetic field. The latter has a quadratic action – once
the fermions have been integrated out, yielding the aforementioned mass and
damping terms. Therefore the two-point correlator involved in the phonon’s
longitudinal thermal conductivity, Eq.(1.13), can be directly evaluated from the
action, either by analytic continuation [Coleman, 2015] or by performing a Mat-
subara summation [Matsubara, 1955] and a Fourier transform.
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1.4.3 Magnetoelastic couplings

1.4.3.1 Generic coupling to fermion bilinears

Like in the previous section, where the coupling of a phonon operator to boson
bilinears contributed to the phonons’ collision integral, in Chapter 4 we consider
the coupling of a phonon operator to fermion bilinears. We write an interaction
hamiltonian of the form Hint ≥ B(a† + a)f †f , with f the fermion destruction
operator and B a generic coupling constant:

Qnk =
ÿ

p,¸,¸Õ

Bn,¸,¸Õ

k;p f †
¸,pf¸Õ,p+k. (1.29)

Hint = a†Q† + h.c. is the most general hamiltonian with one phonon operator
and two fermion operators which conserves the total fermion number – i.e. the
system’s total charge with respect to the U(1) gauge theory. Like in the bosonic
case, ¸, ¸Õ is a fermion flavor index and the free fermion hamiltonian is diagonal
in the f basis. Note that our calculations are valid regardless of the nature
of the fermions, which may just as well be spinons coupled to an emergent
electromagnetism, or mobile electrons coupled to “true” electromagnetism.

Our calculation of the phonon’s longitudinal conductivity involves two-point
correlations of the form Eq.(1.13), which more precisely can be identified to the
Qnk field’s spectral function. Since here we have Q ≥ f †f (so that Qnk can
be schematically interpreted as a fermion current or density), this calculation
involves the same “bubble” diagram as mentioned in the previous subsection,
with a phonon line instead of a photon line. In both cases, this amounts to
computing a quantity very similar to the Lindhard function [Coleman, 2015] of
a sea of non-interacting fermions.

1.4.3.2 Phonon-spinon coupling from the microscopic model

Now again, I consider more specifically the case of a spinon Fermi surface U(1)
spin liquid. Then, the above fermions are spinons, defined from underlying spins
via the parton construction Eq.(1.28). The coupling constant B, similarly to
the magnons’ case, can be obtained from spatial derivatives of the magnetic ex-
change constants of the initial spin model Eq.(1.20). The phonon-spin coupling
thus obtained, H Õ ≥ (a + a†)SS, can then be expanded in terms of Abrikosov
fermions, yielding an interaction of the form H Õ ≥ f †f(a + a†)f †f . The mean-
field treatment outlined in Sec.1.4.1 completes the derivation. A very similar
derivation was proposed in [Zhang et al., 2021b], where the phonon-spinon cou-
pling constant is derived directly from spatial derivatives of the spinon hopping
amplitudes tr,rÕ .

1.4.3.3 Specific terms: Dzyaloshinskii-Moriya and Rashba couplings

In addition to the Heisenberg exchange between spins, we also introduced a
Dzyaloshinskii-Moriya interaction – namely, a contribution of the form HDM =
q

r,rÕ n.n. JD(Sr ◊ SrÕ) · D̂(r ≠ rÕ) to the initial spin hamiltonian Eq.(1.20). Here
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JD is the strength of the Dzyaloshinskii-Moriya interaction, and we choose a
particular bond-dependent D̂(r ≠ rÕ) = (ẑ ◊ [r ≠ rÕ]) always orthogonal to the
bond. For such an interaction to exist, inversion symmetry must be broken;
depending on the lattice, this is also the case for other discrete (for instance,
mirror) symmetries.

Once treated following the procedure described in Sec.1.4.1.4, the Dzyaloshinskii-
Moriya interaction between spins becomes an interaction between spinons which
takes the form of a Rashba term, i.e. HDM ≠æ HR = –R f †

p ẑ · (p ◊ ‡) fp

in the free spinons’ hamiltonian. The Rashba term is a typical spin-orbit effect
in electronic conductors, which can be derived by a simple argument in the case
of electrons; here is an outline of this argument. [Petersen and Hedegård, 2000]
The starting point is an electron orbiting in the xy plane and placed in an elec-
tric field E = E0ẑ. While inversion symmetry in the xy plane seems to be
preserved, it is actually broken in the electron’s rest frame because of special
relativity – here it is worth recalling that spin-orbit couplings are essentially
relativistic effects [Atkins and de Paula, 2014]. The electron interacts with an
effective magnetic field Beff = “v◊E, and the corresponding Zeeman interaction
takes the form of a Rashba term, Hsoc = –R(p ◊ ‡) · ẑ with a coupling constant
–R Ã E0µB/m.

1.4.3.4 Phenomenological phonon-photon coupling

Finally, as already mentioned, for completeness we also consider the coupling
between phonons and the emergent electromagnetic field – that is to say, the
electric or the magnetic field, since phonons can only couple to gauge-invariant
quantities. We consider a general, phenomenological interaction between the
phonons and the electric field only. This coupling requires a lack of inversion
symmetry (either inherited from the lattice structure itself, or occurs sponta-
neously in the spin liquid’s mean-field ansatz) but not of time reversal. In turn,
this coupling does not contribute to the phonon Hall conductivity. Nonetheless
it produces a contribution to the longitudinal thermal conductivity, which we
compute in Sec.4.H.

1.5 Summary of the following chapters

In this thesis, I study the thermal transport induced by the intrinsic scattering
of phonons by a generic quantum degree of freedom. This means a field Q, whose
correlations are a priori completely general, and whose coupling to the phonons
is constrained only by unitarity and translational invariance. The scattering
rates resulting from this interaction have direct consequences on the phonon
thermal conductivity tensor. We compute them in the framework of quantum
scattering theory. Then, we study the phonon out-of-equilibrium dynamics via
kinetic theory, in particular Boltzmann’s equation.

At lowest order, the diagonal scattering rate, which determines the longi-
tudinal conductivity, is controlled by two-point correlation functions of the Q
field. A central result of our work is that off-diagonal scattering rates which are
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involved in the thermal Hall conductivity do involve at least three-point corre-
lation functions (and at least four-point correlators in the case of one-phonon
interactions). We obtain general and explicit expressions for these correlations,
carefully isolating those contributions that are specific to the Hall conductivity.
From these, we provide a general discussion of how symmetries of the system
on the one hand, and local thermal equilibrium on the other hand, imply im-
portant constraints on the thermal conductivity tensor and in particular its Hall
component.

We then compute explicitly these two-point and four-point correlation func-
tions, and the thermal transport coefficients which follow from them, in the
case of a completely generic interaction between one phonon and two bosonic
creation-annihilation operators. The coupling strength is only constrained by
hermiticity and translational invariance. To illustrate this formalism with a
concrete example, we then consider the specific case of a two-dimensional anti-
ferromagnet with tetragonal symmetry. In this case, the Q field is a composite of
two magnon creation-annihilation operators, which arises from spin-lattice cou-
pling. We assume that the low-energy dynamics of spins, from which we compute
the aforementioned correlation functions, is given by a nonlinear sigma-model.
We consider the most general coupling between the low-energy magnetization
fields and the strain tensor allowed by symmetry. This model allows for an an-
alytical calculation of the scattering rates, which we perform. We then analyze
the integrals involved in the theoretical expression of thermal conductivity (both
longitudinal and Hall) in terms of these scattering rates; from this we can extract
the temperature dependence of thermal conductivity, which depends on various
parameters of the model. We then evaluate these same integrals numerically.
Thereby we show explicitly that our results account for a nonzero thermal Hall
conductivity due to inelastic phonon-magnon scattering. Chapter 2 provides
a compact and streamlined presentation of our main results, while Chapter 3
contains detailed discussions, derivations and generalizations of various aspects.

In Chapter 4, we apply our general results to fermions. To do so, we then
compute the very same two-point and four-point correlation functions, and the
resulting thermal transport coefficients, in the case of an interaction between
phonons and fermions. The interaction vertex involves one phonon operator and
a number-preserving fermion bilinear; the coupling is again completely generic
and only constrained by hermiticity and translational invariance. We compute
explicitly the diagonal and off-diagonal scattering rates generated by this inter-
action. This is performed analytically in two tractable cases: fermions with a
linear dispersion (and at any filling), and a Fermi surface of fermions with a
quadratic dispersion. As a concrete example, and in order to elucidate the role
of correlations in a magnetically disordered phase, we then consider the partic-
ular case of a U(1) spinon Fermi surface spin liquid. We propose a model of
spin-lattice interaction which, in the emergent fermionic phase, accounts for a
phonon Hall effect induced by scattering with fermion bilinears. We show explic-
itly that this model meets all the symmetry requirements for a phonon Hall effect
to exist. Finally, the emergent electromagnetic field associated with the spinons
can fluctuate and interact with the lattice as well. For completeness, we thus
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propose a phenomenological phonon-photon coupling, and explicitly compute its
contribution to the lattice thermal conductivity.

A final appendix, Sec. 5.1, describes an alternative derivation of some of our
general results using the Keldysh formalism. There, we discuss in particular
the set of physical assumptions leading from the exact equations of quantum
dynamics to hydrodynamics and Boltzmann’s equation.

1.6 Outlook

1.6.1 Summary

In this work, we focused on the thermal transport by phonons governed by their
collisions with other degrees of freedom. Our derivations were entirely analyt-
ical, based on the assumptions of hydrodynamics, perturbation theory in the
second Born approximation, and within linear response. Analytical calculation
of the eight-boson and eight-fermion correlation functions were tractable using
Wick’s theorem because we considered quadratic hamiltonians. The bosonic and
fermionic dispersion relations which we considered also allowed for analytical
solutions of the energy conservation constraints. Except for these few assump-
tions, our derivations are general and apply to a wide range of models. In the
bosonic case, we considered the particular case of a 2D Néel antiferromagnet
with tetragonal symmetry, but our calculations could be easily adapted to many
other models of ordered magnets with spin waves as low-energy excitations. In
the fermionic case, we kept the discussion as general as possible, so that it applies
to any free fermions with either linear or quadratic dispersion. We presented a
microscopic derivation in the case of a 2D spinon Fermi surface U(1) spin liquid,
which could be adapted to other cases as well.

1.6.2 Possible applications

It would be interesting to apply the formalism introduced here to other problems.
For instance, we derive general formulae for phonon transport due to phonon-

fermions scattering, which we then apply to a specific case of neutral fermions.
A possible extension of our work would be to consider charged fermions6, which
in particular might shed light onto the phenomenon of quantum oscillations
of the thermal conductivity. This is a problem of current interest, partly be-
cause such oscillations were reported recently in –-RuCl3 [Czajka et al., 2021,
Bruin et al., 2022b].

It would also be interesting to consider models with different kinds of orders
or excitations which are not covered in this thesis. In quantum magnets, for

6In the sense that the Aharonov-Bohm phase accumulated by fermions as they move around
is not negligible (e.g. it cannot be gauged out). Equivalently, it means that the lack of trans-
lational symmetry due to the space-dependent gauge field impacts the fermion dynamics and
(technically) their quantization. This may refer to “true” electromagnetism, or another gauge
theory. For instance, spinons are neutral for standard electromagnetism but a priori charged
under an emergent U(1) gauge theory. However, in the zero-flux phase they feel no Aharonov-
Bohm phase, and are also “neutral” in that sense.
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instance, phonon thermal transport and in particular the phonon Hall effect in
skyrmion phases [Mühlbauer et al., 2009], or the influence of vortex dynamics
[Seifert et al., 2022] in 2D magnets on thermal transport, could be investigated.

Our formalism could also be applied to instances of Qnk which involve other
degrees of freedom than spin. For instance, the local electrical polarization was
shown to play a role in the phonon Hall conductivity in a theoretical model
[Chen et al., 2020]. There, its role on the phonon band geometry (in particular,
the phonon Hall viscosity) was studied, but the resulting collisional thermal
transport remains thus far an open question.

1.6.3 Possible extensions

Our formal results could also be extended in several ways.
Notably, I have already mentioned that phonon-phonon interactions can be

considered within our formalism, under certain conditions. When these condi-
tions are not fulfilled, “thermal drag” [Bartsch and Brenig, 2013] methods may
be used, where a system of Boltzmann’s equations is considered – one for each
flavor of energy carriers. Therefore it would be interesting to extend our results
to the problem of several systems of energy carriers, interacting with each other
and with other fields Q relaxing rapidly to equilibrium.

Also, in the present work, disorder is introduced in the form of a diagonal
scattering rate D̆nk, which adds up to the calculated D

(1)
nk following Matthiessen’s

rule, and which we take to be a constant in our numerical evaluations. Our
results could be extended by including disorder in a more systematic way, e.g. by
introducing the scattering of phonons with impurities as an extra term in the
perturbation hamiltonian H Õ.

1.6.4 Numerics

As already mentioned, the calculations presented in this thesis are analytical.
This includes the sections where we apply our general formulae to given specific
problems, which were analytically tractable. However, numerics could be intro-
duced at several stages in applications of our general results to other (or the
same) problems, and prove very helpful.

First, numerics are needed to evaluate momentum integrals. Indeed, the
general expressions we derived for the thermal conductivities ŸL, ŸH involve
3- and 6-dimensional integration over phonon momenta, respectively. In ad-
dition, the phonon scattering rates also involve integration over “internal mo-
menta” of the bosons/fermions that interact with phonons. In the particular
case of 2D magnons in a Néel antiferromagnet, we evaluated these multidimen-
sional integrals numerically by a C code using the Cuba and Cubature libraries
[Hahn, 2005], but a more general numerical implementation adaptable to other
cases is missing. Moreover, the aforementioned integral over “internal momenta”
is partly collapsed, due to the energy conservation constraints. In our applica-
tions to gapped magnons, Dirac fermions and quadratic fermions, we were able
to perform this analytically, thanks to the specific shape of the dispersion rela-
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tions. It would be desirable (and in some sense “straightforward”) to turn our
codes into a more general toolbox for other magnets.

Second, because our general formalism applies to any operator Qnk, a wider
set of applications will become accessible through the calculation of interacting
correlation functions from numerical simulations. Indeed, here, we considered
particular instances of Q fields coupled to the phonons where Qnk is expressed
as a bilinear of free particles (bosons and fermions). Consequently, their two-
and four-point correlation functions could be computed analytically using Wick’s
theorem.7 However, this is not possible for general degrees of freedom Qnk which
do not have a quadratic hamiltonian. To compute the Q correlation functions in-
volved in the scattering rates, and in particular the specific correlation functions
with structure È[Q(t), Q(0)]Í and È[Q(≠t≠t1), Q(≠t+t1)]{Q(≠t2), Q(+t2)}Í that
we have identified, it will be crucial to access the latter from numerical simula-
tions such as DMRG, QMC, ED, DMFT...

Third, numerics could be instrumental in estimating microscopic parameters.
Here, in our numerical evaluation of the integrals, the values which we assigned to
the spin-lattice coupling constants were only rough estimates of the values they
might have in a given material. From our work, it appears that spin-lattice cou-
pling constants typically appear in the thermal conductivity tensor as intricate
combinations, so that even the sign of the thermal Hall conductivity depends
nontrivially on these parameters. This, in turn, implies that extracting the value
of each spin-lattice coupling constant independently, e.g. from experimental data,
should be hard. Indeed, spin-lattice coupling constants are typically not tabu-
lated quantities. To obtain correct estimates of the values of these constants
(as well as other microscopic parameters) in a given material, a promising way
would be to resort to numerics. In particular, ab initio calculations based e.g. on
DFT have been successfully applied to such problems [Riedl et al., 2019], and
could become an important tool in the theory of phonon thermal conductivity
in quantum materials (be they magnetic or not).

1.6.5 Experiments

Where to look for a “large” phonon Hall conductivity (in the sense of large
ŸH/ŸL) in insulators? Although a complete answer to this question is not known,
I have emphasized in this thesis that any mechanism whereby the phonons can
“feel” the lack of time reversal and mirror symmetries is certainly a good starting
point. In our application to a Néel antiferromagnet, spin-orbit coupling was a
key ingredient in that regard, and we showed that ŸH in that case is proportional
to a combination of anisotropic magnetic exchange constants.

Phonon thermal Hall effects are often considered a measure of the chirality of
phonons. In fact, we have emphasized that ÍH is a more proper measure thereof
than ŸH, since it does not depend on diagonal scattering rates Dnk, at least in
the dirty limit where these are well approximated by an isotropic Drude rate

7In fact, in the bosonic case where we considered all possible boson bilinears (b†b†, b†b, bb)
in Q, even the Wick’s theorem expansion of the eight-boson correlator was performed with the
help of mathematica, because of the large number of terms in the expansion.
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·≠1. More generally, the information carried by ÍH or ŸH may only be correctly
interpreted if the diagonal scattering rates (involved, notably, in ŸL) are well
characterized. This may involve other types of measurements, such as that of
specific heat. [Martelli et al., 2018]

Finally, where could one want to measure thermal Hall conductivity? As
discussed at length in this thesis, the scattering-induced phonon thermal Hall
effect probes a specific kind of four-point correlation functions which are entirely
non-gaussian. Therefore, it might be an interesting tool to characterize mate-
rials exhibiting weak signatures for other experimental methods, where mainly
two-point correlations are probed, and whose signal is typically dominated by
gaussian fluctuations. In particular, thermal Hall conductivity might be usefully
measured in materials that exhibit disordered magnetic phases, quantum phases
without quasiparticles, etc.
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Chapter 2

Phonon thermal Hall
conductivity from scattering
with collective fluctuations

In this chapter, excerpts and figures are reprinted with permission from L. Man-
geolle, L. Balents, L. Savary, authors of https://arxiv.org/abs/2206.06183v1.
Copyright 2022 by the American Physical Society.

Because electrons and ions form a coupled system, it is a priori clear that
the dynamics of the lattice should reflect symmetry breaking within the elec-
tronic degrees of freedom. This has been recently clearly evidenced for the
case of time-reversal and mirror symmetry breakings by observations of a large
phononic thermal Hall effect in many strongly correlated electronic materials.
The mechanism by which time-reversal breaking and chirality is communicated
to the lattice is, however, far from evident. In this paper we discuss how this
occurs via many-body scattering of phonons by collective modes: a consequence
of non-Gaussian correlations of the latter modes. We derive fundamental new
results for such skew (i.e. chiral) scattering and the consequent thermal Hall
conductivity. We emphasize that these results apply to any collective variables
in any phase of matter, electronic, magnetic or neither, highly fluctuating and
correlated, or not. As a proof of principle, we compute general formulae for the
above quantities for ordered antiferromagnets. From the latter we obtain the
scaling behavior of the phonon thermal Hall effect in clean antiferromagnets.
The calculations show several different regimes and give quantitative estimates
of similar order to that seen in recent experiments.

2.1 Introduction

Thermal conductivity is the most ubiquitous transport coefficient, being well-
defined in any system with sufficiently local interactions, irrespective of the
nature of the specific low energy degrees of freedom. It is particularly im-
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portant therefore in systems for which charge transport is either strongly sup-
pressed (i.e. insulators) or singular (i.e. superconductors). Moreover, the ther-
mal Hall conductivity plays a particularly special role in the theory of exotic
topological phases, as it can be related to the chiral central charge, to the pres-
ence of edge modes, etc. For all of the above reasons, experiments on ther-
mal conductivity have played a pre-eminent role in establishing the nature of
the most interesting strongly correlated states of matter. A few notable ex-
amples are the observation of metallic-like transport in an organic spin liquid
[Yamashita et al., 2010], a quantized thermal Hall effect in the Kitaev mate-
rial –-RuCl3 [Kasahara et al., 2018a], taken as evidence for Majorana fermion
edge states, and an exceptionally large and yet unexplained thermal Hall effect in
under-doped cuprate high-temperature superconducting materials [Grissonnanche et al., 2019,
Boulanger et al., 2020].

Figure 2.1: Illustration of a scattering mechanism responsible for a Hall effect.
Only scattering processes which involve at least two (virtual) collisions with
collective fluctuations can contribute to a Hall effect.

Arguably the Achilles heel of thermal conductivity measurements is the con-
tribution of lattice vibrations/phonons to heat transport. Phonons are present
in any solid, and indeed, except at very low temperature, usually dominate the
thermal properties of materials. A common approach to this fact is to attempt
to separate electronic and lattice contributions by some subtraction scheme, for
example based on measuring two electronically different but vibrationally similar
analog materials, or on dependences on temperature, field, etc., which might be
attributed uniquely to only one of the lattice or electronic degrees of freedom. Of
particular significance in this regard is the thermal Hall effect, which by Onsager
relations can only exist when time-reversal symmetry is broken [Casimir, 1945].
The Hall conductivity is captured by the antisymmetric components of the ther-
mal conductivity tensor Ÿ, namely

Ÿ
µ‹
H (T, H, · · · ) = (Ÿµ‹ ≠ Ÿ‹µ)/2. (2.1)
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It has been often assumed that the charge neutrality of phonons and the large
ionic mass are sufficient to prevent them from coupling effectively to inter-
nal or external magnetic fields, and therefore that large thermal Hall signals
must arise uniquely from the electrons in a material. Many recent theoreti-
cal works have thus focused on the thermal Hall conductivity of spin excitations
[Katsura et al., 2010, Han and Lee, 2017, Han et al., 2019, Samajdar et al., 2019,
Teng et al., 2020], in particular spin waves [Matsumoto and Murakami, 2011,
Murakami and Okamoto, 2017, Mook et al., 2019, Koyama and Nasu, 2021].

Recent experiments, however, have conclusively shown that this assumption
is incorrect, via the simplest and most persuasive of arguments [Hirokane et al., 2019,
Li et al., 2020a, Chen et al., 2021]. In particular, studies of materials which are
electronically (or magnetically) two-dimensional have observed that the thermal
Hall conductivity is three-dimensional, and remains large when the thermal cur-
rent within the sample is normal to the two-dimensional planes [Grissonnanche et al., 2020].
One has no choice but to conclude that the transported heat is carried by
phonons.

The problem posed by these observations is then to understand how lattice
vibrations “sense” time reversal symmetry breaking. This must indeed be by an
indirect process, as ultimately it is the electrons which interact directly and sig-
nificantly with magnetic fields. In principle there are two broad ways in which the
transfer of information, i.e. the breaking of time-reversal symmetry, can occur
from electrons to the lattice. First, it can occur via the quasi-adiabatic adapta-
tion of electronic states to slow phonon motions, which may modify the phonon
dispersion relations and generate dynamical Berry phases [Sheng et al., 2006,
Kagan and Maksimov, 2008, Zhang et al., 2019, Chen et al., 2020]. While this
is certainly possible in principle, numerous estimates indicate that this mecha-
nism is unlikely to explain the large magnitude of thermal Hall signals seen in
experiments. The second type of information transfer, depicted in Fig. 2.1, is
through scattering of phonons from the electronic modes, which can be “chiral”
when the latter break time-reversal and reflection symmetries. In the electrical
anomalous Hall effect, such “skew scattering” is known to dominate in the most
highly conducting samples [Saito et al., 2019], and for similar reasons, we expect
it to do so for heat transport when thermal conductivity is large.

With this in mind, it is critical to ask how time-reversal symmetry break-
ing of electronic degrees of freedom is communicated via scattering to phonons
in clean systems. We assume perturbative coupling of some set of collective
fields Q to the lattice, which is generally valid away from the limit of polaron
formation [Holstein, 1959a, Holstein, 1959b]. To account for the diversity of dif-
ferent electronic and magnetic phases being studied, we allow the fields Q to be
general, restricted only by the requirements of unitarity of quantum mechanics
and equilibrium. We show that the full scattering data needed to understand
the thermal conductivity (both longitudinal and Hall components) can be ob-
tained from the time and space-dependent correlation functions of the Q fields.
Crucially, we show that the standard two-point correlation functions of Q give
vanishing contributions to skew scattering and the Hall effect. Consequently
the skew scattering can be attributed entirely to non-Gaussian fluctuations of
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Figure 2.2: Calculated skew-scattering rate W
°,≠+
nknÕkÕ/“0 (see Eqs. (2.10, 2.19))

to transfer a phonon in mode nÕkÕ into mode nk induced by coupling the
lattice to a two dimensional antiferromagnet. The density plot shows the
angular dependence as a function of ◊(kÕ) œ [0, fi/2] (horizontal axis) and
Ï(k, kÕ) = „(kÕ) ≠ „(k) (vertical axis) for fixed |kÕ| = 0.8/a, kx = 0.2/a, ky = 0,
kz = 0.1/a, m0 = 0.05ẑ and temperature T = 0.5T0. Here a is the in-layer
lattice spacing, „(k(Õ)) and ◊(k(Õ)) are the azimuthal and polar angles of k(Õ),
defined in the usual way. Note that the colorbar is not scaled linearly.
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the collective modes. This is a challenge theoretically (because as we discuss
below, beyond-Gaussian fluctuations are significantly more complex than Gaus-
sian ones) but also an opportunity. The absence of lower-order contributions to
skew scattering means that the latter provides a direct probe of non-Gaussianity,
which does not require any subtraction! This suggests the prospect of using mea-
sures of skew scattering of phonons, such as the thermal Hall effect, as a means
to interrogate the rich higher order correlations of electronic modes.

In this paper, we identify the corresponding higher order correlation functions
which relate the multi-phonon scattering rates to the fluctuations of the collective
modes. These are complicated objects which depend upon several time and space
coordinates, or equivalently multiple frequencies and wavevectors. We show how
to extract the essentially antisymmetric part of these correlations which uniquely
contribute to the Hall effect, using symmetry and detailed balance relations,
which generalize well-known and ubiquitously important laws that are used to
analyze two-point correlations throughout physics [Onsager, 1931, Squires, 2012,
Buttiker, 1988]. This provides a recipe which can be applied in diverse systems,
telling what must be known about the electronic modes coupled to the lattice
and how to use that data to obtain an understanding of the thermal Hall effect
of phonons. Notably, the results are valid irrespective of the nature of the phase
of matter hosting the collective fields: it may be strongly fluctuating, highly
correlated, or even have no quasiparticles at all. This contrasts greatly with
prior theories of phonon skew scattering which are based on very specific models
of electronic modes [Lovesey, 1972, Laurence and Petitgrand, 1973].

To demonstrate the methodology and as a proof of principle, we also ap-
ply the general results to the case of an ordered antiferromagnet, in which case
the Q fields correspond to magnetic fluctuations which can be decomposed into
composites of magnons. The result is a richly structured skew scattering rate,
visualized in Fig. 3.5.6. Validating the general formulation, we obtain a non-
vanishing thermal Hall effect when all the symmetry criteria (which we establish)
are satisfied, and we explicitly show that within a minimal model of an antifer-
romagnet with strictly two-dimensional magnetic correlations, the thermal Hall
effect is three-dimensional and its magnitude is roughly independent of whether
the thermal currents are within or normal to the magnetic planes.

2.2 Scattering and correlation functions

In this section, we present the main results for the scattering rates of phonons
due to collective modes. We limit the discussion here to the simplest case in
which the coupling is linear in phonon creation/annihilation operators a†

nk, ank.
Then, the coupling Hamiltonian is

H Õ =
ÿ

nk

Ä
a†

nkQ†
nk + ankQnk

ä
, (2.2)

where Qnk describes the collective mode arising from electronic degrees of free-
dom, coupled to the nth phonon polarization. For brevity, we subsume any
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electron-phonon coupling constant into Qnk. We carry out a perturbative anal-
ysis of H Õ, so Qnk may be regarded as “small”.

2.2.1 Formulation

Our aim is to calculate the necessary terms in the collision integral Cnk of the
phonon Boltzmann equation,

ˆtNnk + vnk · ÒrNnk = Cnk[{NnÕkÕ}] (2.3)

where Nnk is the non-equilbrium average occupation number of phonons in polar-
ization mode n and quasi-momentum k with velocity vnk = ÒkÊnk, where Ênk

is the (n, k) phonon dispersion relation. Once the collision integral is known, the
Boltzmann equation can be solved in a standard manner by linearizing around
the equilibrium distribution, to obtain the non-equilibrium change and thereby
the transport current to linear order in the temperature gradient.

We now summarize the method used to obtain the collision integral from
the microscopic quantum dynamics and Eq. (2.2). The basic procedure is to
determine the many body transition rate between microstates in the combined
phonon-electron system using the scattering matrix (T ) expansion, and from
there, use the equilibrium distribution for the electronic subsystem to evaluate
the rate of change of the mean occupation probabilities of phonon states that
enter the Boltzmann equation.

We begin with the Born expansion [Landau and Lifshitz, 1958]:

Tiæf = Tfi = Èf|H Õ|iÍ +
ÿ

n

Èf|H Õ|nÍÈn|H Õ|iÍ
Ei ≠ En + i÷

+ · · · , (2.4)

where the |iÍ, |fÍ, |nÍ states are product states in the Q (index s) and phonon
(index p) Hilbert space, |gÍ = |gsÍ|gpÍ for g = i, f, n, and Eg is the energy of the
unperturbed Hamiltonians of the Q and phonons in state g. ÷ æ 0+ is a small
regularization parameter.

The rate of transitions from state i to state f is obtained using Fermi’s golden
rule,

Γiæf =
2fi

~
|Tiæf|2”(Ei ≠ Ef). (2.5)

Note that Γiæf is a transition rate in the full combined phonon-Q system. By
assuming equilibrium for the electronic modes, we obtain the transition rates
within the phonon subsystem,

Γ̃ipæfp
=

ÿ

isfs

Γiæf pis , (2.6)

with pis = 1
Zs

e≠—Eis . This in turn determines the collision integral through the
master equation

Cnk =
ÿ

ip,fp

Γ̃ipæfp
(Nnk(fp) ≠ Nnk(ip)) pip , (2.7)

where pip =
q

is
pi, where pi is the probability to find the system in state i.
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2.2.2 Result

To carry out the above procedure, we first express the microscopic processes
generated in the Born expansion, Eq. (2.4), and insert them into the square
in Eq. (2.5). Then the sums over electronic states is, fs in Eq. (2.6) can be
converted into dynamical multi-time correlation functions of the Q operators.
The corresponding technical manipulations are described in Appendix 2.A. The
leading result for the longitudinal conductivity (symmetric part of the tensor) is
dominated by diagonal scattering (absorption or emission of a single phonon),
and is given by

Ÿ
µ‹
L =

~
2

kBT 2

1

V

ÿ

nk

Ê2
nkvµ

nkv‹
nk

4Dnk sinh2(—~Ênk/2)
. (2.8)

For the Hall effect, the important contributions are those from the second order
terms in the Born expansion, which generate processes in which a phonon is
scattered from one state to another, or in which pairs of phonons are created
or annihilated. Using Eq. (2.7) then leads to off-diagonal terms in the collision
integral, i.e. contributions to Cnk proportional to NnÕkÕ with nÕkÕ ”= nk. The de-
sired “skew” scattering contributions, roughly speaking, correspond to processes
in which k is preferentially deflected “to the right” of kÕ, for example.

More precisely, we define an anti-symmetric scattering rate W
°,+,q
nk,nÕkÕ in such

a way that it controls the anti-symmetric (Hall) part of the thermal conductivity
tensor, Ÿ

µ‹
H = ≠Ÿ

‹µ
H :

Ÿ
µ‹
H =

~
2

kBT 2

1

V

ÿ

nknÕkÕ

(2.9)

◊ Jµ
nk

e—~Ênk/2

2Dnk

 
1

Nuc

ÿ

q=±

�
e—~Ênk ≠ eq—~ÊnÕkÕ

�
W

°,+,q
nk,nÕkÕ

sinh(—~Ênk/2) sinh(—~ÊnÕkÕ/2)

!
e—~ÊnÕkÕ /2

2DnÕkÕ

J‹
nÕkÕ ,

where

W
°,qqÕ

nknÕkÕ =
2Nuc

~4
Re

ˆ

t,t1,t2

ei[Σq,qÕ

nknÕkÕ t+∆
q,qÕ

nknÕkÕ (t1+t2)]sign(t2) (2.10)

¨î
Q≠q

nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)
ó ¶

QqÕ

nÕkÕ(≠t1), Qq
nk(t1)

©∂
,

and

Dnk = ≠ 1

~2

ˆ

dt e≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

—
+ D̆nk. (2.11)

Here µ, ‹ = x, y, z and we defined the phonon current Jµ
nk = N eq

nk Ênkvµ
nk, and

N eq
nk is the number of phonons in mode nk in thermal equilibrium. Eq. (2.11)

gives the leading order result for the diagonal scattering rate Dnk, which enters
Eq. (2.9). In general it includes contributions D̆nk from other scattering channels
(e.g. impurities) and higher-order contributions. In Eq. (2.10) we introduced the
notation Q+

nk = Q†
nk and Q≠

nk = Qnk, as well as Σ
q,qÕ

nknÕkÕ = qÊnk + qÕÊnÕkÕ and

∆
q,qÕ

nknÕkÕ = qÊnk ≠ qÕÊnÕkÕ .
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Eqs. (2.9,2.10) constitute the central result of this paper. They give a general
formula for the skew scattering rate and the thermal Hall conductivity, given
Eq. (2.2), assuming small Hall angle (a condition which is nearly always true),
valid in any dimension. Even more general formulae valid when electronic modes
are coupled to both linear and quadratic functions of the phonons will be given
in a separate publication. These results can be applied to any material provided
the non-Gaussian correlations of the collective degrees of freedom corresponding
to Qnk are known.

Considerable structure is encoded in Eq. (2.10). It is straightforward to show
that the skew scattering vanishes if Qnk is taken to be Gaussian: in this case,
Wick’s theorem is obeyed, and its application to Eq. (2.10) implies that W°

nknÕkÕ

is zero if (n, k) ”= (nÕ, kÕ). Hence, non-trivial contributions to the skew scattering
arise entirely from non-Gaussian correlations. Physically, W°,++ (resp. W°,≠≠)
corresponds to scattering processes where two phonons are emitted (resp. ab-
sorbed), and W°,+≠,W°,≠+ to processes where one phonon is emitted and one
is absorbed. The contribution to the Hall conductivity has been carefully isolated
so that the rate obeys the “anti-detailed balance” relation:

W
°,qqÕ

nknÕkÕ = ≠ e≠—(qÊnk+qÕÊnÕkÕ ) W
°,≠q≠qÕ

nknÕkÕ , (2.12)

as well as
W

°,qqÕ

nknÕkÕ = W
°,qÕq
nÕkÕnk. (2.13)

The combination of the commutator and anti-commutator in Eq. (2.10) ensures
the validity of these relations.

2.3 Application to an ordered antiferromagnet

We now provide an application of the above results to the specific case of an
insulating antiferromagnet. This is important as a proof of principle to confirm
that the general formula in Eq. (2.10) indeed results in a non-vanishing Hall effect
of phonons from skew scattering. It is also a relevant test case as it corresponds to
the situation in many recent experiments, and is perhaps the simplest situation
in which time-reversal symmetry breaking of spins is communicated to phonons
in an insulator.

To model the antiferromagnet, we employ a spin wave description, and for
concreteness assume the spin correlations are purely two-dimensional: each layer
of spins is presumed completely independent. The latter assumption is not
essential but it is illustrative: using it we demonstrate that even when spin
correlations are confined to two dimensions, their influence can lead to thermal
Hall conductivity with heat current oriented perpendicular to those layers. In
any case, the general formulae in the first subsection below can be easily modified
for the case of three-dimensional spin waves.
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2.3.1 Formulation and general results within linear spin wave
theory

The spin waves are described by magnon operators b†
¸k,z (b¸k,z), which create (an-

nihilate) a magnon in branch ¸ with momentum k in layer z, whose Hamiltonian
is

Hm =
ÿ

¸,k,z

Ωk,¸b
†
¸k,zb¸k,z. (2.14)

Note that the effect of a magnetic field is already included in Hm, i.e. here the
spin wave modes are based on an expansion around the spin order including the
effect of the field. The collective modes Qq

nk can be expanded in a series in the
spin wave operators, and the dominant contribution to scattering comes from
second order 1:

Qq
nk =

1Ô
Nuc

ÿ

p,¸1,¸2
q1,q2,z

B
n,¸1,¸2|q1q2q
k;p eikzzbq1

¸1,p+ q

2
k,z

bq2

¸2,≠p+ q

2
k,z

. (2.15)

Here we defined the notations

b+
¸,p,z = b†

¸,p,z, b≠
¸,p,z = b¸,≠p,z. (2.16)

Note the minus sign in the momentum in the second relation. This means gener-

ally that
Ä
bq

¸,p,z

ä†
= b≠q

¸,≠p,z. To make the coefficients unambiguous, we choose the

symmetrized form B
n,¸1,¸2|q1q2q
k;p = B

n,¸2,¸1|q2q1q
k;≠p . Demanding that Q+

nk = (Q≠
nk)†

implies that B
n,¸1,¸2|q1q2+
k;p =

Ä
B

n,¸2,¸1|≠q2≠q1≠
k;p

äú
.

Eq. (2.14) contains the energy dispersion Ωk,¸ of the spin waves but their
wavefunctions are implicit. That information is encoded in the B coefficients.
To obtain them, one should start with a microscopic spin-lattice coupling, ex-
pand it via Holstein-Primakoff bosons, and then use the canonical Bogoliubov
transformation which achieves the diagonal form of Eq. (2.14) to express the cou-
pling as in Eq. (2.15). We apply this procedure to a particular case in Sec. 2.3.2.
The following general results hold beyond this specific case, and only assume
Eqs. (2.14, 2.15) as a starting point.

To proceed to evaluate Eqs. (2.9-2.11), we use Wick’s theorem (valid for
the free boson Hamiltonian in Eq. (2.14)) to compute the necessary correlation
functions, which decomposes them into products of the free-particle two-point
function,

¨
bq1

¸1,p1,z1
(t1)bq2

¸2,p2,z2
(t2)
∂

= ”¸1,¸2”z1,z2”q1,≠q2”p1+p2,0

◊ fq2(Ω¸1,q1p1)e≠iq2Ω¸2,q2p2
(t1≠t2). (2.17)

Here fq(Ω) = (1 + q)/2 + nB(Ω), where nB(Ω) is the Bose distribution.

1A linear term in magnon operators is generically present but does not contribute signifi-
cantly to scattering due to phase space constraints.
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This results in the following expressions for the diagonal and off-diagonal
scattering rates:

D
(s)
nk =

(3 ≠ s)fi

~2N2d
uc

ÿ

p

ÿ

¸,¸Õ

sinh(—
2~Ênk)

sinh(—
2~Ω

¸,+
p ) sinh(—

2~Ω
¸Õ,≠s
p+k )

◊ ”(Ênk ≠ Ω
¸,+
p ≠ sΩ

¸Õ,≠s
p+k )

����B
n,¸,¸Õ|+s≠
k;p+ k

2

����
2

, (2.18)

where s = ± and Dnk =
q

s D
(s)
nk + D̆nk, we defined Ω

¸,q
p = Ω¸,qp, and

W
°,qqÕ

nk,nÕkÕ =
64fi2
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where we used as before Σ
q,qÕ

nknÕkÕ = qÊnk + qÕÊnÕkÕ , ∆
q,qÕ

nknÕkÕ = qÊnk ≠ qÕÊnÕkÕ , and
we defined the product of delta functions D and ‘thermal factor’ F:
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ä
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These formulae make no further assumptions on the nature of the spin wave
modes or spin-lattice couplings, and so could be applied to general problems
involving spin-lattice coupling using a spin wave approach. Note that although
we take the spin wave operators to be free bosons, with Gaussian correlations,
the Qq

nk operator defined through Eq. (2.15) is generally non-Gaussian, as it is
bilinear in the b fields.

2.3.2 Square lattice two-sublattice antiferromagnets

Now we evaluate the diagonal and Hall scattering rates specifically for spin waves
on the square lattice in low magnetic fields. We assume the magnon dispersions
Ω¸,k =

»
v2

mk2 + ∆2
¸ with magnon velocity vm and magnon gaps ∆¸, and take

isotropic acoustic phonons with Ênk = vph

»
k2 + k2

z (we define k =
»

k2
x + k2

y).

We obtain the coefficients B
n¸1¸2|q1q2q
k;p from the continuum description of the spin
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waves in terms of local fluctuating uniform and staggered magnetization fields,
and the symmetry-allowed couplings of these fields to the strain. The expressions
for these coefficients are algebraically complicated and some further details are
given in Appendix 2.B, with a full exposition of the calculations to be presented
in the next chapter. Here instead we sketch the important properties of the
coefficients and their origins.

2.3.2.1 Scaling

First, when the temperature is smaller than the magnon gaps, kBT . ∆¸, all
contributions to scattering become exponentially suppressed by thermal factors
and the scaling is unimportant. For larger temperatures, the gaps are negligible,
and the momentum sum(s) in Eqs. (2.18,2.19) are dominated by momenta of
order k, p ≥ kBT/vm. Then the B coefficients, evaluated for momenta of this
order, are sums of three types of contributions:

B ≥
Ç

kBT

Mv2
ph

å 1
2

n≠1
0

Å
⁄mm

‰kBT

n0
+ ⁄mn + ⁄nn

n0

‰kBT

ã
. (2.22)

Here M is the mass per unit cell of the solid, n0 is the ordered (staggered) mo-
ment density, ‰ is the uniform susceptibility, and ⁄mm, ⁄mn and ⁄nn represent
couplings of the strain to exchange terms quadratic in local magnetization fluc-
tuations ”m, local staggered magnetization fluctuations ”n, and the product of
the two, respectively. Microscopically this arises from effects like magnetostric-
tion, the modification of orbital overlaps due to strain-induced bond length and
angle changes, etc. The different powers of temperature multiplying the different
⁄ couplings arise from the fact that the order parameter of the antiferromagnet
is the staggered magnetization, and therefore its fluctuations are more singular
than those of the uniform magnetization, which is, however, still a low energy
mode in an antiferromagnet.

Depending upon the relative magnitudes of these different couplings, distinct
scalings are observed for the diagonal and off-diagonal scattering rates, and hence
for thermal conductivity components. To perform a full evaluation, we use pa-
rameters (given explicitly in Appendix 2.B) which describe a typical situation
corresponding to weak spin-orbit coupling and correspondingly weak anisotropy
of magnetic exchange. In this case, there is a hierarchy that ⁄mm ∫ ⁄nn, ⁄mn

(which is ultimately a consequence of Goldstone’s theorem). Furthermore, in
the low field regime, i.e. when the field-induced magnetization m0 of the antifer-
romagnet is much smaller than ms the saturation value, m0 π ms, the mixed
coupling ⁄mn is proportional to m0 and ⁄mn π ⁄nn as well.

These facts allow one to estimate the scalings of the important physical
quantities. The longitudinal scattering rate (Eq. (2.18)) scales as

Dnk ≥ 1

·
≥ T d≠1|B|2 ≥ T d+2x. (2.23)

Here d is the dimensionality of the spin system (which we take later equal to
d = 2 for numerical calculations) while phonons are always three dimensional.
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The crucial exponent x = 1 occurs in the “high” temperature regime dominated
by ⁄mm, while a crossover to behavior controlled by ⁄nn with x = ≠1 can
occur at lower temperature if the minimum magnon gap is sufficiently small.
This behavior corresponds to the longitudinal thermal conductivity (Eq. (2.8))
behaving as

ŸL ≥ T 3≠d≠2x, (2.24)

when magnon-phonon scattering dominates the phonon mean free path. Again
the power laws apply in certain distinct regimes, and should be pieced together,
along with the influence of non-zero gaps and other scattering mechanisms of
phonons, to form a complete picture of the thermal conductivity. This is cap-
tured in the numerical calculations.

Next, we turn to the thermal Hall effect. It is crucial to keep in mind the ef-
fective time-reversal symmetry of an antiferromagnet under the combined action
of time-reversal and a translation which exchanges the two sublattices. The uni-
form magnetization is invariant under this symmetry but the staggered magneti-
zation is odd. Consequently, the couplings ⁄mm and ⁄nn are even under effective
time-reversal, while only ⁄mn is odd. This implies that the Hall conductivity and
Hall scattering rate W°,eff , with W

°,eff,qqÕ

nk,nÕkÕ := W
°,qqÕ

nk,nÕkÕ + W
°,qqÕ

n≠k,nÕ≠kÕ , which are
odd under effective time-reversal, must be proportional to an odd power of ⁄mn,
and to linear order in the magnetic field/average magnetization, these quantities
are simply linear in ⁄mn. From Eq. (2.19) and Eq. (2.22), we therefore obtain

W°,eff ≥ T d≠1⁄mn

�
⁄mmT + ⁄nnT ≠1

�3 ≥ T d≠1+3x. (2.25)

The natural definition of a skew scattering rate multiplies the above by a phase-
space factor to account for the sum over different final states of the scattering,
which gives 1/·skew ≥ T 3W°,eff ≥ T d+2+3x.

We would like to emphasize that within any scattering mechanism of phonon
thermal Hall effect, the skew scattering rate is a more fundamental measure of
the chirality of the phonons than the thermal Hall conductivity. This is be-
cause the Hall conductivity inevitably involves the combination of the skew and
longitudinal scattering rates (in the form ·2/·skew), and the longitudinal scat-
tering rate of phonons has many other contributions that do not probe chirality,
and may have complex dependence on temperature and other parameters that
obscure the skew scattering.

Consequently, instead of the thermal Hall conductivity we will discuss the
thermal Hall resistivity, ÍH , which is simply proportional to 1/·skew, at least in
the simplest view where the angle-dependence of the longitudinal scattering does
not spoil its cancellation.

We define the thermal Hall resistivity tensor as usual by the matrix inverse,
Í = Ÿ≠1. In particular, considering the simplest case of isotropic Ÿµµ æ ŸL and
ŸL ∫ Ÿµ ”=‹ , one thus has

Í
µ‹
H =

Íµ‹ ≠ Í‹µ

2
¥ ≠Ÿµ‹ + Ÿ‹µ

2Ÿ2
L

= ≠Ÿ
µ‹
H

Ÿ2
L

. (2.26)

The quantity Í
µ‹
H is independent of the scale of the longitudinal scattering, in

the sense that under a rescaling Dnk æ ’Dnk, then Í
µ‹
H is unchanged. If we
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assume that Dnk = 1/· is (n, k)-independent, e.g. as is the case if dominated
by some extrinsic effects, then we can readily extract the scaling of the thermal
Hall resistivity. One finds

ÍH ≥ W°,eff ≥ T d≠1+3x, (2.27)

which is verified numerically. This scaling behavior should also be roughly true
in the presence of more angle-dependent scattering, given the aforementioned
independence on the scale of scattering.

Finally, we comment on the role of spin-orbit coupling in the present model.
The coefficient ⁄mn communicates the lack of effective time-reversal and mirror
symmetry breaking to the scattering rate W°, and thereby the Hall resistivity
begins at linear order in this coefficient. In the present model, ⁄mn is also pro-
portional to (symmetric) spin-orbit coupling terms (microscopically, derivatives
of such terms with respect to ionic displacement)—see Appendix 2.B. In general,
however, for more complex magnetic ordering patterns, a nonzero Hall effect may
be obtained from our formulation even in the absence of spin-orbit coupling.

2.3.2.2 Numerical evaluation

It is important to verify that the formulae in Eqs. (2.18,2.19) are sufficient to
generate all the expected symmetry-allowed scattering processes and thereby
contributions to the thermal Hall conductivity. To do so, we evaluated these
formulae numerically, which also allows a test of the scaling predictions above. In
the numerical calculations, we took specific values for the microscopic parameters
which define the dispersions of the magnons and phonons, as well as those which
underlie the B coefficients, comprising spin-lattice couplings and the mass per
unit cell. Eqs. (2.18,2.19,2.8,2.9) were evaluated by a C code using the Cuba
and Cubature libraries for numerical integration [Hahn, 2005].

It is convenient to measure energies in units of the phononic energy scale
‘0 = kBT0 = ~vph/a, which is equal to the Debye temperature up to a factor,
and we report thermal conductivities in units of Ÿ0 = kBvph/a2, which gives a
natural scale for phononic heat transport.

To make our numerical calculations more directly relevant, we loosely chose
key dimensionless parameters to loosely match those of Copper Deuterofor-
mate Tetradeuterate (CFTD), a square lattice S=1/2 antiferromagnet which
has been intensively studied via neutron scattering [Christensen et al., 2007,
Dalla Piazza et al., 2015, Rønnow et al., 2001] due to its convenient scale of ex-
change which suits such measurements. For our purposes, CFTD has the desir-
able attribute that the magnon and phonon velocities are comparable (based on
an estimate of the sound velocity from the corresponding hydrate [Kameyama et al., 1973]),
which creates a significant phase space for magnon-phonon scattering. In partic-
ular, we take vm/vph = 2.5, while the corresponding ratio in La2CuO4, vm/vph is
approximately 30. We also use the mass per unit cell Muc appropriate to CFTD.
The parameters n0 = 1/2 and ‰ = 1/(4Ja2) are chosen to be consistent with spin
wave theory. We included small magnon gaps, ∆0 = 0.2‘0 and ∆1 = 0.04‘0. The
microscopic spin-lattice couplings were taken consistent with the expectations for
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weak spin-orbit coupling, and are given in Appendix 2.B. Finally, we included in
the calculations a small constant contribution D̆nk æ “ext, independent of (n, k),
to model additional scattering channels. In very clean monocrystals and in the
absence of any other phonon scattering events, “ext ≥ vph/L reduces to the rate
at which phonons bounce off the boundaries of the sample (of size L). We vary
“ext to show the dependence on these extrinsic effects. For the calculations of
the Hall effect we include a small non-zero magnetization in the direction of the
applied field, of 1/20th of the saturation magnetization.

Figure 2.3: Longitudinal thermal conductivity ŸL with respect to temperature
T , for four different values of “ext. (a) Results on an order one temperature scale,
with “ext = 1 · 10≠z(vph/a), z œ J4, 7K, from darker (z = 4) to lighter (z = 7)
shade. A crossover occurs between two scaling regimes with x = 1 and x = ≠1
(see Eq. (2.24)). Inset: log-log plot; the scaling behaviors are consistent with
the analysis presented in the text.

Figs. 2.3,2.4 show the results for the longitudinal thermal conductivity versus
temperature in zero or low applied magnetic field (the results are insensitive to
small magnetizations), for different choices of “ext. In the first figure, a broad
temperature range is shown, which exposes the evolution from an extrinsic scat-
tering regime ŸL Ã T 3 at low temperature to an intrinsic one ŸL Ã 1/T at high
temperature. In the second figure, further features emerge related to the scales
of the magnon gaps.

Next we turn to the calculations of chiral scattering and the thermal Hall
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Figure 2.4: Longitudinal thermal conductivity ŸL with respect to temperature
T , for four different values of “ext. Results on a smaller temperature scale, with
“ext = 1 · 10≠z(vph/a), z œ J6, 9K, from darker (z = 6) to lighter (z = 9) shade.
The peaks are features related to the magnon gaps.
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Figure 2.5: Thermal Hall resistivity Í
xy
H and Ízx

H (in units of Í0 = Ÿ≠1
0 with

respect to temperature T . The transverse magnetization values (my
0, mz

0) used
for computing Í

xy
H and Íxz

H were (0.0, 0.05) and (0.05, 0.0), respectively. Inset:
log-log plot; the scaling behavior is consistent with the analysis presented in the
text.
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effect. Figure 3.5.6 shows a density plot of the Hall scattering rate W°,≠+ as
a function of the polar angle of kÕ, ◊(kÕ), and of the difference in azimuthal
angles of kÕ and k, Ï(k, kÕ) = „(kÕ) ≠ „(k). We see that it has an intricate
structure reflecting kinematics and energetics. The thermal Hall resistivity in
the constant longitudinal scattering approximation (Dnk = 1/· independent of
n, k) is plotted in Fig. 2.5 for two different field orientations: for a field along
the z axis, normal to the planes, we plot Í

xy
H , and for a field along the y axis,

within the planes, we plot Ízx
H . Both curves perfectly fit the T 4 scaling expected

theoretically from Eq. (2.27) (using d = 2, x = 1) with weak spin-orbit coupling.
Notably the magnitudes of the thermal Hall resistivity for the two orientations
are comparable, and it is actually larger for an in-plane field than for an out-of-
plane one!

2.4 Conclusion

In this paper, we presented a theory for the skew scattering of phonons coupled
to a quantum collective field, which gives rise to a phonon thermal Hall effect.
A general formula, given in Eqs. (2.9,2.10), allows the latter to be calculated
for arbitrary correlations of the collective variable. We then explicitly calculated
these correlations for the case in which the collective field is bilinear in canonical
bosons, e.g. spin wave operators. A formula with no further assumptions is
given in Eq. (2.19). Applying this to the regime of long-wavelength magnons in
a square lattice antiferromagnet, we obtained a non-zero thermal Hall effect and
its scaling with temperature in various regimes.

While we are not aware of any general results on the intrinsic phonon Hall
conductivity due to scattering, there are a number of complementary theoret-
ical papers as well as some prior work which overlap a small part of our re-
sults. The specific problem of phonons scattering from magnons was studied
long ago to the leading second order in the coupling by Cottam [Cottam, 1974].
That work, which assumed the isotropic SU(2) invariant limit, agrees with
our calculations when these assumptions are imposed. The complementary
mechanism of intrinsic phonon Hall effect due to phonon Berry curvature was
studied by many authors [Qin et al., 2012, Saito et al., 2019, Zhang et al., 2010,
Zhang et al., 2021b], including how the phonon Berry curvature is induced by
spin-lattice coupling in Ref. [Ye et al., 2021]. The majority of recent theoretical
work has concentrated on extrinsic effects due to scattering of phonons by defects
[Sun et al., 2021, Guo and Sachdev, 2021, Guo et al., 2022, Flebus and MacDonald, 2021].
The pioneering paper of Mori et al. [Mori et al., 2014] in particular recognized
the importance of higher order contributions to scattering for the Hall effect,
and is in some ways a predecessor to our work.

Do the present results explain experiments on the cuprates? We have not
attempted a quantitative comparison, for several reasons. This would require
some detailed knowledge of spin-lattice couplings. It also is numerically diffi-
cult because in the cuprates there is a very large ratio of magnon to phonon
velocities (of order 30), which renders the scattering phase space narrow and the
integration challenging. Nevertheless, it is interesting to ask about the order of
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magnitude of the response. For this comparison, we follow the logic outlined
in Sec. 2.3.2.1 in which we argued that the thermal Hall resistivity is a better
quantity for which to compare theory and experiment. We obtain the ther-
mal resistivity from the experimental data in Ref. [Grissonnanche et al., 2020]
on the undoped material La2CuO4: at about 20 K, the longitudinal conductiv-
ity Ÿxx ¥ 10 W/(K m) (from their extended data Figure 2), and the thermal
Hall conductivity Ÿxy ¥ 40 mW/(K m). Using Eq. (2.26) and the the value
ÍLCO

0 ¥ 2.6 K m/W, we then obtain (ÍH/Í0)LCO ¥ 1.5 ◊ 10≠4. This is at least
comparable to values in Figure 2.5.

Regardless of whether the intrinsic picture is correct for the cuprates (we
think it most proming for systems like CFTD for which there is a good phase
space match of phonons and magnons), we believe that a scattering mechanism
of some kind is very likely at work. Therefore, we would encourage analysis of
future experimental data in terms of ÍH rather than ŸH .

In a companion paper (next chapter), we will expound on the results of the
present paper and give several extensions covering even more general types of
coupling of phonons to collective degrees of freedom. There also remain many
other related problems that would be interesting to explore, for example the
influence of electronic disequilibrium upon the phonons, and vice versa, and
the interplay of scattering, presumed here to be dominant, and phononic Berry
phases. We hope that the present study provides a theoretical framework to
begin to approach these and other intriguing questions.
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Appendix

2.A From interaction terms to the collision integral

2.A.1 First Born order

First, we consider only the first term of Born’s expansion. The transition rate
associated with H Õ at this order are simply the matrix elements:

T
[1]
iæf =

ÿ

nkq

q
N i

k,n + q+1
2 Èfs|Qq

nk|isÍ I(ip
q·nk≠æ fp), (2.28)

where I(ip
q·nk≠æ fp) means that the only difference between |ipÍ and |fpÍ is that

there is q = ±1 more phonon of species (n, k) in the final state.
We then compute the squared matrix element. We have

���T [1]
iæf

���
2

=
ÿ

nkq

Ä
N i

k,n + q+1
2

ä
I(ip

q·nk≠æ fp)

◊ Èis|Q≠q
nk|fsÍÈfs|Qq

nk|isÍ. (2.29)

We then enforce the energy conservation ”(Ef ≠ Ei) = ”(qÊnk + Efs
≠ Eis) by

writing the latter as a time integral, i.e.
´ +Œ

≠Œ dteiÊt = 2fi”(Ê), identify A(t) =

e+iHtAe≠iHt, use the identity 1 =
q

fs
|fsÍÈfs|, and take the Q field in the initial

state to be in thermal equilibrium pis = Z≠1
s e≠—Eis . Finally summing over |isÍ

and identifying ÈAÍ— = Z≠1
s Tr(e≠—HA), we find that the scattering rate between

phonon states at first Born’s order reads

Γ
[1];[1]
ipæfp

=
ÿ

nkq

Ä
N i

nk + q+1
2

ä
I(ip

q·nk≠æ fp) (2.30)

◊
ˆ Œ

≠Œ
dt e≠iqÊnkt

¨
Q≠q

nk(t) Qq
nk(0)

∂

—
.

To arrive at the collision integral, the final step involves summing over final
phononic states fp and taking the average over initial phononic states ip. First,
we notice that a change of variables in

¨
Q≠q

nk(t) Qq
nk(0)

∂

—
leads to the detailed-

balance relation
¨
Q≠q

nk(t) Qq
nk(0)

∂

—
=
¨
Qq

nk(t) Q≠q
nk(0)

∂

—
e≠q—Ênk . (2.31)
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It is then straightforward to show that only the commutator term on the right-
hand-side of Eq. (2.30) satisfies this relation. In turn, the final expression for
the diagonal of the collision matrix takes the form of the spectral function:

D
[1];[1]
nk = ≠

ˆ +Œ

≠Œ
dte≠iÊnkt

⌦
[Q≠

nk(t), Q+
nk(0)]

↵
—

, (2.32)

as quoted in the main text.

2.A.2 Second Born order

As discussed, the first Born approximation alone does not lead to a nonzero ther-
mal Hall effect. Here we compute that which appears when the Born expansion
is taken up to the second Born order. We have

T
[1,1]
iæf =

ÿ

nk,nÕkÕ

ÿ

q,qÕ=±

»
N i

nk + 1+q
2

q
Nf

nÕkÕ + 1≠qÕ

2

·
ÿ

ms

Èfs|QqÕ

nÕkÕ |msÍÈms|Qq
nk|isÍ

Eis ≠ Ems ≠ qÊk,n + i÷
I(ip

q·nk≠æ
qÕ·nÕkÕ

fp),

(2.33)

The squared T -matrix elements now include cross-terms between the first and
second orders of Born’s expansion. Here we give details of the calculation of one

term, the square of Eq. (2.33),
���T [1,1]

iæf

���
2
. In the numerator, the matrix elements of

the Q operators can combine themselves in two different ways, which we denote
in the following as (a): Èis|Qq

nk|msÍÈms|QqÕ

nÕkÕ |fsÍÈfs|Q≠qÕ

nÕkÕ |mÕ
sÍÈmÕ

s|Q≠q
nk|isÍ, and

(b): Èis|Qq
nk|msÍÈms|QqÕ

nÕkÕ |fsÍÈfs|Q≠q
nk|mÕ

sÍÈmÕ
s|Q≠qÕ

nÕkÕ |isÍ.
We use the following time integral representation of each of the denominators

(using a regularized definition of the sign function),

1

x ± i÷
= PP

1

x
û ifi”(x) (2.34)

=
1

2i

ˆ +Œ

≠Œ
dt1eit1xsign(t1) ±

1

2i

ˆ +Œ

≠Œ
dt1eit1x.

and a introduce a third time integral to enforce the energy conservation Ef≠Ei =
qÕÊnÕkÕ + qÊnk + Efs

≠ Eis . The product of the denominators (cf. Eq. (2.34))
leads to four terms, which can be labeled by two signs s, sÕ = ±, and we define,
for convenience,

ΘssÕ(t1, t2) := [≠sign(t1)]
1≠s

2 [sign(t2)]
1≠sÕ

2 . (2.35)

Then, the transition rate coming from this part of the total squared matrix
element can be written as a sum of eight terms:

Γ
[1,1];[1,1]
ipæfp

=
ÿ

nk,nÕkÕ

ÿ

q,qÕ

Ä
N i

nk + q+1
2

ä Ä
N i

nÕkÕ + qÕ+1
2

ä
(2.36)

◊
ÿ

s,sÕ=±

ÿ

i=a,b

W
[1,1];[1,1],(i),ssÕ

nkq,nÕkÕqÕ I(ip
q·nk≠æ

qÕ·nÕkÕ
fp), (2.37)
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where we defined (notice the order of the first two operators in the correlator
and the sign t1 ± t2 in the exponential):

W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ =

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
Q≠q

nk(≠t ≠ t2)Q≠qÕ

nÕkÕ(≠t + t2)QqÕ

nÕkÕ(≠t1)Qq
nk(+t1)

∂

—
(2.38)

W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ =

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1≠t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
Q≠qÕ

nÕkÕ(≠t ≠ t2)Q≠q
nk(≠t + t2)QqÕ

nÕkÕ(≠t1)Qq
nk(+t1)

∂

—
.(2.39)

One can show the following (“anti-”)detailed-balance relations

W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ = ssÕ W
[1,1];[1,1],(a),sÕs
nÕkÕ≠qÕ,nk≠q e≠—(qÊnk+qÕÊnkÕ ), (2.40)

W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ = ssÕ W
[1,1];[1,1],(b),sÕs
nk≠q,nÕkÕ≠qÕ e≠—(qÊnk+qÕÊnÕkÕ ). (2.41)

From this, the same holds for the symmetrized in nkq ¡ nÕkÕqÕ scattering rate
W

[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ =
q

i=a,b W
[1,1];[1,1],(i),ssÕ

nkq,nÕkÕqÕ + (nkq ¡ nÕkÕqÕ), i.e.

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ = ssÕ e≠—(qÊnk+qÕÊnÕkÕ )W
[1,1];[1,1],ssÕ

nk≠q,nÕkÕ≠qÕ . (2.42)

We can then identify

W
°,[1,1];[1,1],qqÕ

nk,nÕkÕ = Nuc

ÿ

s=±

W
[1,1];[1,1],s,≠s
nkq,nÕkÕqÕ , (2.43)

W
ü,[1,1];[1,1],qqÕ

nk,nÕkÕ = Nuc

ÿ

s=±

W
[1,1];[1,1],ss
nkq,nÕkÕqÕ , (2.44)

which, by construction, satisfy

W
‡,[1,1];[1,1],qqÕ

nk,nÕkÕ = ‡ e≠—(qÊnk+qÕÊnÕkÕ )W
‡,[1,1];[1,1],≠q≠qÕ

nk,nÕkÕ , (2.45)

where ‡ = ü (resp. ‡ = °) indicates that W satisfies detailed balance (resp.
“anti-detailed balance”). Only W

°,[1,1];[1,1],qqÕ

nk,nÕkÕ contributes to the thermal Hall
conductivity.

2.B Details of the magnetic model

2.B.1 General symmetry-allowed model

We begin with a semi-microscopic coupling of the local strain tensor Er to con-
tinuum non-linear sigma model fields: the density ma of uniform magnetization
and na of staggered magnetization (a = x, y, z). This is

HÕ
tetra(r) =

ÿ

–,—=x,y,z
a,b=x,y,z

E–—
r

 
Λ

(n),–—
ab nanb +

Λ
(m),–—
ab

n2
0

mamb

!�����
x,z

, (2.46)
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where n0 is the ordered moment density. The Λ
(›),–—
ab coefficients are constrained

by the tetragonal symmetry of the crystal. The non-linear sigma model is defined
by the constraints n · m = 0 and n2 + m2/n2

0 = 1.
We expand the above to second order in the fluctuations (”m, ”n) around the

average values due to both spontaneous ordering and the applied field. We take
the Néel vector along x̂. Then nx = 1 ≠ 1

2

q

b=y,z[”n2
b + 1

n2
0
(mb

0 + ”mb)
2], and

mx = ≠ q

b=y,z(mb
0 + ”mb)”nb. Here m0 is the average uniform magnetization,

which lies in the y ≠ z plane. We assume m0 π n0, so quantities are expressed
to linear order in m0 whenever possible. This gives

HÕ
tetra(r) ¥

ÿ

–—

E–—
r

ÿ

a,b=y,z

ÿ

›,›Õ=0,1

⁄
–—
ab;››Õn

≠›≠›Õ

0 ÷a›r÷b›Õr, (2.47)

where ÷a0 = ”na and ÷a1 = ”ma, and

⁄
–—
ab;›› = Λ

(›),–—
ab ≠ ”abΛ

(0),–—
xx , (2.48)

⁄
–—
ab;01 = ⁄

–—
ba;10 =

≠1

n0

î
ma

0Λ
(1),–—
bx + ”abm

a
0Λ

(1),–—
ax + mb

0Λ
(0),–—
ax

ó
,

where y = z, z = y and we have associated › = n … › = 0 and › = m … › = 1
in Λ(›).

Here each Λ(›) tensor, which we define to be symmetric in both ab and –—

variables, has seven independent coefficients, which we call Λ
(›)
1 = Λ

(›),xx
xx =

Λ
(›),yy
yy , Λ

(›)
2 = Λ

(›),xx
yy = Λ

(›),yy
xx , Λ

(›)
3 = Λ

(›),xx
zz = Λ

(›),yy
zz , Λ

(›)
4 = Λ

(›),zz
xx = Λ

(›),zz
yy ,

Λ
(›)
5 = Λ

(›),zz
zz , Λ

(›)
6 = Λ

(›),xy
xy = Λ

(›),yx
xy = Λ

(›),yx
yx = Λ

(›),xy
yx , Λ

(›)
7 = Λ

(›),xz
xz =

Λ
(›),zx
xz = Λ

(›),zx
zx = Λ

(›),xz
zx = Λ

(›),yz
yz = Λ

(›),zy
yz = Λ

(›),zy
zy = Λ

(›),yz
zy . All other

Λ
(›),–—
ab are zero. This is the most general coupling allowed by the symmetries of

the lattice and of the magnetic order.
To cast this in the form of Eq. (2.2) and Eq. (2.15), we insert the (very

standard) free field expressions for the strain and magnetization fluctuations in
terms of phonon and magnon creation/annihilation operators, respectively, into
Eq. (2.47). For the strain,

Eµ‹(x) =
1Ô
V

ÿ

nk

i/2Ô
2flM Ênk

Ä
ank + a†

n,≠k

ä �
kµÁ‹

nk + k‹Á
µ
nk

�
eik·x,

where flM is the mass density. For the magnetization densities, diagonalization
of the nonlinear sigma-model hamiltonian density

Hm =
fl

2

�
|Ò”ny|2 + |Ò”nz|2

�
(2.49)

+
1

2‰
(”m2

y + ”m2
z) +

ÿ

a=y,z

‰∆2
a≠1

2
”n2

a

yields
÷a›r =

ÿ

p

ÿ

¸=0,1

ÿ

q=±

Ua›¸q(p)bq
¸peip·r, (2.50)
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with

Ua›¸q(p) = ≠”a≠1,¸≠› mod2F›q¸(p), (2.51)

F›q¸(p) = (iq)›(≠1)›¸(‰Ω¸p)›≠ 1
2 . (2.52)

We defined › = 1 ≠ ›, i.e. 0 = 1, 1 = 0, as well as a = y … a ≠ 1 = 0 and
a = z … a ≠ 1 = 1. In addition, in Eq. (2.49), fl is the antiferromagnetic
spin stiffness, and ‰ is the magnetic susceptibility. Inserting these definitions
into Eq. (2.47), some algebra leads to the form of the text, with the coupling
coefficients

B
n,¸1¸2|q1q2q
k;p =

iq

2
Ô

2Muc

ÿ

››Õ

n≠›≠›Õ

0 Lq,¸1,¸2

nk;›,›Õ F›q1¸1

⇣
p +

q

2
k
⌘

F›Õq2¸2

⇣
≠p +

q

2
k
⌘

,

(2.53)
where

Lq,¸1,¸2

nk;›,›Õ =
ÿ

–,—=x,y,z

⁄̂
¸1¸2;–—
››Õ

k–(Á—
nk)q + k—(Á–

nk)q

Ô
Ênk

, (2.54)

and ⁄̂
¸¸Õ;–—
››Õ = ⁄

–—

¸≠›̄ mod2,¸Õ≠›̄Õ mod2;››Õ .
Note that the ⁄mn coefficients involved in the Hall conductivity, namely the

⁄ab;01 rank-2 tensors, are written explicitly in Eq. (2.48). They are proportional
to the net magnetization m0, as is consistent with the fact that they are asso-
ciated with a time-reversal breaking quantity. One can also observe that they
involve only the anisotropic coefficients Λ

(›)
6,7, which in a microscopic derivation

arise from spin-orbit coupling, see next chapter.

2.B.2 Numerical implementation

In the numerical implementation, we use values of the parameters roughly ap-
propriate for CFTD, which we provide in Table 3.5.4. The phonon polarization
vectors Án,k are chosen to form an orthonormal basis in which k points along
the [1, 1, 1] axis, so that k · Án,k = |k|Ô

3
’n.
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vm
vph

‰‘0a
2 n0

Mucvpha

~
mx

0 my
0 mz

0
∆0
‘0

∆1
‘0

2.5 0.19 1/2 8 · 103 0
0.0

0.05

0.05

0.0
0.2 0.04

› Λ
(›)
1 Λ

(›)
2 Λ

(›)
3 Λ

(›)
4 Λ

(›)
5 Λ

(›)
6 Λ

(›)
7

n = 0 12.0 10.0 14.0 10.0 12.0 0.6 0.8

m = 1 ≠10.0 ≠12.0 ≠14.0 ≠12.0 ≠10.0 ≠0.8 ≠0.6

Table 2.B.1: Numerical values of the fixed dimensionless parameters used in all
numerical evaluations. The upper and lower entries for my

0 and mz
0 correspond

to the two cases for calculating Í
xy
H and Íxz

H , respectively. The couplings Λ
(›)
i are

given in units of ‘0/a.
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Chapter 3

Thermal conductivity and
theory of inelastic scattering of
phonons by collective
fluctuations

In this chapter, excerpts and figures are reprinted with permission from L. Man-
geolle, L. Balents, L. Savary, authors of https://arxiv.org/abs/2202.10366v2.
Copyright 2022 by the American Physical Society.

We study the intrinsic scattering of phonons by a general quantum degree
of freedom, i.e. a fluctuating “field” Q, which may have completely general cor-
relations, restricted only by unitarity and translational invariance. From the
induced scattering rates, we obtain the consequences on the thermal conduc-
tivity tensor of the phonons. We find that the lowest-order diagonal scattering
rate, which determines the longitudinal conductivity, is controlled by two-point
correlation functions of the Q field, while the off-diagonal scattering rates involve
a minimum of three to four point correlation functions. We obtain general and
explicit forms for these correlations which isolate the contributions to the Hall
conductivity, and provide a general discussion of the implications of symmetry
and equilibrium. We evaluate these two- and four-point correlation functions
and hence the thermal transport for the illustrative example of an ordered two
dimensional antiferromagnet. In this case the Q field is a composite of magnon
operators arising from spin-lattice coupling. A numerical evaluation of the re-
quired integrals demonstrates that the results satisfy all the necessary symmetry
restrictions but otherwise lead to non-vanishing scattering and Hall effects, and
in particular that this mechanism leads to comparable thermal Hall conductivity
for thermal currents within and normal to the plane of the antiferromagnetism.
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3.1 Introduction

Two-point correlation functions are ubiquitous in the study of condensed matter
systems. They are often the building blocks of response functions in scatter-
ing and other experiments and appear in Feynman diagrams, as well as Monte
Carlo simulations. They are the central elements of linear response theory, as
is evident from Kubo’s formula [Luttinger, 1964, Chen et al., ]. They are often
independent of the arbitrary phase choice of the wave function.

Higher order correlation functions have witnessed renewed interest recently.
They arise theoretically in the measurement of chaos. A particular type of
four-point correlation function, the “out-of-time-ordered” correlator, has been
shown to be related to the Lyapunov exponent, which measures the rate at
which the result of a measurement diverges after a weak initial perturbation
[Swingle, 2018]. Multi-point correlations also naturally describe non-linear re-
sponse, e.g. in non-linear optics such as second harmonic generation, and in
“multi-dimensional spectroscopy” [Wan and Armitage, 2019]. They may also
arise in scattering measurements at resonance, such as RIXS [Ament et al., 2011,
Savary and Senthil, 2015]. From a statistical point of view, higher order correla-
tion functions measure the non-Gaussianity of the distribution of an observable.
The more strongly correlated a state is, i.e. the more it deviates from a free-
particle description, the more significant the non-Gaussianity. Hence multi-point
functions are essential harbingers of strong correlations.

In a companion paper, we studied the thermal conductivity due to phonons
coupled to another degree of freedom, for example an electronic or a magnetic
one, and expressed our results in terms of the correlations of the local observable
– e.g. an order parameter – Q coupled to the phonons, e.g. with an interaction
hamiltonian density

H Õ =
ÿ

nk

Ä
a†

nkQ†
nk + ankQnk

ä
, (3.1)

for the simplest case of linear coupling to the strain tensor. The latter is ex-
pressed in terms of phonons, whose creation and annihilation operators in mode
nk, i.e. at momentum k in polarization n are a†

nk, ank. Here we consider also
quadratic coupling, c.f. Eq. (3.16) (as well as even more general forms in the Ap-
pendices), and discuss in considerably more detail the physics and consequences
of our results, as well as those of the application to an ordered antiferromagnet
we provide. The latter include in particular that the leading diagonal scattering
rate is

Dnk = ≠ 1

~2

ˆ

dt e≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

—
+ D̆nk, (3.2)

where D̆nk includes both higher order terms and contributions from other mech-
anisms such as scattering from impurities, È·Í— denotes thermal averaging, and ~

is Planck’s constant divided by 2fi. This controls the longitudinal (dissipative)
part of the thermal conductivity, Ÿ

µ‹
L = (Ÿµ‹ +Ÿ‹µ)/2, which, to the same leading

order, is

Ÿ
µ‹
L =

~
2

kBT 2

1

V

ÿ

nk

vµ
nkÊ2

nkv‹
nk

4Dnk sinh2(—~Ênk/2)
, (3.3)
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for µ, ‹ = x, y, z, where V is the volume of the system, T the temperature,
kB Boltzmann’s constant, — = 1/(kBT ), and Ênk and vnk = ÒkÊnk are re-
spectively the phonon frequency and velocity in mode nk. Note that Ÿ

µ‹
L is

symmetric in µ ¡ ‹. We also discuss in great detail, and with numerous sym-
metry analyses that, by contrast, the thermal Hall conductivity is antisymmetric,
and hence completely controlled by off-diagonal scattering, and of fourth order.
As explained in Sec. 3.2.2, the fourth order nature of the Hall effect is guar-
anteed because second order contributions to scattering are equivalent to the
first Born approximation, which obeys detailed balance and effectively preserves
time-reversal symmetry (see also Ref. [Mori et al., 2014]). Through detailed cal-
culations, we find that the thermal Hall conductivity is controlled by two fourth
order correlation functions, schematically

W
°,++
nknÕkÕ ≥

¨
[Qnk, QnÕkÕ ]{Q†

nÕkÕ , Q†
nk}
∂

,

W
°,+≠
nknÕkÕ ≥

¨
[Qnk, Q†

nÕkÕ ]{QnÕkÕ , Q†
nk}
∂

, (3.4)

reflecting particle-particle and particle-hole type processes. Eq. (3.4) is symbolic,
and precise formulae with full details of the time/frequency dependence and
Fourier transform conventions are given in Eqs. (3.35,3.34,3.36). Note however
the combination of commutator [ , ] and anti-commutator { , }, which imposes the
subtle structure that extracts the part of the four-point correlations responsible
for a Hall effect. We obtain this structure by isolating the “skew scattering” terms
in the phonon Boltzmann equation, which are those which are appropriately anti-
symmetric in nk ¡ nÕkÕ, violate detailed balance, and thereby contribute to a
Hall effect.

Then the thermal Hall (antisymmetric) conductivity, Ÿ
µ‹
H = (Ÿµ‹ ≠ Ÿ‹µ)/2,

at leading order is expressed as

Ÿ
µ‹
H =

~
2

kBT 2

1

V

ÿ

nknÕkÕ

Jµ
nk

e—~Ênk/2

2Dnk

 
1

Nuc

ÿ

q=±

�
e—~Ênk ≠ eq—~ÊnÕkÕ

�
W

°,+,q
nk,nÕkÕ

sinh(—~Ênk/2) sinh(—~ÊnÕkÕ/2)

!
e—~ÊnÕkÕ /2

2DnÕkÕ

J‹
nÕkÕ ,

(3.5)
where µ, ‹ = x, y, z and we defined the phonon current Jµ

nk = N eq
nk Ênkvµ

nk, and
N eq

nk is the number of phonons in mode nk in thermal equilibrium.
Eqs. (3.2-3.5) summarize the key general results of this chapter and of the

next chapter, to leading order for the simplest case of linear coupling of an
order parameter to phonons. More general formulae including both linear and
quadratic coupling are given in Section 3.3.4. These equations may be applied to
obtain the phonon thermal conductivity for any system provided the correlations
of the quantities Q coupling to phonons are known.

The results in this paper are derived using the Boltzmann equation [Ziman, 1960],
applying Fermi’s golden rule and the first and second Born approximations to the
transition probabilities between initial and final states of the joint observable-
and-phonon system. These resulting collision terms can be expressed through
multi-point correlation functions of the observable. By solving the Boltzmann
equation, and computing the resulting phonon thermal currents, we obtain the
results quoted above and their generalizations.
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In light of several experimental and theoretical studies [Kasahara et al., 2018a,
Ye et al., 2018, Grissonnanche et al., 2019, Grissonnanche et al., 2020] which high-
light the major role of phonons in the thermal transport in magnetic systems, we
demonstrate our formalism on a model for an ordered two-dimensional antiferro-
magnet, inspired by experiments on the cuprates [Chernyshev and Brenig, 2015].
In this case the Q fields constitute bilinears of magnon operators. In a separate
publication, we will present a second application to a spinon Fermi surface quan-
tum spin liquid [Savary and Balents, 2016] and other fermionic systems, includ-
ing electronic ones.

3.2 Setup

3.2.1 Derivation

The quasiparticle nature of phonons justifies treating their dynamics within the
Boltzmann equation,

ˆtNnk + vnk · ÒrNnk = Cnk[{NnÕkÕ}], (3.6)

where Nnk(ip) = Èip|a†
nkank|ipÍ is the number of (n, k) phonons (k is the phonon

momentum and n an extra phonon label, containing the band index and po-
larization) in the |ipÍ state, Nnk =

q

ip
Nnk(ip)pip is the average population,

and vnk = ÒkÊnk, with Ênk the dispersion of phonons, is the group velocity of
phonons. C is the “collision integral,” which captures in particular the scatter-
ing of phonons with other degrees of freedom (Q fields whose coupling to the
phonons is given by H Õ in Eq. (3.1) or more generally by Eq. (3.16)). In turn,
using Born’s approximation, we have the following perturbative expansion of the
scattering matrix:

Tiæf = Tfi = Èf|H Õ|iÍ +
ÿ

n

Èf|H Õ|nÍÈn|H Õ|iÍ
Ei ≠ En + i÷

+ · · · , (3.7)

where the |i, f, nÍ states are product states in the Q (index s) and phonon (in-
dex p) Hilbert space, |gÍ = |gsÍ|gpÍ for g = i, f, n, and Eg is the energy of
the unperturbed Hamiltonians of the Q and phonons in state g. ÷ æ 0+ is a
small regularization parameter. The expression Eq. (3.7) can be derived from
time-dependent perturbation (scattering) theory, in which ÷ captures causality
and the regularizability of 1/(Ei ≠ En) in the case of a continuous energy spec-
trum, appropriate for scattering (unbounded) states which we are interested in
[Landau and Lifshitz, 1958].

The rate of transitions from state i to state f is obtained using Fermi’s golden
rule,

Γiæf =
2fi

~
|Tiæf|2”(Ei ≠ Ef). (3.8)

Note that Γiæf is a transition rate in the full combined phonon-Q system. This
in turn determines the collision integral through the master equation

Cnk =
ÿ

ip,fp

Γ̃ipæfp
(Nnk(fp) ≠ Nnk(ip)) pip , (3.9)
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where pip =
q

is
pi, where pi = 1

Z e≠—Ei is the probability to find the system in
state i, and Z is the partition function of the two subsystems. Here

Γ̃ipæfp
=

ÿ

isfs

Γiæf pis (3.10)

is the transition rate between just phonon states, with pis = 1
Zs

e≠—Eis .

3.2.2 Discussion

The above approach is “semiclassical” in two respects. First, it ultimately treats
phonons as quasiparticles within a Boltzmann equation. This is justified when-
ever the scattering rate is small compared to the energy of the particles. Second,
we use the Fermi’s golden rule relation, Eq. (3.8), to determine the scattering
rates. This approximation leads to slight differences from an exact calculation
of the quantum rates, but preserves all symmetries and physical processes, and
we expect it to capture all the key features of a fully quantum approach. We
proceed with the T-matrix approach here which has the advantage of (relative)
physical transparency, as every effect can be directly identified with a scattering
process.

One can understand the need for effects beyond the first Born approximation
entirely through the symmetries of the T-matrix. Specifically, since the time re-
versal (TR) operator is anti-unitary, and requires complex conjugation, one can
see from Eq. (3.7) that under time reversal, TR : T ‘æ T † (÷ æ ≠÷ under com-
plex conjugation). Since TR invariance is sufficient to enforce a vanishing Hall
effect, the hermiticity of T is enough to guarantee a vanishing Hall effect. From
Eq. (3.7), T is indeed always hermitian within the first Born approximation,
because H Õ itself must be hermitian.

Finally, we note that we are focusing on collisional effects, i.e. on real tran-
sitions induced by interactions, rather than Berry phase contributions, which
arise from entirely virtual transitions and manifest as modifications to the semi-
classical equations of motion for phonons, e.g. an anomalous velocity. Formally,
real transitions are captured within the collision integral on the right hand side
of the Boltzmann equation [Mori et al., 2014], while Berry phase contributions
enter the left hand side and in the definition of the currents. For phonons, our
focus on collisions is justified by strong phase space constraints on the Berry
curvature effects which are typical to acoustic bosonic modes. Specifically, as
shown in Ref. [Qin et al., 2012], the Berry phase contributions are described by
an emergent vector potential which at small momenta must by symmetry be at
least second order in gradients, making it a formally “irrelevant” perturbation to
the phonon Lagrangian, and strongly suppressing its effects at low temperature
[Ye et al., 2021].
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3.3 Formal expressions for the thermal conductivity

3.3.1 Formal expressions

To solve Eq. (3.6), we expand Nnk = N eq
nk + ”Nnk around the equilibrium dis-

tribution N eq
nk, which solves Boltzmann’s equation at ÒT = 0, keep terms up to

linear order in ”Nnk in the collision integral and for convenience separate the
diagonal Dnk and off-diagonal Mnk,nÕkÕ parts, i.e. we write the collision integral

Cnk =
ÿ

nÕkÕ

�
≠ ”nnÕ”kkÕDnk + Mnk,nÕkÕ

�
”NnÕkÕ + O(”N

2
), (3.11)

where by definition Mnk,nk = 0. The equation Cnk[{N eq
nÕkÕ}] = 0 —i.e. the colli-

sion integral is zero in equilibrium— should be considered the definition of the
equilibrium densities {N eq

nÕkÕ} of the interacting phonons (see Appendix 3.C.3).
Using Fourier’s law,

j = ≠Ÿ · ÒT = V ≠1
ÿ

nk

NnkvnkÊnk, (3.12)

and formally inverting the collision integral leads to the following expressions for
the longitudinal Ÿ

µµ
L , and Hall Ÿ

µ‹
H conductivities (along the µ direction and in

the µ‹ plane, respectively):

Ÿ
µ‹
L/H =

~
2

kBT 2

1

V

ÿ

nknÕkÕ

Jµ
nkK

L/H
nknÕkÕJ

‹
nÕkÕ , (3.13)

where ‹ = µ for ŸL. Assuming
q

nÕkÕ MnknÕkÕ π Dnk, one can effectively invert
the collision integral to obtain the kernels

KL
nknÕkÕ =

e—~Ênk

Dnk

”nnÕ”k,kÕ (3.14)

+
e—~(Ênk+ÊnÕkÕ )/2

2DnkDnÕkÕ

Å
sinh(—~Ênk/2)

sinh(—~ÊnÕkÕ/2)
Mnk,nÕkÕ + (nk ¡ nÕkÕ)

ã
,

KH
nknÕkÕ =

e—~(Ênk+ÊnÕkÕ )/2

2DnkDnÕkÕ

Å
sinh(—~Ênk/2)

sinh(—~ÊnÕkÕ/2)
Mnk,nÕkÕ ≠ (nk ¡ nÕkÕ)

ã
.(3.15)

Here we identified the equilibrium phonon current Jµ
nk = N eq

nkÊnkvµ
nk, and

made the “standard” approximation ÒrNnk ¥ ÒrN eq
nk, and looked for a station-

ary solution (ˆtN = 0) to Boltzmann’s equation. While the sign of ŸH depends
on the details of the system (see later), the second law of thermodynamics im-
poses ŸL > 0. Considering Eq. (3.14), we therefore expect Dnk > 0.

Clearly, only contributions to K
L/H
nk,nÕkÕ which are symmetric (resp. antisym-

metric) in exchanging (nk ¡ nÕkÕ) contribute to ŸL (resp. ŸH). As a special case,
the term diagonal in nk, nÕkÕ, being symmetric, does not contribute to the Hall
conductivity. Below we will isolate the correlation functions of the Q operators
which give anti-symmetric (in nk ¡ nÕkÕ) contributions to sinh(—~Ênk/2)

sinh(—~ÊnÕkÕ /2)Mnk,nÕkÕ ,
and hence contribute to ŸH . These correspond to scattering processes which vi-
olate detailed balance.
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3.3.2 Model

To describe the interaction between the phonons and another degree of freedom,
we introduce general coupling terms between phonon annihilation (creation) op-

erators a
(†)
nk and general, for now unspecified, fields Q

{qj}
{nj ,kj} which are operators

acting in their own Hilbert space. In what follows we only consider the first
two terms of the expansion with respect to phonon operators, i.e. we write the
interaction hamiltonian as H Õ = H Õ

[1] + H Õ
[2], where

H Õ
[1] =

ÿ

nk

ÿ

q=±

aq
nkQq

nk, (3.16)

H Õ
[2] =

1Ô
Nuc

ÿ

nk ”=nÕkÕ

ÿ

q,qÕ=±

aq
nkaqÕ

nÕkÕQ
qqÕ

nknÕkÕ ,

and in the following, we consider Eq. (3.16) as a perturbative expansion with
respect to a small parameter ⁄, such that formally Qnk ≥ ⁄, QqqÕ

nknÕkÕ ≥ ⁄2, etc.
Note we consider generalizations of this model in Appendix 3.D.

In the above expression we used a+
nk © a†

nk and a≠
nk © ank. The hermiticity

of H Õ imposes Q+
{niki}

© Q†
{niki}

and Q≠
{niki}

© Q{niki}
, and for many-phonon

terms, we have Q≠q1,...,≠qM

{njkj} = (Qq1...qM

{njkj})†. The single-phonon interaction terms,
which may physically be seen as single-phonon scattering off the Q degrees of
freedom, corresponds in particular to a coupling of the Q operators to the strain
tensor E–—(r),

E–—(r) =
i~1/2

Ô
Nuc

ÿ

kn

eik·r

Ä
k–Á

—
kn + k—Á–

kn

ä
Ô

2MucÊkn

Ä
akn + a†

≠kn

ä
, (3.17)

where Muc is the unit cell mass and Ánk is the polarization vector of the |nkÍ
phonon. The two-phonon terms capture quadratic coupling of the lattice dis-
placements to the electrons/spins, as is often considered for example in treat-
ments of Raman scattering [Sheng et al., 2006, Kagan and Maksimov, 2008]. A
priori, the quadratic terms are much smaller than the linear ones, but the for-
mer may be important if they give rise to distinct effects or contribute at a lower
order in perturbation theory than the linear ones.

3.3.3 Scattering rates

3.3.3.1 T-matrix elements

The transition matrix elements are Tfi =
q

l T
[l1,...]
fi (the li represent which H[li]

appear successively in T , so that the number of li appearing in T
[l1,...]
fi is the

order of the Born approximation used for that term), where
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T
[1]
iæf =

ÿ

nkq

»
N i

nk + 1+q
2 Èfs|Qq

nk|isÍ I(ip
q·nk≠æ fp), (3.18)

T
[2]
iæf =

1Ô
Nuc

ÿ

nkq,nÕkÕqÕ

»
N i

nk + 1+q
2

q
N i

nÕkÕ + 1+qÕ

2 (3.19)

◊Èfs|QqqÕ

nknÕkÕ |isÍ I(ip
q·nk≠æ

qÕ·nÕkÕ
fp), (3.20)

T
[1,1]
iæf =

ÿ

nkq,nÕkÕqÕ

»
N i

nk + 1+q
2

q
Nf

nÕkÕ + 1≠qÕ

2 (3.21)

◊
ÿ

ms

Èfs|QqÕ

nÕkÕ |msÍÈms|Qq
nk|isÍ

Eis ≠ Ems ≠ qÊnk + i÷
I(ip

q·nk≠æ
qÕ·nÕkÕ

fp),

and T
[1,2]
iæf and T

[1,1,1]
iæf are given in Appendices 3.C.4 and 3.C.5, respectively.

Here, I(ip
q·nk≠æ fp) (resp. I(ip

q·nk≠æ
qÕ·nÕkÕ

fp)) is a large product of delta functions

which enforce Nf
nÕÕkÕÕ = N i

nÕÕkÕÕ ’nÕÕkÕÕ ”= nk (resp. ’nÕÕkÕÕ ”= (nk, nÕkÕ)), and
Nf

nk = N i
nk + q (resp. Nf

nk = N i
nk + q, Nf

nÕkÕ = N i
nÕkÕ + qÕ). Note that the cases

where nk = nÕkÕ require a formal correction. However, at any given order in the
⁄ expansion, such terms are smaller than all others by a factor 1/Nuc, where Nuc

is the number of unit cells, and therefore vanish in the thermodynamic limit. In
what follows we thus use

q

nk,nÕkÕ and
q

nk ”=nÕkÕ exchangeably, unless we specify
otherwise.

The scattering rate as given by Eq. (3.8), involves the squares of the elements
of the total transition matrix (see Appendices 3.C.4, 3.C.5 for computational
details). Its full expression to perturbative order ⁄4 is

Γiæf = Γ
SC
iæf + Γ

Q1
iæf + Γ

Q2
iæf, (3.22)

where
h
ΓSC

iæf ; Γ
Q2
iæf ; Γ

Q1
iæf

i
=

2fi

~
”(Ei ≠ Ef)

◊

2
6664

|T
[1]
iæf|2 + |T

[1,1]
iæf|2 + |T

[2]
iæf|2 ;

2Re
¶

(T
[1,1]
iæf)úT

[2]
iæf

©
;

2Re
¶

(T
[1,2]
iæf)úT

[1]
iæf + (T

[1,1,1]
iæf )úT

[1]
iæf

©

3
7775 . (3.23)

This decomposition into three terms is discussed in Sec. 3.3.4.3.

3.3.3.2 Collision matrix elements

Following Eq. (3.9), the scattering rates Γiæf give access to the collision integral,
i.e. to Mnk,nÕkÕ and Dnk. We decompose the latter as Dnk = D

(1)
nk + D

(2)
nk + D̆nk,

where D(1) and D(2) are obtained in our perturbative expansion at orders ⁄2

and ⁄4, respectively, and D̆nk encompasses contributions due to other scattering
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processes as well as higher-order terms of the expansion. In the following, we
also use the “[li]; [lÕj ]” superscripts to denote a term obtained from the product of

T
[li]
iæf and T

[lÕj ]

iæf within |Tiæf|2. For instance, at order ⁄2, we have D
(1)
nk = D

[1];[1]
nk ;

details of the derivation are given in Appendix 3.C.2. At order ⁄4, the diagonal
and off-diagonal contributions to the collision integral take the forms

D
(2)
nk = ≠ 1

Nuc

ÿ

nÕkÕ

ÿ

qqÕ

q
Ä
N eq

nÕkÕ + qÕ+1
2

ä î
W

qqÕ

nknÕkÕ

ó
, (3.24)

and
MnknÕkÕ =

1

Nuc

ÿ

q,qÕ=±

q
Ä
N eq

nk + q+1
2

ä î
W

qqÕ

nknÕkÕ

ó
, (3.25)

respectively, where W
qqÕ

nk,nÕkÕ is an off-diagonal scattering rate which involves two
different phonon states |nkÍ and |nÕkÕÍ. More precisely, W+,+ (resp. W≠,≠)
corresponds to scattering processes where two phonons are emitted (resp. ab-
sorbed), and W+,≠,W≠,+ to processes where one phonon is emitted and one is
absorbed. Dnk is the diagonal scattering rate, i.e. it is associated with variations
in ”Nnk only.

We will now decompose the W
qqÕ

nk,nÕkÕ scattering rates into

W
qqÕ

nk,nÕkÕ = W
ü,qqÕ

nknÕkÕ + W
°,qqÕ

nknÕkÕ , (3.26)

where W
ü/°,qqÕ

nk,nÕkÕ satisfy detailed (‡ = 1) or “anti-detailed” (‡ = ≠1) balance
equations

W
‡,qqÕ

nknÕkÕ = ‡ e≠—(qÊnk+qÕÊnÕkÕ ) W
‡,≠q≠qÕ

nknÕkÕ , ‡ = ± or ü, °. (3.27)

Physically, Eq. (3.27) expresses “microscopic” thermodynamic equilibrium be-
tween the process which takes {Nnk æ Nnk + q, NnÕkÕ æ NnÕkÕ + qÕ} to the “con-
jugate” process taking {Nnk æ Nnk ≠ q, NnÕkÕ æ NnÕkÕ ≠ qÕ}, with q, qÕ = ±1,
leaving NnÕÕkÕÕ unchanged for nÕÕkÕÕ /œ {nk, nÕkÕ}. Note that this is different from
time-reversal symmetry which provides a relation between the processes acting
on {|nl, klÍ} phonons to the same processes acting on the {|nl, ≠klÍ} phonons.

Moreover, since, by construction, the two-phonon scattering rates satisfy

W
‡,qqÕ

nknÕkÕ = W
‡,qÕq
nÕkÕnk, (3.28)

the following relations also hold:

W
‡,+≠
nÕkÕnk = ‡ e—(Ênk≠ÊÕ

nÕk
)
W

‡,+≠
nknÕkÕ . (3.29)

Together, these imply that there are only four independent such scattering rates
between the |n, kÍ and |nÕ, kÕÍ phonons, namely W

‡,++
nk,nÕkÕ and W

‡,+≠
nk,nÕkÕ with ‡ =

ü, °.
As discussed at length, the first Born approximation alone does not lead to

a nonzero thermal Hall effect, neither do those scattering rates which satisfy
detailed balance as the latter imposes thermal equilibrium between “left” and
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“right” scattering. We find the kernels KL/H defined in Eqs. (3.14,3.15) in terms
of the W scattering rates:

KL
nknÕkÕ =

e—~Ênk

Dnk

 
”n,nÕ”k,kÕ +

e—~ÊnÕkÕ

2NucDnÕkÕ

ÿ

q=±

e
q≠1

2
—~ÊnÕkÕ (3.30)

◊
¶
W

°,+,q
nk,nÕkÕ

Ä
q coth(—~Ênk

2 ) + coth(
—~ÊnÕkÕ

2 )
ä

≠ 2Wü,+,q
nk,nÕkÕ

©!
,

KH
nknÕkÕ =

e—~Ênke—~ÊnÕkÕ

2NucDnkDnÕkÕ

ÿ

q=±

W
°,+,q
nk,nÕkÕ (3.31)

◊e
q≠1

2
—~ÊnÕkÕ

Ä
coth(

—~ÊnÕkÕ

2 ) ≠ q coth(—~Ênk

2 )
ä

.

Incorporating the expression for D in the denominators of KL,H provides an
expansion up to O(⁄4) of the latter. We recover, as mentioned before, that the
terms in Wü do not contribute to KH (they satisfy detailed-balance). The “anti-
detailed-balance” relations satisfied by the W° terms do not however prohibit
their contribution to KL. See Sec. 3.4.2 for a discussion. Inserting Eq. (3.31)
into Eq. (3.13), and after some algebra, one obtains the result Eq. (3.5) for ŸL,H.

3.3.4 The collision integral as correlation functions

3.3.4.1 Terms at O(⁄2)

The diagonal scattering rate D
(1)
nk , obtained by inserting T

[1]
iæf into Eqs. (3.8-

3.10), may now be cast into the form of a correlation function of Q operators. To
do so, we first enforce the energy conservation ”(Ef≠Ei) by writing the latter as a
time integral, i.e. use

´ +Œ
≠Œ dteiÊt = 2fi”(Ê); we then identify A(t) = e+iHtAe≠iHt

and use the identity 1 =
q

fs
|fsÍÈfs|. Taking the Qs in the initial state to be

in thermal equilibrium pis = Z≠1
s e≠—Eis , summing over |isÍ, identifying ÈAÍ— =

Z≠1Tr(e≠—HA), summing over final phononic states fp and taking the average
over initial phononic states ip, we obtain

D
(1)
nk = ≠ 1

~2

ˆ

dte≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

—
. (3.32)

We now apply the same method to higher orders of the perturbative expansion.

3.3.4.2 Terms at O(⁄4)

We use the following time integral representation for the denominators appearing
at second and higher Born orders (using a regularized definition of the sign
function, i.e. lim

÷æ0
sign(t)e≠÷|t| æ sign(t)),

1

x ± i÷
= PP

1

x
û ifi”(x) (3.33)

=
1

2i

ˆ +Œ

≠Œ
dt1eit1x (sign(t1) ± 1) .
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Using Eqs. (3.18) and Eq. (3.23), we find the explicit expressions for the semi-
classical scattering rates as correlation functions of the Q operators,

W
ü,[2];[2],qqÕ

nknÕkÕ =
2

~4

 

t

¨
Q≠q,≠qÕ

nknÕkÕ (≠t)Qq,qÕ

nknÕkÕ(0)
∂

, (3.34)

W
°,[1,1];[1,1],qqÕ

nknÕkÕ =
2

~4
Nuc Re

 

t,t1,t2

¨
JQ≠q

nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)K

◊ {QqÕ

nÕkÕ(≠t1), Qq
nk(t1)}

∂

, (3.35)

W
ü,[1,1];[1,1],qqÕ

nknÕkÕ =
1

~4
Nuc

 

t,t1,t2

È{·, ·}{·, ·} ≠ J·, ·KJ·, ·KÍ , (3.36)

where we use the shorthand notation

JA(ta), B(tb)K = sign(tb ≠ ta)[A(ta), B(tb)], (3.37)

and
ffl

t,{tj}, j = 1, .., l, denotes the set of 1 + l Fourier transforms evaluated

once at Σ
nÕkÕqÕ

nkq = qÊnk + qÕÊnÕkÕ and l times at ∆
nÕkÕqÕ

nkq = qÊnk ≠ qÕÊnÕkÕ , i.e.
ffl

t,{tj} =
´

dtdt1..dtle
iΣnÕkÕqÕ

nkq
tei∆nÕkÕqÕ

nkq
(t1+..+tl). The symbols · must be replaced by

the same set of operators as the expression from the above. The commutators
and anticommutators ultimately capture antisymmetrization and symmetriza-
tion over the nkq ¡ nÕkÕqÕ indices. We provide expressions for W

°,[1,1];[2],qqÕ

nknÕkÕ ,

W
ü,[1,1];[2],qqÕ

nknÕkÕ , W[1,2];[1],qqÕ

nknÕkÕ and W
[1,1,1];[1],qqÕ

nknÕkÕ in Appendices 3.C.4.4,3.C.5.

3.3.4.3 Scattering channels and conserving approximation

The above terms capture all contributions to the collision integral arising from
the Born expansion of the transition amplitude, up to perturbative order ⁄4.
This gives, correspondingly, physical processes in the collision integral which
contribute up to O(⁄4).

In Eq. (3.22), while ΓSC
iæf and Γ

Q2
iæf are “two-phonon” terms, the contribu-

tion from Γ
Q1
iæf is a “one-phonon” term, i.e. one where the initial i and final f

states differ by only one phonon |nkÍ. Physically, this contributes to processes
which create or annihilate a single phonon, in contrast with the O(⁄4) processes
described so far, which create/annihilate two phonons with different quantum
numbers. Because the single phonon process is physically distinct from the
two-phonon ones, we expect that it is independent from the latter in the sense
that the set of all the O(⁄4) single-phonon processes satisfies independently all
physical constraints such as symmetries and conservation laws. Hence omit-
ting these contributions is a “conserving approximation” in the traditional sense
[Baym and Kadanoff, 1961], and we will proceed with this omission for the most
part in the following. We however include formal expressions for these terms in
the appendices.

The remaining contributions in Eq. (3.22) are “two-phonon” terms, i.e. terms
in which the initial i and final f states differ by two phonons |nkÍ, |nÕkÕÍ. The
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two-phonon, O(⁄4), contributions to the W scattering rates thus read

W
°,qqÕ

nk,nÕkÕ = W
°,[1,1];[2],qqÕ

nk,nÕkÕ + W
°,[1,1];[1,1],qqÕ

nk,nÕkÕ , (3.38)

W
ü,qqÕ

nk,nÕkÕ = W
ü,[2];[2],qqÕ

nk,nÕkÕ + W
ü,[1,1];[2],qqÕ

nk,nÕkÕ + W
ü,[1,1];[1,1],qqÕ

nk,nÕkÕ . (3.39)

Another physical distinction between the contributions in Eq. (3.22) can be
made according to the “quantum” or semiclassical, nature of the terms. The
one-phonon Γ

Q1
iæf and two-phonon Γ

Q2
iæf terms in Eq. (3.22) are “quantum” in

the sense that the physical process corresponding to each contribution therein
is an interference term between distinct scattering channels. In particular, in a
“quantum” term, the number of scattering events in the two channels are dif-
ferent. On the contrary, each contribution in ΓSC

iæf is the probability amplitude
of one given scattering channel, corresponding physically to the probability am-
plitude of a given scattering process, and in this respect is truly semiclassical.
As a semiclassical approximation, we will neglect “quantum” contributions in
the following; formal expressions for these terms are nonetheless included in the
appendices. The only “semiclassical” contributions, up to O(⁄4), to the collision
integral are from the scattering rates shown in Eq. (3.34).

Upon applying our results to the case of a staggered antiferromagnet in
Sec. 3.5, we focus on the lowest-order contributions to KL

nk,nÕkÕ and KH
nk,nÕkÕ ,

which come from D
(1)
nk and W

°,qqÕ

nk,nÕkÕ , respectively. Therefore, in Sec. 3.5, we

consider only the lowest-order semiclassical contributions Dnk ¥ D
(1)
nk +D̆nk and

W
°,qqÕ

nk,nÕkÕ ¥ W
°,[1,1];[1,1],qqÕ

nk,nÕkÕ .

3.3.4.4 Physical interpretation

To leading order, the longitudinal conductivity is controlled by the diagonal scat-
tering rate, whose main contribution occurs at order ⁄2. The latter is given as
the first term in Eq. (3.2), and is shown again in Eq. (3.32). It is related to the
Fourier transform of the commutator of two Qnk operators at unequal times. The
commutator structure identifies the phonon scattering rate D

(1)
nk with the spectral

function of the Qnk field at energy Ênk, i.e. it captures the proportion of the en-
ergy density contained in the Qnk field located at Ênk, as expected from (lowest-
order) linear response [Bruus and Flensberg, 2004, Gangadharaiah et al., 2010].

As mentioned above, the first Born order transition matrices are hermitian.
At second Born’s order, the advanced/retarded Green’s function, 1/(Ei/f ≠Em ±
i÷), appearing in Ti ‘æf, splits into on-shell and off-shell contributions, so that the
scattering rate Ã |Ti ‘æf|2 then involves the product of two on-shell or two-offshell
contributions, as well as the products of one on-shell and one off-shell one. Be-
cause of complex conjugation of one term upon taking the square modulus of the
T matrix, the scattering rates which involve either two on-shell or two off-shell
contributions are blind to the sign of ±i÷, i.e. to the advanced or retarded nature
of the process, and enforce a detailed-balance relation, Eq. (3.27) with ‡ = ü.
Therefore, the only scattering rates which can contribute to the Hall conductiv-
ity are those involving one on-shell (imaginary part) and one off-shell (real part)
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scattering event, which translates here into the product of a commutator and an
anticommutator, Eq. (3.35).

3.4 Relations and symmetries

In this section, we explore in more detail some physical relations verified by the
scattering rates defined above, and their possible consequences on the longitudi-
nal and Hall conductivities.

3.4.1 Time-reversal symmetry: reversal of the momenta

Q operators Q̄q
nk = Qq

n,≠k

˚�

QqqÕ

nk,nÕkÕ = QqqÕ

n≠k,nÕ≠kÕ

scattering rates D
(1)
n,k = D

(1)
n,≠k

W
‡,qqÕ

nk,nÕkÕ = ‡ W
‡,qqÕ

n≠k,nÕ≠kÕ

conjugate process W‡(mr[S])
W‡(S) = e≠”E

(S)
sæp

W‡(pc[S])
W‡(S) = ‡

kernels KH
nk,nÕkÕ = ≠KH

n≠k,nÕ≠kÕ

conductivities ŸH = 0

Table 3.4.1: Relations which hold true in the presence of time-reversal symmetry.
The phonon operator relation ãq

nk = aq
n,≠k holds true even when no time-reversal

symmetry is present. See text for definitions and justifications.

We investigate the implications of time-reversal (TR) invariance on our re-
sults. In particular, we check explicitly that the Hall conductivity vanishes in a
TR-symmetric system. It is important to note that, in a time-reversal invariant
system, the scattering rates are a priori not time-reversal invariant themselves.

We denote with ÙQ and |ÛnÍ the time-reversed of operator Q and of state |nÍ,
respectively. Then, because of the antiunitarity of the time-reversal operator,
for any states n, m and any operator Q, we have ÈÛn|Q†|ÛmÍ = Èm|ÙQ|nÍ. Moreover,

it is possible to choose a polarization index n invariant under TR, whence ãq
nk =

aq
n,≠k.

Let us now consider what happens in a time-reversal-invariant system. In
that case, the hamiltonian H Õ

[1] =
q

nkq Qq
nkaq

nk must be TR-invariant, so that

Q̄q
nk = Qq

n,≠k. Similarly, TR-invariance of H Õ
[2] (defined in Eq. (3.16)) entails

˚�

QqqÕ

nk,nÕkÕ = QqqÕ

n≠k,nÕ≠kÕ .

3.4.1.1 Consequences for the scattering rates.

Following the same steps as those sketched in Sec. 3.3.4.1, and using the fact that
EÛm = Em for any state m of a TR-symmetric system, we can show explicitly that,
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in a time-reversal-invariant system, the following relations for the scattering
rates exist:

D
(1)
n,k = D

(1)
n,≠k (3.40)

W
‡,qqÕ

nk,nÕkÕ = ‡ W
‡,qqÕ

n≠k,nÕ≠kÕ . (3.41)

The ‡ sign in the second relation can be understood as arising from two facts:
(1) schematically, W‡ ≥ 1

Ef≠Em+i÷
1

Ei≠Em≠i÷ + ‡ h.c. —which is reflected in the
fact that Wü (resp. W°) expressed as an integral, Eqs. (3.34–3.36), contains an
even (resp. odd) number of sign functions— and (2) an effect of time-reversal on
the T -matrix is to exchange denominators 1

Ef≠Em+i÷ æ 1
EÛf≠EÛm≠i÷ (see Sec. 3.3.4.4

for an interpretation of the +i÷ regularization).

3.4.1.2 Relation to detailed balance.

The decomposition of the scattering rate W
qqÕ

nk,nÕkÕ =
q

‡ W
‡,qqÕ

nk,nÕkÕ into odd and
even terms under the “conjugation” (in the sense of detailed balance, i.e. ther-
modynamic equilibrium) of the associated scattering processes, is also that of
its decomposition into terms, odd and even under the inversion of momen-
tum, in the presence of time-reversal symmetry. Indeed, if a scattering process

S =
� q·nk≠æ

qÕ·nÕkÕ

�
transfers an energy ”E

(S)
sæp = qÊnk + qÕÊnÕkÕ to the phonon sys-

tem, (anti-)detailed balance with the “conjugate process” pc[S] =
� ≠q·nk≠æ

≠qÕ·nÕkÕ

�

reads W‡(pc[S]) = ‡e”E
(S)
sæpW‡(S). Meanwhile, in the presence of time-reversal

symmetry, the momentum-reversal symmetry reads W‡(mr[S]) = ‡W‡(S), for

the “momentum-reversed” process mr[S] =
� q·n≠k≠æ

qÕ·nÕ≠kÕ

�
. In other words, in a

time-reversal invariant system, the scattering rate associated with the process
“conjugate” of a given process S coincides (up to a Boltzmann weight) with that
of its momentum-reversed one:

W‡(mr[S])

W‡(S)
= e≠”E

(S)
sæp

W‡(pc[S])

W‡(S)
= ‡. (3.42)

Hence, while ‡ was defined as signature of the behavior of the scattering rates
under “process conjugation,” it is also that of momentum reversal in a time-
reversal invariant system. 1

3.4.1.3 Consequences for the kernels.

How is this reflected in the kernels KL, KH? Because the relation vnk =
ÒkÊnk = ≠vn,≠k holds, only that component of KL/H which is even upon
reversal of the momenta, k(Õ) ¡ ≠k(Õ), has a non-vanishing contribution to the
sum Eq. (3.13). A first consequence of this is that, in a TR-invariant system,
the identity

KH
nk,nÕkÕ = ≠KH

n≠k,nÕ≠kÕ (3.43)

1Notice, however, that this coincidence does not survive the breaking of time reversal sym-
metry.
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entails ŸH = 0 – as per Onsager’s reciprocity relations stating that ŸH is TR-
odd. Note that KL in Eq. (3.30) involves both W° and Wü. Therefore, there is
no analog to Eq. (3.43) for KL. However, in a TR-invariant system, the W° term
in KL does not contribute to ŸL – this is consistent with the Onsager-Casimir
relations which state that ŸL is TR-even.

This indeed reflects the previous discussion as follows: when time reversal
is preserved, TR-even ŸL gets contributions solely from “detailed-balance-even”
and TR-even Wü. On the other hand TR-odd ŸH gets contributions solely from
“detailed-balance-odd” and TR-odd W°. Since the system is actually TR-even,
ŸH vanishes.

3.4.2 Point-group symmetries

Here we provide some sufficient (but non-necessary) conditions on KH
nknÕkÕ under

which the Hall conductivity vanishes.

3.4.2.1 Curie relations

From Fourier’s law jµ = ≠Ÿµ‹Ò‹T , the Curie and Onsager relations provide
general constraints on the Ÿµ‹ coefficients, and in turn on its Hall component Ÿ

µ‹
H .

In Table 3.4.2, we look at the D4h = D4 ◊Z2 point group—the largest tetragonal
point group— with the associated axes aligned with the orthogonal basis (µ, ‹, fl)
(µ‹ is the basal plane and fl the transverse direction). We can see that if the
system is invariant under any one of the transformations g œ D4h which are odd
under the A2g representation (i.e. C Õ

2, C ÕÕ
2 , ‡v, ‡d), the Hall conductivity must

vanish.

3.4.2.2 Symmetry relations on KH

We now turn to relations specific to the scattering situation, i.e. we analyze under
which conditions on KH

nknÕkÕ it befalls that Ÿ
µ‹
H = 0. We start with the expression

of Ÿ
µ‹
H as a momentum integral, Eq. (3.13), i.e. Ÿ

µ‹
H Ã q

nknÕkÕ Jµ
nkJ‹

nÕkÕKH
nknÕkÕ

and recall Jµ
nk = N eq

nkÊnkˆkµÊnk.
If the phonon system is invariant under a unitary transformation g, then Ênk

is also invariant under this transformation. In turn only µ in Jµ
nk transforms

nontrivially under g. Therefore:

• If the phonon system is invariant under an operation g œ D4h which leaves
the µ, ‹ axes invariant, i.e. g = C2, C Õ

2, inv, ‡h, ‡v, and if one of the two fol-
lowing conditions, (a) under g the µ‹ product is even (i.e. g = C2, inv, ‡h)
and KH

nknÕkÕ is odd, (b) under g the µ‹ product is odd (i.e. g = C Õ
2, ‡v) and

KH
nknÕkÕ is even, is satisfied, then it follows that Ÿ

µ‹
H = 0.

• Besides, recalling that by construction KH
nknÕkÕ = ≠KH

nÕkÕnk, if the system
is invariant under an operation g œ D4h which exchanges the µ, ‹ axes, i.e.
g = C4, C ÕÕ

2 , S4, ‡d, and if one of the two following conditions, (c) under g
the µ‹ product is even (i.e. g = C ÕÕ

2 , ‡d) and KH
nknÕkÕ is even, (d) under g
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D4h Id C4 C2 C Õ
2 C ÕÕ

2 inv S4 ‡h ‡v ‡d

A2g 1 1 1 ≠1 ≠1 1 1 1 ≠1 ≠1

µ µ ‹ ≠µ ±µ ±‹ ≠µ ‹ µ ±µ ±‹

‹ ‹ ≠µ ≠‹ û‹ ±µ ≠‹ ≠µ ‹ û‹ ±µ

fl fl fl fl ≠fl ≠fl ≠fl ≠fl ≠fl fl fl

Ÿµ‹ Ÿµ‹ ≠Ÿ‹µ Ÿµ‹ ≠Ÿµ‹ Ÿ‹µ Ÿµ‹ ≠Ÿ‹µ Ÿµ‹ ≠Ÿµ‹ Ÿ‹µ

Ÿ
µ‹
H Ÿ

µ‹
H Ÿ

µ‹
H Ÿ

µ‹
H ≠Ÿ

µ‹
H ≠Ÿ

µ‹
H Ÿ

µ‹
H Ÿ

µ‹
H Ÿ

µ‹
H ≠Ÿ

µ‹
H ≠Ÿ

µ‹
H

cat (a) (d) (a) (b) (c) (a) (d) (a) (b) (c)

Table 3.4.2: Elements of the D4h point group aligned along the (µ, ‹, fl) basis
(with µ‹ the basal plane), their characters in the A2g irrep (also labeled Γ

+
2 ),

and transformations of µ, ‹, fl, Ÿµ‹ , Ÿ
µ‹
H . The lines for Ÿµ‹ and Ÿ

µ‹
H hold true when

the system is invariant under the corresponding D4h operation (aligned with the
µ‹fl basis). The last line is the “category” (cat) to which the operation belongs,
as defined in Sec. 3.4.2.2. Here Id is the identity; C4 is the fi/2 rotation around
the fl axis; C2, C Õ

2 and C ÕÕ
2 are fi rotations around the fl axis, µ or ‹ axes, and in-

plane directions bisecting the µ, ‹ axes, respectively; inv is inversion, S4 are fi/2
rotations around the fl axis followed by a reflection through the basal µ‹ plane;
‡h, ‡v and ‡d are reflections through the µ‹ plane, through a plane containing
µ or ‹ and the fl direction, and through a plane containing the fl direction and
one bissecting the µ, ‹ directions, respectively.
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the µ‹ product is odd (i.e. g = C4, S4) and KH
nknÕkÕ is odd, is satisfied, then

it follows that Ÿ
µ‹
H = 0.

In terms of the behavior of KH
nknÕkÕ , this analysis reduces to: if g œ D4h is a

symmetry of the phonon system, and if g : KH
nknÕkÕ ‘æ ≠‰A2g

(g)KH
nknÕkÕ , where

‰A2g
(g) is the character of g in the A2g representation of the D4h point group,

then Ÿ
µ‹
H = 0. We emphasize that this analysis holds if the transformation g is

a symmetry of the phonon system, and whether or not g is a symmetry of the
whole system. For example, we will show explicitly in Sec. 3.5.3.4 that there are
cases where, under TR or ‡d the system is not invariant, but the kernel KH

nk,nÕkÕ

and the phonon system are, and so ŸH = 0.
Finally, note that the above analysis goes beyond the general predictions

from Onsager, which tell us that ŸH vanishes in the presence of some symmetries
of the whole system, namely C Õ

2, C ÕÕ
2 , ‡v or ‡d (as well as time-reversal discussed

in the previous subsection). Here, not only do we establish relations for the other
symmetries in D4h (as symmetries of the phonon subsystem only), we also show in
which way ŸH vanishes, by inspecting the behavior of the kernels KH

nk,nÕkÕ under
those symmetry transformations. In turn, this may for example allow to gather
information about the system— about KH

nk,nÕkÕ—from the (non-)cancellation of
ŸH .

3.5 Application to an ordered magnet

We now turn to an application of these general results. There, we keep only the
lowest-order terms in the expressions derived above, as described in Sec. 3.3.4.4.
We consider an

ordered magnetic system, which we take to be a spin-orbit coupled Néel
antiferromagnet with tetragonal symmetry. For concreteness, we treat the mag-
netism as purely two-dimensional, i.e. the full spin+phonon system is described
by a stack of two dimensional antiferromagnets embedded into the three-dimension
solid, so that in particular, we take, when going from the lattice to the continuum
limit

ÿ

r

æ 1

a2

ÿ

z

ˆ

d2x,
ÿ

k

æ a2

(2fi)2

ÿ

kz

ˆ

d2k, (3.44)

where a is the in-plane lattice spacing.

3.5.1 Magnon dynamics

3.5.1.1 Low-energy field-theoretical description

We consider a Néel antiferromagnet with a two-site magnetic unit cell, more
precisely a bipartite lattice of spins such that the classical ground state is ordered
in an antiferromagnetic configuration, with a local moment µ0 oriented in the
direction n, i.e. n is the Néel vector which has unit length in the ordered state at
zero field. Within standard spin-wave theory, µ0 = S with S the spin value. For
concreteness, we will choose the ordering axis at zero field to be aligned along
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the ûx axis (the set (ûx, ûy, ûz) is an orthonormal cartesian basis)—the results
of this subsection hold regardless of this choice.

A general low energy spin configuration is described by two continuum fields:
the aforementioned Néel vector n(r) and a uniform magnetization density m(r),
such that

Sr = (≠1)rµ0n(r) + a2m(r). (3.45)

where (≠1)r is a sign which alternates between neighboring sites (recall we are
considering a Néel antiferromagnet), and both continuum fields are assumed to
be slowly-varying relative to the lattice spacing. Here a is the 2d lattice spacing.
We will assume the non-linear sigma model constraint that the spin length is
fixed to µ0, which implies that

|n|2 +
a4

µ2
0

|m|2 = 1, m · n = 0. (3.46)

The spin wave expansion consists of expanding these fields around the zero field
ordered state, i.e. nord = ûx, mord = 0. To linear order around this state, we
take n = ûx +n and m = m, where nx = mx = 0, leaving the remaining degrees
of freedom ny, nz, my, mz. In terms of the spins, this gives

Sr = (≠1)rµ0ûx +
ÿ

a=y,z

((≠1)rµ0na(r) + a2ma(r))ûa. (3.47)

Because the local moment along the ûx axis is non-zero, the low energy fields
satisfy the commutation relations [my(r), nz(rÕ)] = ≠[mz(r), ny(rÕ)] = ≠i”(r ≠
rÕ). The low energy continuum Hamiltonian density for these fields is

HNLS =
fl

2

�
|Òny|2 + |Ònz|2

�

+
1

2‰
(m2

y + m2
z) +

ÿ

a,b=y,z

Γab

2
nanb, (3.48)

where fl is the spin stiffness constant, ‰ is the spin susceptibility, Ò = (ˆx, ˆy)
denotes the in-plane gradient, and the Γab are anisotropy coefficients which open
a small spin wave gap (see App. 3.F.3). For an approximately Heisenberg system
with isotropic exchange constant J , we have within spin wave theory that ‰≠1 ¥
4Ja2, fl ¥ 2Jµ2

0, while Γab are determined by exchange anisotropies. The choice
to normalize m as a density while keeping n dimensionless ensures that my,z

fields are just the canonical momenta conjugate to the nz,y fields, and hence
Eq. (3.48) is just a Hamiltonian density of two free scalar boson fields.

The above description is appropriate to describe the ordered phase of the
antiferromagnet, for any value of the spin, provided temperature is low compared
to the Néel temperature and any applied magnetic fields are small compared to
the saturation field. These conditions are well-satisfied in practice in experiments
on many antiferromagnets. Specifically we will be interested in the case with an
applied magnetic field perpendicular to the axis of the Néel vector (e.g. along
z or y, given the choice in Eq. (3.47)). In general the field induces a non-zero
uniform magnetization along its direction, e.g. for a z-axis field ÈmzÍ ”= 0. Such
a “spin flop” configuration is favorable for an antiferromagnet in a field.
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3.5.1.2 Symmetry considerations

Two symmetries clarify the calculations and provide physical insight. The first
is the macroscopic time-reversal symmetry of the zero field state, which is what
makes it an anti-ferromagnet. Specifically, the system in zero field is invariant
under the combination of time-reversal symmetry TR and a translation T . Under
this operation, we see that the continuum fields transform according to

T = TR ◊ T : m æ ≠m, n æ n. (3.49)

The presence of a staggered magnetization (with any orientation) does not break
this symmetry, but a uniform magnetization does. Note that the effective
quadratic low energy Hamiltonian, Eq. (3.48), is invariant under this symme-
try. This is true even at non-zero fields, because the low energy Hamiltonian is
quadratic. Thus effects of time-reversal symmetry breaking will become evident
in terms beyond this form, notably in anharmonic corrections, and in the spin-
lattice coupling itself. Specifically, we see that time-reversal symmetry will be
effectively broken only by terms involving an odd number of powers of the ma

fields.
The second important symmetry is one which may be preserved not only

by the underlying exchange Hamiltonian and crystal structure, but also by the
applied field and the spontaneous ordered moments. In particular, the latter
breaks the original translational symmetry of the square lattice by a single lat-
tice spacing. However, a symmetry may be retained under such a simultaneous
translation composed with a C2 spin rotation around the field axis. In the pres-
ence of spin-orbit coupling, generically the spin rotation must be accompanied
by a spatial rotation, and the full combined operation is in fact nothing but a
C2 rotation about an axis passing through the mid-point of a bond of the square
lattice. This of course requires the C2 rotation in question to be part of the
lattice point group. In our problem, this is true when the field is along z or y
(but not for a general orientation in the yz plane).

This odd symmetry is important for simplifying the magnon interactions.
In particular, if the field axis is along z, then we see that mz and ny are both
even under this operation, while my and nz are odd under it (and vice versa if
the field is along y). Note that the fields within a canonically conjugate pair
transform the same way under this symmetry. We take advantage of these facts
in the following. In particular, only Γ0 = Γyy and Γ1 = Γzz do not vanish a
priori, which ensures that the two valleys (¸ = 0, 1) are exactly decoupled.

3.5.1.3 External magnetic field

At the lowest order, an applied external magnetic field h couples solely to the
m field; this is already taken into account in Eq. (3.48) where the m fields can
acquire a (static) nonzero expectation value due to the spin alignment with the
field.

Meanwhile, at higher orders the magnetic field also couples to the n field;
the main contribution comes from the square, isotropic coupling (n ·h)2. Due to
the C2 symmetry around the field axis (y or z), and since first-order terms of the
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form hanb are forbidden by translational symmetry, this results in an additional
term

Hfield =
‰

2

ÿ

a=y,z

h2
an2

a. (3.50)

Note this form is valid only when the field is along the y or z axis, not at
other angles in the y ≠ z plane (which would violate the C2 symmetry). The
prefactor ‰/2 is fixed to match the results obtained from microscopic calculations
in Ref. [Benfatto and Silva Neto, 2006], and we provide an alternative derivation
in App. 3.F.3 as well as a more detailed derivation of the full form of the gap
from a microscopic XXZ exchange model plus a Zeeman coupling to the field in
App. 3.F.3.

3.5.1.4 Diagonalization

We proceed to diagonalize Eq. (3.48), supplemented by Eq. (3.50) following
the discussion in Sec. 3.5.1.3, by introducing creation and annihilation opera-
tors in the standard way for free fields. We use the Fourier convention „k =

1Ô
V

´

dx„(x)e≠ik·x for any continuum field „, where V is the volume of the
system. Then

my
k =

…
‰Ωk,0

2

Ä
b≠k,0 + b†

k,0

ä
, (3.51)

nz
k = i

1p
2‰Ωk,0

Ä
b≠k,0 ≠ b†

k,0

ä
, (3.52)

mz
k =

…
‰Ωk,1

2

Ä
b≠k,1 + b†

k,1

ä
, (3.53)

ny
k = ≠i

1p
2‰Ωk,1

Ä
b≠k,1 ≠ b†

k,1

ä
, (3.54)

where

Ωk,¸ =
»

v2
mk2 + ∆2

¸ , (3.55)

with vm =
p

fl/‰. The magnon gaps depend on the applied (transverse) mag-
netic field in the form

∆¸ =
»

Γ¸/‰ + h2
¸ , (3.56)

with valley index ¸ = 0, 1 and where we set h0 = hy and h1 = hz. This reflects
the explicit breaking of O(3) rotational symmetry of the order parameter n by
the transverse field. With these definitions, we obtain

HNLS + Hfield =
ÿ

¸

ÿ

k

Ωk,¸b
†
k,¸bk,¸. (3.57)

The b, b† fields with index ¸ = 0 have opposite C2 eigenvalue to those with ¸ = 1.
This guarantees that all terms preserving C2 symmetry must conserve the two
boson flavors modulo 2.
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3.5.2 Formal couplings

3.5.2.1 Definitions

In general we can expand the operator Qnk, which couples to a single phonon,
in powers of the magnon operators,

Qq
nk =

ÿ

¸,q1,z

A
n,¸|q1q
k eikzzbq1

¸,k,z (3.58)

+
1Ô
Nuc

ÿ

p,¸,¸Õ

q1,q2,z

B
n,¸1,¸2|q1q2q
k;p eikzzbq1

¸1,p+ q

2
k,z

bq2

¸2,≠p+ q

2
k,z

. (3.59)

Note that while the phonons are three-dimensional excitations, and hence have
a three-dimensional momentum k, the spin operators (and hence magnons) only
have two dimensional momenta. We will make use of the following: k = k+kzûz,
where k is the projection of k onto the kz = 0 plane and ûz is the unit vector
along z. A phonon is coupled to the sum of spin operators in all layers—we have
here introduced the explicit label z for the layer. Because the spins in different
layers are completely uncorrelated, there are however no cross-terms involving
b operators from different layers, and in correlation functions the sums over z
will collapse to independent correlators within each layer, which are all identical
to one another. When possible, we will therefore take z = 0 and suppress this
index.

The naïve leading term in Eq. (3.58) is the single magnon one A, linear in b¸,k

and b†
¸,k operators (notations defined below). This results in a quadratic mixing

term in the Hamiltonian, hybridizing phonons and magnons. Being quadratic, it
is trivially diagonalized, and has been considered by several authors. Generally,
such coupling has little effect except when it is resonant, i.e. near a crossing
point of the decoupled magnon and phonon bands. Since such a crossing is
highly constrained by momentum and energy matching, it occurs in a narrow
region of phase space, if at all, and is likely to be unimportant for transport. It
in any case does not give rise to scattering, the focus of this work. We therefore
henceforth neglect the A contribution.

Non-trivial scattering processes arise from the second order term in the
magnon field expansion of Qnk, parametrized by B. Here as elsewhere we intro-
duce particle-hole indices q1, q2 œ +, ≠, such that in particular

b+
¸,p,z = b†

¸,p,z, b≠
¸,p,z = b¸,≠p,z. (3.60)

Note the minus sign in the momentum in the second relation. This means
generally that Ä

bq
¸,p,z

ä†
= b≠q

¸,≠p,z. (3.61)

To make the coefficients unambiguous, we choose the symmetrized form

B
n,¸1,¸2|q1q2q
k;p = B

n,¸2,¸1|q2q1q
k;≠p . (3.62)

98



Demanding that Q+
nk = (Q≠

nk)† implies that

B
n,¸1,¸2|q1q2+
k;p =

Ä
B

n,¸2,¸1|≠q2≠q1≠
k;p

äú
. (3.63)

If the phonon mode n which Qq
nk is coupled to is C2 invariant, then only terms

with ¸1 = ¸2 are non-zero. In Sec. 3.5.3.1, we will introduce a concrete and
general model of spin-lattice couplings, and see that within this model, almost
all interactions obey this selection rule. In particular, off-diagonal terms with
¸1 ”= ¸2 arise only from the Λ

(›)
6,7 couplings defined in Eq. (3.74), which are further-

more smaller in magnitude than other couplings as they are related to magnetic
anisotropy.

3.5.2.2 Diagonal scattering rate

Contributions to the first-order longitudinal scattering rate, Eq. (3.2) or Eq. (3.24),
can be computed exactly using Wick’s theorem. To do so we use the free particle
two point function, which in the notation of Eq. (3.60) is

¨
bq1

¸1,p1,z1
(t1)bq2

¸2,p2,z2
(t2)
∂

= ”¸1,¸2”z1,z2”q1,≠q2”p1+p2,0

◊fq2(Ω¸1,p1)e≠iq2Ω¸2,p2
(t1≠t2), (3.64)

where fq(Ω) = (1 + q)/2 + nB(Ω), where nB(Ω) is the Bose distribution. One

obtains two contributions, D
(1)
nk =

q

s=± D
(1)|s
nk , where D(1)|+ corresponds to the

emission of two magons and D(1)|≠ corresponds to the scattering of a magnon
from one state to another:

D
(1)|+
nk =

2fi

~2

1

N2d
uc

ÿ

p,¸,¸Õ

sinh(—
2~Ênk)

sinh(—
2~Ω

¸,p≠ k
2
) sinh(—

2~Ω
¸Õ,≠p≠ k

2
)

◊”(Ênk ≠ Ω
¸,p≠ k

2
≠ Ω

¸Õ,≠p≠ k
2
)
���Bn,¸,¸Õ|++≠

k;p

���
2

, (3.65)

and

D
(1)|≠
nk =

4fi

~2

1

N2d
uc

ÿ

p,¸,¸Õ

sinh(—
2~Ênk)

sinh(—
2~Ω

¸,p≠ k
2
) sinh(—

2~Ω
¸Õ,p+ k

2
)

◊”(Ênk ≠ Ω
¸,p≠ k

2
+ Ω

¸Õ,p+ k
2
)
���Bn,¸,¸Õ|+≠≠

k;p

���
2

. (3.66)

Note that the prefactor involves just the number of two-dimensional unit cells in
a single layer, N2d

uc = Nuc/Nlayers, which results because a single sum over z gives
a factor of the number of layers Nlayers, converting the Nuc to N2d

uc . One can
compare the expressions in Eq. (3.65) and Eq. (3.66), and observe a difference of a
factor 2 in the prefactor, the sign of the second Ω frequency in the delta function,
and that of the second to last index in B. The squared modulus | · · · |2 can be
traced back to Fermi’s golden rule, and the thermal sinh(· · · ) factors, which
originate from Bose factors, fall off exponentially at large momenta. Energy
conservation imposed by the delta functions strongly constrain these scattering
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rates. Specifically, if all magnons have the same velocity vm and the phonons
have an isotropic velocity vph, then we find that

supp
Ä
D

(1)|+
nk

ä
™
�

(k, kz)
��(v2

ph ≠ v2
m)|k|2 + v2

phk2
z > 4∆

2
 

, (3.67)

supp
Ä
D

(1)|≠
nk

ä
™
�

(k, kz)
��(v2

ph ≠ v2
m)|k|2 + v2

phk2
z < 0

 
, (3.68)

where ∆ = min(∆0, ∆1) and supp(D) is the support of D. It follows that if
vm > vph, D

(1)|+
nk is non-zero in two regions of large |kz| bounded by hyperboloid

surfaces tangent to the
ß

kz

|k| =

»
v2

m≠v2
ph

vph

™
cone, while D

(1)|≠
nk is non-zero in the

region outside the said cone, containing large |k|. The two regions are mutually
exclusive, i.e. for any given k at most one of the two rates is non-zero. For
vm < vph, the constraints are even stronger, and D

(1)|≠
nk = 0 strictly vanishes,

while D
(1)|+
nk is non-zero within an ellipsoid region containing k = 0. The first

and second scenarios are realized in La2CuO4 [Bazhenov et al., 1996], and in,
e.g., FeCl2 [Laurence and Petitgrand, 1973], respectively.

3.5.2.3 Off-diagonal scattering rate

Expanding each Q operator in terms of magnon operators in the four-point
correlations, i.e. plugging in Eq. (3.58) into Eqs. (3.34), one can obtain the Hall
scattering rate using Wick’s theorem. We find

W
°,qqÕ

nk,nÕkÕ =
64fi2

~4

1

N2d
uc

ÿ

p

ÿ

{¸i,qi}

D
nnÕ|q1q2q3,¸1¸2¸3

qkqÕkÕ,p F
q1q2q4,¸1¸2¸3

qkqÕkÕ,p (3.69)

Im

(
B

n¸2¸3|q2q3q

k,p+ 1
2

qk+qÕkÕ
B

nÕ¸3¸1|≠q3q1qÕ

kÕ,p+ 1
2

qÕkÕ

◊ PP
h B

n¸1¸4|≠q1q4≠q

k,p+ 1
2

qk
B

nÕ¸4¸2|≠q4≠q2≠qÕ

kÕ,p+qk+ 1
2

qÕkÕ

∆
qqÕ

nknÕkÕ + q1Ω
¸1,≠q1
p ≠ q2Ω

¸2,q2

p+qk+qÕkÕ ≠ 2q4Ω
¸4,≠q4

p+qk

+
B

nÕ¸1¸4|≠q1≠q4≠qÕ

kÕ,p+ 1
2

qÕkÕ
B

n¸4¸2|q4≠q2≠q

k,p+ 1
2

qk+qÕkÕ

∆
qqÕ

nknÕkÕ ≠ q1Ω
¸1,≠q1
p + q2Ω

¸2,q2

p+qk+qÕkÕ ≠ 2q4Ω
¸4,q4

p+qÕkÕ

i)
,

where we defined Ω
¸,q
p = Ω¸,qp, and the product of delta functions D and

‘thermal factor’ F

D
nnÕ|q1q2q3,¸1¸2¸3

qkqÕkÕ,p = ”
Ä
Σ

qqÕ

nknÕkÕ + q1Ω
¸1,≠q1
p + q2Ω

¸2,q2

p+qk+qÕkÕ

ä

”
Ä
∆

qqÕ

nknÕkÕ + 2q3Ω
¸3,≠q3

p+qÕkÕ ≠ q1Ω
¸1,≠q1
p + q2Ω

¸2,q2

p+qk+qÕkÕ

ä
, (3.70)

F
q1q2q4,¸1¸2¸3

qkqÕkÕ,p = q4

Ä
2nB(Ω¸3,≠q3

p+qÕkÕ) + 1
ä

Ä
2nB(Ω¸1,≠q1

p ) + q1 + 1
ä Ä

2nB(Ω¸2,q2

p+qk+qÕkÕ) + q2 + 1
ä

, (3.71)
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and Σ
q,qÕ

nknÕkÕ = qÊnk + qÕÊnÕkÕ , ∆
q,qÕ

nknÕkÕ = qÊnk ≠ qÕÊnÕkÕ . Note that while we
described and will use below a continuum formulation of the spin wave theory in
Sec. 3.5.1, the result in Eq. (3.69) is actually valid at the lattice level, i.e. when
the full periodic band structure of the magnons is included, as it relies only
upon the canonical commutation relations of the magnon operators, and their
dispersions and couplings are taken completely arbitrary at this stage. Therefore
this formula could be applied directly in many other circumstances.

We may understand the terms in Eq. (3.69) as follows: the second energy
conservation delta function comes from Fermi’s golden rule; the first delta func-
tion, and the denominator in the third line, come from 1

Ei≠En+i÷ = PP 1
Ei≠En

≠
ifi”(Ei ≠ En); while the Bose factors appear when evaluating the thermal av-
erages of magnon population numbers, and their product falls off exponentially
at large momenta. W

°,qqÕ

nknÕkÕ may display divergences when the denominator van-
ishes. One can explicitly check that the detailed balance relation, Eq. (3.27),
holds, using the properties of the B coefficients, as well as W

°,qqÕ

nk,nÕkÕ = W
°,qÕq
nÕkÕ,nk.

3.5.3 Phenomenological coupling Hamiltonian

We now propose a symmetry-based phonon-magnon coupling Hamiltonian, Eq. (3.73),
for the low-temperature ordered phase of a Néel antiferromagnet on lattice made
of layers of square lattices, and, as above, we consider the layers to be magneti-
cally decoupled. Moreover, for concreteness, we take the classical ground state to
be Néel antiferromagnetic along the ûx axis, so that all the point-group symme-
tries of the crystal are preserved by the magnetic structure, up to a translation
of half a magnetic unit cell. 2

3.5.3.1 Interaction Hamiltonian density

We consider the most general coupling between (1) the strain tensor, E–— =
1
2(ˆ–u— + ˆ—u–), where u is the lattice displacement field, and (2) spin bilinears
in terms of the m, n fields, allowed by the symmetries of our tetragonal crystal in
its paramagnetic phase, which has the largest symmetry group provided by the
crystal structure (generated by mirror symmetries Sx, Sy, Sz, fourfold rotational
symmetry Cxy

4 , translation and time-reversal). Since we treat the magnetism as
two dimensional, the coupling Hamiltonian is a sum over layers and an integral
over two dimensional space,

H Õ
tetra =

ÿ

z

ˆ

d2x HÕ
tetra(r). (3.72)

We use r = (x, z) to denote the three-dimensional coordinate. The corresponding
local hamiltonian density reads, with all fields expressed in real space:

HÕ
tetra(r) =

ÿ

–,—
a,b=x,y,z

E–—
r

 
Λ

(n),–—
ab nanb +

Λ
(m),–—
ab

n2
0

mamb

!�����
x,z

, (3.73)

2In the absence of a magnetic field, and an “alternating” Dzyaloshinskii-Moriya (DM) in-
teraction which we do not consider here.
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where n0 = µ0/a2 is the ordered moment density. Here each Λ(›) tensor, which
we define to be symmetric in both ab and –— variables, has seven independent
coefficients, which we call

Λ
(›)
1 = Λ

(›),xx
xx = Λ

(›),yy
yy ,

Λ
(›)
2 = Λ

(›),xx
yy = Λ

(›),yy
xx ,

Λ
(›)
3 = Λ

(›),xx
zz = Λ

(›),yy
zz ,

Λ
(›)
4 = Λ

(›),zz
xx = Λ

(›),zz
yy ,

Λ
(›)
5 = Λ

(›),zz
zz ,

Λ
(›)
6 = Λ

(›),xy
xy = Λ

(›),yx
xy = Λ

(›),yx
yx = Λ

(›),xy
yx ,

Λ
(›)
7 = Λ

(›),xz
xz = Λ

(›),zx
xz = Λ

(›),zx
zx = Λ

(›),xz
zx ,

= Λ
(›),yz
yz = Λ

(›),zy
yz = Λ

(›),zy
zy = Λ

(›),yz
zy , (3.74)

and all other Λ
(›),–—
ab are zero. In Appendix 3.F.1, we provide a microscopic

derivation of these Λ
(›),–—
ab coefficients in terms of ÷—ˆ÷–Jab|÷, i.e. in terms of

the spatial derivatives of the magnetic exhange J–— . Within this microscopic
approach Λ

(›)
6,7 are related to the spatial derivatives of symmetric off-diagonal

exchange Jxy, Jxz, Jyz, while Λ
(›)
1,2 ≠ Λ

(›)
3 and Λ

(›)
4 ≠ Λ

(›)
5 are associated with

the spatial derivatives of XXZ exchange anisotropy Jxx,yy ≠ Jzz. Finally, note
that in Eq. (3.73) bilinears of the manb kind, arising from e.g. alternating DM
interactions JD

ij i.e. such that JD
r,r+ûa

= ≠JD
r≠ûa,r with a = x, y, could also

contribute to the thermal Hall conductivity [Zhang et al., 2019], but are not
allowed in the single-site (paramagnetic) Bravais lattice we consider here.

3.5.3.2 Expansion

We now carry out an expansion of the m, n fields in two steps. First we expand
around the zero-field, zero-net-magnetization Néel-ordered configuration (nord =
ûx, mord = 0), assuming deviations are small and satisfy Eq. (3.46). One thereby
expresses nx and mx in terms of the free fields my/z, ny/z as, in real space:

nx = 1 ≠ 1

2

ÿ

b=y,z

Å
n

2
b +

1

n2
0

m
2
b

ã
, (3.75)

mx = ≠
ÿ

b=y,z

mbnb, (3.76)

which are correct to second order in the free fields (this constitutes a non-linear
correction to Eq. (3.47)). In a second step, we include a net magnetization and
expand m̨ around it, i.e. write m

– = m–
0 + m– where m–

0 is the sum of both a
possible spontaneous magnetization and response to the external magnetic field.
This two-step expansion physically assumes m π m0 π n0. Using these forms
in Eq. (3.73), we obtain the spin-lattice coupling to second order in the free field
fluctuations:

HÕ
tetra(r) ¥

ÿ

–—

E–—
r

ÿ

a,b=y,z

ÿ

›,›Õ=0,1

⁄
–—
ab;››Õn

≠›≠›Õ

0 ÷a›r÷b›Õr, (3.77)
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where ÷a0 = na and ÷a1 = ma and with

⁄
–—
ab;›› = Λ

(›),–—
ab ≠ ”abΛ

(0),–—
xx , (3.78)

⁄
–—
ab;01 = ⁄

–—
ba;10 =

≠1

n0

î
ma

0Λ
(1),–—
bx + ”abm

a
0Λ

(1),–—
ax + mb

0Λ
(0),–—
ax

ó
, (3.79)

where y = z, z = y and we have associated › = n … › = 0 and › = m … › = 1
in Λ(›).

These relations are satisfied for any Λ
(›),–—
ab in Eq. (3.73) (i.e. not necessarily

satisfying the constraints Eq. (3.74)), but do assume a Néel moment along the
x direction, and a net moment in the yz plane. Note that, while the bare (not
linearized) interactions in Eq. (3.73) did not couple the na and mb fields, such a
coupling is present in the linearized ⁄ab;01 coefficient (i.e. that coupling na and
mb). We can see immediately from Eq. (3.78) that this coupling vanishes in
the absence of “anisotropic” couplings Λ

(›)
6,7. Importantly, it also vanishes in the

absence of any uniform magnetization. This is a consequence of macroscopic
time-reversal symmetry, Eq. (3.49). Conversely, ⁄ab;01 is the only term in our
low energy description of the coupled spin-lattice system which is odd under
this effective time-reversal symmetry. Consequently, time-reversal odd effects
like skew scattering must involve at least one factor of this coupling. This will
appear explicitly at the end of the next subsection.

3.5.3.3 In terms of the eigenbosons, b, b†

We now seek to identify the B coefficients as defined in Eq. (3.58) (with the
convention Eq. (3.60)). To do so, we use the Eq. (3.51) representation of the
ma, na fields in terms of the b bosons, which diagonalize the pure magnetic
Hamiltonian, and plug in their expressions into Eq. (3.77). This involves a
unitary transformation which can be defined as (using a = 1 … a = y and
a = 2 … a = z)

÷a›r =
ÿ

p

ÿ

¸=0,1

ÿ

q=±

Ua›¸q(p)bq
¸peip·r, (3.80)

with

Ua›¸q(p) = ≠”a≠1,¸≠› mod2F›q¸(p), (3.81)

F›q¸(p) = (iq)›(≠1)›¸(‰Ω¸p)›≠ 1
2 . (3.82)

We defined › = 1 ≠ ›, i.e. 0 = 1, 1 = 0, and e› = 2› ≠ 1, i.e. e0 = ≠1,e1 = 1. We
also used relation for the valley ¸ = ”a≠1,›, and conversely a = 1 + e›¸ + ›. Now
inserting this expression into Eq. (3.77), and collapsing the a, b sums, we obtain

HÕ
tetra =

ÿ

–—

ÿ

p1,p2

E–—
r

ÿ

q1q2

ÿ

¸1¸2=0,1

ÿ

››Õ=0,1

n≠›≠›Õ

0 ⁄
–—

¸1≠›̄,¸2≠›̄Õ;››Õ

F›q1¸1(p1)F›Õq2¸2(p2)bq1

¸1p1
bq2

¸2p2
ei(p1+p2)·r. (3.83)

We similarly express the local strain in terms of its constituent Fourier
modes, which are proportional to the phonon creation/annihilation operators,
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as discussed in detail in Appendix 3.A. Putting in these two ingredients, some
algebra (shown also in Appendix 3.A) finally yields, if we define ⁄̂

¸¸Õ;–—
››Õ =

⁄
–—

¸≠›̄ mod2,¸Õ≠›̄Õ mod2;››Õ ,

B
n,¸1¸2|q1q2q
k;p =

iq

2
Ô

2Muc

ÿ

››Õ

n≠›≠›Õ

0 Lq,¸1,¸2

nk;›,›Õ F›q1¸1

⇣
p +

q

2
k
⌘

F›Õq2¸2

⇣
≠p +

q

2
k
⌘

(3.84)
where

Lq,¸1,¸2

nk;›,›Õ =
ÿ

–,—=x,y,z

⁄̂
¸1¸2;–—
››Õ

k–(Á—
nk)q + k—(Á–

nk)q

Ô
Ênk

. (3.85)

Eq. (3.84) may now be inserted into Eq. (3.69). Note that i› in F plays an
important role as discussed in Sec. 3.5.3.4.

Finally, note that the only coefficients ⁄ab,››Õ which contribute to B¸1¸2 with
¸1 ”= ¸2 (i.e. to “intervalley hopping” recalling B¸1¸2 is the coefficient of bq1

¸1
bq2

¸2

in Qq) are those which satisfy ”ab + ”››Õ = 1—see App. 3.F.2 for details. Such

coefficients involve only the Λ
(›)
6,7 couplings, which are typically much smaller

than Λ
(›)
1..5. Therefore a good approximation is to consider only those contri-

butions to the scattering rates Eqs. (3.65,3.66,3.69) with the smallest possi-
ble number of intervalley hoppings. Now, the forms D(1) ≥ B¸1¸2B¸2¸1 and
W° ≥ B¸1¸2B¸2¸3B¸3¸4B¸4¸1 impose that intervalley hopping can only happen
an even number of times in D(1) and W°. Because D

(1)
nk is a priori nonzero even

when Λ6,7 = 0, we discard the subdominant, of order
Ä

Λ6,7

Λ1..5

ä2
, contributions

from ¸1 ”= ¸2 upon calculating D
(1)
nk . On the other hand, a nonzero

W
°,eff,qqÕ

nk,nÕkÕ :=
1

2

Ä
W

°,qqÕ

nk,nÕkÕ + W
°,qqÕ

n≠k,nÕ≠kÕ

ä
(3.86)

requires either (or both) nonzero Λ6,7. The first nonzero term with ¸1 = ¸2 =

¸3 = ¸4 in turn occurs at order
Ä

Λ6,7

Λ1..5

ä1
, and therefore corrections due to ¸i ”= ¸j

are another order
Ä

Λ6,7

Λ1..5

ä1
smaller for W

°,eff,qqÕ

nk,nÕkÕ . We use this approximation in
what follows, i.e. in Secs. 3.5.4 and 3.5.6.

3.5.3.4 Effective breaking of symmetries

(i) Time reversal. We now briefly comment on the relation between the
“effective” time-reversal of the spin system T and the transport properties of
the phonon system. Indeed, it is obvious from Eqs. (3.65) and Eq. (3.69) that if
all the B coefficients satisfy

B
n,¸1¸2|q1q2q
≠k;≠p

?
=
Ä
B

n,¸1¸2|q1q2q
k;p

äú
, (3.87)

then D
(1)
n≠k = D

(1)
nk and W

°,qqÕ

n≠k,nÕ≠kÕ = ≠W
°,qqÕ

nk,nÕkÕ , i.e. the phonon collision inte-
gral is effectively time-reversal symmetry preserving, as discussed in Sec. 3.4.1.
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Therefore, no phonon Hall effect follows if the spin-phonon coupling satisfies
Eq. (3.87).

Which terms in Eq. (3.77) are compatible with an effective time-reversal sym-
metry breaking? By direct inspection of Eq. (3.85), one finds that iLq,¸1,¸2

n≠k;›,›Õ =Ä
iLq,¸1,¸2

nk;›,›Õ

äú
. Thus, only those terms in Eq. (3.84) with i›+›

Õ

= i may satisfy

B
n,¸1¸2|q1q2q
≠k;≠p ”=

Ä
B

n,¸1¸2|q1q2q
k;p

äú
. All others are such that B

n,¸1¸2|q1q2q
≠k;≠p =

Ä
B

n,¸1¸2|q1q2q
k;p

äú
.

The breaking of effective time-reversal in the phonon system thus relies
upon the presence of spin-phonon couplings where ›Õ = ›, i.e. ⁄ab,01 and ⁄ab,10

(henceforth denoted “⁄nm”) coefficients; this is consistent with the argument in
Sec. 3.5.3.2, based on macroscopic time-reversal T , Eq. (3.49). Morevoer, going
back to Sec. 3.4.2.2, we see that if m0 ”= 0 but Λ

(›)
6 = 0 = Λ

(›)
7 , then the kernel

KH
nk,nÕkÕ is invariant under momentum reversal; and so ŸH = 0, even though the

system breaks T .

(ii) ‡d operation. Here we briefly study the ‡d operation, i.e. a mirror trans-
formation through the plane containing the ẑ and x̂+ŷÔ

2
directions. The system,

having antiferromagnetic ordering along the x axis as well as possibly my
0 ”= 0,

explicitly breaks this symmetry. However, if Λ
(›)
1 = Λ

(›)
2 and Λ

(›)
7 = 0, then ‡d is

preserved at the level of the kernel KH
nk,nÕkÕ , whence ŸH = 0. This illustrates the

importance of knowing the action of D4h operations upon the kernels KH
nk,nÕkÕ ,

because some symmetries which are explicitly broken globally might fail to be
effectively broken in phonon scattering.

3.5.4 Solutions of the delta functions

Each contribution to the scattering rate involves a momentum integral over an
integrand which contains either a single delta function or a product of two delta
functions. These express energy conservation constraints, which must be solved
to carry out the integration. The argument of each delta function, which must
be set to zero, is of the form

È ≠ Ω¸,p ≠ sΩ¸,p≠k = 0, (3.88)

where s = ±1. Using the continuum form of the magnon dispersion, Ω¸,p =»
v2

m|p|2 + ∆2
¸ = vm

»
|p|2 + ”2

¸ = vmΩ̂¸,p, where ”¸ = ∆¸/vm, we can rewrite
this as »

|p|2 + ”2
¸ + s

»
|p ≠ k|2 + ”2

¸ = a, (3.89)

where a = È/vm and s = ±1.
The existence and type of solutions depend on the value of a2 ≠ k2, where

k2 = k2
x + k2

y. When they exist, the solutions are conics, as is summarized in
Table 3.5.1.

It is then best to introduce coordinates pÎ, p‹ which are along the principal
axes of the hyperbola/ellipse:

p = pÎbk + p‹ẑ ◊ bk, (3.90)

105



a2 ≠ k2 < 0 0 < a2 ≠ k2 < 4”2
¸ 4”2

¸ < a2 ≠ k2

s = + no solutions no solutions ellipse

s = ≠ half-hyperbola no solutions no solutions

Table 3.5.1: Solutions to a single delta function of the form ”(È≠Ω¸,p≠sΩ¸,p≠k),
with s = ±1, as a function of the value of a2 ≠k2, where a = È/vm, k2 = k2

x +k2
y,

and Ω¸,p = vm

»
p2 + ”2

¸ . The necessary existence conditions described in this

Table are captured by the equation s(a2 ≠ k2) > 4”2
¸ (s + 1)/2.

where we define bk = (kxx̂ + kyŷ)/k (note the denominator k which differs from
k when kz ”= 0), and we can define the major ā and minor b̄ semi-axes, or
conversely, of the conics:

ā =
|a|

2

 

1 ≠ 4”2
¸

a2 ≠ k2 , b̄ =
1

2

»
|a2 ≠ k2 ≠ ”2

¸ |. (3.91)

An immediate consequence is that, in the case of the ellipse ≠ā Æ pÎ ≠ k
2 Æ ā

and ≠b̄ Æ p‹ Æ b̄, while in the case of the half-hyperbola: pÎ Ø k
2 + a.

Both Eq. (3.89) and a pair of such equations may be solved analytically,
but the solutions are analytically complicated. We provide their details in Ap-
pendix 3.E.1, and give here only the final results.

3.5.4.1 Diagonal scattering rate

We have, in particular, the following compact form for D
(1)|s
nk , with s = ±,

D
(1)|s
nk =

(3 ≠ s)fia2

(2fi)2~2

ÿ

¸,¸Õ

ˆ

d2p
sinh(—

2~Ênk)

sinh(—
2~Ω¸,p) sinh(—

2~Ω¸Õ,p≠k)

◊”(Ênk ≠ Ω¸,p ≠ sΩ¸Õ,p≠k)

����B
n,¸,¸Õ|+s≠
k;≠p+ k

2

����
2

, (3.92)

where we converted the two-dimensional momentum sum to an integral using
q

p æ N2d
uc a

2
´ d2p

(2fi)2 , where N2d
uc a

2 is the area of the sample in the xy plane.
From now on, in this paragraph and the following, we make use of the approx-

imation B¸ ”=¸Õ æ 0, as explained previously. Then, collapsing the delta function
(to avoid clutter, we identify y = p‹):

D
(1)|s
nk =

(3 ≠ s)a2 sinh(—
2~Ênk)

4fivm~2
(3.93)

◊
ˆ +Œ

≠Œ
dy

ÿ

÷

fs
÷(y)Js

÷(y)
ÿ

¸

����B
n,¸,¸|+s≠
k;≠p

(÷)
¸,k

(y)+ k
2

����
2

sinh(—
2~Ω

¸,p
(÷)
¸,k

(y)
) sinh(—

2~Ω
¸,p

(÷)
¸,k

(y)≠k
)
,

106



where ®
fs=1
÷ (y) = Θ(b̄ ≠ |y|) Θ(a2 ≠ k2 ≠ 4”2

¸ )

fs=≠1
÷ (y) = ”÷,1 Θ(k2 ≠ a2)

, (3.94)

where a = Ênk/vm, ÷ = ±1 and

Js
D(y) =

������
ÿ

r=±

s(r≠1)/2rcr(y)»
cr(y)2 + y2 + ”2

¸

������

≠1

, (3.95)

with

c÷(y) =
1

2

 
k + ÷ a

 

1 ≠ 4
”2

¸ + y2

a2 ≠ k2

!
, (3.96)

and
p

(÷)
¸,k(y) = c÷(y)bk + yẑ ◊ bk, (3.97)

i.e. we identified pÎ and p‹ in Eq. (3.90) with c÷(y) and y, respectively. At this
point it may be comforting to check dimensions. Noting that y has dimensions
of momentum, i.e. inverse length, and B has dimensions of energy, i.e. inverse
time, one can indeed see that D in Eq. (3.93) has proper dimensions of a rate.

3.5.4.2 Off-diagonal scattering rate

In this case, we must solve a pair of conic equations simultaneously, which takes
the form: ®

È1 ≠ Ω¸,p ≠ s1Ω¸,p≠k1 = 0

È2 ≠ Ω¸,p ≠ s2Ω¸,p≠k2 = 0,
(3.98)

i.e. (»
|p|2 + ”2

¸ + s1

»
|p ≠ k1|2 + ”2

¸ = a1»
|p|2 + ”2

¸ + s2

»
|p ≠ k2|2 + ”2

¸ = a2,
(3.99)

where ai = Èi/vm. Indeed, the integrals which occur in the second order scatter-
ing rates involve pairs of delta functions, whose arguments are of the form con-
sidered above, with in Eq. (3.98), È1 = ≠q1Σ

qqÕ

nknÕkÕ , È2 = ≠q1qÕÊnÕkÕ , s1 = q1q2,
s2 = ≠q1q3, k1 = ≠qk ≠ qÕkÕ, k2 = ≠qÕkÕ, ”¸ = ∆¸/vm. In this case, each of
the two delta function constraints defines a half-hyperbola or an ellipse in the
p plane, and the integrand is confined to the intersections of these two curves.
Consequently, the integral will be collapsed to a discrete set of points. It is
straightforward to see geometrically that the intersection of two curves of these
types is, except for the degenerate cases in which the two curves are identical, a
set of at most four points. The two simultaneous equations can be solved ana-
lytically, but the solutions are algebraically complicated and we give here only
the results and leave details to the Appendices.
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Collapsing the delta functions as explained in Appendix 3.E.1, we can write:

W
°,qqÕ

nk,nÕkÕ =
4a2

v3
m~4

ÿ

j

ÿ

¸,{qi}

JW(pj)F̂
¸,¸,¸|q4,q1,q2

pj ,qk,qÕkÕ (3.100)

◊Im

(
B

n¸¸|q2q3q

k,pj+ 1
2

qk+qÕkÕ
B

nÕ¸¸|≠q3q1qÕ

kÕ,pj+ 1
2

qÕkÕ

◊PP

"
B

n¸¸|≠q1q4≠q

k,pj+ 1
2

qk
B

nÕ¸¸|≠q4≠q2≠qÕ

kÕ,pj+qk+ 1
2

qÕkÕ

q1qÊnk

vm
+ Ω̂¸,pj

≠ q1q4Ω̂¸,pj+qk

+
B

nÕ¸¸|≠q1≠q4≠qÕ

kÕ,pj+ 1
2

qÕkÕ
B

n¸¸|q4≠q2≠q

k,pj+qÕkÕ+ 1
2

qk

q1qÕÊnÕkÕ

vm
+ Ω̂¸,pj

+ q1q4Ω̂¸,pj+qÕkÕ

#)
,

where Ω̂ = Ω/vm, and

F̂
¸3,¸1,¸2|q4,q1,q2

p,qk,qÕkÕ = q1q4

�
2nB(Ω¸3,p+qÕkÕ) + 1

�
(2nB(Ω¸1,p) + q1 + 1)

◊
�
2nB(Ω¸2,p+qk+qÕkÕ) + q2 + 1

�
(3.101)

is a product of thermal factors and where, when they exist, the solutions, j =
0, .., 3 take the form

pj = tÂj/2ÊvÂj/2Ê + u
(fij [2])
Âj/2Ê wÂj/2Ê, (3.102)

where, for i = 0, 1 vi = a2k1+(≠1)ia1k2, wi = ẑ◊vi (note that vi = vi, wi = wi

and pj = p
j

are all in-plane vectors), ti and u
(±)
i are given in Appendix 3.E.1

(also recall we defined e0 = ≠1, e1 = 1, x [2] is x mod 2, and ÂxÊ denotes the floor
of x), and

JW(pj) =

�����s1

k1 · p
j

Ω̂¸,pj
Ω̂¸,pj≠k1

+ s2

p
j

· k2

Ω̂¸,pj
Ω̂¸,pj≠k2

+ s1s2

≠k1 · k2 + p
j

· k2 ≠ p
j

· k1

Ω̂¸,pj≠k1Ω̂¸,pj≠k2

�����

≠1

,

(3.103)
where V1 · V2 = V x

1 V y
2 ≠ V y

2 V x
1 for any in-plane vectors V1,2. Coefficients

t0,1 are always well defined, but for each i, u
(±)
i are the solutions to a quadratic

equation which has zero, one or two solutions, whether the discriminant du,i

thereof is negative, zero, or positive.
Necessary (but not sufficient) conditions of existence of solutions are: (i) the

existence of both conics, cf. Table 3.5.1, (ii) du,0 Ø 0 and/or du,1 Ø 0, (iii) when
s1 and/or s2 is negative, the pj must lie on the ÷1,2 = 1 branch of the 1 and/or
2 hyperbola. Even with these constraints, spurious solutions exist, so that one
must check that the solutions Eq. (3.102) also satisfy the equations for the given
values of a1, a2, k1, k2, q, qÕ, qi.

3.5.5 Scaling and orders of magnitude

In this subsection, we discuss the temperature dependence and magnitude of the
magnonic contributions to the different phonon scattering rates, which deter-
mine the phonon thermal conductivity and thermal diffusivity tensors. Since we
consider a low-energy continuum theory (without a momentum cutoff) in which
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the dispersion of the phonons is linear, these hold only in the low-temperature
limit, i.e. for T π ~vph/(akB). Similarly, we consider the low-energy dispersion
of magnons, so our results are valid for T π ~vm/(akB) ≥ J/kB. In Table 3.5.2,
we summarize some of the relations derived in this section.

quantity ·≠1 ŸL W° ·≠1
skew ÍH

T -scaling T d+2x T 3≠d≠2x T d≠1+3x T d+2+3x T d≠1+3x

Eq. ref (3.105) (3.106) (3.109) (3.110) (3.115)

Table 3.5.2: Scaling relations derived in Sec. 3.5.5 and the corresponding equa-
tion number where they appear. Note that these were obtained within a low-
energy approach which omit in particular larger-k deviations away from the
acoustic phonon linear dispersion limit and other higher-T effects such as Umk-
lapp [Tritt, 2004].

3.5.5.1 Longitudinal scattering rate: Role of anisotropies and scaling
exponent

First we consider the leading magnonic contributions to the longitudinal scat-
tering rate, D

(1)
nk . The typical magnitude of this quantity for |k| ≥ kBT/vph sets

the basic rate 1/· . This rate has been studied previously in classic work on the
phonon-magnon coupling in antiferromagnets. Reference [Cottam, 1974] finds
that 1/· ≥ T 5 (for the moment we give only the T dependence under the above
condition, and do not give the prefactor), for a model of exchange-striction in a
Heisenberg antiferromagnet in three dimensions. This should be recovered from
our formalism.

A general estimate can be obtained from Eqs. (3.65,3.66). To evaluate it
requires, in addition to the dispersion relations, the phonon-magnon couplings
B, which are given in Eq. (3.84). At the level of temperature scaling for typical
thermal momenta, for temperatures well above the magnon gap, vmk ∫ ∆, we
may replace k ≥ kBT/vph, Ê ≥ vphk ≥ kBT and Ω ≥ kBT (the latter is true if
the ratio between vm and vph is order one). Noting that ›̃ and ›̃Õ in Eq. (3.84)
equal ±1, we see that a general phonon-magnon coupling is a sum of three
contributions,

B ≥
Ç

kBT

Mv2
ph

å 1
2

n≠1
0

Å
⁄mm

‰kBT

n0
+ ⁄mn + ⁄nn

n0

‰kBT

ã
. (3.104)

Here, as above, we label generic Néel-Néel vector couplings ⁄nn © ⁄ab,00, net
magnetization-magnetization couplings ⁄mm © ⁄ab,11 and “cross” Néel-magnetization
couplings ⁄mn © ⁄ab,10.

Depending upon which of these terms is dominant, the temperature depen-
dence of B ≥ T 1/2+x, with x = ≠1, 0, 1 corresponding to the ⁄nn, ⁄mn and
⁄mm terms, respectively. We can then estimate the scattering rate by converting
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the momentum sum over p to a d-dimensional integral (d is the spin-exchange
dimensionality) and recalling |p| ≥ T . We see therefore that

1

·
≥ T d≠1|B|2 ≥ T d+2x. (3.105)

A priori, the dominant contributions would arise from terms with x = ≠1, which
have the smallest power of temperature, which would give 1/· ≥? T d≠2 ≥ T in
d = 3 dimensions. This does not agree with Ref. [Cottam, 1974]. Instead, one
notices that what one might expect to be the subdominant contribution from
x = +1, which gives 1/· ≥ T d+2 in general dimensions, does agree with the
classic theory for d = 3.

Why is this the case? The resolution lies in the fact that Ref. [Cottam, 1974]
assumes isotropic Heisenberg interactions, and is carried out in zero magnetic
field. As a consequence, the Hamiltonian has SU(2) symmetry, and Goldstone’s
theorem protects the gaplessness of the magnon modes even in the presence of
strain. In particular, because even an arbitrarily strained lattice must preserve
the gapless magnons in this case, the spin-lattice coupling, Eq. (3.73) must be
spin-rotationally invariant, and moreover its quadratic expansion, Eq. (3.77),
must vanish for a magnon configuration which is a small rotation of the Néel
order, which corresponds to either ny or nz non-zero and spatially constant. This
means that the non-zero terms in Eq. (3.77) involve only ›, ›Õ = m and not n (in
a treatment including higher order terms, spatial gradients Òn would appear,
but these scale in the same manner as m). One can indeed check in Eq. (3.78)
that when the interactions Λ

(m/n),–—
ab are isotropic (Ã ”ab), ⁄nn vanishes, and ⁄mn

vanishes at zero field when the uniform magnetization ma
0 = 0. Taking the ⁄mm

contribution in Eq. (3.104) gives x = +1 in Eq. (3.105) as needed for agreement
with earlier work.

What is the physics of the different values of x? We see that stronger effects
(smaller powers of temperature) arise from coupling to n than to m. This is a
fundamental property of antiferromagnets: fluctuations of the order parameter
n are stronger and more long-ranged than those of the uniform magnetization
m, which is naturally suppressed when antiferromagnetic interactions dominate.
Thus larger effects would be expected from coupling of strain to the staggered
magnetization than to the uniform one, as the formula indeed shows.

How is this reflected in ŸL(T )? The last step from the scattering time · to the
longitudinal conductivity ŸL is a standard one [Tritt, 2004, Carruthers, 1961].
The sum over phonon momentum k in Eq. (3.3) is converted to a three-dimensional
integral (the magnon momentum integral was d-dimensional, with d = 2 in the
case of a layered antiferromagnet).

For temperatures kBT ∫ ∆, the scaling for the temperature dependence of
the longitudinal conductivity is

ŸL ≥ T 3≠d≠2x. (3.106)

As can be seen from Eq. (3.104), a crossover between the low-temperature
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x = ≠1 and the high-temperature x = +1 behaviors occurs at T ı
⁄ ,

kBT ı
⁄ ≥ n0

‰

 

⁄nn

⁄mm
. (3.107)

Eq. (3.107) assumes that the intermediate behavior x = 0, due to the ⁄mn

coupling which is proportional to both anisotropic exchanges and the net mag-
netization, is negligible; this is consistent with our numerical results shown in
Sec. 3.5.6.4. The above results, Eqs. (3.106,3.107), also assume that D

(1)
nk is the

dominant scattering rate contributing to the longitudinal inverse scattering time
Dnk. (The role of D̆nk is considered in more detail in Sec. 3.5.6.4.) However,
many more scattering processes, such as boundary or impurity scattering, which
in Eq. (3.2) are encompassed as D̆nk, ontribute (through Matthiessen’s rule) to
the phonon relaxation. Thus, ŸL should be considered a probe of the full Dnk.

3.5.5.2 Longitudinal scattering rate: Role of the gap and magnetic
field dependence

Since we have seen that the assumption of isotropic interactions suppresses the
coupling to the staggered magnetization, this discussion suggests that breaking of
spin-rotation symmetry should greatly enhance phonon scattering. While this
may indeed be the case, we should note a subtlety: although spin anisotropy
indeed allows such coupling, it also allows the formation of a magnon gap —
enlarged by the presence of an external magnetic field, ∆¸ =

»
Γ¸/‰ + h2

¸ . Which
behavior should be expected from the combination of these two effects?

Regardless of the form of coupling (scaling exponent x), if kBT π ∆,
magnon-phonon scattering will become energetically unavailable. More precisely,
D(1)|+, corresponding to the process whereby a phonon excites two magnons, is
exponentially suppressed due to the required rest energy 2∆, while D(1)|≠, cor-
responding to the process whereby a phonon scatters a magnon, is exponentially
suppressed due to the exponential decrease of all magnon populations at tem-
peratures below the gap. Therefore D(1) as a whole is exponentially suppressed
if kBT π ∆; We check this behavior numerically in Sec. 3.5.6.6.

Thus, a crossover in the behavior of ŸL(T ) occurs at temperature T ı
∆

≥
∆/kB. Below T ı

∆
, the phonon thermal conductivity is mostly due to other scat-

tering effects, which are captured by D̆nk in this work. For constant D̆nk, this
yields ŸL ≥ T 3. Above T ı

∆
, phonon-magnon scattering becomes available, and

is enhanced by anisotropic coupling; provided this is the dominant effect, the
resulting thermal conductivity behavior is ŸL ≥ T 3≠d≠2x with x = ≠1 which,
for d = 2 (two-dimensional magnons), is the same power of temperature as
that obtained with only constant D̆nk. However, the proportionality constant
is larger with phonon-magnon scattering than without, which, for sufficiently
strong anisotropic couplings (i.e. sufficiently large ⁄nn), may lead to a “bump”
in ŸL(T ), as we indeed numerically see in Sec. 3.5.6.4.

Remarkably, this effect depends on the external magnetic field through the
width of the magnon gap (recall the latter is field dependent), and may be an im-
portant feature of ŸL(h, T )≠ŸL(0, T ). For the sake of completeness, we note that
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types of dependences on the magnetic field may arise at temperatures where the
scaling exponent x = 0 plays a role, because the ⁄mn coupling depends explicitly
on the net magnetization m0 in (see Eq. (3.78)). It is however not clear how this
contribution could become non-negligible in any range of temperatures, and the
gap dependence ∆(h) is arguably the main culprit as regards the dependence on
h of the longitudinal conductivity.

3.5.5.3 Transverse scattering: scaling exponent

We can now apply similar reasoning to the transverse/Hall scattering rate W°

from Eq. (3.69). Obviously if temperature is sufficiently low, i.e. below magnon
gaps, the result will be exponentially suppressed. Of greater interest is the
energy regime above the magnon gaps, in which we may assume acoustic linearly
dispersing magnons (and phonons). We proceed by counting the obvious factors
of momentum and energy, and by assuming the relevant momentum scales are set
by dimensional analysis, i.e. k, kÕ ≥ kBT/vm etc. Inspection of Eq. (3.69) shows
one sum over magnon momentum p, which converts to an integration in the
thermodynamic limit, two energy delta functions, and one energy denominator,
which, using the aforementioned momentum scaling implies that

W° ≥ T d≠3B4. (3.108)

Here we considered the magnon momentum integration as d-dimensional, as in
the previous discussion of longitudinal scattering rates.

Now to proceed we must estimate the contribution of the four B factors. To
do so, we need to consider the effective time-reversal symmetry T . This symme-
try must be broken to obtain a non-zero effective skew-cattering rate, W°,eff,qqÕ

nk,nÕkÕ ,
which in particular is odd under T . As discussed in Secs. 3.5.3.2 and 3.5.3.3, un-
der T the ⁄mm and ⁄nn couplings are even while only the ⁄mn couplings are odd;
therefore W°,eff must contain an odd number of factors of ⁄mn. Furthermore,
in the low field regime we consider here, T symmetry breaking happens through
the development of a small uniform magnetization, hence ⁄mn Ã m0, which in
turn is linearly proportional to the applied field (see Eq. (3.78)). Consequently,
to obtain the linear-in-field Hall scattering rate, we should keep just one (and
not three, the other available odd number) factors of ⁄mn. Therefore, we may
use Eq. (3.104) to estimate

W°,eff ≥ T d≠1⁄mn

�
⁄mmT + ⁄nnT ≠1

�3 ≥ T d≠1+3x. (3.109)

Here, as in Sec. 3.5.5.1, x = +1 obtains in a large parameter region where
⁄mm

⁄nn
π

�
n0

‰kBT

�2, while x = ≠1 results if ⁄nn is non-zero and dominant in a
low-temperature regime where the magnon gap remains negligible.

It is by no means clear how the latter regime would be achieved, and if we
assume that the x = +1 case dominates, then it is interesting to see that W°,eff

in Eq. (3.109) scales like T d+2, which is the same power of temperature as the
magnon contribution to the longitudinal scattering rate in Eq. (3.105).

This scaling is a bit surprising, as we should expect that the transverse is
smaller than the longitudinal scattering, since it comes from a higher order term.
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To resolve this, we should consider more carefully the relationship of W°,eff to
a “skew scattering rate”. In particular, one should note that W

°,eff

nknkÕ enters the
collision term via a sum over kÕ, which converts to an integral over kÕ in the
thermodynamic limit. Therefore the measure of this integral, which is expected
to be dominated by |kÕ| ≥ kBT/vm, kBT/vph, contributes an additional factor of
T 3 (since phonons are always three-dimensional). Thus it would be more correct
to estimate the skew scattering rate as

1

·skew
≥ T 3W°,eff ≥ T d+2+3x. (3.110)

For x = 1 and d = 2, this scales as T 7 which is indeed small compared to the T 4

predicted in the same regime for the longitudinal scattering.
Additionally, we highlight in Sec. 3.5.6.7, through numerical evaluations, the

strong momentum-orientation dependence of W°.

3.5.5.4 Transverse scattering: thermal Hall resistivity

We would like to emphasize that within any scattering mechanism of phonon
thermal Hall effect, the skew scattering rate is a more fundamental measure of
chirality of the phonons than the thermal Hall conductivity. This is because the
Hall conductivity inevitably involves the combination of the skew and longitudi-
nal scattering rates (in the form ·2/·skew), and the longitudinal scattering rate
of phonons has many other contributions that do not probe chirality, and may
have complex dependence on temperature and other parameters that obscure
the skew scattering. The scaling of the temperature dependence of 1/·skew given
above is a much more reliable prediction than any corresponding one made for
ŸH for this reason, and we do not quote the latter here. Instead, to extract
the skew scattering rate, one should look at the thermal Hall resistivity, ÍH ,
which is simply proportional to 1/·skew, at least in the simplest view where the
angle-dependence of the longitudinal scattering does not spoil its cancellation.

We define the thermal Hall resistivity tensor as usual by the matrix inverse,
Í = Ÿ≠1. In particular, considering the simplest case of isotropic Ÿµµ æ ŸL and
ŸL ∫ Ÿµ ”=‹ , one thus has

Í
µ‹
H =

Íµ‹ ≠ Í‹µ

2
¥ ≠Ÿµ‹ + Ÿ‹µ

2Ÿ2
L

= ≠Ÿ
µ‹
H

Ÿ2
L

. (3.111)

The quantity Í
µ‹
H is independent of the scale of the longitudinal scattering, in

the sense that under a rescaling Dnk æ ’Dnk, then Í
µ‹
H is unchanged (see indeed

Eqs. (3.3,3.5) for an explicit check at leading perturbative order).
As explained before, let us further assume that Dnk = 1/· is (n, k)—

independent, e.g. as if the case if dominated by some extrinsic effects. In that
case, we can extract the longitudinal dependence from the transverse conduc-
tivity kernel, and redefine K̃H

nknÕkÕ = ·≠2KH
nknÕkÕ which is now independent of

the longitudinal scattering rate ·≠1. Besides, to leading order one has simply
KL

nknÕkÕ = ·e—~Ênk”nnÕ”kkÕ , from which, assuming Ênk = vph|k| and N eq = nB,
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we have simply

ŸL = ·
~

2

kBT 2

1

V

ÿ

nk

e—~Ênk (J–
nk)2 = ·cv

v2
ph

3
, (3.112)

where by construction the result does not depend on the chosen direction – of
the current (for instance – = x, y, z). This is the well-known relation between
the thermal conductivity ŸL and the thermal capacity

cv =
ˆ

ˆT

ñ
1

V

ÿ

nk

N eq
nk~Ênk

ô
= kB

2fi2

5

Å
kBT

~vph

ã3

(3.113)

of the phonon gas. Consequently, Eq. (3.111) evaluates to

Í
µ‹
H = ≠k≠1

B

Å
15vph

2fi2

ã2 Å
~

kBT

ã8 V

(2fi)6

ÿ

nknÕkÕ

Jµ
nkK̃H

nknÕkÕJ‹
nÕkÕ . (3.114)

This expression does not depend on · , which justifies studying ÍH instead of ŸH .
From it and Eq. (3.31), one can readily derive the scaling relation

ÍH ≥ W°,eff ≥ T d≠1+3x, (3.115)

which we check numerically in Sec. 3.5.6.5.

3.5.5.5 Detailed scaling analysis of the longitudinal conductivity

The scaling with temperature described above, obtained by replacing every mo-
mentum scale ~vm,phk, ~vm,phk, ~vm,php by that of the temperature, kBT , are
expected to be valid for “ = vm/vph of “order one”. Here we investigate more
carefully the dependence of these quantities on “ when the latter becomes large.
Surprisingly, we show below that the prediction of Eq. (3.106) for the high tem-
perature scaling of ŸL breaks down already for “ > 3, giving way to a contin-
uously variable power law exponent. For the thermal Hall resistivity, we find
that the temperature exponent, Eq. (3.115), remains independent of the velocity
ratio.

To obtain these results, we analyze the full integral expressions directly, dis-
tinguishing momentum and temperature dependencies. Various technical details
are provided in Appendix 3.E.4.

To analyze ŸL, we start by writing the expression for the diagonal scattering
rate, Eq. (3.93), in dimensionless form, in terms of a scaling parameter { and
dimensionless variable ỹ,

{ =
~vphk

kBT
, ỹ = y/k. (3.116)

We assume the relevant momentum and energy scales are large compared to any
gaps, ”¸ π k, kBT/vm, and therefore in the following set ”¸ æ 0. Then we can
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obtain scaling forms,

c÷(y) = k c̃÷(ỹ), (3.117)

Ω
¸,p

(÷)
¸,k

(y)
, Ω

¸,p
(÷)
¸,k

(y)≠k
= vm k Ω̃

±÷
¸ (ỹ), (3.118)

B
n,¸,¸|+s≠
k;≠p+k/2 = k3/2 B̃mm(ỹ) + k1/2 B̃mn(ỹ) + k≠1/2 B̃nn(ỹ),

and the precise functional forms of c̃÷(ỹ), Ω̃
±÷
¸ (ỹ) and B̃››Õ are given in Ap-

pendix 3.E.4, Eqs. (3.261-3.269). We find, after making the change of variables
in the integral of Eq. (3.93) from y to ỹ,

D
(s)
nk(T ) =

1
ÿ

x=≠1

k2+2xF(s)
x ({, “, ◊), (3.119)

where the scaling functions F
(s)
x ({, “, ◊) are

F(s)
x ({, “, ◊) =

(3 ≠ s)a2 sinh({/2)

4fivm~2

ˆ +Œ

≠Œ
dỹ

ÿ

÷

f̃s
÷(ỹ)J̃s

D(ỹ)

◊
ÿ

¸

C̃x(ỹ)

sinh(“{
2 Ω̃

+÷
¸ (ỹ)) sinh(“{

2 Ω̃
≠÷
¸ (ỹ))

. (3.120)

Here C̃x(ỹ) are quadratic combinations of the original B̃mm, B̃mn, and B̃nn coef-
ficients given in Appendix 3.E.4. Eq. (3.119) agrees with the scaling behavior
given in Eq. (3.105) (with d = 2). In Appendix 3.E.4 we derive the behavior
of the scaling functions F

(s)
x at small and large {, which will be useful in the

following.
The scaling form of the scattering rate is input to the thermal conductivity.

To see the implication, we presume for simplicity the total scattering rate Dnk =
q

s D
(s)
nk + D̆ is dominated by a single value of x . We note in passing that when

the gaps are zero, only one value of s contributes here: s = ≠1 for “ > 1 (the
case of most interest), and s = 1 for “ < 1. Then

Dnk =

Å
kBT

~vph

ã2+2x Ä
{

2+2xFx({) + Ď(T )
ä

. (3.121)

Here we defined Ď(T ) =
Ä
~vph

kBT

ä2+2x
D̆, which is temperature-dependent. In

particular for x = 0, 1, it becomes very small at high temperature. Inserting
this into Eq. (3.3), turning the sum over k into an integral, and using spherical
coordinates, we obtain

Ÿ
µµ
L ≥ kB

~2

Å
~vph

kBT

ã2x≠1

(3.122)

ˆ +Œ

0
d{

ˆ fi

0
d◊

ˆ 2fi

0
d„

k̂µk̂µ sin ◊{4 sinh≠2({/2)

{2x+2Fx({, “, ◊) + Ď(T )
.

Now we are in a position to investigate the temperature dependence of the
conductivity. To simplify the discussion, we restrict the remainder of this section
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to the case x = 1, since F1 is the largest contribution when spin-orbit coupling is
weak, and is also enhanced at high temperature. First consider the low temper-
ature limit. Then Ď(T ) becomes large at low T , and we can simply replace the
denominator of the integrand in Eq. (3.122) by Ď(T ). This is just the extrin-
sic limit in which the constant D̆ scattering dominates and one recovers the T 3

dependence of the thermal conductivity arising from the phonon heat capacity.
Next we turn to the higher temperature limit. There, the parameter Ď(T ) be-

comes small, and might naïvely be neglected. Dropping this term in Eq. (3.122),
the sole remaining temperature dependence is in the prefactor, and agrees with
what was found earlier in Eq. (3.106) (for d = 2). This procedure is valid pro-
vided the integral in Eq. (3.122) converges for Ď(T ) = 0. To check this, we must
consider the potential divergences at small and large {. At small {, the inte-
grand behaves like 1/({2F1({)). As shown in Sec. 3.E.4, F1({) grows as small
{ (see Eq. (3.273)), ensuring there is no divergence. The large { limit is more
problematic. This is because although the sinh≠2({/2) factor decays exponen-
tially, the factor Fx in the denominator also decays exponentially. Specifically,
we show in Sec. 3.E.4 that Eq. (3.120) implies

Fx({, “, ◊) ≥
{∫1

F̄(“, ◊)e≠–(“,◊){, (3.123)

where the function –(“, ◊) = 1
2(“| sin ◊| ≠ 1) (see Eq. (3.271)), and F̄(“, ◊) a

constant. This implies an exponential growth of 1/Fx with { when Ď is neglected.
For “ > 3, the integral becomes divergent for Ď = 0, and the naïve scaling fails.

To see what happens for “ > 3, we deduce from the above discussion that the
integral in Eq. (3.122) becomes dominated in this case by large Ÿ ∫ 1. Then we
approximate sinh {

2 ≥ e{/2, and use the asymptotic form of Fx in Eq. (3.123).
We must then distinguish two cases. If – < 1, the { integral converges, even
for Ď(T ) æ 0, and we obtain, in the latter limit, ŸL ≥ T ≠1. When – > 1, we
must be more careful. Successively performing the changes of variables u = e≠{,
u = vĎ(T )–(“,◊)≠1

and v = w[≠–(“, ◊)≠1 ln Ď(T )]≠–(“,◊)≠1
, and a saddle-point

procedure assuming – > 1, we arrive at (see Appendix 3.E.4)

ŸL ≥ 1

T
Ď(T )–≠1

0 ≠1
Ä
≠–≠1

0 ln Ď(T )
ä4≠–≠1

0 I0(“) (3.124)

where –0(“) = –(“, 0) = (“ ≠ 1)/2 > 1, I0(“) =
´ +Œ

0 dw 1
w–0 F0(“,0)+1 . This

entails, up to logarithmic corrections,

ŸL ≥
®

T ≠1 for “ < 3

T 3≠8(“≠1)≠1
for “ > 3

. (3.125)

We see that the 1/T high-temperature behavior of ŸL changes for “ > 3 to a
power law with an exponent that continuously depends upon “, and even changes
sign: for “ > 11/3, the conductivity increases with increasing temperature at
high T . We indeed recover this nontrivial feature numerically, see Fig. 3.5.3.

Note that this behavior is all obtained within the linearized phonon and
magnon models, and thus eventually changes when the temperature exceeds for
example the Debye energy.
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3.5.6 Numerical results

3.5.6.1 Implementation

Details about the numerical implementation are given in Appendix 3.E.3. In
short, we use C together with (i) the Cubature library to perform the one-
dimensional momentum integrals (appearing in the definitions of D

(1)|s
nk , Eq. (3.93)),

(ii) the Cuba library [Hahn, 2005] to perform multi-dimensional integrals (in Ÿ
µµ
L ,

Eq. (3.3), and in Í
µ‹
H , Eq. (3.114)).

3.5.6.2 Choice of parameters

(i) Polarization vectors In Eq. (3.85), L is the trace over the product of
the coupling matrix ⁄, with matrix elements ⁄–— , and that, S, which determines
the structure of the strain tensor and has matrix elements

Sq;–—
nk =

k–(Á—
nk)q + k—(Á–

nk)q

Ô
Ênk

. (3.126)

Values of (n, k) such that this factor vanishes correspond to phonons which
are not coupled to the magnons, and whose longitudinal conductivity is solely
driven by D̆nk, i.e. other scattering effects. While this may indeed happen in
practice, to highlight the effects of phonon-magnon scattering we choose a basis
of polarization vectors (Á0,k, Á1,k, Á2,k) such that this is never the case (at least
for – = —, as with Λ1..5 which are much larger than Λ6,7).

These polarization vectors enforce Án,≠k = Áú
nk = ≠Ánk (so that Sq;–—

n,≠k =

Sq;–—
nk = ≠S≠q;–—

nk ) as well as the tetragonal symmetry of the crystal, as required
by the general theory of elasticity [Maradudin and Vosko, 1968]; explicit expres-
sions are given in App. 3.E.2.2.

(ii) Extrinsic phonon scattering rate For similar reasons, the extrin-
sic phonon scattering rate is taken to be D̆nk æ “ext, a constant independent
of (n, k) and small compared with the typical Dnk as soon as T > T ı

∆
(see

Sec. 3.5.5.2). In very clean monocrystals and in the absence of any other phonon
scattering events, “ext ≥ vph/L reduces to the rate at which phonons bounce off

the boundaries of the sample (of size L).

(iii) Phonon dispersion The phonon dispersion relation is chosen linear, n-
independent and isotropic, Ênk = vph|k|, so that the different regimes of scaling
exponents x appear clearly.

3.5.6.3 Units and numerical values

We express our numerical results in units where ~
code = 1, kcode

B = 1, vcode
ph = 1

and with unit lattice spacing acode. Then, the mass of the unit cell Muc is
expressed in units of M0 = ~

vpha
and is typically large—of the order Muc ≥ 104M0.

T is expressed in units of T0 =
~vph

akB
and should verify T/T0 . 1 so that the

117



assumption of linearly dispersing phonons is correct. Correspondingly, we can
define an energy ‘0 = kBT0, and the isotropic part of the exchange J is expressed
in units of ‘0.

The magnon velocity is fixed according to linear spin wave theory, which gives
vm = 2

Ô
dJSa/~, with J the isotropic magnetic exchange constant. We take d =

2 and S = 1/2; moreover, it is known that for S = 1/2 there is a renormalization
factor Z ¥ 1.2 enhancing the velocity, so that vm/vph =

Ô
2ZJ/‘0 ¥ 1.7J/‘0 in

our units. Since, for isotropic exchange, ‰ = 1
4a2J

, we also take ‰≠1
code = 4(J/‘0).

Spin-phonon couplings Λ1..7 are expressed in units of ‘0/a = ~vph/a2. We
describe a possible microscopic mechanism for spin-strain coupling in App. 3.F.1,
where we show that Λ1..5 typically arise as derivatives of the isotropic magnetic
exchange constants. Since the latter ultimately arises from the overlap of atomic
wavefunctions, which vary over distances of the order aB the Bohr radius, we
expect Λ1..5 ≥ J/aB. Meanwhile Λ6,7 come from anisotropic exchanges and are
thus expected to be considerably smaller.

Since the differences Λ
(›)
1,2 ≠ Λ

(›)
3 and Λ

(›)
4 ≠ Λ

(›)
5 are due to anisotropic ex-

changes, they are chosen a fraction of a Λ
(›)
1..5. Since these magnetoelastic cou-

plings typically arise as derivatives of magnetic exchange, we also take Λ
(m)
i ¥

≠Λ
(n)
i for i = 1..7; see App. 3.F.1 for a detailed derivation.
Scattering rates Dnk and “ext are expressed in units of “0 = vph/a, and we

assume “ext to be small, of the order of 1/L with L the size of the sample—
typically “ext ≥ 10≠7vph/a. Finally, thermal conductivities are expressed in
units of Ÿ0 = kBvph/a2.

For numerical calculations, we kept most dimensionless materials parameters
(e.g. the ratio of vm and vph) fixed and constant, with the values given in Ta-
ble 3.5.4. Those parameters for which we explore a given range of values are given
in the captions of the figures in the following subsections. The fixed values are
loosely inspired by Copper Deuteroformate Tetradeuterate (CFTD), a square lat-
tice S=1/2 antiferromagnet which has been intensively studied via neutron scat-
tering [Christensen et al., 2007, Dalla Piazza et al., 2015, Rønnow et al., 2001]
due to its convenient scale of exchange which suits such measurements. For our
purposes, CFTD has the desirable attribute that the magnon and phonon veloc-
ities are comparable (based on an estimate of the sound velocity from the cor-
responding hydrate [Kameyama et al., 1973]), which creates a significant phase
space for magnon-phonon scattering. By contrast, in La2CuO4, vm is much
larger than vph.

v0 a0 “0 M0 T0 ‘0 ‰≠1
0 Λ0 Ÿ0

vph a
vph

a
~

vpha

~vph

akB
kBT0 ‘0a

2 ‘0
a

kBvph

a2

Table 3.5.3: Table of units of velocity v0, distance a0, rate “0, mass M0, tem-
perature T0, energy ‘0, inverse susceptibility ‰≠1

0 , coupling Λ0 and thermal con-
ductivity Ÿ0 used in Table 3.5.4.
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vm vph ‰≠1 n0 a Muc mx
0 my

0 mz
0 ∆0 ∆1

‚ 1.0 2.08‚ 1/2 1.0 8 · 103 0
0.0

0.05

0.05

0.0
0.2 0.04

› Λ
(›)
1 Λ

(›)
2 Λ

(›)
3 Λ

(›)
4 Λ

(›)
5 Λ

(›)
6 Λ

(›)
7

n = 0 4.8‚ 4.0‚ 5.6‚ 4.0‚ 4.8‚ 0.24‚ 0.32‚

m = 1 ≠4.0‚ ≠4.8‚ ≠5.6‚ ≠4.8‚ ≠4.0‚ ≠0.32‚ ≠0.24‚

Table 3.5.4: Numerical values of the fixed parameters used in all numerical
evaluations, expressed in the units given in Table 3.5.3. The upper and lower
entries for my

0 and mz
0 correspond to the two cases for calculating Í

xy
H and Íxz

H ,
respectively. ‚ = “ = vm/vph is a dimensionless multiplier used to reproduce the
effect of a varying magnetic exchange scale, which mainly impacts vm, ‰, Λ

›
i . In

the plots, we use the values ‚ = 2.5, 5, 10.

Finally, note that the following scaling relations for ŸL,

ŸL

Ä
{Λ

(›)
1,..,7}, “ext

ä
= ’2

0 ŸL

Ä
{’0Λ

(›)
1,..,7}, ’2

0“ext

ä
, (3.127)

and for ÍH ,

ÍH

Ä
{Λ

(›)
1,..,5}, {Λ

(›)
6,7}, my,z

0

ä

= ’≠3
1 ’≠1

2 ’≠1
3 ÍH

Ä
{’1Λ

(›)
1,..,5}, {’2Λ

(›)
6,7}, ’3my,z

0

ä

+ O
Ä
(my,z

0 )3(Λ
(›)
6,7)3
ä

, (3.128)

hold for any rescaling factors ’0,..,3. Eqs. (3.127,3.128) make it possible to ex-
trapolate results from our calculations for values of the parameters which are not
explicitly explored in Table 3.5.4 and Figs. 3.5.5(a), 3.5.5(b), 2.3(a), and 2.3(b).

3.5.6.4 Results for ŸL

Numerical results for ŸL(T ) are displayed in Figs. 3.5.1, 3.5.2 at fixed ‚ = “ =
vm/vph = 2.5.

Fig. 2.3(a) shows plots of ŸL(T ) for several values of the extrinsic scattering
“ext fixed ‚ = “ = vm/vph = 2.5. This figure exhibits all the behaviors described
in Secs. 3.5.5.1, 3.5.5.2, with the extra feature that here there are two crossovers
temperatures, T ı

∆,0 and T ı
∆,1 defined by the two different magnon gaps ∆0, ∆1

whose values we give in Tab. 3.5.4. These are more clearly visible in Fig. 2.3(b),
where we show ŸL(T ) in a small window of low temperatures and for smaller
values of “ext.

Four scaling regimes can then be identified:

(i) For T . T ı
∆,1, only extrinsic scattering contributes to the full phonon

scattering rate, and ŸL Ã T 3/“ext.
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Figure 3.5.1: Longitudinal thermal conductivity ŸL (in units of Ÿ0 = kBvph/a2)
with respect to temperature T (in units of T0 = ~vph/(akB)), for four different
values of “ext. “ext = 1 · 10≠z(vph/a), z œ J4, 7K, from darker (z = 4) to lighter
(z = 7) shade. The dashed gray line indicates the evolution of the crossover
temperature T ı

⁄ as a function of “ext. Inset: log-log plot; the scaling behaviors
are consistent with the analysis presented in the text. The inset is reproduced
in App. 3.G.
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Figure 3.5.2: Longitudinal thermal conductivity ŸL (in units of Ÿ0 = kBvph/a2)
with respect to temperature T (in units of T0 = ~vph/(akB)), for four different
values of “ext. “ext = 1 · 10≠z(vph/a), z œ J6, 9K, from darker (z = 6) to lighter
(z = 9) shade. The two crossover temperatures T ı

∆,1 and T ı
∆,0 are defined in the

text up to a prefactor; here we identify the corresponding features in ŸL but do
not indicate specific values of T . See App. 3.G for a log-log plot.
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(ii) For T ı
∆,1 . T . T ı

∆,0, both the extrinsic and the x = ≠1 phonon-
magnon (only in the ¸ = 1 valley) scattering rates contribute with the same
scaling exponent, yielding ŸL Ã T 3 with a smaller proportionality coefficient
than in the first regime.

(iii) For T ı
∆,0 . T . T ı

⁄ , both the extrinsic and the x = ≠1 phonon-magnon
(now in both valleys) scattering rates contribute with the same scaling exponent,
yielding ŸL Ã T 3 with yet a smaller proportionality coefficient.

(iv) For T > T ı
⁄ , the x = +1 phonon-magnon scattering rate is dominant

and yields ŸL Ã T ≠1. Note that T ı
⁄ is defined in Eq. (3.107) in the D̆nk = 0 case;

here by T ı
⁄ we mean the more general crossover temperature in the presence of

a finite D̆nk = “ext.
The exponents quoted above are found with very good accuracy from a log-

log scale plot (see inset of Fig. 2.3(a) and Appendices), regardless of the value of
“ext; in that sense these exponents are universal. The influence of (non-universal)
“ext on the results of Fig. 2.3(a) is essentially threefold:

• Since the full phonon scattering rate is Dnk = “ext + D
(1)
nk , unsurprisingly

ŸL(T ) is always a decreasing function of “ext.

• The “bumps” at T ≥ T ı
∆,¸ come from the fact that the x = ≠1 phonon-

magnon scattering rate is much larger than “ext as soon as the gap permits
this scattering process; therefore, for large enough “ext, this feature disap-
pears. More precisely, one should compare “ext with Dnn,¸ := ÷2f2∆¸/Muc,
where the dimensionless parameters ÷, f are defined by ⁄nn ƒ ÷⁄mm and
Λ1..5 ƒ fJ/a. The first bump is noticeable iff “ext . Dnn,1, and the second
bump is noticeable iff max(“ext, Dnn,1) . Dnn,0.

• Since “ext and the ⁄nn coupling lead to the same scaling exponent, the
T ≥ T ı

⁄ crossover results from a competition between ⁄mm on the one
hand and (“ext, ⁄nn) on the other; thus the larger “ext, the greater the
dependence of T ı

⁄ on “ext, and T ı
⁄ (“ext) is an increasing function of “ext.

Finally, Fig. 3.5.3 shows plots of ŸL(T ) for several values of the velocity ratio
vm/vph = “ = ‚ at fixed “ext = 10≠6. In particular, we recover, at T ∫ T ı

⁄ ,
the particularly non-trivial behavior described in Sec. 3.5.5.5; namely that for
all “ values greater than “ = 3 the high-temperature behavior of ŸL goes like
T 3≠8(“≠1)≠1

(Eq. (3.125)) and the exponent indeed changes signs at “ = 11/3,
i.e. the conductivity increases with increasing temperature for “ > 11/3.

3.5.6.5 Results for ÍH

We evaluated numerically Í
µ‹
H for both µ‹ = xy and xz, in both cases with a net

magnetization m0 oriented along fl, the axis perpendicular to the Hall plane µ‹.
Results are presented in Fig. 3.5.4. Here the dashed straight lines on the double
logarithmic scale indicate the expected T 4 scaling.
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This behavior is consistent with the arguments given in Sec. 3.5.5.4, especially
Eq. (3.115), with d = 2-dimensional magnons and scaling exponent x = +1, cor-
responding to the temperature regime where isotropic exchange dominates over
the phonon-magnon coupling. We expect from Eq. (3.109) that deviations from
this scaling behavior would be observed at lower temperatures, not investigated
here.

We emphasize that the numerical values of Í
xy
H and Ízx

H are of the same
order of magnitude. This is remarkable in a layered system which has entirely
different magnon dynamics in the xy and xz planes, in this case where magnons
are explicitly two-dimensional, carrying energy only within xy layers. It can be
understood from the fact that here phonons are isotropic, carrying energy in
all three directions, and that including T -odd scattering exists in all directions,
therefore allowing a Hall effect in both the xy and xz directions.

Figure 3.5.3: Dependence upon ‚ = vm/vph of the longitudinal conductivity as
a function of temperature, in log-log scale, for “ext = 10≠6. We highlight the
change of scaling behaviors for T > T ı

⁄ at vm/vph = 3, above which the temper-
ature scaling exponent of ŸL is a continuous function of vm/vph, see Eq. (3.125).

Numerically evaluating the dependence on vm/vph = “ of ÍH, we find that
|Íxy

H /Íxz
H | < 1 for all the values of “ studied, and that the prefactors of Í

xy
H , Íxz

H

are rapidly suppressed for large “, as shown in Fig. 3.5.4. From a simple analysis,
we expect |Íxy

H /Íxz
H | Ã 1/“ for large “. The reason for the overall suppression of

the Hall resistivity with increasing “ is also clearly due to the diminishing phase
space for scattering, but we have not obtained the exact dependence analytically.

Finally, we note that for our choice of antiferromagnetic order along the
x̂-axis in this model and within linearized spin-wave theory, Í

yz
H = 0.
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Figure 3.5.4: Hall resistivities Í
xy
H (T )/Í0 and Íxz

H (T )/Í0 for three values of
vm/vph. The low temperature saturation of Íxz

H (T )/Í0 observed for ‚ = 10
is due to the non-negligible contributions of the ⁄nn term in that range. This
is confirmed by the data shown in empty blue diamonds, which is the result
of calculations at the same value of vm/vph = 10 and approximately the same
coupling constants as the full blue diamonds, except that ⁄nn = 0 there (the
values of ⁄mm are also slightly different but, importantly, the values of ⁄mn are
unchanged).
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3.5.6.6 Results for Dnk

Fig. 3.5.5(a) shows the angular dependence of Dnk. Throughout this section, we
use k = k(cos „ûx + sin „ûy), with „ œ [0, 2fi[, and kz = k cos ◊ with ◊ œ [0, fi].
Note that, in turn, k2 = k2 sin2 ◊. Also, since all the results are invariant under
kz æ ≠kz i.e. ◊ æ fi ≠ ◊, we plot results for ◊ œ [0, fi/2] only.

(a)
0

0.002

0.004

0.006

0.008

0.010

(b)
0

0.0025

0.0050

0.0075

0.0100

0.0125

Figure 3.5.5: Diagonal scattering rate D
(1)
nk /“0 at fixed temperature T = 0.5T0

and in polarization n = 0. (a) as a function of ◊(k) = arccos(kz/|k|) œ [0, fi/2]
(horizontal axis) and „(k) = Arg(kx + iky) œ [0, 2fi] (vertical axis) for fixed
|k| = 0.5/a. (b) as a function of ◊(k) = arccos(kz/|k|) œ [0, fi/2] (horizontal
axis) and |k|a (vertical axis) for fixed „(k) = 0. Other parameter values are
explored in App. 3.G.

(i) In-plane „(k) angular dependence. We see from Fig. 3.5.5(a) that
phonon-magnon scattering is typically larger for values of „(k) associated with
high-symmetry axes of the system, i.e. „ = 0 mod[fi/2]. This is inherited from
the structure of L = Tr[⁄T

S] in Eq. (3.85), which enters the magnetoelastic
coupling, Eq. (3.73). The latter is by definition invariant under all symmetries
of the crystal, so that components of the strain tensor couple to functions of the
magnetization fields m, n with the same symmetries.

Now, while the symmetry group of the crystal structure is tetragonal, the C4

symmetry is spontaneously broken by the antiferromagnetic order along the x
axis, while the C2 and mirror symmetries are preserved when the magnetic field
is along the z axis. More precisely, how does the C4 symmetry (as acting on the
–, — indices) break? Since the S factor in Eq. (3.85) has the same structure as
the strain tensor itself, it preserves C4; therefore the latter can only be broken in
the ⁄ factor. Let us focus on the ⁄mm, ⁄nn cases, since these coefficients can be
nonzero in the absence of a net magnetization m0. A broken C4 symmetry then
means that 0 ”= ⁄Õ

›,a := ⁄xx
aa;›› ≠ ⁄

yy
aa;››. By inspection of Eqs. (3.74) and (3.78),

one sees that there are two ways the latter can be nonzero: (1) in the (› = n)
channel, ⁄Õ

n,a is proportional to anisotropic exchanges; and (2) in the (› = m)
channel, ⁄Õ

m,a contains both isotropic and anisotropic exchange constants, and
is consequently much larger than ⁄Õ

n,a. From this analysis, it follows that the
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deviation from C4 symmetry as captured in D
(1)
nk by ⁄Õ

›,a is largest for values of
|k| where the ⁄mm contributions dominate over the ⁄nn ones, i.e. at large |k|
(recall Eq. (3.104)). One can check that this is indeed the case, as is shown in
Appendix 3.G.

(ii) Out-of-plane ◊(k) angular dependence. The out-of-plane angular
dependence illustrates quite clearly the dynamical constraints satisfied by Dnk,
as outlined in Sec. 3.5.2.2. By inspection of Eq. (3.67), we define

◊≠ = arctan
Ä
v≠1

ph

»
v2

ph ≠ v2
m

ä
, (3.129)

◊
(1)
+ (|k|) = arcsin

Ä
v≠1

m

»
v2

ph ≠ 4∆Õ/|k|2
ä

, (3.130)

◊
(2)
+ (|k|) = arcsin

Ä
v≠1

m

»
v2

ph ≠ 4∆/|k|2
ä

, (3.131)

where ∆Õ = max(∆0, ∆1). Note that outside the domain of definition of Ô
. . .,

by continuity one fixes ◊
(1,2)
+ := 0. The figure Fig. 3.5.5(a) can then be divided

in four areas as follows:

• The vertical black band at angles ◊(k) œ [◊
(1)
+ (|k|), ◊≠] corresponds to

values of (kz, |k|) such that energy and momentum conservation cannot be
satisfied simultaneously because of the magnon gap ∆; therefore D+

nk =
0 = D≠

nk.

• For angles ◊(k) > ◊≠, scattering of the “ph+m æ m” type becomes possi-
ble, i.e. D≠ > 0. Meanwhile, following Eq. (3.67), D+ = 0.

• Conversely, for ◊(k) < ◊
(2)
+ (|k|), scattering of the “ph æ m+m” type be-

comes possible, i.e. D+ > 0, while D≠ = 0.

• For ◊ œ [◊
(2)
+ , ◊

(1)
+ ], scattering of the “ph æ m+m” type is possible only

in the valley with the smallest gap, while in the other no scattering can
happen; therefore, in that region D+ > 0 but its value drops (without
vanishing a priori) at the interface ◊(k) = ◊

(2)
+ (|k|).

(iii) Dependence on |k|. In Fig. 3.5.5(b), we show the dependence of Dnk

as a function of the norm |k| and the out-of-plane angle ◊. This plot displays
divergences near the singular lines ◊

(1,2)
+ , ◊≠, which can be attributed to the

thresholds for magnon scattering just above the gaps.
The angular width ”◊(k) of the two black and darker regions bounded from

the right by ◊≠, where scattering is forbidden in at least one of the two val-
leys, varies with |k|. From Eq. (3.67), we see that this width scales like ”◊ ≥
(∆¸/vph|k|)2. These regions extend down to |k| = 0, reflecting the fact that
phonons with too little energy are unable to excite magnon pairs. The momen-
tum magnitude thresholds for the excitation of magnon pairs are naturally given
by k1 = 2∆/vph and k2 = 2∆Õ/vph.
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Figure 3.5.6: Skew-scattering rate W
°,≠≠
nknÕkÕ/“0 as a function of ◊(kÕ) œ [0, fi/2]

(horizontal axis) and Ï(k, kÕ) = „(kÕ)≠„(k) (vertical axis) for fixed |kÕ| = 0.8/a,
kx = 0, ky = 0.2/a, kz = 0.1/a, m0 = 0.05 ẑ and temperature T = 0.5 T0. Other
parameter values are explored in App. 3.G. Note that the colorbar is not scaled
linearly.
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3.5.6.7 Results for W°
nknÕkÕ

Although the angular dependences of the W
°,qqÕ

nknÕkÕ skew-scattering rates are more
intricate than those of Dnk, a few general remarks can be made. In particular,
in Fig. 3.5.6, where we plot W°,≠+ as a function of ◊ and Ï at fixed |kÕ| = 0.8/a,
kx = 0.2/a, ky = 0, kz = 0.1/a (and temperature T = 0.5T0), we have:

• Although kz ”= 0, we can still take advantage of the kÕ
z ¡ ≠kÕ

z symme-
try, and it is sufficient to consider ◊(kÕ) œ [0, fi/2]. This comes from the
fact that, for purely planar magnons, the phonon momenta kz, kÕ

z are not
coupled. Meanwhile there is a priori no Ï(k, kÕ) ¡ ≠Ï(k, kÕ) symmetry
except when k is along one of the high-symmetry axes of the crystal, as is
the case here (cf. ky = 0).

• The vertical black line at ◊(kÕ) = ◊≠ can still be identified, and corresponds
to magnons being gapped as in D

(1)
nk . However, in W°, the width and

position of the gapped (black) zone now depend also on Ï(k, kÕ), due to
the second energy conservation constraint in W° (a feature absent in D(1)

where there is only one energy constraint).

• In Appendix 3.G, we explore other orientations of in-plane (kx, ky), and
show that the features of W°,qqÕ

nknÕkÕ quoted above still hold. This is consistent
with the above observations being consequences of the energy conservation
constraints, which depend only of the relative angle „(k)≠„(kÕ) since both
phonon and magnon dispersions are isotropic in the xy plane.

• In Fig. 3.5.6, W
°,≠+
nknÕkÕ also seems to vanish along certain special lines,

especially those located at Ï(k, kÕ) = 0, fi/2, fi, 3fi/2, 2fi. These features
are not independent of the orientation „(k); in fact they are salient features
of the in-plane momenta being along the high-symmetry axes of the crystal.
Thus, they do not result from energy conservation constraints, but from
subtle effects in the structure of Eq. (3.69).

Finally, we point out that the values of W° in Fig. 3.5.6 are small compared
to the values of D(1) obtained for similar values of momenta. This can be un-
derstood from the combination of (1) the anti-detailed-balance structure of W°,
from which it follows that W°,qqÕ

nk,nÕkÕ +W
°,qqÕ

n≠k,nÕ≠kÕ = O(m0) as shown in Sec. 3.4.1,
and (2) the C2 symmetry of the system around the ẑ axis, which (since for pla-
nar magnons kz ¡ ≠kz is a symmetry) entails W

°,qqÕ

nk,nÕkÕ = W
°,qqÕ

n≠k,nÕ≠kÕ . Thus

W
°,qqÕ

nk,nÕkÕ = O(m0) itself. This, together with the analysis given in Sec. 3.5.3.4
showing that terms which are odd in m0 are also proportional to anisotropic
couplings, implies that W

°,qqÕ

nk,nÕkÕ is indeed typically much smaller than D
(1)
nk .

3.5.7 Discussion of the results in absolute scales

Here we discuss the absolute scales of ŸL, ÍH and ŸH we obtain using the pa-
rameter values from Table 3.5.4 and those in the figure captions. First it is
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instructive to estimate the basic scales for thermal conductivity and tempera-
ture derived from phonons, which define the scales for our numerical plots. Using
the phonon velocity for CFTD, vCFTD

ph = 4 · 103 m·s≠1 and its in-plane lattice
parameter aCFTD = 5.7 · 10≠10 m, we find (see Table 3.5.3),

• ŸCFTD
0 = 0.17 W·K≠1·m≠1,

• T CFTD
0 = 54 K,

• “0 = 7.0 · 1012 Hz.

Note that these scales do not vary greatly for many materials. For example, in
La2CuO4, we find ŸLCO

0 = 0.38 W·K≠1·m≠1 and T LCO
0 = 80 K. Importantly, the

scale Ÿ0 is order one in SI units, which allows a roughly direct comparison with
most data.

Next we can use the actual computed values to see what this mechanism
predicts for the “test” material CFTD. We have at T ¥ 0.5T0 ¥ 27 K,

• ŸCFTD
L ¥ 125Ÿ0 ¥ 22 W·K≠1·m≠1 for any of the “ext values presented in

Fig. 2.3(a),

• for “ext = 10≠4“0 = 7.0 · 108 Hz, T ı,CFTD
⁄ ¥ 0.3T0 ¥ 16 K,

• for “ext = 10≠7“0 = 7.0 · 105 Hz, T ı,CFTD
⁄ ¥ 0.1T0 ¥ 5.4 K,

• ÍCFTD
H ¥ 2 · 10≠5Í0 ¥ 1.2 · 10≠4 K·m·W≠1,

• |◊CFTD
H | ¥ 2.6 · 10≠3,

• |ŸCFTD
H | ¥ 5.8 · 10≠2 W·K≠1·m≠1.

Note that ŸL, ŸH and ◊H all depend on the choice of values for “ext.

3.6 Conclusions

3.6.1 Summary of results and method

In this paper, we studied the problem of scattering of phonons due to a weak
intrinsic (i.e. without disorder) coupling to a fluctuating field Q, which is itself
a quantum mechanical degree of freedom. Using the T-matrix formalism, we
derived the scattering rates of phonons up to fourth order in coupling. The result
is expressed generally, without any assumptions on the nature of the fluctuating
field (i.e. it can be highly non-Gaussian), in terms of correlation functions of
Q. Using these scattering rates in the Boltzmann equation leads to general
expressions for the thermal conductivity tensor, and, when symmetry allows, a
non-vanishing thermal Hall effect. A central result is that the skew scattering
of phonons (which we define sharply as a scattering component which obeys
an anti-detailed balance relation), and hence the thermal Hall conductivity, is
proportional to a four-point correlation function of Q, which we give explicitly.
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We highlight throughout the various constraints due to symmetry (both exact
and approximate), unitarity, and thermal equilibrium.

As an illustration of the method, we applied these results to the case where
the fluctuating field Q arises from spin wave (magnon) excitations of an ordered
two-sublattice antiferromagnet. We model the latter via standard spin wave
theory, for which phase space constraints imply that the dominant contribution
arises from bilinears in the creation/annihilation operators of the spin waves. We
obtain a general formula for the second order and fourth order scattering rates in
terms of the dispersion of phonons and magnons, and the spin-lattice coupling
constants. To obtain concrete results, we focus in particular on the limit in
which the relevant magnons are acoustic, and we assume tetragonal symmetry
and two-dimensionality of the magnons (but we retain the three dimensionality
of the phonons). Under these assumptions we obtain all the (seven) symmetry-
allowed spin-lattice coupling interactions, and calculate the second order and
fourth order scattering rates, and thereby the thermal conductivity, including a
phenomenological parallel scattering rate of phonons due to other mechanisms,
e.g. boundary and impurity scattering. The final formulae are evaluated via nu-
merical integration for representative model parameters. We observe a number
of distinct scattering regimes, which we identify with features in the longitu-
dinal thermal conductivity. We obtain a non-vanishing thermal Hall effect, in
agreement with general symmetry arguments. Please see Sec. 3.5 for details.

3.6.2 Relation to other work

While we are not aware of any general results on the intrinsic phonon Hall
conductivity due to scattering, there are a number of complementary theoret-
ical papers as well as some prior work which overlap a small part of our re-
sults. The specific problem of phonons scattering from magnons was studied
long ago to the leading second order in the coupling by Cottam [Cottam, 1974].
That work, which assumed the isotropic SU(2) invariant limit, agrees with
our calculations when these assumptions are imposed. The complementary
mechanism of intrinsic phonon Hall effect due to phonon Berry curvature was
studied by many authors [Qin et al., 2012, Saito et al., 2019, Zhang et al., 2010,
Zhang et al., 2021b], including how the phonon Berry curvature is induced by
spin-lattice coupling in Ref. [Ye et al., 2021]. The majority of recent theoretical
work has concentrated on extrinsic effects due to scattering of phonons by defects
[Sun et al., 2021, Guo and Sachdev, 2021, Guo et al., 2022, Flebus and MacDonald, 2021].
The pioneering paper of Mori et al. [Mori et al., 2014] in particular recognized
the importance of higher order contributions to scattering for the Hall effect,
and is in some ways a predecessor to our work.

3.6.3 General observations

While often times scattering is regarded as a process which destroys coherence
and suppresses interesting dynamical phenomena, our work reveals that higher
order scattering probes highly non-trivial structure of correlations. Due to the
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constraints of detailed balance, the skew scattering, appropriately defined, con-
tains only contributions of O(Q4) and no terms of lower order in Q, and so can in
principle directly reveal subtle structures in the quantum correlations, without a
need for subtraction. Measurements of such skew scattering of phonons—which
a priori include but are not limited to the thermal Hall effect—might therefore
be considered a probe of the quantum material hosting those phonons. Taking
advantage of this potential opportunity is a challenge to experiment, as well as
to theory, which should interpret the results and predict systems to maximize
the effects.

We would like to comment on the analysis of thermal Hall effect experiments
in quantum materials. As is well-known, thermal Hall conductivity is generally
a small effect. In particular, the dimensionless measure of the Hall angle, ◊H =
tan≠1(Ÿxy

H /Ÿxx) is always much less than fi/2 by two or more orders of magnitude,
even in systems where thermal Hall effect is lauded as “huge”. (An actually
large thermal Hall angle (◊H = O(1)) is obtained only the quantum thermal
Hall regime when phonons are ballistic and edge states dominate over the bulk
phonon contributions, which is extraordinarily difficult to achieve.) For small ◊H ,
the skew scattering contributions are perturbative to the thermal conductivity,
i.e. proportional to the latter rate 1/·skew. Dimensional reasoning implies that
therefore ŸH ≥ ·2/·skew, where · is the standard, non-skew scattering time.
This means that the thermal Hall conductivity has a very strong dependence
on · , which is often sample-dependent and of course grows with sample quality,
implying that the thermal Hall conductivity is larger in cleaner samples.

This dependence also means that ŸH itself, as well as the dimensionless Hall
angle ◊H ≥ ŸH/ŸL depend not only on the skew scattering but also the or-
dinary scattering. Since the latter receives contributions from many different
mechanisms, which may themselves have strong temperature and field depen-
dence, neither ŸH itself nor ŸH/ŸL are ideal quantities to examine to probe the
physics of skew scattering. Instead, we suggest that the thermal Hall resistivity,
ÍH © ≠ŸH/Ÿ2

L, is the quantity which is most easily interpreted physically. This
quantity is independent of the non-skew scattering, at least when the latter is
largely momentum-independent, and is always independent of the overall scale
of non-skew scattering. The temperature and field dependence of ÍH is generally
expected to be simpler than that of the other quantities, at least when phonon
skew scattering is the dominant mechanism for the Hall effect. This expectation
is true not only when the skew scattering is intrinsic, as studied here, but also
for extrinsic skew scattering due to defects.

3.6.4 Future directions

Our general formalism can be applied very broadly. In particular, because it does
not require any assumptions on the nature of the Q correlations, it may be ap-
plied directly to exotic states, to quantum or classical critical points, or to situa-
tions in which the Q field is a composite operator. We will present an application
to a spinon Fermi surface spin liquid in an upcoming paper. Apart from other
specific applications which may be easily imagined, it would also be interesting
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to explore further how general properties of four-point correlations of Q may
be detected via phonon skew scattering. In particular, the correlations which
enter the scattering rates are not obviously time-ordered, and we wonder if these
might contain some information on many-body chaos (Ref. [Swingle, 2018]).

Despite the generality of our formulation, it is still specialized in several ways.
We consider only scattering contributions to the phonon Boltzmann equation.
In general the interactions with fields Q will both induce scattering and modify
the dynamics of the phonons in a non-dissipative way, e.g. induce phonon Berry
phases [Ye et al., 2021]. While we believe it is usually the case that scattering is
dominant, a more complete treatment including both effects would be of inter-
est. Furthermore, in this paper we fully “integrate out” the electronic degrees
of freedom, and follow the distribution function of the phonons only. More gen-
erally, there are coupled modes of phonons and electronic states, and one can
consider the distributions for these coupled modes. One expects such effects are
important largely when there are resonances between phonons and electronic
excitations. All these problems could be addressed via a Keldysh treatment of
coupled quantum kinetic equations, which is an interesting subject for future
work.
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Appendix

3.A Strain tensor

In Sec. 3.5.3 we employ a continuum model of the spin-phonon system. The
phonons themselves correspondingly derive from the theory of continuum elas-
ticity, which has the Hamiltonian density

Hel =
1

2fl
Π

2
µ +

1

2
C–—“”E–—E“”. (3.132)

Within this appendix, fl is the mass density (we will take flV = MucNuc) and
C–—“” is a rank four tensor of elastic constants, which can be taken to satisfy
C–—“” = C—–“” = C–—”“ = C“”–— . The canonical variables of this classical field
theory are the displacement field uµ and its canonically conjugate momentum
Πµ. Due to translational and rotational symmetry, the Hookian potential energy
is expressed solely through the strain tensor,

E–—(R) =
1

2
(ˆ–u— + ˆ—u–) . (3.133)

By construction the strain is a symmetric tensor in its two indices, i.e. ET = E .
Define the Fourier transforms

uµ(x) =
1Ô
V

ÿ

k

eik·xuµ,k, Πµ(x) =
1Ô
V

ÿ

k

eik·x
Πµ,k. (3.134)

Here since uµ(x) and Πµ(x) are real fields, we have un,≠k = uú
nk and Πn,≠k =

Πú
nk. The Fourier space fields satisfy the commutation relations

⇥
Πµ,k, u‹,kÕ

⇤
= i”µ‹”k+kÕ,0. (3.135)

We obtain

Hel =
ÿ

k

ß
1

2fl
Πµ,≠kΠµ,k +

1

2
K–—(k)u–,≠ku—,k

™
, (3.136)

with

K–—(k) = C–“—”k“k”. (3.137)
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The matrix K–— is by construction real and symmetric, and hence has real eigen-
values Kn, which additionally must be positive for stability. We define the eigen-
values and eigenvectors Á–

n via

K–—(k)Á—
n(k) = Kn(k)Á–

n(k), (3.138)

with Á–
n(≠k) = (Á–

n(k))ú and the standard normalization
q

–(Á–
n(k))úÁ–

nÕ(k) =
”nnÕ . Now we make the change of basis

uµk =
ÿ

n

Áµ
n(k)unk, Πµk =

ÿ

n

Áµ
n(k)Πnk, (3.139)

which gives

[Πnk, unÕkÕ ] = i”nnÕ”k+kÕ,0, (3.140)

and

Hel =
ÿ

n,k

ß
1

2fl
Πn,≠kΠn,k +

1

2
Kn(k)un,≠kun,k

™
. (3.141)

Now we can finally define creation/annihilation operators

unk =
1Ô
2

1

(flKn)1/4
(ank + a†

n,≠k),

Πnk = i
1Ô
2

(flKn)1/4(ank ≠ a†
n,≠k), (3.142)

with canonical boson operators
î
ank, a†

nÕkÕ

ó
= ”nnÕ”k,kÕ , (3.143)

and the Hamiltonian

Hel =
ÿ

nk

Ênka†
nkank, (3.144)

and

Ênk =

 

Kn(k)

fl
. (3.145)

Having finally arrived at the canonical phonon operators, we recombine the sev-
eral steps of the above procedure to obtain the expression for the displacement
field,

uµ(x) =
1Ô
V

ÿ

nk

1Ô
2flÊnk

Ä
ank + a†

n,≠k

ä
Á

µ
nkeik·x. (3.146)

Now we can use the definition in Eq. (3.75) of the strain to obtain

Eµ‹(x) = (3.147)
1Ô
V

ÿ

nk

1Ô
2flÊnk

Ä
ank + a†

n,≠k

ä i

2

�
kµÁ‹

nk + k‹Á
µ
nk

�
eik·x. (3.148)
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Now let us consider the coupling of the strain to the continuum spin fluctuations,
Eq. (3.77) of the main text. The full spin-lattice coupling in three dimensions is
written as

H Õ
s≠l =

ÿ

z

ˆ

dxdy E–—(x)⁄–—
ab;››Õn

≠›≠›Õ

0 ÷a›x÷b›Õx. (3.149)

Note the sum over discrete 2d layers. We now insert the Fourier expansion of the
strain from Eq. (3.147) and the corresponding Fourier expansion of the magnetic
fluctuations, which we repeat here:

÷a›x =
1Ô
A2d

ÿ

q

÷a›q,zeiq·x. (3.150)

In this equation, and in the rest of this section, we are careful to denote two-
dimensional vectors with an underline. Since magnetic fluctuations in different
layers are taken as independent, we do not introduce a z-component of the
wavevector for the magnons, and simply leave z explicitly as a layer index for
these fields. Note also the prefactor Eq. (3.150) therefore involves the square
root of the two dimensional area of a single plane, A2d.

With this in mind, we obtain from Eq. (3.149)

H Õ
s≠l =

1Ô
V

ÿ

z

ÿ

k,p

⁄
µ‹
ab;››Õn

≠›≠›Õ

0

1Ô
2flÊnk

eikzz (3.151)

◊ i

2

�
kµÁ‹

nk + k‹Á
µ
nk

� Ä
ank + a†

n,≠k

ä
÷a›,p≠ 1

2
k,z÷b›Õ,≠p≠ 1

2
k,z.

From here we can see that

Qnk =
i

2
Ô

V

�
kµÁ‹

nk + k‹Á
µ
nk

�
Ô

2flÊnk

ÿ

››Õ,ab

⁄
µ‹
ab;››Õn

≠›≠›Õ

0

◊
ÿ

z

ÿ

p

eikzz÷a›,p≠ 1
2

k,z÷b›Õ,≠p≠ 1
2

k,z. (3.152)

Next we use Eq. (3.80) to express this in terms of canonical bosons:

Qnk =
i
�
kµÁ‹

nk + k‹Á
µ
nk

�

4
Ô

2V fl Ênk

ÿ

z

ÿ

p

ÿ

qqÕ

ÿ

››Õab

⁄
µ‹
ab;››Õn

≠›≠›Õ

0 (3.153)

◊ eikzz(≠1)›(”a≠1,›+ 1+q

2
)+›

Õ
(”b≠1,›Õ +

1+qÕ

2
)i›+›

Õ

◊ (‰Ω”a≠1,›,p≠ 1
2

k)
e›/2(‰Ω”b≠1,›Õ ,≠p≠ 1

2
k)

e›Õ/2bq

p≠ 1
2

k,”a≠1,›,z
bqÕ

≠p≠ 1
2

k,”b≠1,›Õ ,z
.

We now define ¸1 = ”a≠1,› = 0, 1 and ¸2 = ”b≠1,›Õ , which is inverted by a =
1 + ›̃¸1 + ›̄ and b = 1 + ›̃Õ¸2 + ›̄Õ. This gives

Qnk =
i
�
kµÁ‹

nk + k‹Á
µ
nk

�

4
Ô

2V fl Ênk

ÿ

z

ÿ

p

ÿ

qqÕ

ÿ

››Õ¸1¸2

⁄
µ‹

›̃¸1+›̄+1,›̃Õ¸2+›̄Õ+1;›,›Õ
n≠›≠›Õ

0

◊ eikzz(≠1)›(¸1+ 1+q

2
)+›

Õ
(¸2+ 1+qÕ

2
)i›+›

Õ

◊ (‰Ω¸1,p≠ 1
2

k)
e›/2(‰Ω¸2,≠p≠ 1

2
k)

e›Õ/2bq

p≠ 1
2

k,¸1,z
bqÕ

≠p≠ 1
2

k,¸2,z
. (3.154)
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From here, we recognize that Qnk = Q≠
nk in Eq. (3.58), and thereby extract

B. We use V fl = NucMuc.

3.B General hydrodynamics of phonons

Our goal is to derive the thermal current carried by the phonons,

jµ =
1

V

ÿ

nk

Nnkvµ
nkÊnk, (3.155)

in order to extract the thermal conductivity tensor. This requires knowledge
of the average phonon populations Nnk, which, in the presence of a gradient
of temperature, differ from their equilibrium values. These populations can be
obtained by solving Boltzmann’s equation

ˆtNnk + vnk · ÒrNnk = Cnk[{NnÕkÕ}], (3.156)

where the collision integral Cnk[{NnÕkÕ}] depends on the populations in all (nÕ, kÕ)
states. To solve this equation, we expand the out-of-equilibrium populations
around their equilibrium value as Nnk = N eq

nk + ”Nnk. Within linear response,
the perturbations can be considered small and we may expand the collision
integral

Cnk[{NnÕkÕ}] = Onk +
ÿ

nÕkÕ

CnknÕkÕ”NnÕkÕ + O(”N
2
), (3.157)

around its value Onk in equilibrium. Since the thermal current must vanish in
equilibrium, Onk must be zero (we go back to this statement in Sec. 3.C.2.3).
In Eq. (3.157), the “collision matrix” CnknÕkÕ is defined as the first-order Tay-
lor coefficient, and one neglects the quadratic order in the perturbation. For-
mally inverting the collision matrix in the stationary Boltzmann equation (i.e.
Eq. (3.155) with ˆtN = 0) leads to

”Nnk = C≠1
nknÕkÕ

ÊnÕkÕ

kBT 2
(N eq

nÕkÕ)
2v‹

nÕkÕˆ‹T. (3.158)

From Eq. (3.158) and Fourier’s law, we can identify the components of the ther-
mal conductivity tensor:

Ÿµ‹ ± Ÿ‹µ

2
= ≠ 1

2kBT 2

1

V

ÿ

nknÕkÕ

ÊnkÊnÕkÕvµ
nkv‹

nÕkÕ (3.159)

·
Ä
C≠1

nk,nÕkÕ e—ÊnÕkÕ (N eq
nÕkÕ)

2 ± (nk ¡ nÕkÕ)
ä

.

This expression shows that a nonzero phonon Hall conductivity requires the
factor in the second line to be nonzero, which is equivalent to

Cnk,nÕkÕ e—ÊnÕkÕ (N eq
nÕkÕ)

2 ”= CnÕkÕ,nk e—Ênk(N eq
nk)2, (3.160)

where the constraint is now on Cnk,nÕkÕ instead of its inverse. In other words,
only the antisymmetric in nk ¡ nÕkÕ part of Cnk,nÕkÕ e—ÊnÕkÕ (N eq

nÕkÕ)2 contributes
to the Hall conductivity.
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In order to proceed further analytically, and invert the scattering matrix, we
the separate diagonal from the off-diagonal parts in CnknÕkÕ = ≠”nnÕ”k,kÕDnk +
MnknÕkÕ , and assume that Dnk ∫ q

nÕkÕ MnknÕkÕ . This ought to be the case
whenever the interactions are small, and/or if other damping processes are large.
Then, C≠1

nknÕkÕ ¥ ≠”nnÕ”k,kÕD≠1
nk ≠MnknÕkÕD≠1

nk D≠1
nÕkÕ . The antisymmetry in nk ¡

nÕkÕ condition for the Hall conductivity mentioned above leads to the fact that
the diagonal term contributes to the longitudinal conductivity, but not to the
Hall part, and translates into

Ÿµ‹ ≠ Ÿ‹µ

2
=:

1

2kBT 2

1

V

ÿ

nknÕkÕ

Ênkvµ
nk

Dnk

ÊnÕkÕv‹
nÕkÕ

DnÕkÕ

(3.161)

·
î
Mnk,nÕkÕ e—ÊnÕkÕ (N eq

nÕkÕ)
2 ≠ (nk ¡ nÕkÕ)

ó
.

The longitudinal conductivity is

Ÿµµ =
1

kBT 2

1

V

ÿ

nknÕkÕ

ÊnkÊnÕkÕvµ
nkvµ

nÕkÕ (3.162)

·

ï
”nnÕ”k,kÕ

Dnk

+
Mnk,nÕkÕ

DnkDnÕkÕ

ò
e—ÊnÕkÕ (N eq

nÕkÕ)
2.

Note that we will include all other (diagonal) scattering processes not taken
into account here (e.g. boundary scattering, scattering by impurities, phonon-
phonon sccattering etc.) by adding a phenomenological relaxation rate D̆nk to
the diagonal of the scattering matrix.

3.C From interaction terms to the collision integral

3.C.1 General method and definitions

We now aim at deriving an expression for the collision integral of Boltzmann’s
equation using kinetic theory methods. The probability for the system to be
found in a given quantum state |iÍ = |ipÍ|isÍ is governed by the master equation

ˆtpipis =
ÿ

fpfs

⇥
Γfpfsæipis

pfpfs
≠ Γipisæfpfs

pipis

⇤
, (3.163)

where we will compute the transition rates Γipisæfpfs
using scattering theory.

The probability of a phonon state |ipÍ is then obtained by summing over all pos-
sible spin configurations of the system, pip =

q

is
pipis . Assuming the phonon

and spin probabilities are independent, i.e. pipis = pippis , and defining the tran-
sition rates Γfpæip

=
q

isfs
Γfpfsæipis

pfs
between phonon states only, we obtain

the master equation for the probabilities of phonon states. We may in turn ex-
press the collision integral in the RHS of Boltzmann’s equation, which is given
by the time evolution of the populations in each phonon state |ipÍ through the
definition Cnk[{NnÕkÕ}] =

q

ip
Nnk(ip) ˆtpip , in terms of transition rates between

phonon states:

Cnk[{NnÕkÕ}] =
ÿ

ip,fp

Γipæfp
(Nnk(fp) ≠ Nnk(ip)) pip , (3.164)
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where Nnk(ip) = Èip|a†
nkank|ipÍ is the number of (n, k) phonons in the |ipÍ state

and Nnk =
q

ip
Nnk(ip)pip is the average population. The only phonon states

involved in the sums are those whose populations of (n, k) phonons are different.
Now, in order to obtain the scattering rates between spin-phonon states, we use
Fermi’s golden rule

Γipisæfpfs
= 2fi |Tisipæfsfp

|2 ”(Eipis ≠ Efpfs
), (3.165)

where the factor Nuc ensures that Γipisæfpfs
is a finite quantity in the thermo-

dynamic limit, consistent with the choice of H Õ as a hamiltonian density. We
use Born’s expansion of the scattering matrix

Tisipæfsfp
= Èfsfp|H Õ|isipÍ (3.166)

+
ÿ

nsnp

Èfsfp|H Õ|nsnpÍÈnsnp|H Õ|isipÍ
Eisip ≠ Ensnp + i÷

+ · · · ,

where H Õ is the (perturbative) interaction hamiltonian between the phonons and
the Q fields, and the ÷ æ 0+ appearing in the denominator of the second-order
term ensures causality, which will prove crucial in the following.

To describe the interaction between phonon and spin degrees of freedom, we
introduce general coupling terms between phonon creation-annihilation opera-
tors a

(†)
nk and general, for now unspecified, fields Q

{qj}
{njkj} which depend on the

spin structure: denoting a+
nk © a†

nk and a≠
nk © ank, and similarly for the Q

operators, Q+
{niki}

© Q†
{niki}

and Q≠
{niki}

© Q{niki}
, we write the couplings

H Õ
[1] =

ÿ

nk

ÿ

q=±

aq
nkQq

nk (3.167)

H Õ
[2] =

1Ô
Nuc

ÿ

nk,nÕkÕ

ÿ

q,qÕ=±

aq
nkaqÕ

nÕkÕQ
qqÕ

nknÕkÕ , (3.168)

where QqqÕ

nknÕkÕ = QqÕq
nÕkÕnk = (Q≠q≠qÕ

nknÕkÕ)† ensures the hermiticity of H Õ
[2]. Here and

throughout the manuscript, a square bracket index, e.g. [p] denotes the number
of interacting phonons.

By definition the term H Õ
[p] involves p phonon creation-annihilation operators,

and as such typically arises from microscopic models as the pth spatial derivative
of orbital overlaps. Consequently, we assume H Õ

[2] to be of the same order of

magnitude as the square of H Õ
[1], that is to say, Qq

nk ≥ ⁄, QqqÕ

nknÕkÕ ≥ ⁄2 with ⁄ a
small parameter. In this paper, we keep only the first two terms of the expansion
(i.e. we take H Õ = H Õ

[1] + H Õ
[2]).

3.C.2 Computation at first Born order

In this subsection we consider only the first term of Born’s expansion. The
transition rates associated with H Õ = H Õ

[1] + H Õ
[2] at this order are simply the

matrix elements:

T
[1]
iæf =

ÿ

nkq

q
N i

k,n + q+1
2 Èfs|Qq

nk|isÍ I(ip
q·nk≠æ fp), (3.169)

138



T
[2]
iæf =

1Ô
Nuc

ÿ

nk,nÕkÕ

ÿ

qqÕ

»
N i

nk + q+1
2

q
N i

nÕkÕ + qÕ+1
2

·Èfs|QqqÕ

nknÕkÕ |isÍ I(ip
q·nk≠æ

qÕ·nÕkÕ
fp), (3.170)

where I(ip
q·nk≠æ fp) means that the only difference between |ipÍ and |fpÍ is that

there is q = ±1 more phonon of species (n, k) in the final state. Note that
the cases where nk = nÕkÕ require a formal correction. However, at any given
order in the ⁄ expansion, such terms are smaller than all others by a factor 1/Nuc,
where Nuc is the number of unit cells, and therefore vanish in the thermodynamic
limit. In this article we thus take

q

nk,nÕkÕ and
q

nk ”=nÕkÕ exchangeably, unless
we specify otherwise.

We then compute the squared matrix element.
“Cross terms” such as Èi|H Õ

[2]|fÍÈf|H Õ
[1]|iÍ (which are of order ⁄3) vanish

because Èip| bA|ipÍ = 0 for any operator bA containing an odd number of phonon
creation-annihilation operators. At order ⁄2, there thus remains only Èi|H Õ

[1]|fÍÈf|H Õ
[1]|iÍ,

and at order ⁄4, only Èi|H Õ
[2]|fÍÈf|H Õ

[2]|iÍ.

3.C.2.1 Terms at O(⁄2)

At order ⁄2, we have therefore

���T [1]
iæf

���
2

=
ÿ

nkq

Ä
N i

k,n + q+1
2

ä
I(ip

q·nk≠æ fp)Èis|Q≠q
nk|fsÍÈfs|Qq

nk|isÍ. (3.171)

We then enforce the energy conservation ”(Ef ≠ Ei) = ”(qÊnk + Efs
≠ Eis) by

writing the latter as a time integral, i.e.
´ +Œ

≠Œ dteiÊt = 2fi”(Ê), identify A(t) =

e+iHtAe≠iHt, use the identity 1 =
q

fs
|fsÍÈfs|, and take the spins in the initial

state to be in thermal equilibrium pis = Z≠1e≠—Eis . Finally summing over |isÍ
and identifying ÈAÍ— = Z≠1Tr(e≠—HA), we find

W
[1];[1]
nkq = 2fi

ÿ

fs,is
Èis|Q≠q

nk|fsÍÈfs|Qq
nk|isÍpis ◊ ”(qÊnk + Efs

≠ Eis)

=

ˆ Œ

≠Œ
dt e≠iqÊnkt

¨
Q≠q

nk(t) Qq
nk(0)

∂

—
. (3.172)

Note that this calculation, in a time-reversal symmetric system, leads to the
extra symmetry W

[1];[1]
nkq = W

[1];[1]
n≠kq .

The scattering rate between phonon states, for the one-phonon interaction
term at first Born’s order, then reads

Γ
[1];[1]
ipæfp

=
ÿ

nkq

Ä
N i

nk + q+1
2

ä
W

[1];[1]
nkq I(ip

q·nk≠æ fp). (3.173)

To arrive at the collision integral, the final step involves summing over final
phononic states fp and taking the average over initial phononic states ip. We
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find, the contributions to C at order ⁄2 to be:

O
[1];[1]
nk =

ÿ

q=±

q W
[1];[1]
n,k,q

Ä
N eq

n,k + q+1
2

ä
, (3.174)

≠D
[1];[1]
nk =

ÿ

q=±

q W
[1];[1]
n,k,q . (3.175)

We will address the constant term O
[1];[1]
nk (expected to be zero) in more detail in

Sec. 3.C.2.3. The collision matrix is clearly diagonal, i.e. M
[1];[1]
nk,nÕkÕ = 0. Therefore

this ⁄2 contribution to C may contribute to the longitudinal conductivity, but
not to the Hall conductivity.

3.C.2.2 Terms at O(⁄4)

We address the O(⁄4) term in a similar fashion. There, the energy conservation
reads ”(Ef ≠ Ei) = ”(qÊnk + qÕÊnÕkÕ + Efs

≠ Eis), and we find

Γ
[2];[2]
ipæfp

=
1

2Nuc

ÿ

nk,nÕkÕ

ÿ

q,qÕ=±

W
[2];[2]
nkq,nÕkÕqÕ I(ip

q·nk≠æ
qÕ·nÕkÕ

fp)

·
Ä
N i

nk + q+1
2

ä Ä
N i

nÕkÕ + qÕ+1
2

ä
, (3.176)

where

W
[2];[2]
nkq,nÕkÕqÕ = 2

ˆ +Œ

≠Œ
dt e≠i(qÊnk+qÕÊnÕkÕ )t ◊

¨
Q≠q≠qÕ

nknÕkÕ(t) QqqÕ

nknÕkÕ(0)
∂

—
, (3.177)

and W
[2];[2]
nkq,nÕkÕqÕ = W

[2];[2]
nÕkÕqÕ,nkq, by definition. The resulting collision integral, up

to linear order in the perturbed populations ”N contains the following contribu-
tions:

O
[2];[2]
nk =

1

Nuc

ÿ

nÕkÕ

ÿ

q,qÕ=±

qW
[2];[2]
nkq,nÕkÕqÕ ·

Ä
N eq

nk + q+1
2

ä Ä
N eq

nÕkÕ + qÕ+1
2

ä
, (3.178)

≠ D
[2];[2]
nk =

1

Nuc

ÿ

nÕkÕ

ÿ

q,qÕ=±

q
Ä
N eq

nÕkÕ + qÕ+1
2

ä
W

[2];[2]
nkq,nÕkÕqÕ , (3.179)

M
[2];[2]
nk,nÕkÕ =

1

Nuc

ÿ

q,qÕ=±

q
Ä
N eq

nk + q+1
2

ä
W

[2];[2]
nkq,nÕkÕqÕ . (3.180)

As above, we will address the constant term in Sec. 3.C.2.3. The diagonal con-
tribution is of order ⁄4, and we therefore expect it to be subdominant com-
pared with the ⁄2 contribution from the previous section. Finally, the off-
diagonal contribution is nonzero. However, we will show that its contribution
to Cnk,nÕkÕ e—ÊnÕkÕ (N eq

nÕkÕ)2 is purely symmetric under nk ¡ nÕkÕ and therefore
contributes only to the symmetric off-diagonal conductivity but not to the Hall
one ≠ see Eq. (3.160).
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3.C.2.3 Detailed balance

First, we notice that a change of variables is ¡ fs in Eq. (3.172) leads to the
detailed-balance relation

W
[1];[1]
nk,q = W

[1];[1]
nk,≠qe≠q—Ênk . (3.181)

An immediate consequence is that O
[1];[1]
nk = 0 if we take the equilibrium phonon

population N eq
nk to be Bose-Einstein’s distribution, as was physically required.

Similarly, for the two-phonon interactions at first order, we find the detailed-
balance relation

W
[2];[2]
nkq,nÕkÕqÕ = e≠—(qÊnk+qÕÊnÕkÕ )W

[2];[2]
nk≠q,nÕkÕ≠qÕ . (3.182)

Again, taking N eq
nk to be Bose-Einstein’s distribution implies O

[2];[2]
nk = 0. More-

over, the detailed-balance relation also implies

M
[2];[2]
nk,nÕkÕe

—ÊnÕkÕ (N eq
nÕkÕ)

2 = (nk ¡ nÕkÕ), (3.183)

i.e. there are no antisymmetric contributions, and hence no thermal Hall effect
at first Born’s order. While we proved this explicitly for the one-phonon and
two-phonon cases, this is true in general (along with Onk = 0) for any number
of phonon creation-annihilation operators at first order in Born’s expansion (see
Sec. 3.D.2.3).

3.C.2.4 Extra structure

Independently, by writing

Q≠q
nk(t)Qq

nk(0) =
1

2
[Q≠q

nk(t), Qq
nk(0)] +

1

2
{Q≠q

nk(t), Qq
nk(0)} (3.184)

it is straightforward to show that only the commutator term contributes to
W

[1](1)
n,k,q ≠ W

[1](1)
n,k,≠q. In turn, the final expression for the diagonal of the collision

matrix Eq. (3.174) takes the form of the spectral function:

D
[1];[1]
nk = ≠

ˆ +Œ

≠Œ
dte≠iÊnkt

⌦
[Q≠

nk(t), Q+
nk(0)]

↵
—

. (3.185)

In the two-phonon case, a commutator structure does not naturally appear, so
that one is left with

D
[2];[2]
nk = ≠ 2

Nuc

ÿ

nÕkÕ

ÿ

q,qÕ=±

q
Ä
N eq

nÕkÕ + qÕ+1
2

ä
(3.186)

◊
ˆ

R

dt e≠i(qÊnk+qÕÊnÕkÕ )t
¨
Q≠q≠qÕ

nknÕkÕ(t)Q
qqÕ

nknÕkÕ(0)
∂

—
,

at order ⁄4 and first Born’s order.
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3.C.3 Energy shift of the phonons

We now address the constant term Onk appearing in the collision integral, which
must vanish because there is no current in equilibrium. Its cancellation is equiva-
lent to a redefinition of the energies of the phonons, due to their interaction with
the Q degrees of freedom. This energy shift corresponds to the real part of the
associated self-energy. Consequently, the equilibrium phonon populations N eq

nÕkÕ

are a priori not equal to NBE
nÕkÕ , the Bose-Einstein populations for the unperturbed

phonon energies.
In this subsection, we show that the energy shift, although a priori nonzero,

does not alter the results which we obtained for the thermal conductivities, up to
the order ⁄4 in our perturbative expansion. To understand this, we decompose

Onk[N eq
nÕkÕ ] = O

(1)
nk [N eq

nÕkÕ ] + O
(2)
nk [N eq

nÕkÕ ] + O(⁄6) (3.187)

where, as for Dnk elsewhere in this paper, the upper index O(p) indicates a term
of order ⁄2p.

We have shown in Sec. 3.C.2.3 that O
(1)
nk [NBE

nÕkÕ ] = 0. However, O
(2)
nk [NBE

nÕkÕ ] ”= 0
a priori, so that an energy shift is actually required to cancel the equilibrium
current. We thus consider the physical requirement, Onk[N eq

nÕkÕ ] = 0, to be an
equation on the unknown N eq

nÕkÕ .
Now expanding N eq

nÕkÕ = NBE
nÕkÕ + ”N eq

nÕkÕ (with ”N eq
nÕkÕ at least of order ⁄2),

this equation becomes

0 = O
(1)
nk [NBE

nÕÕkÕÕ ] +
ÿ

nÕkÕ

”N eq
nÕkÕˆNeq

nÕkÕ
O

(1)
nk [NBE

nÕÕkÕÕ ] + O
(2)
nk [NBE

nÕÕkÕÕ ] + O(⁄6) (3.188)

At order ⁄2, one recovers O
(1)
nk [NBE

nÕkÕ ] = 0, as is required by detailed balance
(see Sec. 3.D.2.2).

At order ⁄4, formally inverting this linear equation, one obtains

”N eq
nk = ≠

ÿ

nÕkÕ

Å
ˆNeq

nj kj

O
(1)
niki

[NBE
nÕÕkÕÕ ]

ã≠1 ���
nk,nÕkÕ

◊ O
(2)
nÕkÕ [N

BE
nÕÕkÕÕ ] + O(⁄4).

(3.189)
This correction Eq. (3.17) to the phonon equilibrium populations is of order ⁄2.

This ensures that using the approximate populations N eq
nÕkÕ = NBE

nÕkÕ leads to

a correct estimation of D
(1)
nk the lowest-order contribution to Dnk, of order ⁄2.

However, the next-order contribution D
(2)
nk ≥ ⁄4 can only be estimated correctly

if one adds to it the correction that ”N eq
nk brings to D

(1)
nk . Similarly, using the

approximate populations N eq
nÕkÕ = NBE

nÕkÕ leads to a correct estimation of the
lowest-order contribution, of order ⁄4, to MnknÕkÕ as expressed in the main text.
Corrections of order ⁄6, not considered in the present work, would require that
the population corrections ”N eq

nk be taken into account.

3.C.4 Computation at second Born order

As discussed at length, the first Born approximation alone does not lead to a
nonzero thermal Hall effect. Here we compute that which appears when the Born
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expansion is taken up to the second Born order. More precisely, we consider all
possible terms up to second Born order that lead to an off-diagonal scattering
rate of order at most ⁄4. This includes terms like Èf|H Õ

[1]|nÍÈn|H Õ
[1]|iÍ as well

as Èf|H Õ
[1]|nÍÈn|H Õ

[2]|iÍ, but not Èi|H Õ
[2]|nÍÈn|H Õ

[2]|iÍ since this term is already of
order ⁄4 (thus contributes to |Tiæf|2 at order ⁄5 at least).

3.C.4.1 Term with one-phonon interactions only

The first of these terms reads

T
[1,1]
iæf =

ÿ

nk,nÕkÕ

ÿ

q,qÕ=±

»
N i

nk + 1+q
2

q
Nf

nÕkÕ + 1≠qÕ

2

·
ÿ

ms

Èfs|QqÕ

nÕkÕ |msÍÈms|Qq
nk|isÍ

Eis ≠ Ems ≠ qÊk,n + i÷
I(ip

q·nk≠æ
qÕ·nÕkÕ

fp), (3.190)

where the upper index indicates that within Born’s expansion, T [i,j] ≥ Èf |HÕ
[j]

|mÍÈm|HÕ
[i]

|iÍ
Ei≠Em+i÷ .

The squared T -matrix elements now include cross-terms between the first
and second orders of Born’s expansion (although we keep only terms of order
⁄4 at most). Here we give details of the calculation of one term, the square of

Eq. (3.190),
���T [1,1]

iæf

���
2
.

In the numerator, the matrix elements of the Q operators can combine them-
selves in two different ways, which we denote in the following as

(a) : Èis|Qq
nk|msÍÈms|QqÕ

nÕkÕ |fsÍÈfs|Q≠qÕ

nÕkÕ |m
Õ
sÍÈmÕ

s|Q≠q
nk|isÍ (3.191)

(b) : Èis|Qq
nk|msÍÈms|QqÕ

nÕkÕ |fsÍÈfs|Q≠q
nk|mÕ

sÍÈmÕ
s|Q≠qÕ

nÕkÕ |isÍ. (3.192)

We use the following time integral representation of each of the denominators
(using a regularized definition of the sign function),

1

x ± i÷
= PP

1

x
û ifi”(x) (3.193)

=
1

2i

ˆ +Œ

≠Œ
dt1eit1xsign(t1) ±

1

2i

ˆ +Œ

≠Œ
dt1eit1x.

and a introduce a third time integral to enforce the energy conservation Ef≠Ei =
qÕÊnÕkÕ + qÊnk + Efs

≠ Eis . The product of the denominators (cf. Eq. (3.193))
leads to four terms, which can be labeled by two signs s, sÕ = ±, and we define,
for convenience,

ΘssÕ(t1, t2) := [≠sign(t1)]
1≠s

2 [sign(t2)]
1≠sÕ

2 . (3.194)

Then, the transition rate coming from this part of the total squared matrix
element can be written as a sum of eight terms:

Γ
[1,1];[1,1]
ipæfp

=
ÿ

nk,nÕkÕ

ÿ

q,qÕ

Ä
N i

nk + q+1
2

ä Ä
N i

nÕkÕ + qÕ+1
2

ä
(3.195)

·
ÿ

s,sÕ=±

ÿ

i=a,b

W
[1,1];[1,1],(i),ssÕ

nkq,nÕkÕqÕ I(ip
q·nk≠æ

qÕ·nÕkÕ
fp),
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where we defined (notice the order of the first two operators in the correlator
and the sign t1 ± t2 in the exponential):

W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ =

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
Q≠q

nk(≠t ≠ t2)Q≠qÕ

nÕkÕ(≠t + t2)QqÕ

nÕkÕ(≠t1)Qq
nk(+t1)

∂

—
, (3.196)

W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ =

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1≠t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
Q≠qÕ

nÕkÕ(≠t ≠ t2)Q≠q
nk(≠t + t2)QqÕ

nÕkÕ(≠t1)Qq
nk(+t1)

∂

—
. (3.197)

We will investigate the symmetries of these terms in Sec. 3.C.4.3, and show
that only some combinations contribute to the thermal Hall conductivity. In
fact the eight terms from Eq. (3.195) can be rewritten as products of (anti-
)commutators. Meanwhile, defining the symmetrized in (nkq ¡ nÕkÕqÕ) collision
rate,

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ =
ÿ

i=a,b

W
[1,1];[1,1],(i),ssÕ

nkq,nÕkÕqÕ + (nkq ¡ nÕkÕqÕ), (3.198)

we obtain components of the part of the collision matrix due to
���T [1,1]

iæf

���
2
:

O
[1,1];[1,1]
n,k =

ÿ

nÕkÕ

ÿ

q,qÕ

q
ÿ

s,sÕ

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ

Ä
N eq

n,k + q+1
2

ä Ä
N eq

nÕkÕ + qÕ+1
2

ä
,

(3.199)

≠D
[1,1];[1,1]
n,k =

ÿ

nÕkÕ

ÿ

q,qÕ

q
Ä
N eq

nÕ,kÕ + qÕ+1
2

ä
ÿ

s,sÕ

W
[1](2),ssÕ

nkq,nÕkÕqÕ , (3.200)

M
[1,1];[1,1]
nk,nÕkÕ =

ÿ

q,qÕ

q
Ä
N eq

n,k + q+1
2

ä
ÿ

s,sÕ

W
[1](2),ssÕ

nkq,nÕkÕqÕ . (3.201)

3.C.4.2 Commutators and anticommutators

In what follows, we write JA, BK± = AB ± BA.
Upon replacing Q≠q

nk(≠t ≠ t2)Q≠qÕ

nÕkÕ(≠t + t2) by

Q≠q
nk(≠t ≠ t2)Q≠qÕ

nÕkÕ(≠t + t2) ≠ JQ≠q
nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)KsÕ

in the definition of W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ hereabove, (after changing t2 ¡ ≠t2 if sÕ = ≠)

one obtains ≠W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ . Therefore,

W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ + W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ (3.202)

=

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
JQ≠q

nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)KsÕQqÕ

nÕkÕ(≠t1)Qq
nk(+t1)

∂

—
.

Similarly, upon replacing QqÕ

nÕkÕ(≠t1)Qq
nk(t1) by

QqÕ

nÕkÕ(≠t1), Qq
nk(t1) ≠ JQqÕ

nÕkÕ(≠t1), Qq
nk(t1)Ks
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into W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ + W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ i.e. Eq.(3.202), (after changing t1 ¡ ≠t1 if

s = ≠) one obtains ≠W
[1,1];[1,1],(b),ssÕ

nÕkÕqÕ,nkq ≠ W
[1,1];[1,1],(a),ssÕ

nÕkÕqÕ,nkq .

Therefore, the only nonzero contribution to W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ +W
[1,1];[1,1],(b),ssÕ

nÕkÕqÕ,nkq +
(nkq ¡ nÕkÕqÕ), i.e. Eq. (3.198), takes the form

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ =

ˆ

dtdt1dt2ΘssÕ(t1, t2)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

·
¨
JQ≠q

nk(≠t ≠ t2), Q≠qÕ

nÕkÕ(≠t + t2)KsÕJQqÕ

nÕkÕ(≠t1), Qq
nk(+t1)Ks

∂

—
,

(3.203)

where s, sÕ = + corresponds to an energy conservation constraint, i.e. to on-
shell scattering event, while s, sÕ = ≠ corresponds to a PP(Ei ≠ En)≠1 term, i.e.
off-shell scattering (with i, n, f the initial, intermediate, and final states in the
second-order process).

Note that, in a time-reversal symmetric system, these satisfy the symmetry

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ = ssÕW [1,1];[1,1],sÕs
n≠kq,nÕ≠kÕqÕ , (3.204)

reflecting the role of ±i÷ in the denominators in terms of causality.

3.C.4.3 Detailed balance

Using the method of the previous subsection Sec. 3.C.2.3, we show the following
(“anti-”)detailed-balance relations

W
[1,1];[1,1],(a),ssÕ

nkq,nÕkÕqÕ = ssÕ W
[1,1];[1,1],(a),sÕs
nÕkÕ≠qÕ,nk≠q e≠—(qÊk+qÕÊkÕ ), (3.205)

W
[1,1];[1,1],(b),ssÕ

nkq,nÕkÕqÕ = ssÕ W
[1,1];[1,1],(b),sÕs
nk≠q,nÕkÕ≠qÕ e≠—(qÊk+qÕÊkÕ ). (3.206)

From this, the same holds for the symmetrized in nkq ¡ nÕkÕqÕ scattering rate:

W
[1,1];[1,1],ssÕ

nkq,nÕkÕqÕ = ssÕ e≠—(qÊk+qÕÊkÕ )W
[1,1];[1,1],ssÕ

nk≠q,nÕkÕ≠qÕ . (3.207)

We now identify

W
°,[1,1];[1,1],qqÕ

nk,nÕkÕ = Nuc

ÿ

s=±

W
[1,1];[1,1],s,≠s
nkq,nÕkÕqÕ , (3.208)

W
ü,[1,1];[1,1],qqÕ

nk,nÕkÕ = Nuc

ÿ

s=±

W
[1,1];[1,1],ss
nkq,nÕkÕqÕ , (3.209)

complete expressions of which are given in the main text.
By construction, these enforce

W
‡,[1,1];[1,1],qqÕ

nk,nÕkÕ = ‡ e≠—(qÊk+qÕÊkÕ )W
‡,[1,1];[1,1],≠q≠qÕ

nk,nÕkÕ , (3.210)

where ‡ = ü (resp. ‡ = °) indicates that W enforces detailed balance (resp.
“anti-detailed balance”).
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3.C.4.4 All contributions

As mentioned at the beginning of this subsection, other terms of order ⁄4 con-
tribute to the thermal conductivity at second Born’s order. In the following, we
use the shorthand JA(≠t), B(tÕ)K = sign(t + tÕ)[A(≠t), B(tÕ)] and

ffl

t,{tj} (resp.
ffl Õ

t,{tj}), j = 1, .., l, denotes the set of 1 + l inverse Fourier transforms evaluated

once at Σ
nÕkÕqÕ

nkq = qÊnk + qÕÊnÕkÕ and l times at ∆
nÕkÕqÕ

nkq = qÊnk ≠ qÕÊnÕkÕ , i.e.
ffl

t,{tj} =
´

dtdt1..dtle
iΣnÕkÕqÕ

nkq
tei∆nÕkÕqÕ

nkq
(t1+..+tl), (resp. once at qÊnk and l times at

qÕÊnÕkÕ , i.e.
ffl Õ

t,{tj} =
´

dtdt1..dtle
iqÊnkteiqÕÊnÕkÕ (t1+..+tl)).

One contribution comes from the “cross-term” 2Re{(T
[2]
iæf)úT

[1,1]
iæf}, which

contributes to the scattering rates in the form of

W
°,[1,1];[2],qqÕ

nknÕkÕ =
2N

1/2
uc

~4
Im

 

t,t1

¨
Q≠q,≠qÕ

nknÕkÕ (≠t){QqÕ

nÕkÕ(≠t1), Qq
nk(t1)}

∂

(3.211)

W
ü,[1,1];[2],qqÕ

nknÕkÕ = ≠2N
1/2
uc

~4
Im

 

t,t1

¨
Q≠q,≠qÕ

nknÕkÕ (≠t)JQqÕ

nÕkÕ(≠t1), Qq
nk(t1)K

∂

. (3.212)

The last contribution comes from considering the second Born’s order matrix
element

T
[2,1]
iæf =

1Ô
Nuc

ÿ

nk,nÕkÕ

ÿ

q,qÕ=±

Ä
N i

nÕkÕ + 1+qÕ

2

ä»
N i

nk + 1+q
2 I(ip

q·nk≠æ fp) (3.213)

ÿ

ms

(
Èfs|Q≠qÕ

nÕkÕ |msÍÈms|QqqÕ

nk,nÕkÕ |isÍ
Efs ≠ Ems ≠ qÕÊnÕkÕ + i÷

+
Èfs|QqqÕ

nk,nÕkÕ |msÍÈms|Q≠qÕ

nÕkÕ |isÍ
Eis ≠ Ems + qÕÊnÕkÕ + i÷

)
,

which contains two-phonon operators, of order ⁄2. At order ⁄4, it is thus involved
in the “cross-term” 2 Re{(T

[1]
iæf)úT

[2,1]
iæf}, which contributes to scattering rates in

the form of W[2,1];[1],qqÕ

nknÕkÕ =
q

s=± W
[2,1];[1],qqÕ

nknÕkÕ|s , where

W
[2,1];[1],qqÕ

nknÕkÕ|s =
N

1/2
uc

~4
Im

 Õ

t,t1

¨
Q≠q

nk(≠t)[sign(t1)]
1≠s

2 JQ≠qÕ

nÕkÕ(≠t1), QqqÕ

nknÕkÕ(0)Ks

∂

,

(3.214)
and we recall the shorthand JA, BK± = AB ± BA.

The first two terms enforce the usual, “two-phonon”, (anti-)detailed balance
relations

W
‡,[2];[1,1],qqÕ

nkq,nÕkÕqÕ = ‡ e≠—(qÊk+qÕÊkÕ )W
‡,[2];[1,1],qqÕ

nkq,nÕkÕqÕ , (3.215)

with ‡ = ü, °. Meanwhile, the last term satisfies “one-phonon” (anti-)detailed
balance,

W
[2,1];[1],qqÕ

nk,nÕkÕ|s = s e≠q—ÊnkW
[2,1];[1],≠q≠qÕ

nk,nÕkÕ|s , (3.216)

where we used a different notation (s = ± as a lower index) to emphasize the
difference with the other terms derived hereabove.
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3.C.5 Computation at third Born’s order

The only third-order element of Ti ‘æf which can appear in a term of order ⁄4 in
|Ti ‘æf|2 is

T
[1,1,1]
iæf =

ÿ

nkq,nÕkÕqÕ

»
N i

nk + 1+q
2

Ä
N i

nÕkÕ + 1+qÕ

2

ä
I(ip

q·nk≠æ fp)

◊
ÿ

ms,mÕ
s

®
Èfs|Q≠qÕ

nÕkÕ |m
Õ
sÍÈmÕ

s|QqÕ

nÕkÕ |msÍÈms|Qq

nk
|isÍ

(Eis ≠Ems ≠qÊnk+i÷)(Efs ≠EmÕ
s

≠qÕÊnÕkÕ +i÷)

+
Èfs|Q≠qÕ

nÕkÕ |m
Õ
sÍÈmÕ

s|Qq

nk
|msÍÈms|QqÕ

nÕkÕ |isÍ
(Eis ≠Ems ≠qÕÊnÕkÕ +i÷)(Efs ≠EmÕ

s
≠qÕÊnÕkÕ +i÷)

+
Èfs|Qq

nk
|mÕ

sÍÈmÕ
s|Q≠qÕ

nÕkÕ |msÍÈms|QqÕ

nÕkÕ |isÍ
(Eis ≠Ems ≠qÕÊnÕkÕ +i÷)(Efs ≠EmÕ

s
+qÊnk+i÷)

´
, (3.217)

which is involved in the scattering rate

W
[1,1,1];[1],qqÕ

nknÕkÕ = 2Re
î
(T

[1,1,1]
iæf )úT

[1]
iæf

ó
=

ÿ

s,sÕ=±

W
[1,1,1];[1],qqÕ

nknÕkÕ|ssÕ , (3.218)

where we denote

W
[1,1,1];[1],qqÕ

nknÕkÕ|ssÕ =
≠1

2~4
Re

 Õ

t,t1,t2

≠

Q≠q
nk(≠t)

8
:Q≠qÕ

nÕkÕ(≠t1), Qq
nk(0), QqÕ

nÕkÕ(t2)
9
;

s,sÕ

∑

,

(3.219)
8
:A(t), B(tÕ), C(tÕÕ)

9
;

s,sÕ
= [sign(t ≠ tÕ)]

1≠s
2 [sign(tÕ ≠ tÕÕ)]

1≠sÕ

2

◊
Å

A(t)B(tÕ)C(tÕÕ) + sB(tÕ)A(t)C(tÕÕ) + sÕA(t)C(tÕÕ)B(tÕ)
ã

.

This term enforces an unusual version of (anti-)detailed balance, namely

W
[1,1,1];[1],qqÕ

nknÕkÕ|ssÕ = ssÕe≠q—ÊnkW
[1,1,1];[1],≠q,qÕ

nknÕkÕ|ssÕ , (3.220)

where the index qÕ remains inchanged.

3.D Generalizations

3.D.1 Generalized model and higher perturbative orders

To describe the interaction between phonon and another degree of freedom, we
introduce general coupling terms between phonon annihilation (creation) oper-

ators a
(†)
nk and general, for now unspecified, fields Q

{qj}
{nj ,kj} which are operators

acting in their own Hilbert space, i.e. we write H Õ =
q

l H Õ
[l], with

H Õ
[l] =

1p
N l

uc

ÿ

{niki}

ÿ

{qi=±}

⇣ m
Ÿ

j=1

a
qj

njkj

⌘
Q

{qj}
{njkj}. (3.221)
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In this expression, m is the number of phonon creation-annihilation operators
coupled to Q

{qj}i=1..l

{njkj}i=1..l
. In terms of the perturbative expansion introduced in

the main text and the other appendices, this means Q
{qj}i=1..l

{njkj}i=1..l
≥ ⁄l; note that

since the perturbative expansion is considered (formally) up to infinite order in
this appendix, we make this specification only for the sake of clarity. To avoid
ambiguities, we assume that all the njkj indices involved in a given term of H Õ

[l]
are distinct; this is correct in the thermodynamic limit. Note also that, for the
sake of clarity in the following developments, the normalization factors of Nuc

are not defined following the same convention as in the rest of the paper.
In what follows, we take special notations for the first two indices: n1k1 © nk,

n2k2 © nÕkÕ. Using the model Eq. (3.72) and following the general procedure
described in Sec. 3.C and in the main text, one can then (at least formally)
derive the collision integral which always takes the form

Cnk =
Œ

ÿ

p=1

1

Np
uc

ÿ

{niki}i=2,..,p

ÿ

{qi}i=1,..,p

q1 ◊
ñ p

Ÿ

i=1

Ä
Nniki

+ qi+1
2

äô
W

(p),{qi}
{niki}

, (3.222)

where the index (p) denotes a term of order ⁄2p. The scattering rate W
(p),{qi}
{niki}

=

W
(p),{qi}i=1,..,p

{niki}i=1,..,p
is the sum of all the scattering rates of the [l1, .., lm]; [lÕ1, .., lÕmÕ ] kind

(according to the nomenclature introduced in the main text) such that
qm

i=1 li +
qmÕ

j=1 lÕj = 2p. In terms of physical process, each of these terms corresponds to
the interference between two scattering channels, [l1, .., lm] and [lÕ1, .., lÕmÕ ], such
that in all, 2p phonon creations or annihilations occur between the initial i

and final f states. Note that in the present paper, we compute explicitly this
expansion up to p = 2.

We then expand the phonon average populations as Nniki
= N eq

niki
+ ”Nniki

.

Following Eq.(3.11), the diagonal scattering rate is obtained as Dnk = ≠ˆNnk
Cnk

���
N=Neq

.

It can be decomposed as Dnk =
qŒ

p=1 D
(p)
nk , where

D
(p)
nk =

≠1

Np
uc

ÿ

{niki}i=2,..,p

ÿ

{qi}i=1,..,p

q1 ◊
ñ p

Ÿ

i=2

Ä
N eq

niki
+ qi+1

2

äô
W

(p),{qi}
{niki}

. (3.223)

Similarly, the off-diagonal scattering rate is obtained as Mnk,nÕkÕ = ˆNnÕkÕ
Cnk

���
N=Neq

.

It can be decomposed as Mnk,nÕkÕ =
qŒ

p=2 M
(p)
nk,nÕkÕ , where

M
(p)
nknÕkÕ =

1

Np
uc

ÿ

{niki}i=3,..,p

ÿ

{qi}i=1,..,p

q1 (3.224)

◊
Ä
N eq

nk + q1+1
2

ä ñ p
Ÿ

i=3

Ä
N eq

niki
+ qi+1

2

äô
W

(p),{qi}
{niki}

.

Like in the equations for p = 1, 2 derived explicitly in Appendix 3.C, q1 always
factorizes in the collision integral, as the change in number of nk phonons due
to the scattering event.
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3.D.2 Special properties of first Born’s order

3.D.2.1 Definitions and basic results

At first order of the Born expansion, all contributions to the collision integral are
“semiclassical”, in the sense defined in Sec. 3.3.4.3; i.e. an operator Qq1,..,ql

n1k1,..,nlkl

does only appear in the collision integral as |Qq1,..,ql

n1k1,..,nlkl
|2.

To make this statement more precise, we rewrite

H Õ
[l] =

1p
N l

uc

l
ÿ

r=0

ÿ

{niki}i=1..l

⇣ r
Ÿ

j=1

a+
njkj

⌘⇣ l
Ÿ

j=r+1

a≠
njkj

⌘

◊ 1p
r!(l ≠ r)!

Q
+,..,+|≠,..,≠
n1k1..nrkr|nr+1kr+1..nlkl

, (3.225)

where the upper indices of Q are r times ’+’ and l ≠ r times ’≠’, and Q
is by definition symmetric under permutation of its lower indices in the two
blocks {niki}i=1,..,r and {niki}i=r+1,..,l separately. Hermiticity is guaranteed by

Q
+,..,+|≠,..,≠
n1k1..nrkr|nr+1kr+1..nlkl

= (Q
+,..,+|≠,..,≠
nr+1kr+1..nlkl|n1k1..nrkr

)†. Note that at first Born’s
order, distinct scattering channels [l] and [lÕ] do not interfere for l ”= lÕ; one can
thus study independently the contribution of each H Õ

[l] to the collision integral.
The contribution to the squared T-matrix obtained from H Õ

[l] at first Born’s
order is
���T [l]

iæf

���
2

=
1

N l
uc

l
ÿ

r=0

1

r!(l ≠ r)!

ÿ

{niki}i=1..l

"
r

Ÿ

j=1

(Ni
njkj

+ 1)

#"
l

Ÿ

j=r+1

(Ni
njkj

)

#

◊ I(ip

+{njkj}r
1≠≠≠≠≠≠≠æ

≠{njkj}l
r+1

fp) Èis|Q
+,..,+|≠,..,≠
{njkj}l

r+1|{njkj}r
1
|fsÍÈfs|Q

+,..,+|≠,..,≠
{njkj}r

1|{njkj}l
r+1

|isÍ,

(3.226)

Summing over all scattering channels, the first Born’s order contribution to
the collision integral is

C1B
nk =

Œ
ÿ

l=1

1

N l
uc

l
ÿ

r=0

ÿ

{niki}i=1,..,l

r
Ÿ

j=1

(Nnjkj
+ 1)

l
Ÿ

j=r+1

(Nnjkj
) (3.227)

◊
Å

r”n,n1”k,k1

r!(l ≠ r)!
≠ (l ≠ r)”n,nr+1”k,kr+1

r!(l ≠ r)!

ã
W

[l];[l]

{njkj}r
1|{njkj}l

r+1
,

where

W
[l];[l]

{njkj}r
1|{njkj}l

r+1
=

ˆ

dte
≠i
Ä
qr

j=1
Ênj kj

≠
ql

j=r+1
Ênj kj

ä
t (3.228)

D
Q

+,..,+|≠,..,≠
{njkj}l

r+1|{njkj}r
1
(t) Q

+,..,+|≠,..,≠
{njkj}r

1|{njkj}l
r+1

E
.

Following the same steps as in Sec. 3.C.2.3, it is easy to see that W
[l];[l]

{njkj}r
1|{njkj}l

r+1

always enforces detailed-balance, namely

W
[l];[l]

{njkj}r
1|{njkj}l

r+1
= e

≠—
Ä
qr

j=1
Ênj kj

≠
ql

j=r+1
Ênj kj

ä
◊ W

[l];[l]

{njkj}l
r+1|{njkj}r

1
.

(3.229)
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We now prove two important properties of the collision integral, as obtained
from first Born’s order, which derive therefrom.

3.D.2.2 No equilibrium current

The equilibrium current is due to Onk = Cnk[NnÕkÕ ‘æ N eq
nÕkÕ ], the constant term

in the collision integral.
In the present case, by performing a change of index r ‘æ l ≠ r in the second

term of (· · · ≠ . . . ) in Eq. (3.227), and resorting to the detailed balance relation
Eq. (3.229) and taking N eq

nÕkÕ = 1

e—Ê
nÕkÕ ≠1

, one can easily show that

O1B
nk = C1B

nk[Nnjkj
‘æ N eq

njkj
] = 0. (3.230)

This means that no shift of the phonons’ energies is needed at first Born’s order
to guarantee cancellation of the equilibrium current.

3.D.2.3 No phonon Hall effect

The off-diagonal contribution to the collision matrix at first Born’s order, M1B
nk,nÕkÕ =

ˆNnÕkÕ
C1B

nk, reads

M1B
nk,nÕkÕ =

Œ
ÿ

l=1

1

N l
uc

l
ÿ

r=0

ÿ

{niki}i=1,..,l

r
Ÿ

j=1

(N eq
njkj

+ 1)
l

Ÿ

j=r+1

(N eq
njkj

) W
[l];[l]

{njkj}r
1|{njkj}l

r+1

◊ 1

r!(l ≠ r)!

8
:r”n,n1”k,k1

⇣
(r ≠ 1)”nÕ,n2”kÕ,k2 + (l ≠ r)”nÕ,nr+1”kÕ,kr+1

⌘

≠(l ≠ r)”n,nr+1”k,kr+1

⇣
r”nÕ,n1”kÕ,k1 + (l ≠ r ≠ 1)”nÕ,nr+2”kÕ,kr+2

⌘9
; .

(3.231)

After some algebra, following essentially the same steps as outlined here-
above, it is possible to show that

M1B
nk,nÕkÕe—ÊnÕkÕ (N eq

nÕkÕ)
2 = M1B

nÕkÕ,nke—Ênk(N eq
nk)2. (3.232)

This, as was illustrated several times in the main text and the appendices, entails
that M1B does not contribute to ŸH – see Eq. 3.160. We have thus shown that
no contribution to the thermal Hall conductivity can possibly come from first
Born’s order, regardless of the number of phonon operators in the Hamiltonian
and of the nature of the operators Q to which they are coupled.

3.E Application—further technical details

3.E.1 Solving the delta functions

In order to solve the two simulaneous delta functions, we use the following rewrit-
ing of W°,
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W
°,qqÕ

nk,nÕkÕ =
64fi2

~4N2d
uc

ÿ

p

ÿ

{¸i,qi}

F
¸3,¸1,¸2|q4,q1,q2

p,qk,qÕkÕ Im

(
B

n¸2¸3|q2q3q

k,p+ 1
2

qk+qÕkÕ
B

nÕ¸3¸1|≠q3q1qÕ

kÕ,p+ 1
2

qÕkÕ

PP

"
B

n¸1¸4|≠q1q4≠q

k,p+ 1
2

qk
B

nÕ¸4¸2|≠q4≠q2≠qÕ

kÕ,p+qk+ 1
2

qÕkÕ

2vmq1

Ä
q1qÊnk

vm
+ Ω̂¸1,p ≠ q1q4Ω̂¸4,p+qk

ä + (n, q, k, q4) ¡ (nÕ, qÕ, kÕ, ≠q4)

#)

”

Ç
vmq1

ñ
q1Σ

qqÕ

nknÕkÕ

vm
+ Ω̂¸1,p + q1q2Ω̂¸2,p+qk+qÕkÕ

ôå

”

Å
≠2vmq1

ï
q1qÕÊnÕkÕ

vm
+ Ω̂¸1,p ≠ q1q3Ω̂¸3,p+qÕkÕ

òã
, (3.233)

where Ω̂¸,p = Ω¸,p/vm and

F
¸3,¸1,¸2|q4,q1,q2

p,qk,qÕkÕ = q4

�
2nB(Ω¸3,p+qÕkÕ) + 1

�
(2nB(Ω¸1,p) + q1 + 1)

◊
�
2nB(Ω¸2,p+qk+qÕkÕ) + q2 + 1

�
(3.234)

is a product of thermal factors (note F̂ = q1F , cf. Eq. (3.101)). Now collapsing
the delta functions, we can write:

W
°,qqÕ

nk,nÕkÕ =
8fi2

~4v2
m

ÿ

j

ÿ

¸,{qi}

Im

(
B

n¸¸|q2q3q

k,pj+ 1
2

qk+qÕkÕ
B

nÕ¸¸|≠q3q1qÕ

kÕ,pj+ 1
2

qÕkÕ
(3.235)

◊ PP

"
B

n¸¸|≠q1q4≠q

k,pj+ 1
2

qk
B

nÕ¸¸|≠q4≠q2≠qÕ

kÕ,pj+qk+ 1
2

qÕkÕ

2vmq1

Ä
q1qÊnk

vm
+ Ω̂¸,pj

≠ q1q4Ω̂¸,pj+qk

ä

+(n, q, k, q4) ¡ (nÕ, qÕ, kÕ, ≠q4)

#)
JW(pj)F

¸,¸,¸|q4,q1,q2

pj ,qk,qÕkÕ ,

where, when they exist, the solutions, j = 0, .., 3 take the form (recall vi = vi,
wi = wi, pj = p

j
)

pj = tÂj/2ÊvÂj/2Ê + u
(fij [2])
Âj/2Ê wÂj/2Ê, (3.236)

where, for i = 0, 1

vi = a2k1 + (≠1)ia1k2, (3.237)

wi = ẑ ◊ vi, (3.238)

ti =
a2k2

1 + (≠1)ia1k2
2 ≠ a1a2(a1 + (≠1)ia2)

2v2
i

, (3.239)

u
(±)
i =

≠Bi ±
»

B2
i ≠ 4AiCi

2Ai
, (3.240)

Ai = 4a2
i+1(v2

i ≠ (k1 · k2)2), (3.241)

Bi = (≠1)i4ai+1(k1 · k2)(a2
i+1 ≠ k2

i+1 + 2(vi · ki+1)ti), (3.242)

Ci = ≠
�
ai+1(ai+1 ≠ 2”¸) ≠ k2

i+1

� �
ai+1(ai+1 + 2”¸) ≠ k2

i+1

�
(3.243)

≠4(a2
i+1 ≠ k2

i+1)(vi · ki+1)ti + 4(a2
i+1v2

i ≠ (vi · ki+1)2)t2
i ,
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and JW(pj) is given in the main text, Eq. (3.103).

3.E.2 Choice of polarization vectors

Below, we enumerate possible explicit choices for a basis of polarization vectors
(Á0,k, Á1,k, Á2,k). In the numerical calculations, we use choice 2.

3.E.2.1 Choice 1

A simple choice is that of momentum-independent polarization vectors, which
can be, for example: Á0(k) = x̂, Á1(k) = ŷ, Á2(k) = ẑ.

3.E.2.2 Choice 2

Below, we describe the choice of polarization vectors used in the numerical im-
plementation. Its polarization vectors Án,k form an orthonormal basis in which
k points along the [1, 1, 1] axis, so that k · Án,k = |k|Ô

3
’n. This, as explained in

the main text, ensures that the structure factor S
–,— does not vanish for – = —,

corresponding to the largest coupling constants Λ1..5 (as opposed to anisotropic
Λ6,7 for which – ”= —).

The starting point is the orthonormal basis made of three vectors en, n =
0, 1, 2, defined as 8

>><
>>:

e0 = 1Ô
3

�Ô
2x̂ + ẑ

�

e1 = 1Ô
6

�
≠x̂ +

Ô
3ŷ +

Ô
2ẑ
�

e2 = 1Ô
6

�
≠x̂ ≠

Ô
3ŷ +

Ô
2ẑ
�

; (3.244)

in this basis, ẑ = [1, 1, 1]. To rotate the ẑ axis into k̂’s direction, we define the
polar angles of k̂,

◊ = arccos(kz/|k|), (3.245)

„ = Arg(kx + iky), (3.246)

so that a good choice for the three polarization vectors is

Án,k = i Rẑ(„) · Rŷ(◊) · diag [s(k), 1, 1] · en (3.247)

for n = 0, 1, 2. In the above, we defined Rµ̂(“) to be the direct rotation matrix
around the µ axis by an angle “, and we used the “sign” function

s(k) =

®
+1 if k œ D+

≠1 if k œ D≠
(3.248)

with respect to two domains D±, corresponding (up to unimportant details in a
set of null measure contained in the kz = 0 plane) to the “upper” (kz > 0) and
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“lower” (kz < 0) halves of R3, and more precisely defined by

D+ =
n

k
�� kz > 0 or

�
kz = 0 (3.249)

and (ky > 0 or (ky = 0 and kx > 0))
�o

,

D≠ =
n

k
�� kz < 0 or

�
kz = 0 (3.250)

and (ky < 0 or (ky = 0 and kx < 0))
�o

such that R
3 = D+ fi D≠ fi {0}. The role of this s(k) function is to help ensure

that this choice of polarizations enforces Án(≠k) = Án(k)ú, as well as all the
tetragonal symmetry group of the crystal. This last statement means that under
a symmetry operation g belonging to D4h the symmetry group of the crystal,
they transform as

Án(g · k) =
ÿ

nÕ

cg
nnÕ(k) g · ÁnÕ(k), (3.251)

where g· denotes the action of g on a vector, and most importantly the cg
nnÕ coef-

ficient either is ”nnÕ or exchanges the n = 1 and n = 2 polarizations, depending
on whether k is in a high-symmetry position. Indeed n = 1, 2 are constructed de-
generate (as eigenvectors of the dynamical matrix) at the high-symmetry planes
and axes of the Brillouin zone. See Ref. [Maradudin and Vosko, 1968] for details
and further discussion on the behavior of polarization vectors under symmetry
operations.

3.E.2.3 Choice 3

One may also use the Hall-plane-dependent basis for the polarization vectors
and label Ánk, assuming µ‹ is the Hall plane, fl is the direction transverse to the
plane, and µ‹fl forms a direct orthonormal basis:

Á0,k = ik/|k| (longitudinal), (3.252)

Á1,k = i
ûfl ◊ k

|ûfl ◊ k|
(transverse, in Hall plane), (3.253)

Á2,k = Á0,k ◊ Á1,k =
kflk ≠ k2ûfl

|k||ûfl ◊ k|
(transverse). (3.254)

(3.255)

Then, if –, —, µ, ‹, fl œ {x, y, z}, we can write:

Sq;–—
0k =

1Ô
Ê0k

2qi

|k|
k–k—, (3.256)

Sq;–—
1k =

1Ô
Ê1k

qi

|ûfl ◊ k|

Ä
kµ(k–”—,‹ + k—”–,‹) ≠ k‹(k–”—,µ + k—”–,µ)

ä
,(3.257)

Sq;–—
2k =

1Ô
Ê2k

≠1

|k||ûfl ◊ k|

Ä
k2(k–”—,fl + k—”–,fl) ≠ 2k–k—kfl

ä
, (3.258)

so that L0 Ã k · ⁄ · k, L1 Ã [k ◊ (⁄ · k)]fl, L2 Ã [k2(⁄ · k) ≠ (k · ⁄ · k)k]fl.
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For this choice of polarization vectors, the phonon-magnon coupling con-
stants can be decomposed in such a way that their behavior under Mµ, Mfl and
M‹ , Cµ‹

4 becomes transparent, in other words under the basis harmonics of the
group generated by the latter operations. Note that, because the magnetic space
group of the system is a priori independent of the symmetries associated with
the choice of Hall “geometry,” the coefficients of the harmonics need not be inde-
pendent. (In the the square lattice case discussed here, some of the symmetries
of the system coincide with those of the Hall geometry, so that these coefficients
are not entirely independent. Note that this causes additional constraints for
the existence of a nonzero Hall effect.)

3.E.3 Numerical implementation

We define ⁄̂
¸1,¸2;–—
›,›Õ = ⁄

–—

›̃¸1+›̄+1,›̃Õ¸2+›̄Õ+1;››Õ
, so that, in particular,

⁄̂
¸1,¸2;–—
1,1 = ⁄

–—
¸1+1,¸2+1;11,

⁄̂
¸1,¸2;–—
0,0 = ⁄

–—
¯̧
1+1,¯̧2+1;00

,

⁄̂
¸1,¸2;–—
1,0 = ⁄

–—

¸1+1,¯̧2+1;10
, (3.259)

(note the bars) and

Lq,¸1,¸2

nk;›,›Õ = Tr
h
(⁄̂

¸1¸2

››Õ )T · S
q
nk

i
=

ÿ

–,—=x,y,z

⁄̂
¸1,¸2;–—
›,›Õ Sq;–—

nk . (3.260)

Moreover, given (i) our choice of isotropic elasticity, (ii) a given Hall plane µ‹

and perpendicular Hall axis, fl, (iii) ¸1 = ¸2 = ¸, ⁄̂ is a function of Λ
›(Õ)
1,..,7 contains

72 values, which can be parametrized by a single index i = 0, .., 71 through, e.g.
i = 36› + 18›Õ + 9¸ + 3– + — if we identify (x, y, z) with (0, 1, 2) for – and —, S
is a complex function of n, fl, k, q, ¸, –, —.

3.E.4 Details of the derivation of the general forms of the scaling
relations

Here we give details about the results and calculations in Sec. 3.5.5.5.

3.E.4.1 Dimensionless functions

The functional forms of the scaling functions introduced in Eq. (3.117) are

c̃÷(ỹ) =
1

2

�
| sin ◊| + ÷“≠1X(ỹ)

�
, (3.261)

Ω̃
±÷
¸ (ỹ) =

1

2

»
sin2 ◊X2(ỹ) + “≠2 ± 2÷| sin ◊|“≠1X(ỹ), (3.262)

with

X(ỹ) =

 

1 + 4
ỹ2

sin2 ◊ ≠ “≠2
, (3.263)
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and

f̃s=1
÷ (ỹ) = Θ

�
“≠2 ≠ sin2 ◊ ≠ 4|ỹ|2

�
, (3.264)

f̃s=≠1
÷ (ỹ) = ”÷,1Θ

�
sin2 ◊ ≠ “≠2

�
, (3.265)

J̃s
D(ỹ) =

�����
ÿ

r=±1

s(r≠1)/2rc̃r(ỹ)p
c̃r(ỹ)2 + ỹ2

�����

≠1

. (3.266)

Inserting the expressions for L and F into that of B, we find

B
n,¸¸|+s≠
k;≠p

(÷)
¸,k

(y)+ k
2

=
≠i

2
Ô

2Muc

ÿ

››Õ

n≠›≠›Õ

0

ÿ

–,—=x,y,z

⁄̂
¸¸;–—
››Õ i›(si)›

Õ

(≠1)(›+›
Õ
)¸

◊ k–Á
—
nk + k—Á–

nkÔ
Ênk

(‰Ω
¸p

(÷)
¸k

(y))›≠ 1
2 (‰Ω

¸p
(≠÷)
¸k

(y))›Õ≠ 1
2 (3.267)

because F›q¸(≠p) = F›q¸(p). Then, for ”¸ = 0, and defining k̂– = (k̂)–, the B̃››Õ

introduced in Eq. (3.117) are:

B̃nn =
is‰≠1v≠1

m

2
p

2Mucvph

ÿ

–,—=x,y,z

⁄̂
¸¸;–—
00 (k̂–Á

—
nk + k̂—Á–

nk)(Ω̃÷(ỹ)Ω̃≠÷(ỹ))≠ 1
2 , (3.268)

B̃mm =
≠in≠2

0 ‰vm

2
p

2Mucvph

ÿ

–,—=x,y,z

⁄̂
¸¸;–—
11 (k̂–Á

—
nk + k̂—Á–

nk)(Ω̃÷(ỹ)Ω̃≠÷(ỹ))
1
2 , (3.269)

B̃mn =
(≠1)¸n≠1

0

2
p

2Mucvph

ÿ

–,—=x,y,z

(k̂–Á
—
nk + k̂—Á–

nk) (3.270)

î
⁄̂

¸¸;–—
01 (Ω̃÷(ỹ))≠ 1

2 (Ω̃≠÷(ỹ))
1
2 + s ⁄̂

¸¸;–—
10 (Ω̃(÷)(ỹ))

1
2 (Ω̃(≠÷)(ỹ))≠ 1

2

ó
.

3.E.4.2 Details of the behavior of the scaling function F

Here we derive the behavior of the scaling functions Fx({, “, ◊) defined in Eq. (3.120)
at small and large {.

Let us first consider the large-{ limit. The hyperbolic sines in the denomi-
nator of the integrand grow exponentially in this limit (because the two Ω̃

±÷
¸ (ỹ)

functions cannot be simultaneously be made to vanish), so that they can be
approximated by their leading exponential forms. An application of the saddle
point method then shows that the integral is dominated by region around ỹ = 0,
and is exponentially suppressed for large {. For “| sin ◊| > 1, i.e. when the az-
imuthal angle of k is smaller than “≠1, this suppression exceeds the exponential
growth of the sinh{/2 prefactor, and the scaling function decays exponentially:

Fx({, “ > | sin ◊|≠1) ≥
{∫1

exp
h
{

2
(1 ≠ “| sin ◊|)

i
. (3.271)

For smaller angles where “| sin ◊| < 1, F does not decay exponentially in the
large Ÿ limit. Here Eq. (3.271) is correct to exponential accuracy, i.e. it is
asymptotically correct for ln(F) at large {. To this accuracy, the asymptotics
are independent of x.
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Now consider the small { limit. The naïve result for the scaling function is
obtained by expanding both the hyperbolic sine in the numerator and the two
in the denominator of the integrand around zero leads to

F(s)
x ({ π 1, “, ◊) ≥

?

1

{

(3 ≠ s)a2

2fivm~2“2
(3.272)

ˆ +Œ

≠Œ
dỹ

ÿ

÷

f̃s
÷(ỹ)J̃s

D(ỹ)
ÿ

¸

C̃x(ỹ)

Ω̃
+÷
¸ (ỹ)Ω̃≠÷

¸ (ỹ)
.

This expression is correct provided the integral in the second line converges. The
convergence is problematic only at large ỹ for the case s = ≠1 (in the case s = 1,
the integral is confined by the f̃s=1 factor to a finite domain). In this limit the
Jacobean J̃s=≠1 grows linearly in ỹ as does Ω̃, while the factor C̃x(ỹ) behaves as
ỹ2x. As a result, the integral converges for the case x = ≠1 and the 1/{ scaling
is correct in this case. In the cases x = 0, 1, the integral is logarithmically and
quadratically divergent at large ỹ, respectively.

In the latter two cases, we must reconsider the naïve result in Eq. (3.272).
The divergence in this equation is an artificial result because the hyperbolic sines
in the original expression in Eq. (3.120) grow rapidly once Ω̃ > {

≠1 and ensure
convergence of the integral (i.e. the large ỹ > |“{|≠1 contribution is negligible).
Proper behavior is restored for small { by simply using the expanded form
of Eq. (3.272) but only integrating up to an upper cutoff |ỹ| < |{“|≠1. This
regulates the divergences and one obtains additional ln(1/{) and {

≠2 factors
multiplying the 1/{ form for the cases x = 0, 1, respectively. Collecting the
above results we see that

F(≠1)
x ({) ≥

{π1

8
>>><
>>>:

1
{3 x = 1

ln(1/{)
{

x = 0

1
{

x = ≠1

. (3.273)

This function is non-zero for |“ sin ◊| > 1, while F (+1) is non-zero when |“ sin ◊| <
1.

In the latter case, as mentioned above, the integral over ỹ always converges
because the set of integration is an ellipse instead of a half-hyperbola. Therefore
the naïve scaling is the correct one and the F

(+1)
x ({) ≥

{π1
1/{ behavior holds for

all x.

3.F Application—further physical details

3.F.1 Microscopic derivation of the coupling constants

We consider the most general coupling between the strain tensor and bilinears of
the m, n fields, exhibiting all the symmetries allowed by the crystal symmetry
group in the paramagnetic phase: the D4h tetragonal point-group generated by
mirror symmetries Sx, Sy, Sz, fourfold rotational symmetry Cxy

4 ; translations of
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one unit cell —which forbids interactions of the manb type; and time-reversal.
The corresponding hamiltonian density reads:

HÕ
tetra = Λ

(m)
1

⇣
mxmxExx + mymyEyy

⌘
+ Λ

(n)
1

⇣
nxnxExx + nynyEyy

⌘

+ Λ
(m)
5 mzmzEzz + Λ

(n)
5 nznzEzz

+ Λ
(m)
2

⇣
mxmxEyy + mymyExx

⌘
+ Λ

(n)
2

⇣
nxnxEyy + nynyExx

⌘

+
⇣

Λ
(m)
3 mzmz + Λ

(n)
3 nznz

⌘⇣
Exx + Eyy

⌘

+ Λ
(m)
4

⇣
mxmx + mymy

⌘
Ezz + Λ

(n)
4

⇣
nxnx + nyny

⌘
Ezz

+ Λ
(m)
6 mxmyExy + Λ

(n)
6 nxnyExy + Λ

(m)
7

⇣
mxmzExz

+ mymzEyz
⌘

+ Λ
(n)
7 (nxnzExz + nynzEyz) (3.274)

We now propose a microscopic origin to the Λ
(›)
I coefficients appearing in it.

We start from a generic spin exchange hamiltonian of the form

Hex =
ÿ

R,RÕ

ÿ

a,b

Sa
RJab

R≠RÕSb
RÕ , (3.275)

where R, RÕ indicate the actual locations of the sites in the distorted lattice, and
each sum spans the whole distorted lattice.

We then express R = r + ur, where r belongs to the undistorted lattice and
ur is the displacement field at site r. Taylor-expanding the coefficients Jab

R≠RÕ

with respect to the displacement field (and identifying Sa
R = Sa

r ), we thus obtain
Hex = H0

ex + H Õ
ex + O(u2), where H0

ex = Hex|R,RÕ ‘ær,rÕ and

H Õ
ex =

ÿ

r,rÕ

ÿ

ab,‹

Sa
r (u‹

r ≠ u‹
rÕ) ˆ÷‹ Jab

÷

���
÷=r≠rÕ

Sb
rÕ . (3.276)

Then, identifying E–— = 1
2(ˆ–u— + ˆ—u–) the symmetric rank-2 elasticity tensor

(i.e. strain tensor), we identify H Õ
ex = H Õ

ssÁ + . . . , where

H Õ
ssÁ =

1

2

ÿ

r,÷

Sa
r+÷Sb

r

⇥
÷–ˆ÷— + ÷—ˆ÷–

⇤
Jab

���
÷

E–—(r) + . . . , (3.277)

where a, b = x, y, z is a spin axis index, –, — = x, y, z is a spatial index, and
“+ . . . ” encompasses terms featuring Ê–— the anti-symmetric rank-2 elasticity
tensor, as well as higher-order derivatives of the displacement field.

Finally, we take the particular case of a square lattice with tetragonal sym-
metry, and describe the spins in terms of m, n fields as in the main text, namely
Sr = (≠1)rµ0n(r) + a2m(r). We identify H Õ

ssÁ =
q

r HÕ
tetra(r) + . . . where

“+ . . . ” is made of rapidly oscillating (time-reversal breaking) terms, and HÕ
tetra

is as displayed in Eq. (3.274), with identification

Λ
(m),–—
ab =

1

2

ÿ

÷

(÷–ˆ— + ÷—ˆ–) Jab
���
÷
, (3.278)

Λ
(n),–—
ab =

1

2

ÿ

÷

eifi÷ (÷–ˆ— + ÷—ˆ–) Jab
���
÷
, (3.279)
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where the sum over ÷ spans the whole direct (two-dimensional square) lattice,
and fi =

�
fi
a
, fi
a

�
with a the square lattice parameter.

3.F.2 Contributions to intervalley couplings

In the main text, the na, ma fields live in the valleys identified by:

¸ = 0 : ny, mz

¸ = 1 : nz, my. (3.280)

Therefore, intervalley couplings are of the form ⁄ab;››Õ with ”››Õ + ”ab = 1. More
explicitly, using Eq. (3.78), they are:

⁄
–—
yz;00 = Λ

(n),–—
yz , (3.281)

⁄
–—
yz;11 = Λ

(m),–—
yz , (3.282)

⁄
–—
yy;01 =

≠1

n0

î
my

0Λ
(m),–—
yx + mz

0Λ
(m),–—
zx + my

0Λ
(n),–—
yx

ó
, (3.283)

⁄
–—
zz;01 =

≠1

n0

î
mz

0Λ
(m),–—
zx + my

0Λ
(m),–—
yx + mz

0Λ
(n),–—
zx

ó
. (3.284)

Also recall from Eq. (3.74) that

Λ
(›),xy
yx = Λ

(›),yx
yx = Λ

(›)
6 , (3.285)

Λ
(›),xz
zx = Λ

(›),zx
zx = Λ

(›),yz
yz = Λ

(›),zy
yz = Λ

(›)
7 , (3.286)

and all other values of –, — yield 0 for this set of lower indices. From this, it is
clear that the Λ

(›)
7 couplings always mix valleys, regardless of m0, and contribute

a ⁄yz;›› term. This intervalley coupling is a small contribution which does not
contribute to T breaking. Meanwhile, the T -odd ⁄yy;01 and ⁄zz;01 intervalley

couplings both contain contributions from both Λ
(›)
7 mz

0 and Λ
(›)
6 my

0.

3.F.3 Derivation of the gaps from a sigma model

Here we provide a heuristic microscopic argument for expressing the gaps in
terms of spin-spin couplings. We ignore spin-lattice coupling, and just consider
corrections to the isotropic Heisenberg model. We assume the addition of a term
of the XXZ anisotropy form:

HXXZ = gJ
ÿ

ÈijÍ

Ä
2Sz

i Sz
j ≠ Sx

i Sx
j ≠ Sy

i Sy
j

ä
. (3.287)

This is to be added to the isotropic Heisenberg model, along with a Zeeman
coupling to the transverse field.

Carrying out the long-wavelength expansion in terms of m and n fields, we
obtain the corrected potential part (i.e. without gradient terms) of the nonlinear
sigma-model Eq. (3.48):

Hg,h
NLS =

1

2‰
|m|2 + 2gJa2

�
2m2

z ≠ m2
x ≠ m2

y

�
(3.288)

≠ 2gJ
µ2

0

a2

�
2n2

z ≠ n2
x ≠ n2

y

�
≠ hymy ≠ hzmz.
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Note that the first term includes an m2
x term, which is absent in the quadratic

expansion describing linear spin waves in the main text. Indeed this term is
higher order in the small fluctuations around an x-ordered state when carrying
out a zero field spin wave expansion, which was the case in the main text where
the external field had already been integrated out to yield the nanb mass term.
We also included an external uniform field which lies in the y ≠ z plane.

Expanding around the x-ordered state, using that mx = ≠myny ≠ mznz and
nx = 1 ≠ 1

2(n2
y + n

2
z + 1

n2
0
(m2

y + m
2
z)), yields

Hg,h
NLS =

1

2‰

�
m

2
y + m

2
z

�
+ 2gJa2

�
2m

2
z ≠ m

2
y

�
≠ 2gJ

µ2
0

a2

�
2n

2
z ≠ n

2
y

�
≠ hymy ≠ hzmz

+

Å
1

2‰
≠ 2gJa2

ã �
m

2
yn

2
y + m

2
zn

2
z + 2mymznynz

�

+ 2gJ
µ2

0

a2

ï
1 ≠ 1

2
(n2

y + n
2
z +

1

n2
0

(m2
y + m

2
z))

ò2
. (3.289)

Note that the first term on the second line is of the form (m‹ · n‹)2, where
the ‹ indicates the components of the vectors normal to the ordering direction.
Since we in the next step shift the magnetization by its value induced by the field,
this is proportional to (h · n)2, as is postulated in the main text on symmetry
grounds.

We now show this explicitly. We shift the definition ma = ma + ‰aha for a =
y, z, and expand the result to quadratic order in m, n. Here ‰z = (1/‰+4gJa2)≠1

and ‰y = (1/‰ ≠ 2gJa2)≠1.
This gives

Hg,h
NLS =

1

2‰

�
m2

y + m2
z

�
+ 2gJa2

�
2m2

z ≠ m2
y

�
≠ 2gJ

µ2
0

a2

�
2n2

z ≠ n2
y

�

+

Å
1

2‰
≠ 2gJa2

ã �
‰2

yh2
yn2

y + ‰2
zh2

zn2
z + 2‰y‰zhyhznynz

�

≠ 2gJ
µ2

0

a2

⇥
n2

y + n2
z + · · ·

⇤
, (3.290)

where the ‘· · · ’ in the last brackets account for terms higher order in field, mag-
netization fluctuations, etc.

The anisotropy coefficients, denoted by Γab in the text, can now be extracted.
The terms in Hg,h

NLS which are quadratic in the ny, nz fields read

Hnn = ‰2
yh2

y

Å
1

2‰
≠ 2gJa2

ã
n2

y +

ï
‰2

zh2
z

Å
1

2‰
≠ 2gJa2

ã
≠ 6gJ

µ2
0

a2

ò
n2

z

+ 2‰y‰zhyhz

Å
1

2‰
≠ 2gJa2

ã
nynz. (3.291)

Note that the two terms proportional to n2
y from the right-most contributions

on each line of Eq. (3.290) above canceled. That means the the coefficient
of n2

y in Eq. (3.291) vanishes if hy = 0. This occurs because of Goldstone’s
theorem and the assumed XXZ form of the anisotropy: if the field is purely
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along the z direction, XY symmetry of the Hamiltonian under rotations about
the z axis is preserved, and this makes one of the spin wave modes remain gapless.
Conversely, for a field along the y direction, and in the presence of anisotropy,
both modes are generally gapped.

We can simplify the above expression if we assume |g| π 1, which means
‰≠1

y ¥ ‰≠1
z ¥ ‰≠1 = 4a2J and therefore 1/‰ ∫ gJa2; hence

Hnn ¥
‰h2

y

2
n2

y +

ï
‰h2

z

2
≠ 6gJ

µ2
0

a2

ò
n2

z + ‰hyhznynz. (3.292)

The above shows that if hz is small or zero, stability requires g < 0. This can
be understood from the fact that, if the field is along y, then HXXZ is the only
term, in the pure spin hamiltonian, breaking explicitly the O(2) symmetry in
the x ≠ z plane. It should therefore favor antiferromagnetic alignment along the
x axis, which is the initial assumption of this derivation. It also proves the ‰

2
prefactor used in the main text.

The coefficients in Eq. (3.292) give contributions to Γyy, Γzz and Γyz, respec-
tively. In this Appendix, as opposed to the more general expressions given in
the main text, we assume they are the only contribution.

Since taking the magnetic field purely along one of the two axes y, z guar-
antees that Γyz = 0, so that (as explained in the main text) the two magnon
valleys are independent, let us assume that the field is along the y axis. Then
one gap is ∆1 = |hy|, the Zeeman energy associated with the field along y. The
other gap gets contributions both from the anisotropy and the Zeeman energy
associated with the field along z.

Note that the anisotropy-induced gap involves the square root of the anisotropy,
i.e. ∆0

��
hz=0

= 4
p

3|g|Jµ0, which is not necessarily very small for reasonably
small values of g.

3.G Application—Supplementary figures

Here we present further calculations of scattering rates and (diagonal) thermal
conductivity for the model of Sec. 3.5, as supplemental figures.
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Figure 3.G.1: Diagonal scattering rate Dnk with respect to ◊(k) œ [0, fi/2] (hor-
izontal axis) and „(k) œ [0, 2fi] (vertical axis) for fixed temperature T = 0.5 T0,
polarization n = 0, and momentum (1) |k| = 0.0625/a, (2) |k| = 0.125/a, (3)
|k| = 0.25/a, (4) |k| = 0.5/a, (5) |k| = 1.0/a, (6) |k| = 2.0/a. Color scales vary
from figure to figure. Note that the C4 symmetry is approximately preserved for
small |k| but broken at large |k|, as stated in the main text. Also note how scat-
tering processes at ◊(k) < ◊≠ become allowed for Ênk Ø 2∆, 2∆Õ, then dominant
at large |k|.
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n = 0
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Figure 3.G.2: Diagonal scattering rate Dnk with respect to ◊(k) œ [0, fi/2] (hor-
izontal axis) and „(k) œ [0, 2fi] (vertical axis) for fixed temperature T = 0.5T0,
momentum |k| = 0.5/a, and polarizations (1) n = 0, (2) n = 1, (3) n = 2. Color
scales are different in (1) and (2,3). Subfigure (1) is reproduced from the main
text. Note that with our choice of polarization vectors Án,k, results for n = 1
and n = 2 are simply related by the mirror symmetry „ ‘æ fi ≠ „.
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„(k) = 0 ; n = 1
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Figure 3.G.3: Diagonal scattering rate Dnk with respect to ◊(k) œ [0, fi/2] (hor-
izontal axis) and |k|a (vertical axis) for fixed temperature T = 0.5T0 and (1)
„(k) = 0 and n = 1, (2) „(k) = fi/2 and n = 0, (3) „(k) = fi/2 and n = 1.
Color scales are different for the three subfigures. The „(k) = 0 and n = 0
case is displayed in the main text. Note that polarizations n = 1 and n = 2
yield the same results here. Note also that the general features are the same for
polarizations n = 1, 2 as for n = 0: although the scattering rates of n = 1, 2
polarizations for energies Ênk & 2∆ are not as clearly visible as they are for
n = 0, they are finite (of order 10≠4 in our units) and are only parametrically
smaller than those for the n = 0 polarization, due to purely geometrical factors
(Sq;–—

nk in the main text).
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Figure 3.G.4: Longitudinal thermal conductivity ŸL with respect to temperature
T , in log-log scale, (left) for four different values of “ext = 1 · 10≠z(vph/a), z œ
J4, 7K, from darker (z = 4) to lighter (z = 7) shade, (right) for four different
values “ext = 1 · 10≠z(vph/a), z œ J6, 9K, from darker (z = 6) to lighter (z = 9)
shade. Note that the two “bumps” come from the competition between “ext and
Dnn,¸ for valley index ¸ = 0, 1, as explained in the main text.
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Figure 3.G.5: Skew-scattering rates (1) W
°,≠≠
nknÕkÕ and (2,3) W

°,≠+
nknÕkÕ , with re-

spect to ◊(kÕ) œ [0, fi/2] (horizontal axis) and Ï(k, kÕ) = „(kÕ) ≠ „(k) (vertical
axis), for fixed magnetization m0 = 0.05ẑ, temperature T = 0.5T0, momen-
tum |kÕ| = 0.8/a, kz = 0.1/a, and (1,2) kx = 0.2/a, ky = 0, (3) kx = 0,
ky = 0.2/a. The case W

°,≠≠
nknÕkÕ , kx = 0, ky = 0.2/a is in the main text. The

colorbars are different for each figure and not linearly scaled. Note that thanks
to anti-detailed-balance, angular dependences of W°,++

nknÕkÕ ,W
°,+≠
nknÕkÕ are identical

to those of W°,≠≠
nknÕkÕ ,W

°,≠+
nknÕkÕ , respectively, for an isotropic phonon dispersion.
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Chapter 4

Phonon Thermal Hall
Conductivity from Electronic
Systems and Fermionic
Quantum Spin Liquids

In this chapter, excerpts and figures are reprinted with permission from L. Man-
geolle, L. Balents, L. Savary. The work presented here is still in progress. Up-
coming copyright 2022 by the American Physical Society.

4.1 Introduction

In the previous two chapters, we studied in general terms the coupling of phonons
ank to any other degree of freedom Qnk, and found that the phonon thermal con-
ductivity is determined by correlation functions of this Qnk field. Computing
these correlation functions is a challenge, which must be taken up for each dif-
ferent degree of freedom coupled to the lattice (i.e. each instance of Qnk). We
applied our results to the case of phonon-magnon coupling in Néel-ordered an-
tiferromagnets. We showed in particular that a generic model for spin-lattice
coupling, in the presence of both anisotropic magnetic exchange and an external
magnetic field, enables a phonon Hall conductivity. This left open the question
whether the presence of magnetic ordering, or any form of long-range spin cor-
relations, is a necessary condition for the phonon Hall conductivity. Here, we
consider the coupling of phonons to fermions. This includes electrons, as well
as models for disordered magnets where the low-energy physics is described in
terms of emergent neutral fermions. Our work addresses both Dirac cones and
quadratic bands, with or without a Fermi surface.
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4.2 Previous important results

Here, we recall a few important results from the previous chapters which we use
in the present one.

The thermal conductivity of phonons ank, where n is the polarization index
and k is the momentum, exists through the couplings of the phonons to an other
field Qnk (note that here the phonon-field “coupling constant” is absorbed in Q)
via the interaction hamiltonian density

H Õ =
ÿ

nk

Ä
a†

nkQ†
nk + ankQnk

ä
. (4.1)

The longitudinal (dissipative) part of the thermal conductivity, obtained from
solving Boltzmann’s equation for the phonons in a semiclassical treatment, is

Ÿ
µ‹
L =

~
2

kBT 2

1

V

ÿ

nk

vµ
nkÊ2

nkv‹
nk

4Dnk sinh2(—~Ênk/2)
, (4.2)

for µ, ‹ = x, y, z, where V is the volume of the system, T the temperature, kB

Boltzmann’s constant, — = 1/(kBT ), and Ênk and vnk = ÒkÊnk are respectively
the phonon frequency and velocity in mode nk. It is controlled by the phonon
scattering rate Dnk = D

(1)
nk + D̆nk, where

D
(1)
nk = ≠ 1

~2

ˆ

dt e≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

—
(4.3)

is obtained at lowest order in perturbation theory in the strength of the coupling,
with È·Í— denoting thermal averaging, and D̆nk includes both higher order terms
and contributions from other mechanisms such as scattering from impurities.

The thermal Hall (antisymmetric) conductivity at leading order in the cou-
pling strength is expressed as

Ÿ
µ‹
H =

~
2

kBT 2

1

V

ÿ

nknÕkÕ

Jµ
nk

e—~Ênk/2

2Dnk

 
1

Nuc

ÿ

q=±

�
e—~Ênk ≠ eq—~ÊnÕkÕ

�
W

°,+,q
nk,nÕkÕ

sinh(—~Ênk/2) sinh(—~ÊnÕkÕ/2)

!
e—~ÊnÕkÕ /2

2DnÕkÕ

J‹
nÕkÕ ,

(4.4)
where µ, ‹ = x, y, z and we defined the phonon current Jµ

nk = N eq
nk Ênkvµ

nk, and
N eq

nk is the number of phonons in mode nk in thermal equilibrium. It features
the “skew-scattering” rate

W
°,qqÕ

nk,nÕkÕ =
2Nuc

~4
Re

ßˆ
dtdt1dt2sign(t1)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

¨î
Q≠q

nk(≠t ≠ t1), Q≠qÕ

nÕkÕ(≠t + t1)
ó ¶

QqÕ

nÕkÕ(≠t2), Qq
nk(+t2)

©∂
—

o
,(4.5)

where the exponent q identifies Q+ © Q†, Q≠ © Q. As a result of close-to-
equilibrium thermodynamics, W° satisfies “anti-detailed-balance”

W
°,qqÕ

nknÕkÕ = ≠e≠—(qÊnk+qÕÊnÕkÕ ) W
°,≠q≠qÕ

nknÕkÕ , (4.6)
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which in fact defines the specific form of the skew-scattering rate which appears
in the thermal Hall conductivity and resistivity.

As mentioned above, in what follows, we consider Qnk to be a fermion bilin-
ear, for several species of fermions, in different contexts. In the last section we
will also make a brief detour whereby Qnk will be an electric field.

4.3 General results for fermions

We now consider the most general, translationally-invariant, coupling between
one phonon operator and a fermion number-conserving bilinear, deriving from a
local coupling to the strain tensor. We thus define Qnk, the field to which the
phonon annihilation operator ank is coupled, as

Qnk =
ÿ

p,¸,¸Õ

Bn,¸,¸Õ

k;p f †
¸,pf¸Õ,p+k. (4.7)

Here the coupling constant Bn,¸,¸Õ

k;p is introduced phenomenologically, and a more
specific expression will be derived in a particular case below. The fermion flavor
index ¸ is kept general at this stage. We consider free fermions, with hamiltonian

H0
f =

ÿ

¸,p

‘¸,pf †
¸,pf¸,p, (4.8)

where ‘¸,p is the fermion’s energy.
In order to obtain the diagonal scattering rate, we insert Eq. (4.7) into

Eq. (4.3) and obtain, after straightforward algebra,

D
(1)
nk = ≠2fi

~

ÿ

p,¸,¸Õ

”(‘¸,p ≠ ‘¸Õ,p+k ≠ Ênk) (4.9)

◊
⇥
nF(‘¸,p) ≠ nF(‘¸Õ,p+k)

⇤
|Bn,¸,¸Õ

k;p |2,

where nF is the Fermi distribution function. Note that when Bn,¸,¸Õ

k;p = ”¸¸Õ ,
Eq. (4.9) is the expression for the imaginary part of the density susceptibility
(density-density correlations) of a fermion gas [Giuliani and Vignale, 2005]. We
will evaluate Eq. (4.9) in specific models below, Eqs.(4.19,4.20).

We now turn to the skew scattering rate. By inserting Eq. (4.7) into Eq. (4.5),
applying Wick’s theorem, evaluating the time integrals, and after some algebra
(see App. 4.A.2 for details), we find

W
°,qqÕ

nk,nÕkÕ =
(2fi)2

~4
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ÿ
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nk,nÕkÕ (p) +(nkq ¡ nÕkÕqÕ),

(4.10)
where D

q,qÕ,{¸i}
nk,nÕkÕ (p) is the product of two Dirac functions which enforce energy

conservation,

D
q,qÕ,{¸i}
nk,nÕkÕ (p) = ”(‘¸3
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p+qÕkÕ), (4.11)
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ó î
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ó
, (4.12)
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and R
q,qÕ,{¸i}
nk,nÕkÕ (p) is a factor whose structure is inherited from second-order per-

turbation theory, whose denominators are energy differences, namely
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9
>>>>>; , (4.13)

and whose numerators are products of coupling constants,
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nk,nÕkÕ (p) = B

q|n,¸1,¸2

k;p≠ 1≠q

2
k+qÕkÕ

B
qÕ|nÕ,¸2,¸3

kÕ;p≠ 1≠qÕ

2
kÕ

(4.14)

◊
ï
”“,0 B

≠q|n,¸3,¸4

k;p≠ 1≠q

2
k
B

≠qÕ|nÕ,¸4,¸1

kÕ;p≠ 1≠qÕ

2
kÕ+qk

+ ”“,1 B
≠qÕ|nÕ,¸3,¸4

kÕ;p≠ 1≠qÕ

2
kÕ

B
≠q|n,¸4,¸1

k;p≠ 1≠q

2
k+qÕkÕ

ò
.

(4.15)

Here we defined B
q|n,¸,¸Õ

k;p for q = ± as follows:

B
≠|n,¸,¸Õ

k;p = Bn,¸,¸Õ

k;p ; B
+|n,¸,¸Õ

k;p =
Ä
Bn,¸Õ,¸

k;p

äú
. (4.16)

Eq. (4.10), which expresses the skew-scattering rate, applies to any fermionic
dispersion relation and regardless of their dependence on the ¸ index. In Ap-
pendix 4.A.3, we check explicitly that Eq. (4.10) satisfies anti-detailed balance,
Eq. (4.6). Note also that Eq. (4.10) decomposes, as did the phonon-magnon scat-
tering rate in the previous chapters, as a product W ≥ DN R. The differences
with the magnon (boson) case lie in N which here includes fermionic population
factors, and in R, which is simpler in the fermionic case (here the qi indices are
absent) because phonons can only couple to f †f operators (while b†b† and bb
combinations were allowed as well in the magnon case).

4.4 Application to Dirac and quadratic fermion dis-
persions (with or without a Fermi surface)

For the sake of clarity, in the main text, we present only applications to “simple”
dispersion relations, namely Dirac and quadratic ones with or without Fermi
surfaces. More precisely, we take the dispersion relation to be

‘Dirac 2d
¸,p = ‡ v‹ |p ≠ fi‹ | ≠ µ‹,–, (4.17)

‘
Quad
¸,p =

(p ≠ fi0)2

2mú
≠ µ¸. (4.18)

In Eq. (4.17), ¸ = (‹, ‡, –), the Dirac cones are located at fi‹ , and we take the
two half-cones ‡ = ± to have the same velocity v‹ and to be independent of
the extra index –. The momentum p in ‘¸,p is two-dimensional and assumed
to be in a neighborhood of fi‹ . Finally, µ‹,– is a (spin- and valley-dependent)
energy shift of the cone, responsible for the formation of a Fermi surface when
it is nonzero. 1 In Eq. (4.18), p and fi0 belong to the d-dimensional space

1We also consider that the Dirac cones are well separated, so that fermion scattering between
different cones has a very small probability, namely vphδΠ ∫ kBT where δΠ = min

�
|fi‹ ≠

fi‹Õ | , ν ”= ν
Õ
 

. In what follows, we neglect such intervalley scatterings altogether by including
a δ‹,‹Õ factor in the solution of the energy conservation equations.
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of fermionic momenta (d = 2, 3). This quadratic dispersion allows for analytic
solutions for the longitudinal and skew scattering rates. 2 We present a more
general model in Appendix 4.C.3. For each value of ¸ = ±, Eq. (4.18) de-
scribes a circular/spherical Fermi surface centered around a given point fi0 in
reciprocal space, and the mass mú can be of any sign. This “low-energy” ap-
proximation of the dispersion relation by a second-order polynomial ought to
yield an accurate description of phenomena occurring close to the Fermi surface
if kBT π p2

F /(2|mú|), where the Fermi momentum pF =
p

2|mú|µ¸ is a priori
¸-dependent.

The diagonal scattering rate Eq. (4.9) involves an energy-conservation con-
straint in the form of a delta function which is nonzero when ‘¸,p≠‘¸Õ,p+k≠Ênk =
0. In the case of 2d Dirac fermions, the solution is a conic (see Chapter 3 and
App. 4.C.1). In the case of quadratic fermions, the solution is a straight line
(d = 2) or a plane (d = 3). Converting 1

Nuc

q

p ≠æ V uc
dD

´

d
dp

(2fi)d , with V uc
dD the

volume of the d-dimensional unit cell,

D
(1)Dirac 2d
nk = ≠2fi

~

ÿ

¸,¸Õ

”‹,‹Õ

v‹

V uc
2D

(2fi)2

ˆ +Œ

≠Œ
dy

ÿ

÷

fs
‹,÷(y) Js

‹ (y)

����B
n,¸,¸Õ

k;p¸,¸Õ

÷,k
(y)

����
2

◊
ï
nF(‘

¸,p¸,¸Õ

÷,k
(y)

) ≠ nF(‘
¸Õ,p¸,¸Õ

÷,k
(y)+k

)

ò
, (4.19)

D
(1)Quad
nk = ≠

ÿ

¸,¸Õ

V uc
dD

ˆ

(k)‹

dd≠1p‹
(2fi)d≠1

|mú|

|k|

����B
n,¸,¸Õ

k;fi0+p̃¸¸Õ

nk
+p‹

����
2

◊
h
nF(‘

¸,fi0+p̃¸¸Õ

nk
+p‹

) ≠ nF(‘
¸Õ,fi0+p̃¸¸Õ

nk
+p‹+k

)
i

. (4.20)

Hereabove, k is the projection of k onto the space of fermionic momenta:
thus for d = 3, k = k and for d = 2, k = (kx, ky, 0). In Eq. (4.19), s = ≠‡‡Õ = ±

and the ÷ sum runs over ÷ = ±, the p
¸,¸Õ

÷,k(y) = c¸,¸Õ

÷ (y) k̂ + y ẑ ◊ k̂ + fi‹ are
the solutions to the energy conservation constraint in Eq. (4.9), which, when
they exist, form a half-hyperbola or an ellipse parameterized by the variable
y (c¸,¸Õ

÷ (y) is given in App. 4.C.1), Js
‹ (y) is the jacobian of the reparameteriza-

tion (see Appendix) and solutions exist when f+
‹,÷(y) ”= 0 or f≠

‹,÷(y) ”= 0, where®
f+
‹,÷(y) = Θ(a2 ≠ k2 ≠ 4y2)

f≠
‹,÷(y) = ”÷,+ Θ(k2 ≠ a2)

, with a = (Ênk + µ‹,– ≠ µ‹,–Õ)/v‹ . In Eq. (4.20),

p̃¸¸Õ

nk = k
�
≠1/2 + mú [µ¸Õ ≠ µ¸ ≠ Ênk] /|k|2

�
and the (k)‹ integration is that over

the (d ≠ 1)-dimensional field orthogonal to k.
The skew scattering rate in Eq. (4.10) involves two delta functions enforcing

two energy conservation constraints. In the case of linearly dispersing fermions,
the simultaneous solutions, when they exist, can be found analytically (see Chap-
ter 3 and App. 4.C.1) and in turn the delta functions can be fully collapsed. In

2We note that the model Eq. (4.18) can be trivially generalized to a collection of circular
Fermi surfaces with (fermion-like or hole-like) quadratic bands, provided that they are well
separated in momentum space—namely, that vphδΠ ∫ kBT where δΠ is the smallest distance
between two Fermi surfaces.
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the case of quadratic fermions, the solutions to the delta functions are given by
p ≠ fi0 = p̃

{¸i}
nk,nÕkÕ + p‹, for any p‹ such that p‹ · k1 = 0 = p‹ · k2, where

we define k1 = qÕkÕ and k2 = qk + qÕkÕ and we provide an explicit expression
for p̃

{¸i}
nk,nÕkÕ in App. 4.C.2. Then, recalling that N and K0,1 were defined in

Eqs. (4.11-4.14),

W
°,qqÕDirac 2d
nk,nÕkÕ = fi2Nuc

ÿ

j

ÿ

{¸i}

(
r

i”‹i,‹) V uc
2D v≠2

‹ (4.21)

◊J
{¸i}
qk,qÕkÕ(pj)N

q,qÕ,{¸i}
nk,nÕkÕ (pj) R

q,qÕ,{¸i}
nk,nÕkÕ (pj) + (nkq ¡ nÕkÕqÕ),

W
°,qqÕQuad
nk,nÕkÕ = Nuc

ÿ

{¸i}

V uc
dD

ˆ

(k1)‹
fl (k2)‹

dd≠2p‹
(2fi)d≠2

m2
ú

|k1||k2|

���k̂1 ◊ k̂2

���
≠3

N
q,qÕ,{¸i}
nk,nÕkÕ (p)

◊

8
>>>>>:PP

Im
î
K

0 | q,qÕ,{¸i}
nk,nÕkÕ (p)

ó
q

i(≠1)i+1µ¸i
≠ qqÕk · kÕ/mú

+ PP
Im
î
K

1 | q,qÕ,{¸i}
nk,nÕkÕ (p)

ó

µ¸2 ≠ µ¸4

9
>>>>>;

+(nkq ¡ nÕkÕqÕ). (4.22)

In Eq. (4.21), we formally forbade intervalley coupling (as explained before)
by adding an extra Kronecker delta

r

i ”‹i,‹ enforcing ‹1 = ‹2 = ‹3 = ‹4 æ ‹,
and pj for j = 0, .., 3 are the solutions, when they exist, to the two energy

conservation constraints in Eq. (4.11), and J
{¸i}
qk,qÕkÕ(pj) is a jacobian factor which

appears when solving the energy constraints. We provide explicit expressions for
both in App. 4.C.1. In Eq. (4.22), for clarity, we wrote p Ω fi0 + p̃

{¸i}
nk,nÕkÕ + p‹,

and for any vector v the unit vector v̂ = v/|v|. The (k1)‹ fl (k2)‹ integration is
that over the (d ≠ 2)-dimensional field of fermionic momenta orthogonal to both
k1 and k2. For d = 3 this is an integral along the straight line with director
k1 ◊ k2, and for d = 2 this reduces to replacing p‹ æ 0.

4.5 Fermionic spinons in a quantum spin liquid

Here we evaluate the thermal conductivity tensor in the case of emergent spinons
from a spin model for a quantum spin liquid.

We start from a spin system with exchange interactions parametrized by Jab
r,rÕ

coupled to an external magnetic field h via the local g-tensor at site r, gab
{r≠rÕÕ},

i.e. we consider the Hamiltonian

H0
S =

ÿ

r,rÕ

Jab
r,rÕSa

r Sb
rÕ ≠

ÿ

r

gab
{r≠rÕÕ}haSb

r, (4.23)

where a, b = x, y, z are the spin directions. Note that the g-tensor depends in
principle on the positions rÕÕ of all the lattice sites because of crystal fields. In
the main text, for clarity, we restrict the exchange matrix between two sites r, rÕ

to contain a Heisenberg and a Dzyaloshinskii-Moriya (DM) coupling of strengths
J iso

r,rÕ and JD
rÕ≠r, respectively, i.e.

Jab
r,rÕ = J iso

r,rÕ”ab +
ÿ

÷

”rÕ,r+÷(ẑ ◊ ÷)cJD
|÷|‘

cab, (4.24)
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i.e. the DM vector is DrÕ≠r ‹ (rÕ ≠ r). We then rewrite the spin operators using
Abrikosov fermions, Sr = 1

2

q

–— Â
†
r–‡–—Âr— with spin indices –, — =ø, ¿ and a lo-

cal constraint
q

– Â
†
r–Âr– = 1 ’r. Finally, we perform a Hubbard-Stratonovich

transformation in the channel where the mean-field boson expectation value
‰

–“
r,rÕ :=

¨
Â

†
r–ÂrÕ“

∂

is nonzero (for a given gauge choice), and for concreteness
take an ansatz of the following form:

‰
—Õ—
rÕ,r = (1 ≠ ”r,rÕ)‰0

|rÕ≠r|”——Õ + ”r,rÕ‰—Õ—
r,r , (4.25)

i.e., translationally invariant, and with a diagonal off-site contribution (the on-
site term is not constrained at this stage). This procedure identifies H0

S ≠æ H0
Â,

where
H0

Â =
ÿ

r,rÕ

Â†
r,–

Ä
K––Õ

r≠rÕ + ”r,rÕL––Õ

{r≠rÕÕ}

ä
ÂrÕ,–Õ , (4.26)

where

K–—
÷ = J0

÷”–— ≠ i–R
÷ ẑ · (÷ ◊ ‡–—) ,

L–—
{r≠rÕÕ} = h{r≠rÕÕ} · ‡–— , (4.27)

with

J0
r≠rÕ = ≠1

4
‰0

|r≠rÕ|J
iso
r,rÕ ,

–R
r≠rÕ = ≠1

4
‰0

|r≠rÕ|J
D
|r≠rÕ|,

h
b
{r≠rÕÕ} =

1

4

ÿ

rÕÕ

ma
rÕÕJab

rÕÕ,r ≠ 1

2
hagab

{r≠rÕÕ},

ma
r =

î�
q

rÕ Jr,rÕ

�≠1
ó

ab
hcgcb

{r≠rÕÕ}. (4.28)

Here ma
r is the classical magnetization; it coincides with the mean-field value

ma
r = ‡a

–—‰
–—
r,r, see App.4.G. Note, that the Dzyaloshinskii-Moriya interaction

between spins manifests itself as a Rashba interaction between spinons: a nonzero
–R

÷ is allowed by spin-orbit coupling and the lack of inversion symmetry.

In momentum space, where Âr,– = 1Ô
Nuc

q

p e≠iprÂp,–, the quadratic hamil-

tonian H0
Â is diagonalized by a unitary transformation of the fermion operators,

Âp,– =
q

¸ U–¸
p fp,¸ so that H0

Â ≠æ H0
f , as defined in Eq. (4.8). Technical details

and the expression of Up are provided in App.4.E.

4.6 Phonon-fermion couplings

We now consider coupling this emergent fermion system to phonons as in the
previous two chapters. As explained above, we consider a coupling term with
parameters B from Eq. (4.7). Given our two-band system, B can be seen as a
sum of Pauli matrices acting in this space, i.e. we define

Bn,¸¸Õ

k;p = (B0
n,k;p1 + B̨n,k;p · ‡̨)¸¸Õ , (4.29)
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where ¸, ¸Õ = ±.
Before proceeding further with a symmetry analysis, we describe a possible

microscopic magnetoelastic model from which the Bn,¸¸Õ

k;p as in Eq. (4.29) can
arise. Namely, we now consider the above model, Eq. (4.26), in a distorted
lattice, by replacing all positions r æ r̃, with r̃ the positions of the sites in the
distorted lattice. The fermion hamiltonian then becomes H0

Â æ HÂ = H0
Â

��
rær̃

.
Then we Taylor-expand the couplings with respect to the displacement field
u(r), i.e. r̃ = r + u(r) where r̃ belongs to the distorted lattice and r to the
undistorted lattice. Then, HÂ = H0

Â + H Õ
Â + . . . where “+ . . . ” accounts for

terms at least quadratic in the displacement field, and the linear in u term,
H Õ

Â, is the interaction hamiltonian of the form aQ, with Q a fermion bilinear
as in Eq. (4.7). It is convenient to define new fermion-phonon coupling terms
bBa;¸¸Õ

÷;p;k ≥
î
U †

p
”

”ua(÷)(K, L)Up+k

ó
¸,¸Õ

(recall U diagonalizes the noninteracting

fermion Hamiltonian) as along components of the polarization vectors (Á)a. More
precisely, bBa;¸¸Õ

÷;p;k is defined through

Bn,¸¸Õ

k;p =
ÿ

a=x,y,z

Áa
nkÔ

2MucNucÊnk

ÿ

÷

(eik÷ ≠ 1) bBa;¸¸Õ

÷;p;k, (4.30)

and contains all the information about the fermionic wavefunctions (as opposed
to dispersion), and depends on the spatial derivatives of coupling tensors K, L.
Indeed, ”

”ua(÷) denotes functional derivation with respect to the ath component

of the displacement field at position ÷. For later use, we parameterize bBa

÷;p;k as

bBa;¸¸Õ

÷;p;k := (U †
p)¸–

h
ÿ

b=x,y
‡b

––Õ

Ä
eip÷

v
b
a,÷ + e≠ik÷

u
b
a,÷

ä
(4.31)

+ e≠ik÷
u

z
a,÷‡z

––Õ + eip÷
t
0
a,÷”––Õ

ó
(Up+k)–Õ¸Õ

,

where t
0, u

x,y, v
x,y,z are parameters.

Technical details and the full expression of bBa;¸¸Õ

÷;p;k (or, equivalently, of the
parameters t

0, u
x,y, v

x,y,z) can be found in Appendices 4.E,4.F. We moreover
define bBa,¸¸Õ

÷;p;k = (B0
a,÷;p;k1 + B̨a,÷;p;k · ‡̨)¸¸Õ (cf. Eq. (4.29)).

4.7 Anti-unitary symmetries and phonon thermal Hall
effect

We now turn to an analysis of cases under which the thermal Hall effect vanishes.
One can show (see App.4.B) that, if there exists a relation of the form

Bn,¸,¸Õ

k;p = ›¸,¸Õ

⇣
Bn,˜̧,˜̧Õ

≠k;≠p

⌘ú
, (4.32)

where ¸ ¡ ˜̧ are in 1-to-1 correspondence and ›¸,¸Õ is a coefficient satisfying

the constraint ›¸1,¸2›¸2,¸3›¸3,¸4›¸4,¸1 = 1 ’(¸1, ¸2, ¸3, ¸4), then K
0/1 | q,qÕ,{¸i}
nk,nÕkÕ (p) =⇣

K
0/1 | q,qÕ,{˜̧

i}
n≠k,nÕ≠kÕ (≠p)

⌘ú
. Formulated in terms of “B as a matrix, Eq. (4.32) is true
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iff bBa,÷;p;k + bBa,÷;≠p;≠k or bBa,÷;p;k + ‡x bBa,÷;≠p;≠k‡x have purely real diagonal
components and purely real or purely imaginary off-diagonal components (in the
¸, ¸Õ = ± basis), see Table 4.7.1.

If, furthermore, the relation ‘¸,p = ‘˜̧,≠p holds (i.e. if the noninteracting
fermionic spectrum is symmetric under the reversal of momentum), by direct
inspection of Eqs. (4.10-4.13) then W

°,qqÕ

nk,nÕkÕ + W
°,qqÕ

n≠k,nÕ≠kÕ = 0. We showed in
Chapter 2 that the latter leads to ŸH = 0, and is a manifestation of (effec-
tively) preserved time reversal symmetry (there, time-reversal combined with a
translation is preserved).

We now ask whether there exists symmetries of the combined phonon-fermion
system which imply realizations of Eq. (4.32) together with a fermionic spectrum
symmetric under p æ ≠p. It is indeed the case provided that one can factorize
›¸,¸Õ = ’¸’¸Õ with ’¸(Õ) = ±1 (which is true in all the specific cases we consider in
App. 4.F.2, reported in Tab. 4.7.2), because Ênk = Ên≠k (always true because
the pure phonon theory is time-reversal invariant and phonons do not directly
couple to a magnetic field).

More precisely, the above is the case if and only if H0 + H Õ = Htot =
T̂ HtotT̂

≠1, where H0 = H0
f +

q

nk Ênka†
nkank, and the anti-unitary operator

T̂ = ÛK̂ is the combination of complex conjugation K̂ and the unitary opera-
tion

Û : (ank, f¸,p) ‘æ (an≠k, ’¸f˜̧,≠p). (4.33)

˜̧ ›¸,¸Õ ›0 ›x ›y ›z Ûf Cases

¸ (≠1)1+”¸,¸Õ + ≠ ≠ ≠ i‡y (a)

¸ 1 + + + ≠ ‡x (c)

¸ 1 + + ≠ + 1 (b),(d)

¸ (≠1)1+”¸,¸Õ + ≠ + + ‡z -

Table 4.7.1: Particular instances of relations Eq.(4.32), defined by columns 1
and 2. The corresponding ›µ (realizing Bµ

a,÷;p;k = ›µ
Ä
Bµ

a,÷;≠p;≠k

äú
, for a =

x, y, z, µ = 0, x, y, z) are displayed in columns 3 to 6. Column 7 identifies the
corresponding unitary operator of the symmetry. Column 8 lists special cases
where the symmetry is realized – see Table 4.7.2.

A summary of four particular cases is given in Table 4.7.1, where the corre-
sponding symmetry operation on the fermions Ûf is defined by

Û = (Îk ¶ 1ph) ¢ (Îp ¶ Ûf ), (4.34)

i.e. the decomposition of Û between the phonon and fermion spaces. Here Îk

and Îp reverse phonon and fermion momenta, respectively, and 1ph : ank æ ank

is the identity in phonon space.
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Finally, in the case of our spinon Hamiltonian Eqs. (4.26-4.28) and micro-
scopic magnetoelastic coupling given in App.4.E.2, we provide a number of con-
ditions on the physical microscopic parameters –R, h

a and u
b, v

a (defined in the
Appendix) under which ŸH = 0 in Table 4.7.2 (with the relation realized on the
Bµ

a,÷;p;k in Table 4.7.1).

Case h
x,y

u
x,y
µ,÷ h

z
u

z
µ,÷ –R

÷ v
x,y
µ,÷

(a) 0 0 0 0 ≠ ≠

(b) ≠ 0 ≠ 0 0 0

(c) ≠ ≠ 0 0 0 0

(d) 0 0 ≠ ≠ 0 0

Table 4.7.2: Summary of some particular cases, which all entail ŸH = 0. A “≠”
symbol indicates that the Hall conductivity vanishes regardless of the value of
the corresponding parameter.

4.8 Phonon-photon coupling in a U(1) spin liquid

For completeness, and although this chapter focuses mainly on fermionic systems,
we also consider the coupling HEE between the strain tensor E and an emergent
electric field:

HEE =
ÿ

r

ÿ

a,b,c

⁄a;bc

⇥
ˆ0Aa(·, r) ≠ ˆaA0(·, r)

⇤
Ebc(·, r), (4.35)

where a, b, c œ {x, y, z}, ˆ0 = iˆ· , and ⁄a;bc is the coupling strength. The
low-energy action of the electric field was derived in [Ioffe and Larkin, 1989] in
terms of A0 and A‹, the scalar and transverse components of the gauge field
in Coulomb gauge, respectively. This theory has two parameters: ‰ = 1

24fims

the spinon gas diamagnetic susceptibility and “ = 2n
kF

the Landau damping
coefficient, with n the spinon density and ms the spinon effective mass. Details
of the model and our calculations are provided in appendix 4.H. The phonon-

photon diagonal scattering rate is D
(1),A
nk = D

(1),A‹

nk + D
(1),A0

nk , where

D
(1),A‹

nk =
“Ê2

nkM≠1
uc |k|≠3

‰2|k|4 + “2 Ê2
nk

|k|2

������
ÿ

a;b,c

‘zaaka⁄a;bcÁ
b
nkkc

������

2

, (4.36)

D
(1),A0

nk =
M≠1

uc Ê≠1
nk 2fi/ms

vF |k|
Ênk

+ Ênk

vF |k|

������
ÿ

a;b,c

ka⁄a;bcÁ
b
nkkc

������

2

, (4.37)

a œ {x, y}, a = x … a = y and b, c œ {x, y, z}.
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4.9 Further directions

4.9.1 Scaling relations

Our analysis of the scaling relations of ŸL(T ), ÍH(T ) is still in progress. The
interested reader may find them in Appendices 4.D and 4.I. Here I will just
summarize our results for the temperature scalings of the phonons’ longitudinal
conductivity and thermal resistivity in a spin liquid with a Fermi surface of
d = 2-dimensional spinons and an emergent electric field.

quantity ·≠1 ŸL W° ·≠1
skew ÍH

T -scaling T ” T 3≠” T “+1≠2⁄ T 4≠2⁄+“ T “+1≠2⁄

Eq. ref (4.149) (4.150) (4.147) (4.147) (4.151)

Table 4.9.1: Scaling relations derived in Secs. 4.I.2, 4.I.3, 4.I.4 and the corre-
sponding equation number where they appear. The exponents ” = 0, 1, 3 and
“, ⁄ = 0, 1 indicate which contribution dominates each scattering rate.

Our results are displayed in Table 4.9.1. The value of ” = 0, 1, 3 indicates that
the longitudinal resistivity is dominated by the scattering of phonons by sample
boundaries, fermions, or the emergent electric field, respectively. The values of
“ = 0, 1 and ” = 0, 1 depend on the comparison between several parameters
which depend on T , h, u

x,y,z, v
x,y, t

0, –R, mú, vF . I do not reproduce the full
discussion here.

4.9.2 Remark and outlook

This Chapter is still ongoing work. We want to investigate further the scaling
relations of ŸL and ÍH with respect to temperature, as well as the dependence
of ÍH on microscopic parameters.
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Appendix

4.A Derivation of the scattering rates

4.A.1 Diagonal scattering rate

We apply the general formula Eq. (4.3) to the model Eq. (4.7), and using the
formula

Dh
f †

¸1,p1
(t) f¸Õ

1,p1+k(t), f †
¸Õ

2,p2+k
f¸2,p2

iE
—

(4.38)

= ”p1,p2”¸1,¸2”¸Õ
1,¸Õ

2
◊ ei‘¸1,p1

t e
≠i‘¸Õ

1
,p1+kt Ä

nF (‘¸1,p1) ≠ nF (‘¸Õ
1,p1+k)

ä
,

then performing the time integration
´

dt eitΩ = 2fi”(Ω), it is easy to derive the

result for D
(1)
nk , Eq. (4.9).

4.A.2 Skew-scattering rate

We apply the general formula Eq. (4.5) to the model Eq. (4.7), and using the
useful formula

Qq
nk =

ÿ

p,¸,¸Õ

B
q|n,¸,¸Õ

k;p≠ 1+q
2 k

f †
¸,pf¸Õ,p≠qk, (4.39)

one arrives at the intermediate result

W
°,qqÕ

nk,nÕkÕ =
2

~4
Re

ßˆ
dtdt1dt2sign(t1)ei(qÊnk+qÕÊnÕkÕ )tei(t1+t2)(qÊnk≠qÕÊnÕkÕ )

◊
ÿ

{pi,¸i¸
Õ
i
}i=1..4

B
≠q|n,¸1,¸Õ

1

k;p1≠ 1≠q
2 k

e≠iqÕpÕ
2÷2B

≠qÕ|nÕ,¸2,¸Õ
2

kÕ;p2≠ 1≠qÕ

2 kÕ
eiqÕpÕ

4÷4B
qÕ|nÕ,¸4,¸Õ

4

kÕ;p4≠ 1+qÕ

2 kÕ
eiqÕpÕ

3÷3B
q|n,¸3,¸Õ

3

k;p3≠ 1+q
2 k

◊ e
i

Å
‘

¸1
p1

≠‘
¸Õ
1

p1+qk

ã
(≠t≠t1)

e
i

Å
‘

¸2
p2

≠‘
¸Õ
2

p2+qÕkÕ

ã
(≠t+t1)

e
i

Å
‘

¸4
p4

≠‘
¸Õ
4

p4≠qÕkÕ

ã
(≠t2)

e
i

Å
‘

¸3
p3

≠‘
¸Õ
3

p3≠qk

ã
(+t2)

◊
¨î

f †
p1,¸1

fp1+qk,¸Õ
1
, f †

p2,¸2
fp2+qÕkÕ,¸Õ

2

ó ¶
f †

p4,¸4
fp4≠qÕkÕ,¸Õ

4
, f †

p3,¸3
fp3≠qk,¸Õ

3

©∂
—

o
.

(4.40)
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Then, we apply Wick’s theorem:¨î
f †

p1,¸1
fp1+qk,¸Õ

1
, f †

p2,¸2
fp2+qÕkÕ,¸Õ

2

ó ¶
f †

p4,¸4
fp4≠qÕkÕ,¸Õ

4
, f †

p3,¸3
fp3≠qk,¸Õ

3

©∂
—

= ≠”¸1,¸Õ
4
”¸Õ

1,¸2
”¸Õ

2,¸3
”¸4,¸Õ

3
”p1,p4≠qÕkÕ ”p1+qk,p2 ”p2+qÕkÕ,p3 ”p4,p3≠qk

nF (‘p1,¸1) (2nF (‘p4,¸4) ≠ 1) (1 ≠ nF (‘p3,¸3))

+ ”¸Õ
2,¸1

”¸2,¸Õ
3
”¸3,¸Õ

4
”¸Õ

1,¸4
”p2+qÕkÕ,p1 ”p2,p3≠qk ”p3,p4≠qÕkÕ ”p1+qk,p4

nF (‘p2,¸2) (2nF (‘p3,¸3) ≠ 1) (1 ≠ nF (‘p4,¸4))

≠ ”¸1,¸Õ
3
”¸Õ

1,¸2
”¸3,¸Õ

4
”¸Õ

2,¸4
”p1,p3≠qk ”p1+qk,p2 ”p3,p4≠qÕkÕ ”p2+qÕkÕ,p4

nF (‘p1,¸1) (2nF (‘p3,¸3) ≠ 1) (1 ≠ nF (‘p4,¸4))

+ ”¸Õ
2,¸1

”¸2,¸Õ
4
”¸Õ

1,¸3
”¸4,¸Õ

3
”p2+qÕkÕ,p1 ”p2,p4≠qÕkÕ ”p1+qk,p3 ”p4,p3≠qk

nF (‘p2,¸2) (2nF (‘p4,¸4) ≠ 1) (1 ≠ nF (‘p3,¸3)) . (4.41)

The first two lines correspond to the K0 term in Eq. (4.10), while the last
two correspond to the K1 term. We can then compute the time integrals: we
use

´

dt eitΩ = 2fi”(Ω) and
´

dt eitΩsign(t) = 2i PP 1
Ω

, and finally ”(x)”(y) =
2”(x + y)”(x ≠ y), yielding the result Eq.(4.10).

4.A.3 Anti-detailed-balance

We start from the definitions Eq. (4.14).
They verify the relations

K
0 | q,qÕ,{¸1,¸2,¸3,¸4}
nk,nÕkÕ (p) = K

0 | ≠q,≠qÕ,{¸3,¸4,¸1,¸2}
nk,nÕkÕ (p + qk + qÕkÕ), (4.42)

K
1 | q,qÕ,{¸1,¸2,¸3,¸4}
nk,nÕkÕ (p) = K

1 | ≠qÕ,≠q,{¸3,¸4,¸1,¸2}
nÕkÕ,nk (p + qk + qÕkÕ), (4.43)

and

K
0 | qÕ,q,{¸1,¸4,¸3,¸2}
nÕkÕ,nk (p) =

î
K

0 | q,qÕ,{¸1,¸2,¸3,¸4}
nk,nÕkÕ (p)

óú
(4.44)

K
1 | q,qÕ,{¸1,¸4,¸3,¸2}
nk,nÕkÕ (p) =

î
K

1 | q,qÕ,{¸1,¸2,¸3,¸4}
nk,nÕkÕ (p)

óú
. (4.45)

Note that the hereabove relations, Eqs. (4.42)-(4.45), do not resort to Q†
nk =

Qn≠k, since anti-detailed-balance is a thermal equilibrium property of W°, em-
bedded in its commutator/anticommutator structure Eq.(4.5), and which does
not depend on the form of Qnk at all.

Anti-detailed balance of the skew-scattering rate W° can be checked in a few
easy steps. It goes as follows. Start from W

°,≠q,≠qÕ

nknÕkÕ as defined in Eq. (4.10). Then
perform the change of variables p æ p + qk + qÕkÕ. Then use Eqs. (4.42), (4.43).
Then use nF (E) [1 ≠ nF (EÕ)] = e≠—(E≠EÕ) nF (EÕ) [1 ≠ nF (E)] along with the
energy delta functions to extract the factor e—(qÊnk+qÕÊnÕkÕ ). Then use Eqs. (4.44),
(4.45). Finally exchange (nkq ¡ nÕkÕqÕ). This concludes the proof of Eq. (4.6).

4.B Symmetry constraints and discussion

4.B.1 Remarks about the phonon-fermion coupling

We considered the most general, translationally-invariant, coupling between one
phonon operator and a fermion number-conserving bilinear, deriving from a local
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coupling to the strain tensor. Qnk, the field to which the phonon annihilation
operator ank is coupled, was defined in Eq.(4.7).

Note that, contrarily to the case of a coupling between phonons and bosonic
excitations, as was studied in the second part of Chapter 3 (Section V thereof),
a term of the form An,¸

k f¸,k
(†) is not allowed in Qnk since the latter must be a

bosonic field, because it is coupled to ank in the hamiltonian. Such a term is
also forbidden by the U(1) gauge invariance of the fermions, whenever it exists.
Indeed the latter entails number conservation. It also forbids “pairing” terms of
the form a(†)f †f †, a(†)ff .

A few comments are in order. (i) Viewing the Fourier-transformed fermions
fr,¸ = 1Ô

Nuc

q

p e≠iprfp,¸ (Nuc is the number of unit cells) as local annihilation

operators at site r, and rewriting Bn,¸,¸Õ

k;p =
q

÷ t
n,¸,¸Õ

k;÷ eip÷ where the sum over ÷

spans the whole direct lattice, the Qnk field then reads

Qnk =
ÿ

r,÷,¸,¸Õ

t
n,¸,¸Õ

k;÷ eikr f †
r+÷,¸ fr,¸Õ , (4.46)

and one can interpret t
n,¸,¸Õ

k;÷ as a local hopping coefficient between sites distant
by ÷. (ii) In Eq. (4.7), ¸ ”= ¸Õ is a priori allowed, i.e. the interaction allows for
“intervalley” or “inter-band” interactions. More generally, tn

k;÷ is not diagonal
in the ¸ basis. In the case where ¸ = ø, ¿ is a spin-1/2 index, this means that the
phonon-fermions couplings depend on the choice of quantization axis, i.e. that
the O(3) symmetry of spin rotation is a priori broken, as per spin-orbit coupling.

Before considering specific instances of Bn,¸,¸Õ

k;p , we nonetheless make one as-
sumption about this otherwise completely general coefficient. We assume that
Bn,¸,¸Õ

k;p arises purely from a coupling between the fermions and the elastic strain

tensor. In the strain tensor, ank and a†
nk do not appear independently, but

always as the combination (a†
nk + an≠k). In that case, without further loss

of generality, we can choose Q†
nk = Qn≠k, which translates into the constraint

Bn,¸,¸Õ

k;p =
Ä
Bn,¸Õ,¸

≠k;p+k

äú
. This relation will have strong implications on the existence

of a nonzero thermal Hall effect, which requires the breaking of time reversal (see
Sec. 4.F.2).

Note that in principle, other terms can occur, for example through the cou-
pling of the fermions to the lattice momentum (see e.g. [Manenkov and Orbach, 1966,
Abragam and Bleaney, 1970, Ioselevich and Capellmann, 1995]). In that case,
the interaction Hamiltonian involves two phonon operators, and in turn should
be expected to yield a smaller phonon Hall effect compared with that of single-
phonon scattering [Kagan and Maksimov, 2008, Sheng et al., 2006].

4.B.2 General coupling : strain tensor to fermions

In the following, µ, ‹ = x, y, z are spatial directions, and Eµ‹(r) = 1
2 (ˆµu‹ + ˆ‹uµ)

��
r

is the strain tensor at position r. The FT is defined as Eµ‹(r) = 1Ô
Nuc

q

p Eµ‹(p)eipr.
Our starting point is a general translation-invariant local coupling between

the strain tensor and number-preserving fermion bilinears:
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H Õ
Â =

ÿ

r,÷

F ¸1¸2
µ‹ (÷) (Eµ‹(r) + Eµ‹(r + ÷)) f †

¸1,rf¸2,r+÷ (4.47)

=
ÿ

p,k

Eµ‹(k)
Ä
F ¸1¸2

µ‹ (p) + F ¸1¸2
µ‹ (p + k)

ä
f †

¸1,pf¸2,p+k, (4.48)

where F ¸1¸2
µ‹ (÷) is a generic coupling constant, and the FT is defined as F ¸1¸2

µ‹ (÷) =
1Ô
Nuc

q

p F ¸1¸2
µ‹ (p)eip÷. The constraint of hermiticity requires F ¸1¸2

µ‹ (÷) = F ¸2¸1
µ‹ (≠÷)ú,

or in other words F ¸1¸2
µ‹ (p) = F ¸2¸1

µ‹ (p)ú.
Expanding the strain in terms of phonon operators as in App. 4.G above,

the coupling hamiltonian can then be expressed as H Õ
f =

q

nk Qnkank + h.c., in
which Qnk takes the form Eq. (4.46). The corresponding “hopping coefficient” is

t
¸1¸2
nk÷ =

i/2

Nuc

ÿ

p

(kµÁ‹
nk + k‹Á

µ
nk)Ô

2MÊnk

eip÷(eik÷ + 1)F ¸1¸2
µ‹ (p), (4.49)

in terms of which the hermiticity constraint reads (t¸2¸1
n≠k≠÷)ú = e≠ik÷ t

¸1¸2
nk÷. This

is equivalent to the relation Bn,¸1,¸2

k;p =
Ä
Bn,¸2,¸1

≠k;p+k

äú
given in the main text, which

is a consequence to the fermions’ being coupled to the lattice displacement and
not to the lattice momentum.

4.B.3 Time reversal operation

In this subsection, we assume that the fermion index ¸ is decomposed as ¸ =
(‡, –) where ‡ = S, S ≠ 1, ..., ≠S + 1, ≠S is a spin index (for any value of the
local spin S carried by the fermions f¸,r) and – encompasses any other time
reversal invariant indices. Thus ¸ = (≠‡, –) denotes the time reversed index.

The time-reversal operator is T = UK̂ where K̂ denotes complex conjugation
and U is the unitary operator defined by U ¸1¸2 = ”‡1,≠‡2(≠1)S≠‡1 (note that this
choice is not unique and depends on the spin quantization axis). Thus U reverses
spin within the ‡ space and acts trivially within the – space.

The time-reversed coupling constant is then

T · F ¸1¸2
µ‹ (÷) · T ≠1 = (≠1)‡1+‡2 [F ¸1,¸2

µ‹ (÷)]ú. (4.50)

Equivalently, the time reversed hopping coefficient is t̄
¸1¸2
nk÷ = (≠1)‡1+‡2(t¸1,¸2

n,≠k,÷)ú.

The S = 1
2 version of this identity is t̄

¸1¸2
nk÷ = ≠(≠1)”‡1,‡2 (t¸1,¸2

n,≠k,÷)ú.

4.B.4 Identification of a symmetry of the model

We now ask if there exists a symmetry of the theory from which relations as those
described above hold. In other words, what symmetries of the total Hamiltonian

Htot =
ÿ

nk

Ênka†
nkank +

ÿ

¸,p

‘¸,pf †
¸,pf¸,p

+

 
ÿ

nk

ÿ

p,¸,¸Õ

Bn,¸,¸Õ

k;p ankf †
¸,pf¸Õ,p+k + h.c.

!
(4.51)
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lead to Eq. (4.32) and ‘¸,p = ‘˜̧,≠p? Since Ênk = Ên≠k (which is always true
because the pure phonon theory is time-reversal invariant), and provided that
one can factorize ›¸,¸Õ = ’¸’¸Õ with ’¸(Õ) = ±1 (which will be true in all the specific
cases we consider in Sec. 4.F.2), Eq. (4.32) and ‘¸,p = ‘˜̧,≠p are true if and only if

Htot = T̂ HtotT̂
≠1, where the anti-unitary operator T̂ = ÛK̂ is the combination

of complex conjugation K̂ and the unitary operation

Û : (ank, f¸,p) ‘æ (an≠k, ’¸f˜̧,≠p). (4.52)

This is discussed in particular cases in Sec. 4.F.2. Here we demonstrate
generally the above statement. We write Htot = Ha + Hf + Haf as in Eq. (4.51).
Then,

Ha ≠ T̂ HaT̂ ≠1 =
ÿ

nk

Ênk

Ä
a†

nkank ≠ a†
n≠kan≠k

ä
=

ÿ

nk

(Ênk ≠ Ên≠k) a†
nkank,

(4.53)

Hf ≠ T̂ Hf T̂ ≠1 =
ÿ

¸,p

‘¸,p

⇣
f †

¸,pf¸,p ≠ f †
˜̧,≠p

f˜̧,≠p

⌘
=

ÿ

¸,p

Ä
‘¸,p ≠ ‘˜̧,≠p

ä
f †

¸,pf¸,p,

(4.54)

Haf ≠ T̂ Haf T̂ ≠1 =
ÿ

nk

ÿ

p,¸,¸Õ

Ä
Bn,¸,¸Õ

k;p ankf †
¸,pf¸Õ,p+k

≠(Bn,¸,¸Õ

k;p )ú ’¸’¸Õan≠kf †
˜̧,≠p

f˜̧Õ,≠p≠k

⌘
+ h.c.

=
ÿ

nk

ÿ

p,¸,¸Õ

⇣
Bn,¸,¸Õ

k;p ≠ ’¸’¸Õ(Bn,˜̧,˜̧Õ

≠k;≠p)ú
⌘

ankf †
¸,pf¸Õ,p+k + h.c..

(4.55)

Thus, Htot ≠ T̂ HtotT̂
≠1 = 0 if and only if the hereabove conditions (along

with Ênk = Ên≠k) hold. This proves the statement.

4.C Details about momentum-space integration

4.C.1 2D Dirac fermions

4.C.1.1 Diagonal scattering rate

The set of solutions, p
¸,¸Õ

÷,k(y) = c¸,¸Õ

÷ (y) k̂ + y ẑ ◊ k̂ + fi‹ , is a curve parameterized
by one parameter y, where

c¸,¸Õ

÷ (y) =
1

2

Ç
|k| + ÷ a

 

1 ≠ 4y2

a2 ≠ k2

å
, (4.56)

where a = (Ênk + µ‹,– ≠ µ‹,–Õ)/v‹ .
The jacobian of the transformation from the cartesian coordinates to coor-

dinate y is

Js
‹ (y) =

������
ÿ

r=±

s(r≠1)/2rc¸,¸Õ

r (y)»
c¸,¸Õ

r (y)2 + y2

������

≠1

, (4.57)
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as we have already shown in Chapter 3.

4.C.1.2 Skew-scattering rate

The solutions are, for j = 0, .., 3,

pj = tÂj/2ÊvÂj/2Ê + u
(fij [2])
Âj/2Ê wÂj/2Ê + fi0. (4.58)

In the above, x [2] is x mod 2, ÂxÊ denotes the floor of x, and for i œ {0, 1},
we note ei = (≠1)i+1 and define vi = a2k1 + (≠1)ia1k2, wi = ẑ ◊ vi where we
use the shorthands a1 = ‡3(qÊnk + qÕÊnÕkÕ + µ‹,–3 ≠ µ‹,–1)/v‹ , a2 = ‡3(qÕÊnÕkÕ +
µ‹,–3 ≠ µ‹,–2)/v‹ , k1 = ≠qk ≠ qÕkÕ, k2 = ≠qÕkÕ.

Coefficients ti and u
(±)
i are:

ti =
a2k2

1 + (≠1)ia1k2
2 ≠ a1a2(a1 + (≠1)ia2)

2v2
i

, (4.59)

u
(±)
i =

≠Bi ±
»

B2
i ≠ 4AiCi

2Ai
, (4.60)

with

Ai = 4a2
i+1(v2

i ≠ (k1 · k2)2),

Bi = (≠1)i4ai+1(k1 · k2)(a2
i+1 ≠ k2

i+1 + 2(vi · ki+1)ti),

Ci = ≠
�
a2

i+1 ≠ k2
i+1

�2 ≠ 4(a2
i+1 ≠ k2

i+1)(vi · ki+1) ti

+ 4(a2
i+1v2

i ≠ (vi · ki+1)2) t2
i , (4.61)

where V1 · V2 = V x
1 V y

2 ≠ V y
2 V x

1 for any in-plane vectors V1,2.

Coefficients t0,1 are always well defined, but for each i œ {0, 1}, u
(±)
i are the

solutions to a quadratic equation which has zero, one or two solutions, depending
on whether its discriminant is negative, zero, or positive.

Finally, the jacobian appearing from the intersection of the energy conserva-
tion curves is

J
{¸i}
qk,qÕkÕ(pj) = v2

‹ ◊
����s1

k1 · p
j

‘¸3,pj
‘¸1,pj≠k1

+ s2

p
j

· k2

‘¸3,pj
‘¸2,pj≠k2

+ s1s2

≠k1 · k2 + p
j

· k2 ≠ p
j

· k1

‘¸1,pj≠k1‘¸2,pj≠k2

����
≠1

, (4.62)

where s1 = ≠‡1‡3 and s2 = ≠‡2‡3.

4.C.2 Quadratic dispersion in dD

4.C.2.1 Diagonal scattering rate

The solution to the energy conservation constraint is given by p = fi0+p̃¸¸Õ

nk+p‹,
where p̃¸¸Õ

nk = k
�
≠1/2 + mú [µ¸Õ ≠ µ¸ ≠ Ênk] /|k|2

�
and p‹ ·k = 0 spans the whole

182



(d≠1)-dimensional hyperplane orthogonal to k, which is the projection of k onto
the d-dimensional space of fermionic momenta (thus for d = 3, k = k and for
d = 2, k = (kx, ky, 0)).

The delta distribution is

”(‘¸,p ≠ ‘¸Õ,p+k ≠ Ênk) =
|mú|

|k|
”(1)
Ä
[p ≠ fi0] · k̂ ≠ |p̃¸¸Õ

nk|
ä

, (4.63)

where k is the projection of k onto the d-dimensional space of fermion momenta
(that is, the xy plane for d = 2 or the whole space for d = 3).

Therefore, the integral is converted as follows:

2fi

ˆ

ddp

(2fi)d
”(‘¸,p ≠ ‘¸Õ,p+k ≠ Ênk)F (p) (4.64)

≠æ |mú|

|k|

ˆ

(k)‹

dd≠1p‹
(2fi)d≠1

F (fi0 + p̃¸¸Õ

nk + p‹),

where (k)‹ is the (d ≠ 1)-dimensional set of fermionic momenta orthogonal to
k, F (p) denotes any function of p, and p̃¸¸Õ

nk is given in the main text.

4.C.2.2 Skew-scattering rate

The solution in the (k1, k2) plane to the two energy conservation delta distribu-
tions is

p̃
{¸i}
nk,nÕkÕ = k1F1 +

k̂2≠(k̂1·k̂2)k̂1

1≠(k̂1·k̂2)
2

Ä
|k2|F2 ≠ |k1|

Ä
k̂1 · k̂2

ä
F1

ä
, (4.65)

where

F1 =
�
1/2 ≠ mú

⇥
µ¸2 ≠ µ¸3 ≠ qÕÊnÕkÕ

⇤
/|k1|2

�
, (4.66)

F2 =
�
1/2 ≠ mú

⇥
µ¸1 ≠ µ¸3 ≠ qÊnk ≠ qÕÊnÕkÕ

⇤
/|k2|2

�
,

where again k1 = ≠qk ≠ qÕkÕ and k2 = ≠qÕkÕ.
Then the product of delta distributions is

D
q,qÕ,{¸i}
nk,nÕkÕ (p) = ”(‘¸3

p ≠ ‘¸2
p+qÕkÕ ≠ qÕÊnÕkÕ) ”(qÊnk + qÕÊnÕkÕ ≠ ‘¸3

p + ‘¸1
p+qk+qÕkÕ)

(4.67)

=
m2

ú
|k1||k2|

î
1 ≠ (k̂1 · k̂2)2

ó≠1
���k̂1 ◊ k̂2

���
≠1

◊ ”(2)(P(k1◊k2)‹
[p ≠ fi0] ≠ p̃

{¸i}
nk,nÕkÕ), (4.68)

where P(k1◊k2)‹
[.] is the projector onto (k1 ◊ k2)‹, the d ≠ 1 dimensional

space perpendicular to k1 ◊ k2.
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4.C.3 Generalization to a Fermi surface of any shape

4.C.3.1 Physical remark

It is possible to generalize the Hamiltonian Eq. (4.18) by adding:

• Rashba-like terms of the form –ijpj ‡̂i, where ‡̂i, i = x, y, z are the Pauli
matrices acting in ¸ = ± space, –ij are real coefficients ;

• Zeeman-like terms of the form hi‡̂i, where h represents an external mag-
netic field.

Such addenda lead to a correction to the (otherwise spin-independent) fermion
energies,

∆‘p = ±
 

ÿ

i

(
ÿ

j

–ijpj + hi)2. (4.69)

To leading perturbative order in –pF /h π 1, –ijpj ‡̂i introduces Zeeman splitting
of the Fermi surface (via the spin-dependent ∆‘p) which can be captured by a
spin-dependent chemical potential µ¸ = ¸|h|, already included in Eq. (4.18).
An ¸-dependent mass mú or momentum fi0 only occur at higher orders in
–pF /h π 1. In the case of a circular Fermi surface considered hereabove, we
thus considered implicitly the limit –pF /h π 1.

Much more generally, in the following, we reproduce the line of arguments
given hereabove, Sec.4.C.2, for the case of a completely general Fermi surface of
any shape in d dimensions.

4.C.3.2 Diagonal scattering rate

Again we write 1
Nuc

q

p ≠æ V uc
dD

´

d
dp

(2fi)d , with V uc
dD the “volume” of the d-dimensional

unit cell.
The solution to the energy conservation constraint is denoted as p œ Σ¸¸Õ

nk,
where Σ¸¸Õ

nk is a (possibly disconnected) (d ≠ 1)-dimensional surface contained
in the d-dimensional space of fermionic momenta. Any fermionic momentum p

thus decomposes as p = P
Σ¸¸Õ

nk

[p] + p‹u¸¸Õ

nk(p), where P
Σ¸¸Õ

nk

[·] is the orthogonal

projection onto Σ¸¸Õ

nk and u¸¸Õ

nk(p) is the unit vector orthogonal to Σ¸¸Õ

nk at position
P

Σ¸¸Õ

nk

[p].
The delta distribution thus reads

”(‘¸,p ≠ ‘¸Õ,p+k ≠ Ênk) = J ¸¸Õ

nk(P
Σ¸¸Õ

nk

[p]) ”(1) (p‹) , (4.70)

where J ¸¸Õ

nk is the jacobian of the coordinate change, namely

J ¸¸Õ

nk(p) =

����
ˆ

ˆp

�
‘¸,p ≠ ‘¸Õ,p+k

�
· u¸¸Õ

nk(p)

����
≠1

. (4.71)
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Therefore, for any function F (p), the following integral rewriting holds:

2fi

ˆ

ddp

(2fi)d
”(‘¸,p ≠ ‘¸Õ,p+k ≠ Ênk)F (p) (4.72)

≠æ J ¸¸Õ

nk(P
Σ¸¸Õ

nk

[p])

ˆ

Σ¸¸Õ

nk

dd≠1pΣ

(2fi)d≠1
F (pΣ).

In particular, we find that

D
(1)
nk = ≠

ÿ

¸,¸Õ

V uc
dD

ˆ

Σ¸¸Õ

nk

dd≠1pΣ

(2fi)d≠1

���Bn,¸,¸Õ

k;pΣ

���
2

◊J ¸¸Õ

nk(pΣ)
⇥
nF(‘¸,pΣ

) ≠ nF(‘¸Õ,pΣ+k)
⇤

. (4.73)

4.C.3.3 Skew-scattering rate

The solution to the two energy conservation constraints is denoted as p œ
Σ

qqÕ{¸i}
nknÕkÕ , where Σ

qqÕ{¸i}
nknÕkÕ is a (d≠2)-dimensional set contained in the d-dimensional

space of fermionic momenta, which may be disconnected or (for d = 2) a discrete
collection of points.

Any fermionic momentum p thus decomposes as p = P
Σ

qqÕ{¸i}

nknÕkÕ

[p]+p‹, where

P
Σ

qqÕ{¸i}

nknÕkÕ

[·] is the orthogonal projection onto Σ
qqÕ{¸i}
nknÕkÕ , and p‹ is defined by sub-

traction.
For a given point pΣ œ Σ

qqÕ{¸i}
nknÕkÕ , we also define Π

qqÕ{¸i}
nknÕkÕ(pΣ) the plane of

fermionic momenta locally orthogonal to Σ
qqÕ{¸i}
nknÕkÕ . For d = 2, Π

qqÕ{¸i}
nknÕkÕ(pΣ) is

simply the 2D space of fermionic momenta and is the same for all pΣ, while
for d = 3, Σ

qqÕ{¸i}
nknÕkÕ is a 1-dimensional curve embedded in R

3 and Π
qqÕ{¸i}
nknÕkÕ(pΣ) is

the plane locally orthogonal to it at the point pΣ. A coordinate basis for this
plane, p‹ = p1u1 + p2u2, can be defined globally for d = 2 (take ux, uy) but
only locally for d = 3 (then u1,2 are functions of pΣ).

For a given such choice of basis, the product of delta distributions is

D
q,qÕ,{¸i}
nk,nÕkÕ (p) = ”(‘¸3

p ≠ ‘¸2
p+qÕkÕ ≠ qÕÊnÕkÕ)”(qÊnk + qÕÊnÕkÕ ≠ ‘¸3

p + ‘¸1
p+qk+qÕkÕ)

(4.74)

= J
qqÕ{¸i}
nknÕkÕ (P

Σ
qqÕ{¸i}

nknÕkÕ

[p]) ”(1)(p1) ”(1)(p2), (4.75)

and the jacobian of the coordinate transformation is

J
qqÕ{¸i}
nknÕkÕ (p) =

-

-

-

-

-

-

-

-

ˆ
ˆp1

Ä
‘¸3
p ≠ ‘¸2

p+qÕkÕ

ä ���
p

ˆ
ˆp2

Ä
‘¸3
p ≠ ‘¸2

p+qÕkÕ

ä ���
p

ˆ
ˆp1

Ä
‘¸1
p+qk+qÕkÕ ≠ ‘¸3

p

ä ���
p

ˆ
ˆp2

Ä
‘¸1
p+qk+qÕkÕ ≠ ‘¸3

p

ä ���
p

-

-

-

-

-

-

-

-

≠1

, (4.76)

where we emphasize that p1 and p2 are defined in a local basis which depends
on P

Σ
qqÕ{¸i}

nknÕkÕ

[p].
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The skew-scattering rate then reads

W
°,qqÕ

nk,nÕkÕ =
ÿ

{¸i}

V uc
dD

ˆ

Σ
qqÕ{¸i}

nknÕkÕ

dd≠2pΣ

(2fi)d≠2
J

qqÕ{¸i}
nknÕkÕ (pΣ) N

q,qÕ,{¸i}
nk,nÕkÕ (pΣ) R

q,qÕ,{¸i}
nk,nÕkÕ (pΣ)

+ (nkq ¡ nÕkÕqÕ), (4.77)

where the N and R functions were defined in the main text.

4.D Small momentum scaling behaviors

4.D.1 Linearly dispersing two-dimensional fermions

4.D.1.1 Diagonal scattering rate

The small-momentum scaling behavior, when |k| ≥ |kÕ| ≥ k, depends on the
existence of a Fermi surface. Two cases must be distinguished.

(i) For µ‹,– = 0, i.e. when the Fermi surface reduces to a point.

• For s = ≠, the factor ∆nF is sizeable only for |p(y)| ≥ k (. kBT ), namely
∆nF ≥ e≠—O(y/k). In the T æ 0 limit, the

´

dy integral in Eq.(4.19)
can be evaluated in the saddle-point approximation around y = 0, where
Js

‹,÷(y) ¥ 1
2 , so that D

(1)
nk ≥ k1|B(k)|2.

• For s = +, the
´

dy integral is over an ellipse with typical dimension

|p(y)| ≥ k, and where J+
‹,÷(y) = O(1), therefore D

(1)
nk ≥ k1|B(k)|2.

(ii) For |µ‹,–| ∫ kBT , i.e. when there is a (circular) Fermi surface
around each fi‹. Then only s = ≠1 contributions are significant. The factor
∆nF ¥ kv‹nÕ

F (where nÕ
F is the derivative of the Fermi function, namely nÕ

F (x) =
≠—/

r

s=±(es—x + 1) ≥
T æ0

≠—”(—x)) is sizeable only for |p(y)| ≥ pF ∫ k. Thus

one can replace
´

dy∆nF g(y) æ kg(pF ) for any smooth function g. Besides, in

this limit, y/k ∫ 1, one finds J≠
‹,÷(y) ≥ y/k. Therefore D

(1)
nk ≥ k0|B(k)|2.

4.D.1.2 Skew-scattering rate

Again, two cases must be distinguished.

(i) For µ‹,– = 0: the solutions of the energy conservation constraints, when
they exist, are of order |p| ≥ k. For such values of p the jacobian scales like
J (k) ≥ k0. Thus W

°,qqÕ

nk,nÕkÕ ≥ R(k).

(ii) For |µ‹,–| ∫ kBT : the product of population factors N is sizeable only
for solutions p close to the Fermi surface. Therefore:
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• Decomposing p = pFS +p‹u‹ where pFS belongs to the Fermi surface and
u‹ is locally orthogonal to it, we approximate N (p) ¥ ”(1)(p‹)

´

dp‹N (pFS+
p‹u‹). The integral is O(kBT

vF
).

• Denoting by Σ the 5-dimensional surface in the space of (k, kÕ) defined by
p‹(k, kÕ) = 0, we have ”(1)(p‹) ≥ k

pF
”(1)[(k, kÕ) œ Σ].

• Finally, since |p| ≥ pF one has J (k) ≥ (pF /k)2. Therefore N (k)R(k)J (k) æ
pF

k R(k) ◊ O(kBT
vF

)”(1)[(k, kÕ) œ Σ].

• This, for k ≥ T , entails the scaling W
°,qqÕ

nk,nÕkÕ ≥ k≠1R(k).

(iii) Summary: we find W°(k) ≥ R(k) when there is no Fermi surface,
whereas W°(k) ≥ k≠1R(k) when there is one. In both cases, as long as |µ‹,– ≠
µ‹,–Õ | π kBT for all –, –Õ, the energy denominators in R(k) are of order k1, and
therefore R(k) ≥ k≠1K(k).

4.D.2 Fermi surface of quadratic d-dimensional fermions

4.D.2.1 Diagonal scattering rate

Close to the Fermi surface we can linearize the fermionic dispersion relation, and
assuming µ¸ π p2

F /mú, the population difference is ∆nF ≥ kvF nÕ
F . Thus, the

small-momentum scaling with respect to k ≥ |k| can be obtained following the
same lines of reasoning as in App. 4.D.1.1. We find D

(1)
nk ≥ |B(k)|2. Note that

this analysis does not rely on the particular shape of the dispersion relation, and
it applies to any d-dimensional Fermi surface. In particular, it coincides with the
scaling relation found in the case of 2D Dirac fermions with a one-dimensional
(as opposed to point-like) Fermi surface.

4.D.2.2 Scaling of the denominators

If the band splitting ”‘¸2,¸4 = µ¸2 ≠µ¸4 in Eq.(4.22) is much smaller than Γf , the
typical inverse lifetime of a fermionic excitation (proportional to the imaginary
part of the fermionic self-energy, governed by all interaction processes involving
the fermions), then the second term in the bracket in Eq. (4.22) is negligible.
Indeed, this corresponds to a regularization of “PP1

0 = 0”, namely one has

PP 1
”‘¸2,¸4

æ ”‘¸2,¸4

”‘2
¸2,¸4

+Γ2
f

, which is negligible in comparison to the first term.

Two different regimes can then be identified, depending on the Zeeman split-
ting:

(i) Limit of large Zeeman splitting of the bands: k2/mú . ∆µ = |µø ≠ µ¿|.
The main contributions to R(k) come from the smallest energy denominators in
the left-hand term of Eq. (4.22), corresponding to processes where

q

i(≠1)iµ¸i
=

0 – for instance when no spin flip occurs. Note that the right-hand term vanishes
in that case, formally PP1

0 æ 0 (see also the remark about the Γf regularization
hereabove). Then, it is easily shown that R(k) ≥ k≠2K(k). Therefore the small
momentum scaling behavior of the skew-scattering rate is W

°,qqÕ

nk,nÕkÕ ≥ k≠3K(k).
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(ii) Limit of small Zeeman splitting of the bands: k2/mú ∫ ∆µ = |µø ≠ µ¿|.
The main contributions to R(k) come from the smallest energy denominators
in both terms of Eq. (4.22), which are of order ∆µ. In the right-hand term
this requires ”‘¸2,¸4 & Γf , as emphasized hereabove. In the left-hand term this
requires k·kÕ = 0. Then, it is easily shown that R(k) ≥ K(k). Therefore the small
momentum scaling behavior of the skew-scattering rate is W

°,qqÕ

nk,nÕkÕ ≥ k≠1K(k).

4.D.2.3 Skew-scattering rate

The small-momentum scaling behavior, when |k| ≥ |kÕ| ≥ k, depends a priori
on dimensionality. In d = 3, the integral over p along with the population
factor N ≥ kvF nÕ

F scales obviously like k1. Meanwhile, in d = 2, where the
integral is reduced to a discrete sum, one can follow the same lines of reasoning
as hereabove to show that N ≥ k1 as well. This result, namely

´

dd≠2p‹N (p) æ
O(k1), is identical to that found hereabove, in case (2) with Dirac fermions. The
subsequent skew-scattering rate, W°(k) ≥ k≠1R(k), scales like that obtained
for linearly dispersing fermions with a Fermi surface.

Above (Sec. 4.D.2.2) we investigate the scaling of R(k) as a function of
k (≥ kBT/vF ). Depending on the relative magnitudes of (kBT/vF )2/mú and
∆µ = |µø ≠ µ¿|, we find two different behaviors:

R(k) ≥
®

K(k) for ∆µ π (kBT/vF )2/mú
k≠2K(k) for ∆µ ∫ (kBT/vF )2/mú

. (4.78)

We write R(k) ≥ k≠2⁄, where ⁄ = 0, 1 labels the two behaviors; thus

W°(k) ≥ k≠1≠2⁄K(k). (4.79)

We will resort to these results in Appendix 4.I.

4.E Details of the specific model

4.E.1 General method for the couplings

Starting from Eq. (4.26), we Taylor-expand the couplings with respect to the
displacement field, r̃ = r + u(r) where r̃ belongs to the distorted lattice and r

to the undistorted lattice and u(r) is the displacement field at site r:

L–—
{r̃≠r̃ÕÕ} ¥ L–—

{r≠rÕÕ} (4.80)

≠
ÿ

rÕ

�
u(r) ≠ u(rÕ)

�
·

”

”u(rÕ)
L–—

{r̃≠r̃ÕÕ}

���
u=0

,

K––Õ

r̃≠r̃Õ ¥ K––Õ

r≠rÕ +
�
u(r) ≠ u(rÕ)

�
·

ˆ

ˆfl
K––Õ

fl

���
fl=r≠rÕ

, (4.81)
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to the order O(u). Thus HÂ = H0
Â +H Õ

Â + . . . , where “+ . . . ” accounts for terms
of order O(u2) at least, and

H Õ
Â =

ÿ

r,rÕ,rÕÕ

Â†
–,r

�
u(r) ≠ u(rÕÕ)

�
Â–Õ,rÕ (4.82)

·

Å
”rÕ,rÕÕ

ˆ

ˆfl
K––Õ

fl

���
fl=r≠rÕ

≠ ”r,rÕ

”

”u(rÕÕ)
L––Õ

{÷+u}

���
u=0

ã
,

where the set {÷ + u} stands for {r ≠ r̃ + u(r) ≠ u(r̃)
�� r̃}.

Then, expanding the displacement field in terms of phonon operators,

u(r) =
1Ô
Nuc

ÿ

nk

eik·r ÁnkÔ
2MucÊnk

Ä
ank + a†

n≠k

ä
, (4.83)

we obtain the spinon-phonon coupling H Õ
Â =

q

nk ankQnk + h.c., where we iden-
tified

Qnk =

 

N≠1
uc

2MucÊnk

Á
µ
nk

ÿ

p,÷

Â†
–,p

Ä
eik·÷ ≠ 1

ä
(4.84)

◊
Ç

eip÷ ˆ

ˆfl
K–—

fl

����
fl=÷

+ e≠ik÷ ”

”u(÷)
L–—

{÷Õ+u(÷Õ)}

����
u=0

å
Â—,p+k .

Finally, upon rewriting Â–,p = U–¸
p f¸,p, we identify

bBa;¸¸Õ

÷;p;k = (U †
p)¸– (Up+k)–Õ¸Õ

Ç
eip÷ ˆ

ˆfla
K––Õ

fl

����
fl=÷

+ e≠ik÷ ”

”ua(÷)
L––Õ

{÷Õ+u(÷Õ)}

����
u=0

å
,

(4.85)

as defined in the main text, Eq. (4.30).

4.E.2 Phonon-fermion coupling constants

Considering the particular case Eqs. (4.27), we find

bBa;¸¸Õ

÷;p;k :=
h
ÿ

b=x,y
‡b

––Õ

Ä
eip÷

v
b
a,÷ + e≠ik÷

u
b
a,÷

ä
(4.86)

+ e≠ik÷
u

z
a,÷‡z

––Õ + eip÷
t
0
a,÷”––Õ

ó
(U †

p)¸–(Up+k)–Õ¸Õ

,

where

t
0
a,÷ = ˆfla J0

fl

��
fl=÷

, (4.87)

u
c
a,÷ =

”

”ua(÷)
h

c
{÷Õ+u(÷Õ)}

��
u=0

, c = x, y, z, (4.88)

v
c
a,÷ = i‘zcc (”ac + ÷c ˆfla) –R

fl

���
fl=÷

, c = x, y, (4.89)
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where ‘ is the Levi-Civita tensor, c = x … c = y, and ”
”ua(÷) denotes functional

derivation with respect to the ath component of the displacement field at relative
position ÷.

Hermiticity of H0
Â imposes J0

÷ = (J0
≠÷)ú, –R

÷ = (–R
≠÷)ú and h

b
{÷} œ R. We also

assume for simplicity that J0
÷ = J0

≠÷ and –R
÷ = –R

≠÷.
As the gradient of isotropic magnetic exchange, the coefficient t

0
a,÷ is typ-

ically the main contribution to spin-lattice coupling, and its role in thermal
longitudinal conductivity has been considered for a long time in antiferromag-
nets [Cottam, 1974]. On the other hand, u

x,y,z
a,÷ and v

x,y
a,÷, which are gradients of

the g-tensor and a Rashba exchange, respectively, are typically small but play an
important role in the mechanism for phonon Hall conductivity which we derive.

4.E.3 Momentum-space rewriting of the unperturbed spinon hamil-
tonian

We used the convention Âr,– = 1Ô
Nuc

q

p e≠iprÂp,–. The reciprocal space repre-
sentation of Eq. (4.26) (in the undistorted lattice) is

H0
Â =

ÿ

p

Â†
–,p

 
ÿ

÷

eip÷K–,—
÷ + L–,—

{÷}

!
Â—,p. (4.90)

With the particular values for K–,—
÷ and L–,—

{÷} defined in Eqs. (4.27), this
becomes

H0
Â =

ÿ

p

Â†
–,p

�ÿ

÷

eip÷J0
÷”–— +

ÿ

a

h
a
{÷}‡a

–—

≠ i
ÿ

÷

eip÷ –R
÷

Ä
÷x‡

y
–— ≠ ÷y‡x

–—

ä �
Â—,p. (4.91)

We now define

w0
p =

ÿ

÷

eip÷J0
÷ , (4.92)

wp = h{÷} + i
ÿ

÷

eip÷ –R
÷ (÷ ◊ ẑ), (4.93)

such that the spinon hamiltonian in the undistorted lattice reads H0
Â =

q

p Â
†
p · (w0

p1 + wp · ‡) · Âp, i.e. more explicitly

H0
Â =

ÿ

p,–—

Â†
p,–

Ç
”–—w0

p +
ÿ

b

wb
p‡b

–—

å
Âp,— . (4.94)

We note that because of both hermiticity constraints and our simplifying
assumptions mentioned above, both h and w are real vectors, and in addition
wp(h) = ≠w≠p(≠h). Besides, in the following we consider that the “effective
magnetic field” h is directly proportional to the external magnetic field h – this is
supported by the microscopic derivation in App.4.G. Therefore reversing h æ ≠h

is equivalent to reversing h æ ≠h. Thus, we rather write wp(h) = ≠w≠p(≠h)
from now on.
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4.E.4 Diagonalization

As a quadratic hamiltonian, H0
Â is readily diagonalizable, by a unitary trans-

formation of the spinon operators, Âp,– =
q

¸ U–¸
p fp,¸ such that H0

Â = H0
f , as

defined in Eq. (4.8). We parametrize the unitary transformation U according to

Up(h) =

Ñ
cp(h) ≠sú

p(h)

sp(h) cp(h)

é
, (4.95)

with cp(h) œ R and cp(h)2 + |sp(h)|2 = 1. It is important to note that cp

and sp, and therefore U–¸
p , are not necessarily continuous with respect to p.

In fact, infinitely many different wavevector parameterizations can be chosen to
diagonalize H0

Â. Indeed, an equivalently good choice of diagonalization is Up æ
Up

î
f1(p) 0

0 f2(p)

ó
(f3(p)1 + (1 ≠ f3(p))‡x) for any f1,2(p) œ U(1) and f3(p) œ

{0, 1}, however singular. Two specific choices will be particularly useful in the
following. More precisely, choice I—where the band index coincides with the spin
index in all the BZ—is natural in cases where h

z ”= 0, while choice II—where
band and spin indices coincide only in half of the BZ—is more natural when
h

z = 0. They read as follows:

(i) Choice I: this choice corresponds to a continuous U–¸
p . It reads

c
(I)
p (h) =

wz
p+|wp|Ô

w2
p+(wz

p+|wp|)2
; s

(I)
p (h) =

wx
p+iwy

pÔ
w2

p+(wz
p+|wp|)2

(4.96)

for all p. The dispersion relation is then

‘
(I)
¸,p(h) = w0

p + ¸ |wp(h)|, (4.97)

with ¸ = ± ©ø, ¿. It satisfies ‘
(I)
¸,p(h) = ‘

(I)
¸,≠p(≠h).

(ii) Choice II: this choice corresponds to a U–¸
p continuous within each of

two subsets D± partitioning the momentum space, but discontinuous at the
boundary. More precisely, we divide R

3 ≠ {0} into two subsets D+ and D≠ =
R

3 ≠ {0} ≠ D+ such that p œ D+ … ≠p œ D≠. For the sake of concreteness,
consider D+ = {py > 0} fi {py = 0, px > 0} fi {p = 0, pz > 0}. Choice II reads

p œ D+ : c
(II)
p (h) = c

(I)
p (h), s

(II)
p (h) = s

(I)
p (h), (4.98)

p œ D≠ : c
(II)
p (h) = c

(I)
≠p(≠h), s

(II)
p (h) = s

(I)
≠p(≠h). (4.99)

Denoting sD(p) =
q

s=± s1Ds
(p), the dispersion relation then reads

‘¸,p(h) = w0
p + ¸ sD(p) |wp(h)|. (4.100)

It satisfies ‘¸,p(h) = ‘
¸,≠p

(≠h), where ¸ =ø … ¸ =¿.
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4.F Symmetries in the specific model

4.F.1 Explicit expansion of B̂

In the microscopic model for phonon-spinon coupling we consider, the auxiliary
quantity appearing in the coupling constant, Eq. (4.86) in the previous Appendix
and Eq. (4.31) in the main text, reads

bBa,¸¸Õ

÷;p;k = eip÷
t
0
a,÷

Ñ
cpcp+k + sú

psp+k ≠cpsú
p+k + sú

pcp+k

≠spcp+k + cpsp+k spsú
p+k + cpcp+k

é

¸,¸Õ

(4.101)

+ e≠ik÷
u

z
a,÷

Ñ
cpcp+k ≠ sú

psp+k ≠cpsú
p+k ≠ sú

pcp+k

≠spcp+k ≠ cpsp+k spsú
p+k ≠ cpcp+k

é

¸,¸Õ

+ Z+,a
÷;p;k

Ñ
cpsp+k cpcp+k

≠spsp+k ≠spcp+k

é

¸,¸Õ

+ Z≠,a
÷;p;k

Ñ
sú

pcp+k ≠sú
psú

p+k

cpcp+k ≠cpsú
p+k

é

¸,¸Õ

,

where we write Z±,a
÷;p;k = e≠ik÷(ux

a,÷ ± iuy
a,÷) + eip÷(vx

a,÷ ± ivy
a,÷).

Its behavior in limit cases is explored below. As a consequence of our sim-
plifying assumptions formulated in the main text, all four coefficients u

0,x,y,z

hereabove are purely real, while both coefficients v
x,y are purely imaginary.

4.F.2 Detailed symmetry discussion of the microscopic model

In this subsection, we show how the presence of certain symmetries, at the level
of the phonon-spinon couplings and the fermions’ wavefunctions and dispersions,
forbids a phonon Hall conductivity.

Two such particular cases are quite intuitive:

• (i) Preserved time reversal symmetry: assume h = 0 and u
x,y,z
a,÷ = 0. Since

u
x,y,z
a,÷ = 0, the relation Eq.(4.32) with ›¸,¸Õ = ≠(≠1)”¸,¸Õ and ˜̧ = ¸ holds.

Using diagonalization choice II along with h = 0 yields ‘¸,p = ‘
¸,≠p

which
concludes.

• (ii) Absence of spin-orbit coupling: assume –R
÷ = 0, v

x,y
a,÷ = 0 and u

x,y,z
a,÷ =

0. Using diagonalization choice I, Up is independent from p, therefore
bBa;¸¸Õ

÷;p;k = eip÷
t
0
a,÷”¸,¸Õ . Besides, ‘¸,p = ‘¸,≠p. Thus, the relation Eq.(4.32)

with ›¸,¸Õ = 1 and ˜̧= ¸ holds.

We also explore two other cases which are less intuitive:

• (iii) Effectively preserved time reversal symmetry: assume –R
÷ = 0, v

x,y
a,÷ = 0,

h
z = 0 and u

z
a,÷ = 0. Using diagonalization choice II, ‘¸,p = ‘

¸,≠p
. Besides,

cp = 1Ô
2

and s≠p = ≠sp, so that the relation Eq.(4.32) with ›¸,¸Õ = 1 and
˜̧= ¸ holds.
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• (iv) Effective absence of spin-orbit coupling: assume h
x,y = 0, –R

÷ = 0,
v

x,y
a,÷ = 0, u

x,y
a,÷ = 0. Then using diagonalization choice I, Up = 12◊2 suffices

and the relation Eq.(4.32) with ›¸,¸Õ = 1 and ˜̧= ¸ holds.

A summary of these four cases is given in Table 4.7.2 in the main text.
In all other physically relevant cases3, as far as we are aware W

°,qqÕ

nk,nÕkÕ +

W
°,qqÕ

n≠k,nÕ≠kÕ ”= 0 for generic k, kÕ. Therefore ŸH does not vanish a priori. How-
ever, other relations imposed by crystalline symmetries (notably, the mirror
symmetries) may still impose a vanishing Hall conductivity. This is still work in
progress.

4.F.3 Anti-unitary symmetries

The above particular case (i) highlights the importance of one anti-unitary sym-
metry T̂ = ÛK̂ defined by ˜̧ = ¸, ’¸ = (≠1)”¸,¿ (i.e. Ûf = ≠i‡̂y). Thus, when
¸ =ø, ¿ identifies with a spin-1/2 index, this T̂ is the traditional time-reversal
operator [Wigner, 1959].

The other instance for T̂ identified in (iii) hereabove corresponds to ˜̧ =
¸, ’¸ = 1 (i.e. Ûf = ‡̂x). Finally, in (ii) and (iv) hereabove, T̂ corresponds to
˜̧= ¸, ’¸ = 1 (i.e. Ûf = 1).

It appears that ˜̧ = ¸, ’¸ = (≠1)”¸,¿ , i.e. Ûf = ‡̂z, is not represented in the
specific cases we have identified.

These results are summarized in Table 4.7.1 in the main text.

4.F.4 Reformulation in the basis of Pauli matrices

Here we identify “Bµ
a,÷;p;k for µ = 0, x, y, z:

“B0
a,÷;p;k = eip÷

t
0
a,÷

�
cpcp+k + Re[spsú

p+k]
�

+ e≠ik÷
u

z
a,÷

�
iIm[spsú

p+k]
�

+ Z+,a
÷;p;k

1
2

�
cpsp+k ≠ spcp+k

�
+ Z≠,a

÷;p;k
1
2

�
sú

pcp+k ≠ cpsú
p+k

�
(4.102)

“Bz
a,÷;p;k = eip÷

t
0
a,÷

�
iIm[sú

psp+k]
�

+ e≠ik÷
u

z
a,÷

�
cpcp+k ≠ Re[spsú

p+k]
�

+ Z+,a
÷;p;k

1
2

�
cpsp+k + spcp+k

�
+ Z≠,a

÷;p;k
1
2

�
sú

pcp+k + cpsú
p+k

�
(4.103)

“Bx
a,÷;p;k = eip÷

t
0
a,÷

�
cpiIm[sp+k] ≠ cp+kiIm[sp]

�

+ e≠ik÷
u

z
a,÷

�
≠ cpRe[sp+k] ≠ cp+kRe[sp]

�

+ Z+,a
÷;p;k

1
2

�
cpcp+k ≠ spsp+k

�
+ Z≠,a

÷;p;k
1
2

�
cpcp+k ≠ sú

psú
p+k

�
(4.104)

“By
a,÷;p;k = eip÷

t
0
a,÷i

�
cp+kRe[sp] ≠ cpRe[sp+k]

�

+ e≠ik÷
u

z
a,÷

�
≠ cp+kIm[sp] ≠ cpIm[sp+k]

�

+ Z+,a
÷;p;k

i
2

�
spsp+k + cpcp+k

�
+ Z≠,a

÷;p;k
i
2

�
≠ sú

psú
p+k ≠ cpcp+k

�
(4.105)

3(in the sense that u
a can only be nonzero if h

a ”= 0 as well, and similarly v
b can only be

nonzero if α
R ”= 0)
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4.G Microscopic derivation of the model

4.G.1 Mean-field derivation of the spinon hamiltonian

Here we show how a quadratic fermion Hamiltonian such as Eq.(4.26) can be
obtained from a standard a mean-field treatment of a spin hamiltonian.

We start from the spin hamiltonian

H0
S =

ÿ

r,rÕ

Jab
r,rÕSa

r Sb
rÕ ≠

ÿ

r

gab
{r≠rÕÕ}haSb

r, (4.106)

where a, b = x, y, z are the spin directions, Jab
r,rÕ = Jba

rÕ,r is a magnetic exchange
constant, h is the external magnetic field, and gab

{r≠rÕÕ} is the local g-tensor at site
r which in principle depends on the positions rÕÕ of all the lattice sites because
of crystal fields.

We rewrite the spin operators as Sr = 1
2

q

–— Â
†
r–‡–—Âr—, where Âr– is

an Abrikosov fermion at site r (in the undistorted lattice) and – =ø, ¿ is the
spin-1

2 index of the fermion. This provides an exact rewriting of the theory,
provided that the constraint Â

†
r–Âr– = 1 ’r is enforced exactly at each site.

[Baskaran and Anderson, 1988] The latter can be enforced by adding a Lagrange
multiplier term LA0 =

q

r A0
r

Ä
Â

†
r–Âr– ≠ 1

ä
to the lagrangian density, where

functional integration over A0
r(·) enforces the local constraint. When fluctua-

tions of the scalar field A0
r(·) are neglected, the hereabove constraint is only

enforced on average in the ground state, and A0
r acts only as a local chemi-

cal potential for the fermions. Following [Lee and Nagaosa, 1992], we make this
approximation in the following.

Expressed in terms of Abrikosov fermions, the spin Hamiltonian Eq.(4.106)
reads

H0
S =

ÿ

r,rÕ

1

4
Jab

r,rÕÂ†
r–‡a

–—Âr—Â
†
rÕ–Õ‡

b
–Õ—ÕÂrÕ—Õ

≠
ÿ

r

gab
{r≠rÕÕ}ha 1

2

ÿ

–—

Â†
r–‡b

––ÕÂr–Õ , (4.107)

i.e. it is a theory of interacting fermions.
We then perform a Hubbard-Stratonovich transform of the four-fermion cou-

plings, in the channel where the expectation values

‰
–“
r,rÕ :=

¨
Â†

r–ÂrÕ“

∂

= (‰“–
rÕ,r)ú (4.108)

can become nonzero, while contractions of the form ÈÂ†Â†Í or ÈÂÂÍ remain null.
This hypothesis breaks the SU(2) gauge invariance of the initial parton descrip-
tion [Misguich, 2011], but preserves a U(1) gauge symmetry Â–r æ ei◊(r)Â–r.
Note that because of these local gauge transformations, ‰

–“
r,rÕ is only well-defined

in a given gauge choice.
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The mean-field decoupling, schematically

Â
†
i Â

†
jÂkÂl æ (4.109)

1

2

⇣ ¨
Â

†
i Âk

∂

ÂlÂ
†
j + Â

†
i Âk

¨
ÂlÂ

†
j

∂

≠
¨
Â

†
i Âk

∂ ¨
ÂlÂ

†
j

∂

+
¨
Â

†
i Âl

∂

Â
†
jÂk + Â

†
i Âl

¨
Â

†
jÂk

∂

≠
¨
Â

†
i Âl

∂ ¨
Â

†
jÂk

∂

⌘
,

yields the following rewriting of the spin hamiltonian:

H0
Â = ≠1

4

⇣
‰

—Õ—
rÕ,rJab

r,rÕ‡a
–—‡b

—Õ–Õ ≠ ”r,rÕ‰
——Õ

rÕÕ,rÕJ
ab
r,rÕÕ‡a

––Õ‡b
——Õ

⌘
Â†

r–ÂrÕ–Õ

≠
ÿ

r

gab
{r≠rÕÕ}ha 1

2

ÿ

–—

Â†
r–‡b

––ÕÂr–Õ . (4.110)

Note that Eq.(4.110) can be understood as an exact rewriting of Eq. (4.107)
if the Hubbard-Stratonovich field ‰

–“
r,rÕ is treated as an independent bosonic field

free to fluctuate. The mean-field approximation we make consists in neglecting
amplitude fluctuations, and thus making the ansatz ‰

–“
r,rÕ = ‰

–“
r,rÕe

≠iAr,rÕ , where
‰

–“
r,rÕ is now a gauge-independent fixed quantity, and the associated U(1) gauge

field Ar,rÕ absorbs the gauge transformations of fermionic fields:

Â–r æ ei◊(r)Â–r ; Ar,rÕ æ Ar,rÕ + ◊(r) ≠ ◊(rÕ) (4.111)

leaves H0
S invariant. Thus Eq.(4.110) is an effective theory for fermions (hence-

forth called spinons) coupled to a U(1) gauge field. We can identify it as the
hamiltonian H0

Â in the main text, Eq.(4.26).

From our mean-field ansatz, the parameters K––Õ

r≠rÕ and L––Õ

{r≠rÕÕ} are given by:

K––Õ

r≠rÕ = ≠(1 ≠ ”r,rÕ)
1

4
‰

—Õ—
rÕ,rJab

r,rÕ‡a
–—‡b

—Õ–Õ , (4.112)

L––Õ

{r≠rÕÕ} =
⇣1

4

ÿ

rÕÕ

ma
rÕÕJab

rÕÕ,r ≠ 1

2
hagab

{r≠rÕÕ}

⌘
‡b

––Õ , (4.113)

where we defined the particular quantity

ma
r :=

¨
Â†

r–‡a
–—Âr—

∂

= ‡a
–—‰–—

r,r (4.114)

which can become nonzero in presence of an external magnetic field.

4.G.2 Choice of magnetic exchange and mean-field parameters

In this subsection, we show how particular hamiltonian parameters such as those
proposed in Eqs.(4.27) can be obtained from Eq.(4.112) for a given choice of
magnetic exchange constants Jab

r,rÕ and of spin liquid ansatz ‰
–“
r,rÕ .

We choose the magnetic exchange constants in the form

Jab
r,rÕ = J iso

r,rÕ”ab +
ÿ

÷

”rÕ,r+÷(ẑ ◊ ÷)cJD
|÷|‘

cab, (4.115)
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where J iso
r,rÕ is the isotropic component (i.e. Heisenberg exchange) and JD

|÷| is the
strength of a Dzyaloshinskii-Moriya interaction with a bond-dependent D(÷) ‹
÷ vector, where ÷ is the bond vector.

We assume that the spin liquid mean-field parameter takes the form

‰
—Õ—
rÕ,r = (1 ≠ ”r,rÕ)‰0

|rÕ≠r|”——Õ + ”r,rÕ‰—Õ—
r,r , (4.116)

where the ‰
–“
r,r ansätze determine the value of mr the local magnetization. This

form, Eq.(4.116), corresponds to the “uniform spin liquid phase” in the termi-
nology of [Ioffe and Larkin, 1989]. Note that if the initial spin model Eq.(4.106)
were isotropic (i.e. Jab = J iso”ab), this ansatz’s isotropy in spin space (i.e. ”——Õ)
would signify the absence of spontaneous symmetry breaking. Here, since our
initial magnetic model contains anisotropic exchange, it must be understood as
a simplifying assumption.

These two assumptions Eqs.(4.115),(4.116) entail

K––Õ

r≠rÕ = ≠1

4
J iso

r,rÕ‰0
|rÕ≠r|”––Õ (4.117)

≠ i

4

ÿ

÷

”rÕ,r+÷‰0
|÷|J

D
|÷|(ẑ ◊ ÷)c‡c

––Õ ,

where we used the identities [‡a, ‡b] = i‘abc‡c and
q

a ‡a
–—‡a

–Õ—Õ = 2”–—Õ”–Õ— ≠
”–—”–Õ—Õ .

We have thus shown that the model for magnetic exchange Eq.(4.115) to-
gether with the mean-field ansatz Eq.(4.116) yield a spinon Hamiltonian of the
form Eqs.(4.26-4.27), with the parameters

J0
r≠rÕ = ≠1

4
‰0

|r≠rÕ|J
iso
r,rÕ (4.118)

–R
r≠rÕ = ≠1

4
‰0

|r≠rÕ|J
D
|r≠rÕ| (4.119)

h
b
{r≠rÕÕ} =

1

4

ÿ

rÕÕ

ma
rÕÕJab

rÕÕ,r ≠ 1

2
hagab

{r≠rÕÕ}. (4.120)

Note, in particular, that the inversion-breaking Dzyaloshinskii-Moriya inter-
action between spins manifests itself as a Rashba interaction between spinons.

4.G.3 Magnetization mean-field Ansatz

It is possible to derive ma
r , or equivalently ‰r,r, as a function of the applied

magnetic field and other parameters of the problem. We start from the spin
hamiltonian

H0
S =

ÿ

r,rÕ

Jab
r,rÕSa

r Sb
rÕ ≠

ÿ

r

gab
{r≠rÕÕ}haSb

r, (4.121)

and in a mean-field approximation we replace Sa
r æ ma

r . Further assuming that
‰r,r =: ‰ is uniform, one obtains the following result:

ma
r =
î�

q

rÕ Jr,rÕ

�≠1
ó

ab
hcgcb

{r≠rÕÕ}. (4.122)

This is the classical value of the magnetization, which we use as a consistent
Ansatz parameter.
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4.G.4 Further simplification

We start again from Eq.(4.110). Because we know that the mean-field magneti-
zation m satisfies

ÿ

rÕÕ

ma
rÕÕJab

rÕÕ,r = hagab
{r≠rÕÕ}, (4.123)

we have, in real space and then in reciprocal space,

H0
Â = ≠1

4

ÿ

r,rÕ

Â†
r,–

Ä
‰0

|r≠rÕ|

¶
J iso

r,rÕ”––Õ ≠ iJD
|r≠rÕ| ẑ ·

�
[r ≠ rÕ] ◊ ‡––Õ

�©

+”r,rÕhagab
{r≠rÕÕ}‡b

––Õ

ä
ÂrÕ,–Õ (4.124)

H0
Â = ≠1

4

ÿ

p,pÕ

Â†
p,–

"
1

N

ÿ

r,rÕ

ei(pr≠pÕrÕ)
¶

J iso
r,rÕ”––Õ ≠ iJD

|r≠rÕ| ẑ ·
�
[r ≠ rÕ] ◊ ‡––Õ

�©

+hagab
{÷}‡b

––Õ”p,pÕ

ó
ÂpÕ,–Õ (4.125)

Now we assume

J iso
r,rÕ ≠æ Jiso 1r,rÕ n.n., (4.126)

JD
|÷| ≠æ JD 1÷ n.n., (4.127)

‰0
|r≠rÕ| ≠æ ‰0 1r,rÕ n.n.. (4.128)

Note also that as long as only the hamiltonian in the undistorted lattice, H0
Â,

is considered, we may just as well consider g{r≠rÕÕ} æ g0 as a constant tensor.
Indeed the set of vectors {r ≠ rÕÕ} is constant, and simply given by the definition
of the undistorted lattice. Consequently,

H0
Â = ≠1

4

ÿ

r

ÿ

÷

Â†
r,–

ï
”÷hagab

0 ‡b
–— (4.129)

+ 1÷ n.n. {Jiso”–— + iJD ẑ · (÷ ◊ ‡–—)} ‰0

ò
Âr+÷,—

where
q

÷ spans the entire lattice and 1÷ n.n. is 1 if ÷ is a nearest-neighbor vector,
0 otherwise, and

H0
Â = ≠1

4

ÿ

p

Â†
p,–

ï
hagab

0 ‡b
–— (4.130)

+
ÿ

÷ n.n.

e≠ip÷ {Jiso”–— + iJD ẑ · (÷ ◊ ‡–—)}

ò
Âp,—

in reciprocal space.
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4.H Phonons coupled to an electric field : details

Hereabove, we considered the coupling of phonons to fermions, which can be
charged under a certain U(1) gauge field – be it the usual electromagnetism
if the fermions are electrons, or an emergent gauge field enforcing some local
population constraint. Yet we have not considered the field line (or Aharonov-
Bohm phase) accumulated by the fermions as they move. Cases where this can
no longer be neglected, and the physics becomes that of charged fermions in an
electromagnetic field, are not considered in this paper.

Meanwhile, the gauge field can still couple to the phonons, and contribute to
the phonon scattering rates. In this section, we compute the latter in the case
of the emergent electric field in a spinon Fermi surface spin liquid. We find the
diagonal scattering rate Eqs.(4.37).

4.H.1 Definitions

We use the definition of the strain tensor in terms of phonon operators:

Ebc(·, r) =
i

2

ÿ

kn

 

~/Nuc

2MÊkn

Ä
kbÁc

nk + kcÁb
nk

ä

◊
Ä
akn e≠Ênk· + a†

≠kneÊnk·
ä

eik·r. (4.131)

The electric field is

Ea(r, ·) = ˆ0Aa(r, ·) ≠ ˆaA0(r, ·) (4.132)

=
1Ô
Nuc

1

—

ÿ

k

ÿ

iÊp

Ä
ÊpAa

k,iÊp
≠ ikaA0

k,iÊp

ä
ei(kr≠Êp·)

4.H.2 Model of interaction

We start with a generic coupling hamiltonian between the electric field and the
strain tensor:

HEE =
ÿ

r

ÿ

a,b,c

⁄a;bc

⇥
ˆ0Aa(·, r) ≠ ˆaA0(·, r)

⇤
Ebc(·, r)

���
·=0

(4.133)

where a, b, c œ {x, y, z} and ˆ0 = iˆ· – we use imaginary time conventions for
later convenience. The constant ⁄a;bc is the intensity of the coupling; its first
coordinate transforms as a vector, the last two transform as a symmetric tensor.

Note that such a coupling assumes the breaking of inversion, since an electric
field is inversion-odd. Meanwhile, we do not consider a coupling involving the
emergent magnetic field. Indeed the latter, being time-reversal odd, cannot
couple directly to the strain tensor but only to the lattice momentum, which is
not considered in this paper (recall the discussion in Sec. 4.B.1).

By definition,

A(·, r) =
1Ô
Nuc

ÿ

k

1

—

ÿ

iÊp

e≠iÊp· Ak,iÊp
eikr (4.134)
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Now, we consider that the space component of the vector potential is in-plane
and parameterized by

Aa
k,iÊp

= A
Î
k,iÊp

ka

|k|
+ A‹

k,iÊp

ÿ

b=x,y

‘zba
kb

|k|
, (4.135)

for a = x, y. Fixing the Coulomb gauge, one then has A
Î
k,iÊp

= 0. Thus the
phonons are coupled to

Q+
kn =

1

2
Ô

Nuc

ÿ

abc

i ⁄a;bcÔ
2MucÊnk

⇥
(Áb

nk)úkc + (Ác
nk)úkb

⇤

◊
⇣

ÿ

d

‘azd kd

|k|
ˆ0A‹

k (0) ≠ ikaA0
k(0)

⌘
. (4.136)

4.H.3 Dynamics and correlations of the gauge field

4.H.3.1 Definitions

The low-energy theory of the electric field is given in this gauge by SA = SA‹ +
SA0 , with

SA‹ =
1

2

ÿ

iÊp

ÿ

k

A‹
k,iÊp

Å
“

|Êp|

|k|
+ ‰k2

ã
A‹

≠k,≠iÊp
, (4.137)

SA0 =
1

2

ÿ

iÊp

ÿ

k

A0
k,iÊp

≠ms

2fi

Å
1 ≠ |Êp|

vF |k|

ã
A0

≠k,≠iÊp
, (4.138)

where “ = 2n
kF

with n the spinon density, ‰ = 1
24fims

the spinon gas diamagnetic
susceptibility and ms the spinon effective mass. [Ioffe and Larkin, 1989] The
action Eqs.(4.137), (4.138) provides an accurate description of the gauge field
dynamics in the limit where |Êp|

vF |k| π 1. [Kim et al., 1994]

4.H.3.2 Correlations and results for A‹

From the definition of the euclidean action, Eq. (4.137), the Matsubara Green’s
function for the transverse A‹ component is

GA‹(k, iÊp) = ≠
Å

“
|Êp|

|k|
+ ‰k2

ã≠1

. (4.139)

From it, we can deduce the retarded and advanced Green’s functions, ob-
tained by replacing iÊp æ Ê ± i0+ in GA‹(k, iÊp) written as a function holomor-
phic in the corresponding complex half-plane:

G
R/A

A‹ (k, Ê) = ≠
Å

ûi“
Ê

|k|
+ ‰k2

ã≠1

. (4.140)

The combination i
�
GA

A‹(k, Ênk) ≠ GR
A‹(k, Ênk)

�
, explicitly

ˆ

dte≠iÊnktÈ[A‹
k (t), A‹

≠k(0)]Í =
≠2 “

|k|Ênk

(‰k2)2 + ( “
|k|)

2Ê2
nk

, (4.141)
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is of particular importance, being directly involved in D
(1),A‹

nk given in the main
text.

4.H.3.3 Correlations and results for A0

From the definition of the euclidean action, Eq. (4.138), the Matsubara Green’s
function for the A0 time component is

GA0(k, iÊp) =
2fi

ms

Å
1 ≠ |Êp|

vF |k|

ã≠1

. (4.142)

From it, we can deduce the retarded and advanced Green’s functions,

G
R/A
A0 (k, Ê) =

2fi

ms

Å
1 ±

iÊ

vF |k|

ã≠1

, (4.143)

then follow the same steps as in the previous subsection, leading to D
(1),A0

nk as
given in the main text.

4.H.4 Summary of the results

Here, we only compute the contribution to the diagonal scattering rate (i.e. to the
longitudinal conductivity) since HEE does not break time reversal and therefore
the corresponding contribution to the Hall conductivity is vanishing.

The result is D
(1),A
nk = D

(1),A‹

nk + D
(1),A0

nk with

D
(1),A‹

nk =
“Ê2

nkM≠1
uc |k|≠3

‰2|k|4 + “2 Ê2
nk

|k|2

������
ÿ

a;b,c

‘zaaka⁄a;bcÁ
b
nkkc

������

2

, (4.144)

D
(1),A0

nk =
M≠1

uc Ê≠1
nk 2fi/ms

vF |k|
Ênk

+ Ênk

vF |k|

������
ÿ

a;b,c

ka⁄a;bcÁ
b
nkkc

������

2

, (4.145)

where a œ {x, y}, a = x … a = y and b, c œ {x, y, z}.

In the small momentum limit, |k| π
p

cph“/‰, one finds the scaling D
(1),A‹

nk ≥
k3, while in the “less small” momentum limit,

p
cph“/‰ π |k| π kF , one finds

D
(1),A‹

nk ≥ k≠1. Besides, D
(1),A0

nk ≥ k3.
Note that the time component is screened, while the transverse component

is Landau-damped; therefore at low momentum these have the same scaling
behavior.

4.I Scaling and orders of magnitude

In this section, we summarize the parameter and temperature scalings of the
phonons’ longitudinal conductivity and thermal resistivity in a spin liquid with
a Fermi surface of d = 2-dimensional spinons and an emergent electric field.
The form of the phonon-fermion couplings is that of App. 4.E. We recall the
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momentum scalings of the scattering rates, first derived generally in App. 4.D
and then specified in the given model we study in Sec. 4.I.2. We also include the
coupling to the emergent electric field, considered in App. 4.H.

The resulting scalings of physical quantities such as ŸL and ÍH are summa-
rized in Table 4.9.1 in the main text.

4.I.1 Parameter scalings away from the specific cases

Starting from each of the specific cases identified in Sec. 4.F.2, we turn slightly
off zero all the null parameters in the corresponding line of Tab. 4.7.2. By in-
spection of Eq. (4.101), we extract the leading-order contributions which break
the symmetry relation identified in Sec. 4.F.2 for the said specific case.

We find that the effective skew-scattering rate W°,eff features a combination
of at least two small parameters among h

a, u
a, –R in the following way:

W
°,eff,qqÕ

nknÕkÕ Ã O(t0)3 ◊ (4.146)

O
Ä
–R

�
u

z + u
x,y + h

z
t
0 + h

x,y
t
0
�

+ u
x,y

h
z
h

x,y + u
z(hx,y)2 + h

z
v

x,y + h
x,y

v
x,y
�

Note that all terms in the first O(. . . ) have the same structure: they are all
time-reversal-odd (i.e. they contain an odd number of h or u factors), as befits a
contribution to the effective skew-scattering rate; they all contain either one t

0

or one u or one v coefficient arising from magnetic exchange spatial derivatives;
they all contain at least one off-diagonal (in spin ‡ =ø, ¿ space) coefficient among
h

x,y, u
x,y, v

x,y, –R.

4.I.2 Scaling results from the phonon-fermion coupling

The scalings of the diagonal and skew scattering rates, in the case of a d = 2
spinon Fermi surface with quadratic spinons (with effective mass m≠1

ú ≥ a2J0

and Fermi velocity vF ≥ aJ0), were derived in Sec. 4.D.2.

4.I.2.1 Diagonal scattering rate

The coupling coefficient Bn,¸¸Õ

p;k appearing in Dnk is dominated by the contribution

of t
0, so that B(k) ≥ k1/2

t
0. Consequently, following Eq. (4.20), the parameter

and momentum scaling of the diagonal scattering rate is D
(1),f
nk ≥ k1O(t0)2.

Note that this is different from the variety of scalings obtained in the case of
an ordered antiferromagnet (cf Chapter 3). This is because, in an antiferromag-
net, the slow variable, namely the staggered magnetization n, and its conjugate
momentum, the net magnetization m, are expanded in terms of canonical bosons
as np ≥ Ω

≠1/2
p bp

(†) and mp ≥ Ω
1/2
p bp

(†); therefore various powers of momen-
tum appeared in mm, mn and nn terms. Meanwhile, in the present case the
spins are simply expressed as S ≥ f †‡f , thus appearing with no extra powers
of momentum in their coupling to phonons.
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4.I.2.2 Skew-scattering rate

The various contributions to W°,eff (see above, Sec. 4.I.1.) can scale differently
with momentum, because of the momentum dependence of h in the presence
of a Rashba coupling. The dominant contribution at low temperatures (which
has the smallest power of momentum) comes from cases where –R = 0 and
v

x,y = 0, for which all four coefficients scale like B(k) ≥ k1/2. A crossover occurs
at momentum k ¥ u/(–R

t
0
h), above which one of the four B factors scales

like B(k) ≥ k3/2; we note this B(k) ≥ k“+1/2, where “ = 0, 1 indexes the two
behaviors.

Consequently, following Eq. (4.79), the momentum scaling is W
°,eff,qqÕ

nknÕkÕ ≥
k“+1≠2⁄. This means for the inverse skew-scattering time

1

·skew
≥ k3W

°,eff,qqÕ

nknÕkÕ ≥ k4≠2⁄+“ (4.147)

with 8
>>>><
>>>>:

⁄ = 0 for ∆µ π (kBT/vF )2/mú
⁄ = 1 for ∆µ ∫ (kBT/vF )2/mú
“ = 0 for k < u/(–R

t
0
h)

“ = 1 for k > u/(–R
t
0
h)

. (4.148)

4.I.3 Scaling of ŸL(T )

The longitudinal scattering rate appearing in the general formula for ŸL, Eq. (4.2),
which identifies with the inverse typical scattering time ·≠1, is the sum of dif-
ferent contributions:

Dnk = D
(1),f
nk + D

(1),A
nk + D̆nk, (4.149)

following Matthiessen’s rule [Callaway, 1959]. Here D
(1),f
nk and D

(1),A
nk are the

phonon scattering rates due to their coupling to the fermion bilinears and to
the electric field, respectively. Their temperature scaling for typical thermal
momenta, such that we may replace Êk ≥ vphk ≥ kBT , are D

(1),f
nk ≥ T 1 and

D
(1),A
nk ≥ T 3. As already mentioned, D̆nk is an extra contribution due to other

scattering processes, which we consider here to scale like a constant, as results
from e.g. boundary scattering. We summarize these different scalings with ·≠1 ≥
T ” where ” = 0, 1, 3.

Using these scalings in Eq. (4.2) which has the form ŸL ≥ 1
T 2

´

d3k k2

D(k)F ( k
T )

for a generic function F , we obtain the scaling for the phonons’ longitudinal
thermal conductivity in a spinon Fermi surface spin liquid with quadratic dis-
persion:

ŸL

T
≥ T 2

Cb + Cf T + CAT 3
(4.150)

where Cb, Cf and CA are dimensionful parameters corresponding to the scatter-
ing of phonons on boundaries, spinon-hole pairs, and electric field excitations,
respectively. In terms of scaling law, ŸL ≥ T 3≠”.
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4.I.4 Scaling of ÍH(T )

As we emphasized in Chapter 2, the thermal Hall resistivity ÍH is a much better
measure of phonon chirality than the thermal Hall conductivity ŸH , in that its
temperature scaling coincides with the momentum scaling of the skew-scattering
rate W°,eff . A consequence of this is that the phonons’ coupling to the electric
field does not contribute to ÍH , while it does contribute to ŸH Ã W°,eff/D2

through the diagonal scattering rate D. Therefore, in a spinon Fermi surface
spin liquid described by the model hereabove, we expect

ÍH(T ) ≥ T “+1≠2⁄, (4.151)

due entirely to the phonon-spinons coupling.
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Chapter 5

Appendices

5.1 Field-theoretical approach to phonon thermal con-
ductivity

In this appendix, I re-derive our result for the longitudinal thermal conductivity
of phonons, using the Keldysh formalism of nonequilibrium field theory.

5.1.1 General steps toward the kinetic equation

Here is a brief summary the general steps of the Keldysh formalism leading to the
quantum Boltzmann equation. A few notations and conventios are also defined.

5.1.1.1 The Schwinger-Baym contour and Keldysh rotation

Nonequilibrium field-theoretical techniques, among which the Keldysh foralism,
involve time integration along a contour in the complex time plane from ≠Œ+i0
to +Œ + i0, then back from +Œ ≠ i0 to ≠Œ ≠ i0. This contour is denoted C in
the next few lines. Then for any field Φ,

ˆ

C
dtΦ(t) =

ˆ +Œ

≠Œ
dt (Φ(t + i0) ≠ Φ(t ≠ i0)) . (5.1)

Then one performs the Keldysh rotation:

Φ
cl/q(t) =

1Ô
2

(Φ(t + i0) ± Φ(t ≠ i0)) . (5.2)

This defines the “quantum” and “classical” fields, in which language the Keldysh
theory is expressed.

5.1.1.2 Free bosonic theory

As an introduction to the method, we first consider the free hamiltonian of the
phonons, decribed by the free bosonic field „k and its complex conjugate „k.
This hamiltonian reads H0 =

q

k Êk„k„k.
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The free action for these bosonic fields, expressed in terms of the classical
and quantum fields, reads

S0[„cl, „q] =
ÿ

k

ˆ +Œ

≠Œ
dt („

cl
, „

q
)

Ñ
0 [G≠1

0 ]A

[G≠1
0 ]R [G≠1

0 ]K

éÑ
„cl

„q

é
. (5.3)

The quantum-quantum coefficient is always zero by construction, even in the
interacting theory; it is an important feature of the Keldysh theory’s structure.

One can check that from the free action Eq.(5.3), the free Green’s functions
(–, — = cl, q) can be obtained; they are defined as

G–—
0 (k, kÕ, t, tÕ) = ≠i

ˆ

D[„cl, „
cl

, „q, „
q
] T „–(k, t)„

—
(kÕ, tÕ) eiS0[„cl,„q], (5.4)

where T stands for time-ordering of the operators. Thus, the advanced and
retarded functions are, in the language of classical and quantum variables, GA =
Gq,cl and GR = Gcl,q.

It is customary [Kamenev, 2011] to parameterize the Keldysh Green’s func-
tion GK in terms of the retarded and advanced functions as

GK = GR ¶ F ≠ F ¶ GA, (5.5)

where F is an auxiliary function – which we will later interpret in terms of bosoni
populations – and ¶ denotes space-time convolution, namely

(A ¶ B)(x, t; xÕ, tÕ) :=

ˆ

ddxÕÕdtÕÕA(x, t; xÕÕ, tÕÕ)B(xÕÕ, tÕÕ; xÕ, tÕ). (5.6)

In the case of free bosons, the Green’s functions are simply

GR
0 (k, t) = ≠iÈ„cl

k (t)„
q
k(0)Í = ≠i◊(t)e≠iÊkt FTæ (‘ ≠ Êk + i0)≠1 (5.7)

GA
0 (k, t) = ≠iÈ„q

k(t)„
cl
k (0)Í = +i◊(≠t)e≠iÊkt FTæ (‘ ≠ Êk ≠ i0)≠1 (5.8)

GK
0 (k, t) = ≠iÈ„cl

k (t)„
cl
k (0)Í = ≠iF (Êk)e≠iÊkt FTæ ≠2ifiF (‘)”(‘ ≠ Êk).(5.9)

Thus, GR
0 and GA

0 coincide with the usual propagators of quantum field theory.
[Coleman, 2015] Here, [G≠1

0 ]K = 2i0F (Êk) is a pure regularization, because we
are only considering the free theory. In the case of an interacting theory, the
Keldysh Green’s function GK contains nontrivial information about the out-of-
equilibrium populations – note that at equilibrium, F = 2nB + 1 with nB the
equilibrium bosonic distribution function.

5.1.1.3 Interacting theory

Within the interacting theory, one has to consider the dressed Green’s functions

G–—(k, kÕ, t, tÕ) = ≠i

ˆ

D[„cl, „q] „–(k, t)„
—
(kÕ, tÕ) eiS[„cl,„q], (5.10)

with –, — = q, cl.
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These satisfy Dyson’s equation, which in the Keldysh formalism reads:
Ñ

0 [G≠1
0 ]A ≠ ΣA

[G≠1
0 ]R ≠ ΣR ≠ΣK

é
¶

Ñ
GK GR

GA 0

é
= 1, (5.11)

where ΣR, ΣA, ΣK are the three self-energies of the problem, defined in the usual
way. Note that this equation is written in real-space (x, t), not in reciprocal
space as it is customary to define propagators. Note also that now that self-
energies can act as regularizators, the infinitesimals ±i0 of the free theory can
be omitted, therefore [G≠1

0 ]A = [G≠1
0 ]R =: G≠1

0 and [G≠1
0 ]K = 0 (see above).

In terms of the “population” function F , defined in Eq.(5.5), Dyson’s equa-
tion can be recast into the following form:

[F ¶, G≠1
0 ] = Σ

K ≠ (ΣR ¶ F ≠ F ¶ Σ
A). (5.12)

This equation uses again real-space conventions, and can be interpreted as
a self-consistent equation with unknown F (x, t; xÕ, tÕ), provided the free prop-
agator G0 is known and the self-energies are determined with some level of
approximation.

5.1.1.4 Derivation of the kinetic equation

The hydrodynamics of the phonon’s system is expressed in terms of quasiparti-
cles, which are now “dressed” phonons. As usual, the quasiparticle’s energy is
shifted by the real part of the self-energy, which also redefines the quasiparticle
velocity:

Êk ‘æ Ễk = Êk + ReΣ
R (5.13)

vk ‘æ ṽk = ÒkỄk = vk + ÒkReΣ
R. (5.14)

From Dyson’s equation, as expressed hereabove in terms of the F function, it
is possible to derive Boltzmann’s equation. This involves a few approximations,
which are explained in [Kamenev, 2011], and which amount to negleting a certain
number of quantum corrections, so as to obtain the hydrodynamic limit of the
problem.

These are best explained in the framework of the Wigner transform: for a
two-point function F (x, t; xÕ, tÕ), the latter (along with its inverse) is defined as

F [r, t; k, ‘] =
ÿ

rÕ

ˆ

dtÕe≠ikrÕ

e≠i‘tÕ

F (r + rÕ

2 , r ≠ rÕ

2 , t + tÕ

2 , t ≠ tÕ

2 ), (5.15)

F (x1, t1; x2, t2) =
1

N

ÿ

k

ˆ

d‘

2fi
eik(x1≠x2)ei‘(t1≠t2)F [x1+x2

2 , t1+t2
2 , k, ‘]. (5.16)

The intepretation of this mixed real space and reciprocal space representation is
as follows: (x, t) are slow “center-of-mass” variables, which describe the smooth
variations of the function F in space and time; by contrast, (k, ‘) are the Fourier
transformed fast variables. Note that the Fourier transform is a particular case of
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Wigner transform where all variations are fast, i.e. where there is no dependence
upon the slow variables (x, t).

A hydrodynamic approximation consists of assuming that the time depen-
dence of F is purely in terms of the slow variable t, which amounts to assuming
that F is a constant with respect to its variable ‘, whose value is determined
by its evaluation at the quasiparticle’s energy ‘ = Êk + ReΣR. Thus, “ironing
out” fast time dependences is equivalent, in the Wigner transform representa-
tion, to considering only the quasiparticle peak’s contribution to F ; this yields
a hydrodynamic description of the system in terms of F̃ (r, t, k) := F (r, t, k, Ễk),
where the energy ‘ is no longer a variable since it is solely determined by k (and
r, t as well if the nonequilibrium self-energies depend thereupon). The same
approximation is made in the self-energies.

It is assumed that F̃ (r, t, k) contains the relevant information about nonequi-
librium populations. From Eq.(5.15), the kinetic equation is then obtained:

î
(1 ≠ ˆ‘ReΣ

R)ˆt + ṽkÒr ≠ (ÒrReΣ
R)Òk

ó
F̃ (r, t, k) = Icoll[F̃ ], (5.17)

where the collision integral is

Icoll[F̃ ] = iΣK(x, t, k) + 2F (x, t, k)Im[ΣR(x, t, k)]. (5.18)

At this stage it is interesting to note that in the collision integral, F̃ appears
multiplied with the imaginary part of a retarded self-energy, which is typically
negative. Thus the collision integral has roughly the form ≠F̃ /· , with · a typical
scattering time like in the Drude theory. This is consistent with the second law
of thermodynamics, which imposes that the longitudinal thermal conductivity
be always positive.

One should also note that the identity F̃ (r, t, k) = iGK(r, k, t, t) is exactly
true in the free theory, but only approximately true in the interacting the-
ory. On the other hand, iGK(r, k, t, t) = 2n(Êk) + 1 is always exactly true.
[Kamenev, 2011] This means that the phonon’s population, as captured by F̃ ,
does only coincide with nB at equilibrium and for a non-interacting system;
both the presence of interactions and the absence of a thermal equilibrium entail
deviations from the Bose distribution function.

In the following, I consider the particular case of a coupling between phonons
and a generic field Qk.

5.1.2 Model and notations

5.1.2.1 Definitions: turning on interactions

The interaction hamiltonian is defined as Hint =
q

q=±

q

nk „
q
nkQq

nk, where
„≠ := „ and „+ := „ are used as shorthands like in the bulk of this thesis
– and similarly for the Qnk fields.
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The interactions’ contribution to the action, Sint, involves the integral over
a time contour, which reads

≠
ˆ

C
dtHint(t) = ≠

ÿ

s=±

s

ˆ +Œ

≠Œ
dt

ÿ

q=±,nk

„
q
nk(t + is0)Qq

nk(t + is0) (5.19)

= ≠
ˆ +Œ

≠Œ
dt

ÿ

q,nk

î
(„cl

nk)q(t)(Qq
nk)q(t) + („q

nk)q(t)(Qcl
nk)q(t)

ó

in terms of the “classical” and “quantum” fields.
The full action of the coupled phonon-Q system is then

S[„cl, „q, Qcl, Qq] = S0[„cl, „q]+S0[Qcl, Qq]≠
ˆ +Œ

≠Œ
dt

ÿ

q,nk

(„q
nk)–‡–—

x (Qq
nk)— (t),

(5.20)
where – = (cl, q) and S0[Qcl, Qq] is the proper action of the Q field alone, which
(in spite of its notation) is not a free action in principle.

5.1.2.2 Diagrammatic expansion

The dressed phonon’s Green’s function, in the presence of the interaction with
the Q fields, is

G–—
n,nÕ(k, kÕ, t, tÕ) = (5.21)

≠ iT

ˆ

D[„cl, „q] „–
n(k, t)„

—
nÕ(kÕ, tÕ) eiS0[„cl,„q]

ˆ

D[Qcl, Qq]eiS0[Qcl,Qq]eiSint[„,Q],

where the „, Q fields in the measure are implicit, and the time ordering T acts
upon both time integrals.

Then, in
´

D[Qcl, Qq]eiS0[Qcl,Qq]eiSint[„,Q], we expand the eiSint[„,Q] factor per-
turbatively in powers of Q. Note that at zeroth order in this expansion, we
recognize the free partition function

Z0 =

ˆ

D[Qcl, Qq]eiS0[Qcl,Qq] = 1; (5.22)

the fact that Z = 1 is always true in the Keldysh formalism, at all orders in the
expansion.

Since terms with an odd number of Q operators are zero, one can expand the
dressed Green’s function in a perturbative series with only terms of even order,
namely

G–—(k, kÕ, t, tÕ) = G–—
0 (k, kÕ, t, tÕ)+G–—

2 (k, kÕ, t, tÕ)+G–—
4 (k, kÕ, t, tÕ)+. . . . (5.23)

In particular, straightforward expansion of Eq.(5.21) yields at second order

G–—
2 (k, kÕ, t, tÕ) =

i

2

ÿ

“,”=cl,q

ÿ

qqÕk1k2

T

ˆ +Œ

≠Œ
dt1dt2

¨
(Qq

k1
)“̄ (t1)(QqÕ

k2
)”̄ (t2)

∂

(5.24)

◊
ˆ

D[„cl, „q] eiS0[„cl,„q] („≠
k )–(t)(„+

kÕ)
—(tÕ)(„q

k1
)“(t1)(„qÕ

k2
)”(t2),
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and at fourth order

G–—
4 (k, kÕ, t, tÕ) =

≠i

4!

ÿ

{qi,ki,⁄i}

T

ˆ +Œ

≠Œ
Πdti

Æ
Ÿ

i=1..4

(Qqi

ki
)⁄̄i(ti)

∏

(5.25)

◊
ˆ

D[„cl, „q] eiS0[„cl,„q]

Ç
(„≠

k )–(t)(„+
kÕ)

—(tÕ)
Ÿ

i=1..4

(„qi

ki
)⁄i(ti)

å
.

The second-order term is explicitly involved in the leading term of the phonons’
diagonal scattering rate, involved in the longitudinal thermal conductivity. This
is the term which we will evaluate in the following. The fourth-order term is in-
volved in the phonons’ off-diagonal scattering rate, involved in the thermal Hall
conductivity; although the presence of four Q operators is reminiscent of the
results which we obtained in the bulk of this thesis, the precise identification of
the correlation functions between the two approaches is still a work in progress.
Note that in the above, some ni indices were omitted to avoid clutter.

5.1.3 The phonons’ self-energy

In this subsection, we compute the phonon self-energies, and show how these
can be related to correlation functions of the Q operators.

5.1.3.1 Definition of the self-energy

The self-energy is defined implicitly by Dyson’s equation, which in real space
notations reads

G–— = G–—
0 + G–“

0 ¶ Σ
“” ¶ G”—

0 + G0ΣG0ΣG0 + . . . , (5.26)

where ” + . . . ” contains each term with n Ø 3 insertions of the self-energy with
multiplicity 1.

In particular, the lowest-order (i.e. second order in Q) contribution, written
in reciprocal space of positions but still in time variables, is

G–—
2 (k, kÕ, t, tÕ) =

ÿ

“,”=cl,q

ˆ +Œ

≠Œ
dt1dt2G–”

0 (k, t≠t1)Σ”“
2 (k, kÕ, t1, t2)G“—

0 (kÕ, t2≠tÕ),

(5.27)
since free boson propagators are only function of one momentum and of time
differences. In the hereabove equation, we identified Σ2, which is the lowest- (i.e.
second-) order term in the expansion of Σ in powers of Q. Note that contributions
from Σ4 (defined in a similar way) and (Σ2)2 appear simultaneously in G4.

Computing the phononic self-energies thus amounts to evaluating correlators
of an even number of free bosons; so it is possible to apply Wick’s theorem,
which has a somewhat direct diagrammatic interpretation. At the order which
we consider, there are two distinct contributions, which are now evaluated sep-
arately.
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5.1.3.2 Disconnected diagram

In equilibrium quantum field theory, disconnected diagrams usually do not con-
tribute in average values because they are exactly cancelled by the partition
function appearing in the denominator – this is the content of the linked-cluster
theorem. Meanwhile, in the Keldysh formalism, the partition function is exactly
Z = 1 by construction; therefore it is expected (and we will show that it is indeed
the case) that the disconnected diagram actually vanishes in this formalism. It
reads

G–—
2,disc.(k, kÕ, t, tÕ) =

i

2!

ÿ

p,pÕ

ÿ

q,qÕ=±

ˆ +Œ

≠Œ
dt1dt2

¨
T(Qq

p)“̄ (t1)(QqÕ

pÕ)
”̄ (t2)

∂

(5.28)

◊
¨
T(„≠

k )–(t)(„+
kÕ)

—(tÕ)
∂ ¨

T(„q
p)“(t1)(„qÕ

pÕ)
”(t2)
∂

This involves the product of two Green’s functions with “quantum/classical”
indices “, ” and “, ” (i.e. their contrary), respectively. If “ = ” then one of these
two is a Keldysh Green’s function and the other one is exactly zero (see Eq.(5.3)).
Otherwise, one of them is a retarded function and the other an advanced function.
But these are at the same time points (t1, t2) and therefore cannot be both
nonzero. Thus G–—

2,disc.(k, kÕ, t, tÕ) = 0. Note that this is true regardless of the
nature of the Q operators, and arises purely from the stucture of the Keldysh
theory – as could be expected from a property closely related to the statement
that Z = 1.

5.1.3.3 Connected diagram

Contributions to G2 come solely from the connected diagram, which reads

G–—
2,ctd.(k, kÕ, t, tÕ) =

2i

2!

ÿ

p,pÕ

ÿ

q,qÕ=±

ˆ +Œ

≠Œ
dt1dt2

¨
T (Qq

p)“̄ (t1)(QqÕ

pÕ)
”̄ (t2)

∂

(5.29)

¨
T(„≠

k )–(t)(„qÕ

pÕ)
”(t2)
∂ ¨

T(„q
p)“(t1)(„+

kÕ)
—(tÕ)
∂

= ≠i

ˆ

dt1dt2

¨
T(QkÕ)“̄(t2)(Q†

k)”̄(t1)
∂

G–”
0 (k, t ≠ t1)G“—

0 (kÕ, t2 ≠ tÕ)

Thus one can identify the self-energy at this order:

Σ
”“
2 (k, kÕ, t2, t1) = ≠i

¨
T (Q†

k)”̄ (t2)(QkÕ)“̄ (t1)
∂

(5.30)

The next step is to perform hydrodynamic approximations so as to obtain
the collision integral for the phonons.

5.1.3.4 Wigner transform and hydrodynamic approximations

The Wigner-transformed self-energy is

Σ
”“
2 [r, t; k, ‘] = ≠i

ˆ

dtÕe≠i‘tÕ ÿ

p

eipr
¨
T (Q†

k+p)”̄ (t + tÕ

2 )(Qk≠p)“̄ (t ≠ tÕ

2 )
∂

(5.31)
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Because of time-translational invariance of the statistical average, which is
defined using the bare action S0[Q], there is obviously no t-dependence in Σ2. We
now absorb +ReΣR into the redefinition of Êk (henceforth identified to Ễk), since
only the renormalized phonons’ energy is the experimentally accessible quantity.
Importantly, we perform a hydrodynamical approximation by assuming that Σ2

is well approximated by its value at the quasiparticle peak, ‘ = Êk. Consequently,

Σ̃
”“
2 [r, k, Êk] = ≠i

ˆ

dte≠iÊkt
ÿ

p

eipr
¨
T (Q†

k+p)”̄(t) (Qk≠p)“̄(0)
∂

(5.32)

A last hydrodynamical approximation, which I have already mentioned above
in the case of time dependences of the F function, consists of assuming that the
self-energy depends solely from fast variables, and that the smooth variations –
which contain information beyond the quasiparticle picture – can be neglected. If
this approximation is well-founded, then it is legitimate to average over positions
r; one thus obtains

eΣ”“(k, Êk) = ≠i

ˆ

dte≠iÊkt
¨
T (Q†

k)”̄(t) (Qk)“̄(0)
∂

, (5.33)

where again ”, “ are q, cl variables.

5.1.4 Quantum Boltzmann equation

5.1.4.1 Self-energies and interpretation

The phonon’s retarded self-energy is

eΣR(k, Êk) = eΣq,cl(k, Êk) = ≠i

ˆ

dte≠iÊkt
¨
T (Q†

k)cl (t)(Qk)q (0)
∂

. (5.34)

One shoud notice that the retarded self-energy of the phonons involves a “cl-
q” correlation, i.e. an advanced Green’s function of the Q operators, decoupled
from the phonons. In the following we will refer to it as eΣR(k, Êk) = GA

Q(k, Êk).
Therefore the Q bosons should not be interpreted as particles but rather as
“holes”; this, of course, is consistent with the fact that for energy to be conserved
along a scattering process with interaction a†

nkQ†
nk + h.c., the Q operator should

be understood as a bosonic destruction operator.
Similarly, the phonons’ Keldysh self-energy is

ieΣK(k, Êk) = ieΣq,q(k, Êk) =

ˆ

dte≠iÊkt
¨
T (Q†

k)cl(t) (Qk)cl(0)
∂

, (5.35)

and involves a “cl-cl” correlation, a.k.a Keldysh Green’s function, of the Q op-
erators; we write eΣK(k, Êk) = GK

Q(k, Êk).
Besides, from Eq.(5.12) one can derive the following property:

GK(k, Êk) = F (Êk)
Ä
GR(k, Êk) ≠ GA(k, Êk)

ä
, (5.36)

valid for any Green’s functions G, be they bare or dressed. We use this in
particular in the case of the GQ functions, since the Q operators decoupled
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from the phonons are not necessary free bosons. Thus, using the property that
GA =

⇥
GR

⇤ú, we obtain ieΣK(k, Êk) = ≠2FQ(Êk)ImGR
Q(k, Êk), where FQ is the

F function of the Q excitations, de two variables instead of four – as is also the
case in Eq.(5.36).

5.1.4.2 Collision integral

Consequently, and marking explicitly the difference between F„ the phonon “pop-
ulation” function and FQ that of the Q operators, we obtain

Icoll[F̃ ] = ieΣK(nk, Ênk) + 2ImeΣR(nk, Ênk)F„(Ênk) (5.37)

= ≠2 (F„(Ênk) + FQ(Ênk)) ImGR
Q(nk, Ênk).

(From now on, I specify again the n indices.)
At this stage, both the phonons „ and the Q operators could be out-of-

equilibrium. Provided that one derived a kinetic equation for FQ – not necessar-
ily based on the concept of quasiparticles, since the Q field can be more general
–, one would have to solve a system of coupled kinetic equations for „ and Q
simultaneously. This approach is pursued in the “phonon drag” methods.

Here, we will make a similar assumption as in the bulk of this thesis: we
assume that the Q fields relax fast to equilibrium, so that the FQ function is not
an unknown but a parameter of the theory. Thus the term proportional to FQ in
the collision integral is a constant, which is absorbed in the definition of thermal
equilibrium as the set of parameters, and the definition of thermal equilibrium as
the set of variables such the collision integral vanishes (in the permanent regime
where ˆt = 0). The phonon’s “population” function can be parameterized as
F„ = F eq

„ + ”F„, where F eq
„ is the equilibrium function and ”F„ the out-of-

equilibrium part, which alone is responsible for the net phonon thermal current.
The effective collision integral thus reads Icoll[F̃ ] = ≠2”F̃ (Ênk) ImGR

Q(nk, Ênk).
Here a physical remark is in order. The imaginary part of a retarded Green’s

function is usually negative, because of the constraint of causality which puts
constraints on the location of the poles. If this were correct, then the collision in-
tegral would not entail relaxation to equilibrium, but instability and a divergence
of the out-of-equilibrium population ”F̃ (Ênk).

However, in the present case, we have already emphasized that the Q (resp.
Q†) should rather be thought of like a bosonic creation (resp. destruction)
operator; therefore the retarded function of Q has the analytic properties of an
usual advanced function. This, of course, is purely a notational issue, which could
be easily overcome by exchanging Q ¡ Q† when defining the theory, Sec.5.1.2.1.

Finally, recalling the textbook definition of a retarded function,

GR
Q(k, t) = ≠i◊(t)

¨
[Qnk(t), Q†

nk(0)]
∂

, (5.38)

and after some easy algebra, the collision integral can be rewritten as

Icoll[F̃ ] = ”F̃ (Ênk)

ˆ

dte≠iÊnkt
¨
[Qnk(t), Q†

nk(0)]
∂

. (5.39)
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This identifies the longitudinal scattering rate of the phonons Dnk, which is
exactly that which we obtained in Sec.2 via scattering theory.

5.2 Spin wave expansion from spin-spin interactions

5.2.1 Various representations of the spin operators

To derive the time evolution and correlation function of the spins, in Sec.3 I
presented a phenomenological expansion of the spin hamiltonian in terms of two
slow fields, m and n, whose effective theory was then a nonlinear sigma-model.
This semiclassical approach proves very efficient when the low-energy modes are
Golstone modes due to a spontaneously broken continuous symmetry of the spin
hamiltonian, but fails to capture the upper part of the spin wave dispersion,
especially for anisotropic models.

Another semiclassical approach, which sometimes permits a more accurate
description of spin models with anisotropies, especially at intermediate energies,
consists of rewriting the spin operators in terms of boson creation-annihilation
operators directly within the tight-binding spin hamiltonian. [Mattis, 1981] This
is the essence of the Holstein-Primakoff procedure for mapping spins onto bosons
[Holstein and Primakoff, 1940], by rewriting the spin operators as Sz

r = S ≠ b†
rbr

and S≠
r = b†

r

»
2S ≠ b†

rbr = (S+
r )†, where b†

r creates a boson. From the boson
algebra [br, b†

rÕ ] = ”r,rÕ , the spin algebra [S–, S—] = i‘–—“S“ is exactly enforced.
Besides, the square root factor ensures that the boson number cannot exceed
2S + 1, so that the dimensions of the Hilbert spaces also match – or, put more
properly: the dimension of that subspace of the Hilbert space accessible by
multiple applications of spin operators onto the ground state.

There exist other mappings of spins on bosons which are well-suited to de-
scribe ordered phases, like the Dyson-Maleev representation [Schollwöck et al., 2008]:
Sz

r = S ≠ b†
rbr and S+

r = (
Ô

2S ≠ b†
rbr/

Ô
2S)br = (S≠

r )†. This mapping appears
to be slightly different from the Holstein-Primakoff one, but they are equivalent
in the case of S = 1/2 spins.

As an aside, it is also possible to use a representation in terms of Schwinger
bosons – which is the analogue to the Abrikosov fermions’ construction, with
f– æ b– and a bosonic algebra instead of a fermionic one. The latter is usually
used to describe magnetically disordered phases, although the boson condensa-
tion makes it possible to study as well the transition to an ordered phase using
this representation. [Auerbach and Arovas, 2011]

5.2.2 Spin wave approximation as a semiclassical limit

In the following I will focus on the Holstein-Primakoff and Dyson-Maleev meth-
ods. Because each spin operator contains one-boson, three-boson, five-boson,
etc, terms – only one and three bosons in the Dyson-Maleev case –, the tight-
binding spin hamiltonian is mapped onto a theory of interacting bosons. The
spin-wave approximation consists in keeping only the one-boson term in each
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spin operator, so that the spin hamiltonian is approximately described by a the-
ory of free bosons – or magnons, or spin wave operators. The dynamics of the
system thus becomes that of free particles with a gaussian action. These have
the property that their correlation functions are exactly given by the solution to
the saddle-point equation, that is to say, by the classical path. Therefore this is
known as a classical approximation. [Auerbach, 1994]

From the above formulae, it is clear that this approximation is equivalent to
taking the S æ Œ limit in the mapping. One way to understand why this is
equivalent to a classical approximation is that, in the path integral formulation
of the problem, S appears in front of the integral at the very place where 1/~
usually sits; the limit ~ æ 0 selects those integrands which minimize the action,
i.e. the classical paths. A more handwaving way to understand this is from the
spin algebra: in the large-S limit, the rhs of [S–, S—] = i‘–—“S“ is O(1/S) of the
lhs, which means that the S– operators become asymptotically classical (in the
sense that they asymptotically commute) when S æ Œ.

A practical manifestation of this is that when only the one-boson term in each
spin operator is kept, the spin algebra is no longer exactly enforced – however it
is recovered in the limit S æ Œ.

5.2.3 Equivalence with the nonlinear sigma-model approach

The above mapping of a spin hamiltonian onto a boson hamiltonian does not use
the concept of a lagrangean or an action: the bosonic theory is already written
in its quantized form, with the bosonic commutation relation [b, b†] = 1 and the
bosonic (restricted) space of states defined directly from the mapping. While this
might look like a very different approach to that of the nonlinear sigma-model,
written as a field theory in terms of a lagrangian with a kinetic term imˆ· n,
the two approaches are in fact equivalent.

This can be seen from a description of spins in terms of real bosons, or
equivalently in terms of two local real fields u, v. [Ross et al., 2011] These are
defined in the local basis (et, eu, ev) dependent on position r, where et(r) is
collinear with the local spin orientation in the ordered state, and eu, ev are
chosen orthogonal to it so as to form an orthonormal basis. The spins can then
be parameterized as

Sr = (≠1)r
⇥
S ≠ (u2

r + v2
r ≠ 1)/2

⇤
et(r) +

Ô
Sureu(r) + (≠1)r

Ô
Svrev(r). (5.40)

The real-bosons (a.k.a position-momentum) commutation relation [ur, vrÕ ] =
i”r,rÕ recovers the spin algebra up to O(1/S) corrections. Their kinetic term
in the Lagrangian is uˆtv, as befits a couple of position and momentum opera-
tors.

Thus the u, v fields are analogous to the lattice displacement and momen-
tum fields u, p in elasticity theory. In the latter case, quantizing the lattice
theory expresses it in terms of phonon operators. [Ashcroft and Mermin, 1976]
Similarly, quantizing the magnetic theory expresses it in terms of magnon oper-
ators, which appear to be equivalent to the Holstein-Primakoff bosons after the
classical approximation. Notice that the number of degrees of freedom between
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phonons and magnons is different: there are three phonon polarizations while
only one magnon polarization.

So far it appears that the Holstein-Primakoff construction is equivalent to
a representation in terms of local real bosons u, v as defined in Eq.(5.40). Now
how are these fields u, v related to the nonlinear sigma-model in terms of m, n
fields? The difference lies in the fact that the u, v fields are defined in the lattice
unit cell, or equivalently in the “large” Brillouin zone defined by the lattice in
its paramagnetic phase. By contrast, the m, n fields are defined in the magnetic
unit cell, which because of Néel antiferromagnetic order is twice as large as the
lattice unit cell – and equivalently they are defined in the “small” Brillouin zone.
Therefore the number of modes is in fact the same in the two descriptions: in
the nonlinear sigma-model with a Néel order along the x̂ axis, there are two
slow modes ny, nz and two fast modes ny, nz, while in the real-boson description
there are one slow (say, uk) and one fast (say, vk) modes in the (0, 0) valley, and
one slow (vk+fi) and one fast (uk+fi) modes in the fi = (fi, fi) valley. Thus the
two descriptions are equivalent in the case considered.
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Résumé 

 Dans cette thèse, l’on étudie la diffusion intrinsèque des phonons par un degré de 
liberté quantique générique, c’est-à-dire un champ Q dont les corrélations, a priori 
complètement générales, sont restreintes uniquement par l’unitarité et l’invariance par 
translation. Les taux de diffusion résultant de cette interaction ont des conséquences sur le 
tenseur de conductivité thermique des phonons ; nous les calculons dans le cadre de la 
théorie quantique de la diffusion. La dynamique hors d’équilibre des phonons, elle, est 
étudiée dans le cadre de la théorie cinétique via l’équation de Boltzmann.  

 À l’ordre le plus bas, le taux de diffusion diagonal, qui détermine la conductivité 
longitudinale, est contrôlé par les fonctions de corrélation à deux points du champ Q. Les 
taux de diffusion off-diagonaux, quant à eux, impliquent des fonctions de corrélation à aux 
moins trois points, voire quatre dans le cas d’interactions à un phonon. Nous avons obtenu 
des formes générales et explicites pour ces corrélations, qui isolent les contributions 
spécifiques à la conductivité de Hall. Nous en tirons une discussion générale des 
conséquences d’une symétrie du système et de l’équilibre thermodynamique local sur le 
tenseur de conductivité.  

 Nous calculons ensuite ces fonctions de corrélation à deux et quatre points, et les 
coefficients de transport thermique qui en résultent, pour une interaction à un phonon et 
deux opérateurs de création ou d’annihilation bosoniques quelconques. Le couplage, 
générique, est contraint seulement par l’hermiticité et l’invariance par translation. Afin 
d’illustrer ce formalisme par l’exemple, nous considérons ensuite le cas particulier d’un 
matériau antiferromagnétique bidimensionnel, où le champ Q est un opérateur composite 
de créations-annihilations de magnons, généré par le couplage entre les spins et le réseau. 
Nous considérons un modèle sigma pour la dynamique de basse énergie des spins, et un 
couplage des spins au réseau aussi général que possible compte tenu des symétries ; ce 
modèle permet un calcul analytique des taux de diffusion. 

 Par une analyse des intégrales impliquées dans l’expression des résultats théoriques, 
nous extrayons la dépendance en température des conductivités thermiques, en fonction de 
divers paramètres du modèle. Ces intégrales sont ensuite calculées numériquement. Nous 
prouvons ainsi explicitement que nos résultats, tout en satisfaisant à toutes les contraintes 
de symétrie du système, impliquent un effet Hall thermique non nul par diffusion 
inélastique des phonons par les magnons. En outre, l’effet Hall obtenu est d’amplitude 
comparable pour des courants thermiques dans le plan de l’ordre magnétique, et 
perpendiculairement à celui-ci.  



 Nous calculons ensuite les mêmes fonctions de corrélation à deux et quatre points, 
et les coefficients de transport thermique qui en résultent, pour une interaction à un 
phonon et deux opérateurs fermioniques quelconques préservant le nombre total de 
fermions. Le couplage, générique, est contraint seulement par l’hermiticité et l’invariance 
par translation. Nous calculons les taux de diffusion diagonaux et off-diagonaux qui en 
résultent, à la fois pour une dispersion linéaire (et pour tout remplissage) et pour une 
dispersion quadratique (en présence d’une surface de Fermi) des fermions, où une 
résolution analytique est possible.  

 Afin d’élucider le rôle des corrélations dans une phase magnétiquement désordonnée, 
nous considérons ensuite le cas particulier d’une surface de Fermi de spinons dans un 
liquide de spin U(1). Après une étude du rôle des symétries dans l’intégrale de collision, 
nous proposons un modèle d’interaction entre les spins et le réseau, permettant de rendre 
compte d’un effet Hall thermique par les phonons, que nous avons calculé explicitement. 
Enfin, le champ électromagnétique émergent associé aux spinons peut lui aussi fluctuer et 
interagir avec le réseau. Nous proposons donc un couplage phénoménologique entre les 
phonons et les photons émergents, dont nous déduisons une contribution à la conductivité 
thermique des phonons.
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