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Abstract  

Energy availability in DC microgrid is challenging due to the incremental negative impedance 

characteristic of constant power load and components faults, severely affecting the DC 

microgrid component. The negative incremental impedance and component faults decrease the 

damping factor of the DC microgrid component that yields an undamped oscillation in the 

electrical parameters (current and voltage). This undamped oscillation can damage the 

semiconductor components. Hence, the system stops operating, and the energy availability in 

DC microgrid will be lost. The thesis work proposes an advanced active fault tolerant control, 

applied to save energy availability from the loss by overcoming the instability issue due to the 

incremental negative impedance characteristic of constant power load and components faults. 

This active fault tolerant control consists of robust hierarchical control and online diagnosis. 

The robust hierarchical control consists of two levels of control: Primary and secondary control 

levels. They earn their robustness from two robust controllers performed based on the H∞ norm: 

H∞ and structured H∞ based controls. The Golver Doyle and Nonsmooth optimization 

algorithms design these controllers using the augmented plants, deduced from the models of 

the DC/DC buck converter and parallel interconnection of DC microgrid components. These 

augmented plants include the weight functions that present the constraints of the optimization 

problem. The Golver Doyle and Nonsmooth optimization algorithms use these weight 

functions to obtain the robust controllers that will be implemented in the hierarchical control. 

Thanks to the robust online diagnosis that helps to reconfigure the robust hierarchical control 

is reconfigurable to mitigate components faults that severely affect the system. The robust 

online diagnosis consists of the analytical redundancy relations and generators of adaptive 

thresholds. The numerical evaluation of analytical redundancy relations gives the indicators of 

faults, comprised in the bounds limited by the adaptive thresholds when the faults do not occur. 

In the case of faults occurrence, the indicators of faults go outside the bound limited by the 

adaptive thresholds. Based on the fault isolation capability of the developed online diagnosis. 

The parameters variation caused due to faults can be estimated. The control reconfiguration 

process is implemented. It uses this estimation to reconfigure the control hierarchy by 

recalculating the H∞ and structured H∞ based controls. The developed technique effectiveness 

is validated using simulation and experimental studies.     
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Résumé :  

La disponibilité de l'énergie dans le microréseau DC peut se perdre à cause de l'impédance 

négative incrémentale caractéristique de la charge à puissance constante et des défauts des 

composants, qui affectent gravement les composants du microréseau DC.  L'impédance 

négative incrémentale et les défauts des composants diminuent le facteur d'amortissement des 

composants du microréseau DC, ce qui entraîne une oscillation non amortie des paramètres 

électriques (courant et tension). Cette oscillation non amortie peut endommager les composants 

semi-conducteurs. Par conséquent, le système cesse de fonctionner et la disponibilité de 

l'énergie dans le microréseau DC est perdue. Le travail de thèse propose une commande 

avancée tolérante aux défauts pour sauver la disponibilité d’énergie de la perte en surmontant 

le problème d'instabilité dû à la caractéristique d'impédance négative incrémentielle de la 

charge à puissance constante et des défauts des composants. Cette commande active tolérante 

aux fautes comprend un contrôle hiérarchique robuste et un diagnostic robuste en ligne. Le 

contrôle hiérarchique robuste se compose de deux niveaux de contrôle : les niveaux de contrôle 

primaire et secondaire. Ils obtiennent leur robustesse grâce à deux contrôleurs robustes basés 

sur la norme H∞ : le contrôleur H∞ et le contrôleur H∞ structuré. Les algorithmes d’optimisation 

de Golver Doyle et Nonsmooth conçoivent ces contrôleurs en utilisant les systèmes augmentés. 

Elles sont dérivées des modèles du convertisseur buck DC/DC et de l'interconnexion parallèle 

des composants microréseau DC. Ces systèmes augmentés comprennent les fonctions de 

pondération qui représentent les contraintes du problème d'optimisation. Les algorithmes 

d'optimisation de Glover Doyle et Nonsmooth utilisent ces fonctions de poids pour obtenir les 

contrôleurs qui assurent les performances souhaitées. La hiérarchie de contrôle robuste est 

reconfigurable avec l'aide du diagnostic en ligne robuste pour atténuer l’effet des défauts des 

composants qui affectent gravement le système. Le diagnostic en ligne robuste se compose des 

relations de redondance analytique et des générateurs de seuils adaptatifs. L'évaluation 

numérique des relations de redondance analytique donne les indicateurs de défauts. Ils sont 

compris dans les bornes limitées par les seuils adaptatifs lorsque les défauts ne se produisent 

pas. Dans le cas de l'apparition de défauts, les indicateurs de défauts sortent de la limite limitée 

par les seuils adaptatifs. Basé sur la capacité d'isolation des défauts du diagnostic en ligne 

développé. La variation des paramètres causée par les défauts peut être estimée. Le processus 

de reconfiguration du contrôle est mis en œuvre. Il utilise cette estimation pour reconfigurer la 

hiérarchie de contrôle en recalculant le contrôleur H∞ et le contrôleur H∞ structuré. L'efficacité 

de la technique développée est validée par une simulation et une étude expérimentale.    
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Acronyms 

DC MG: DC microgrid. 

CPL: Constant power load. 

RES: Renewable energy sources. 

GDOA:  Golver Doyle optimization algorithm.  

NOA: Nonsmooth optimization algorithm.  

MPC: Model predictive control  

SMC: Sliding mode control.  

PBC: Passivity-based control.  

BC: Backstepping control. 

LFT: Linear fractional transformation. 

BG: Bond graph. 

FDI: fault detection and isolation. 

ARR: analytical redundancy relation.  

FTC: Fault-tolerant control.   
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 Introduction general  

Context of the PhD 

The work of this thesis is carried out under the collaboration between the PERSI 

(https://www.cristal.univ-lille.fr/en/teams/persi/) team of CRIStAL Laboratory University 

of Lille and CAGMOR (https://www.univ-msila.dz/fr/?p=4863) team of LGE Laboratory, 

University of M'sila. This collaboration between both laboratories aims to solve the research 

problems related to diagnosing and controlling the hybrid multi-source systems (HMS) for 

green hydrogen production. This complementary collaboration unifies the skills in the science 

of both teams, where the PERSI team focuses more on modeling the hybrid multiphysics 

systems. The models developed for such a system will be used for diagnosis (fault detection 

and isolation…….) and prognosis (remaining useful lifetime estimation). The head of PERSI 

team is Professor Belkacem Ould Bouamama. The CAGMOR team concentrates on enhancing 

the power converter architecture and developing novel control schemes for these power 

converters integrated into the Microgrid (MG) system. The head of the CAGMOR team is 

Doctor Smail Ghodbane.   

The co-supervision thesis was officially started on 1 January 2020 under the supervision of 

Professors: Belkacem Ould Bouamama (University of Lille) and Professor Aissa Chouder 

(University of M'sila).  

Research problem  

DC Microgrid (MG) is such a power system developed to assist the utility grid in ensuring 

enough electrical energy for consumers. This power system integrates renewable energy 

sources (RESs) that do not harm the environment. For that, the application of DC MG in the 

industrial area is increasing. The DC MG can take a small size. Due to that, it can serve as an 

electrical supply for several loads such as the electric vehicle and aircraft [1–29]. The 

application of DC-MG could be more interesting if it is applied for green H2 production. The 

use of H2 fuel can improve the efficiency of DC-MG because the H2 fuel is more effective than 

lead-acid batteries in storing surplus power. Also, this fuel can replace the transition line to 

transport the energy. In this case, the electrolyzer component produces the H2 fuel using the 

electrical energy obtained from the RESs, and the produced H2 fuel feeds the loads that must 

consist of the fuel cell. [30–31], for this reason, the DC-MG applied in green H2 production 

takes the interest of thesis work.  
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The electrical power derived from the RESs is channeled from DC-MG electrical generators to 

the electrolyzer using a hierarchical control consisting of three control levels. Sometimes, a 

control equipping the electrolyzer lets this load consume constant power. In this case, the 

electrolyzer earns the incremental negative impedance (INI) characteristic of the constant 

power load (CPL). This INI is a perturbation destabilizing the system operation. The 

hierarchical control performed by using the conventional control cannot avoid the instability 

issue due to the INI of the CPL [45–70]. Besides the problem due to the presence of CPL, 

component faults can negatively affect the system in the same way as the presence of CPL in 

the system [71–97]. The INI and components faults decrease the damping factor of DC-MG 

components that let appearing an undamped oscillation in the electrical parameters (voltage 

and current). This undamped oscillation gives stress to the semiconductor elements of DC-MG. 

The DC-MG cannot operate, and the energy availability in DC-MG can be lost under these 

conditions [50,95].  

Objectives of the thesis 

In this thesis, an active fault-tolerant control (FTC) is developed, consisting of a robust online 

diagnosis and hierarchical control. This Active FTC is implemented in the DC-MG system to 

ensure energy availability, which can be lost due to instability arising from CPL and 

components faults. The robust hierarchical control increases the damping factor of the DC-MG 

in the presence of CPL. The developed robust hierarchical control consists of two levels of 

control: Primary and secondary control levels. The primary control level is implemented to 

ensure power-sharing among the DC-MG electrical generators. 

On the other hand, the secondary control level is implemented to stabilize the DC-MG common 

bus's voltage and maintain the primary control's performance. The developed hierarchical 

control gets its robustness from two robust controllers: H∞ and structured H∞ based controllers 

integrated into the primary and secondary control levels, respectively. These controllers are 

performed using a design process consisting of Glover Doyle (GD) and Nonsmooth 

optimization algorithms. These algorithms require the augmented plants derived from the 

uncertain models of DC/DC converters and the parallel interconnection of DC-MG 

components. These augmented plants include the weight functions, which present the 

constraint of the optimization problem. The design process uses these weight functions to 

derive the required controllers.   
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Despite that, the developed hierarchical control increases the damping factor of DC-MG 

components sufficiently. A severe fault can decrease the damping of the system components 

operating under this robust hierarchical control. A robust online diagnosis is associated with 

the developed hierarchical control. It consists of the analytical redundancy relations (ARRs) 

and generators of adaptive thresholds, where numerical evaluations of ARRs are the fault 

indicators. These ARRs and generators of adaptive thresholds are derived from the model 

performed by linear fractional transformation bond graph (LFT-BG) modeling approach. This 

LFT-BG is a powerful tool for modeling the Hybrid multiphysics system as DC-MG and can 

include uncertainties and disturbances as part of the model. This robust online diagnosis 

minimizes the possibility of false alarms and detects and isolates the fault. Based on the 

developed online diagnosis. The change in the parameter that occurred due to faults can be 

estimated. This estimation reconfigures the hierarchical control by recalculating H∞ and 

structured H∞ based controllers to maintain the damping factor at the desired value to mitigate 

the effects of the severe faults.  

Main contributions        

The main contributions of the thesis are presented in the following points: 

 The LFT-BG modeling approach is used to model the DC MG. This approach allows 

modeling the whole physics of the system and incorporating the uncertainties and 

disturbances.  

 H∞ and structured H∞-based controls are proposed to improve the robustness of the DC 

MG control hierarchy. The improved control hierarchy maintains the stability of the 

system when the electrolyzer operates as CPL and mitigate the effect of components 

faults online diagnosis system developed using LFT-BG model of DC MG. This online 

diagnosis consists of the analytical redundancy relations, where their numerical 

evaluations are the signals of faults indicators called "residual signals." These residual 

signals are associated with the adaptive thresholds, which evolve with the parameters 

and measurement uncertainties and system inputs and outputs to minimize the false 

alarms.  

 Active FTC is performed by the robust control hierarchy based on a robust online 

diagnosis layer. The possibility of the online diagnosis system to isolate the faults lets 

estimating the variation of DC-MG component parameters due to component faults. 

This estimation of parameters variation is used to reconfigure the robust control 
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hierarchy for corresponding to the actual state of the system. The reconfigured robust 

control hierarchy keeps the system performance at the acceptable one in the presence 

of the faults and maintains the stability of the DC MG.  

 Online implementation of the fault-tolerant control system for complex green hydrogen 

system production.   

Publications:   

These results are presented in the following publications: 

 Peer-reviewed journals  

1. M. Boukerdja, A. Chouder, L. Hassaine, B. Ould Bouamama, W. Issa, and K. 

Louassaa, "H∞ based control of a DC/DC buck converter feeding a constant power 

load in uncertain DC microgrid system," ISA Transactions, vol. 105, pp. 278–295, 

Oct. 2020. 

2. S. Sood, O. Prakash, M. Boukerdja, J.Y. Dieulot, B. Ould-Bouamama, M. Bresse

l, and A.L. Gehin, "Generic Dynamical Model of PEM Electrolyzer under Intermit

tent Sources," Energies, vol. 13, no. 24, p. 6556, Dec. 2020. 

 International conferences 

1. M. Boukerdja, Y. Radi, O. Prakash, S. Sood, B. Ould-Bouamama, A. Chouder, 

A.L. Gehin, J.Y. Dieulot, M. Bressel, "LFT bond graph for online robust fault 

detection and isolation of hybrid multisource system," 2021 2nd International 

Conference on clean and green energy engineering, August 2021.  

2. M. Boukerdja, A. Chouder, and K. Louassaa, "Realizing the Accurate power-

sharing in DC Microgrid Using Droop Control Strategy," 2019 International 

Conference on Advanced Electrical Engineering (ICAEE), Nov. 2019.  

3. O. Prakash, S. Sood, M. Boukerdja, B. Ould-Bouamama, J.-Y. Dieulot, A.-L. Ge

hin, and M. Bressel, "A Model-based Prognosis approach to Proton Exchange Me

mbrane Water Electrolysis System." European Control Conference (ECC), June. 2

021. 

4. S. Sood, O. Prakash, M. Boukerdja, B. Ould-Bouamama, J.Y. Dieulot, A.L. Gehin, 

and M. Bressel, "A Model-based diagnosis approach to Proton Exchange 

Membrane Water Electrolysis System." European Control Conference (ECC), June. 

2021.  
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Two other publications are under preparation for submission, which will show the other results 

regarding the online application of fault-tolerant control. 

Organization of thesis manuscript 

The manuscript is organized as follows:  

- Chapter 1 presents an overview of the DC-MG system and its available architectures. 

This chapter also explains in detail the loss of energy availability due to the INI 

characteristics of CPL and components faults.  

- Chapter 2 presents the process to design the H∞ based control used for output voltage 

regulation of the DC/DC buck converter. The H∞ based control is derived from the 

Golver Doyle (DG) optimization algorithm. It aims to ensure the robustness of the 

DC/DC buck converter against perturbations arising from INI characteristics of CPL 

and the occurrence of component faults. The simulation study is carried out using Psim 

software to validate the proposed approach.  

- Chapter 3 explains in detail the use of GD and Nonsmooth optimization algorithms to 

perform a robust control hierarchy, which consists of two levels of control: Primary and 

secondary control levels. The H∞ based controller resulting from the GD optimization 

algorithm is implemented in the primary control. The Nonsmooth optimization 

algorithm provided a structured  H∞ based controller, implemented in the secondary 

control level. This developed control hierarchy is validated by a simulation study 

performed in PSIM software.  

- Chapter 4 presents the development of a robust online diagnosis based on the LFT BG 

model of DC-MG. It defines the LFT-BG modeling approach, the different elements 

that the LFT-BG modeling approach uses to model the DC-MG components. The robust 

online diagnosis consists of the ARRs and generators of adaptive thresholds derived 

from the LFT-BG model of DC-MG performed under derivative causality. Based on 

the derived ARRs, the developed online diagnosis estimates the variations of the 

parameters caused by the components' faults. A process will use these estimations to 

reconfigure the control hierarchy to mitigate the effect of a severe fault.    

- Chapter 5 presents the experimental validation of the Active FTC elements (robust 

control hierarchy and online diagnosis) to verify their performances under several 

scenarios.         
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1.1. Introduction 

Most industries and residential houses require the electrical power to operate their devices. This 

electrical power has been previously produced using generators based on non-renewable fuels 

such as natural gas and crude oil. These generators are good enough to satisfy the need for 

electrical energy. However, they cause the emission of greenhouse gases that harm the 

environment. Developing semiconductor switches and electronic devices yield new electrical 

generators based on renewable energy sources such as photovoltaic and wind turbine 

generators. These generators satisfy environmental protection requirements but do not 

sufficiently satisfy the need for electrical if they operate separately. The efficiency problem of 

this new kind of generator is solved by gathering all these generators in a single system. This 

way gives birth to a Microgrid (MG) system [32–39]. 

This chapter gives a review of the different architectures of MG system. Based on that, the 

choice to study the DC MG is justified. The hierarchical control has also been defined, which 

consists of three levels of control: Primary, secondary, and tertiary control levels, where the 

DC-MG operates under this hierarchical control to ensure a power flow needed to feed the load. 

The energy availability is not always ensured due to the current circulating and instability 

problem due to the incremental negative impedance (INI) characteristic of constant power load 

(CPL) and component (parametric) faults. The hierarchical has already avoided the current 

circulating. The instability due to the INI characteristic of CPL and component faults presents 

the worst issue that DC MG meets. Hence, this chapter explores in detail how the presence of 

CPL and component fault destabilize the system. Moreover, this chapter details the approaches 

used to improve the system robustness for the stable operation and their drawbacks. Based on 

these drawbacks, the work of this thesis will be justified.          

1.2. Microgrid definition 

The MG is a parallel connection of electrical generators integrating renewable energy sources 

to feed the local loads. This parallel connection can have AC or DC common bus. The power 

converters are implemented in such a system to control the power flow between the electrical 

generators and the local loads, which can take several forms. For instance, the local load can 

be the residential houses or chargers for the electric cars, as illustrated in Fig 1.2. Usually. 

These local loads require a stable production of the electrical power from the electrical 

generators to have the nominal operating conditions. But the MG cannot fill this requirement 

due to the intermittency of renewable energy sources (RESs) [37].  
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Hence, the storage device is incorporated in MG to deal with this unstable electrical production 

due to the intermittency of RES. This storage device stores the power surplus produced by the 

electrical generator, which is not consumed by the local loads. When the electrical generators 

cannot satisfy the power demand of the local loads, the storage devices will compensate for 

this power deficiency by the surplus of power already stored in the storage device [39,40].  

In some cases, the storage device cannot be enough to store the surplus of power and 

compensate for the power deficiency. The MG may operate in connection with the utility grid 

to solve this problem. This connection helps to provide a surplus of power when the storage 

device is fully charged. Also, the utility grid’s connection helps the MG get the power from the 

utility grid to compensate for the power deficiency. This method will be used when the storage 

device is fully or partially discharged and cannot compensate for this power deficiency [42–

44].  

 

Fig 1.1. Microgrid system illustration.                 

However, this surplus power can be converted as a non-pollutant fuel, which can be again 

converted to electrical power. This fuel presents a method to store this surplus of power and 

has fewer disadvantages than batteries. In this case, the size of MG does not increase, and the 

use of this H2 fuel facilitates the task of storing the power surplus. For that, the technology of 

the electrolyzer is involved in this task. The electrolyzer is considered as a converter that 

converts the electrical energy to green H2 gas fuel stored in the metallic cylinders [30–31]. It 

uses electricity to decompose the molecules of H2O into the O2 and H2 gases. When power is 

deficient in the system, the fuel cell compensates for the power deficiency by using the H2 
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stored in metallic cylinders to produce the electrical power injected into the common DC bus, 

as illustrated in Fig 1.2.             

 

Fig 1. 2. Incorporating the electrolyzer and fuel cell in Microgrid to store the power surplus and compensate for this 

power deficiency. 

1.2.1. Microgrid architectures  

The MG architecture depends on the main components of MG: the electrical generators, storage 

devices, and local loads that can be controlled or not controlled. The nature of these MG 

components provides three types of MG architecture. These architectures are alternative 

current MG (AC MG), direct current MG (DC MG), and hybrid alternative current/direct 

current MG (Hybrid AC/DC MG) [32]. The AC MG architecture was historically the most 

widely employed since the electrical generators that provided AC form power were the most 

widely available. The AC MG is made up of the parallel connectivity of these electrical 

generators that provide AC power and are connected to a common AC-bus [33–35], as shown 

in Fig 1.3. 

Electronic components’ development in power conversion yields the electrical generators 

providing the DC form’s power. The interconnection of these electrical generators in the 

common bus gives DC MG architecture, as illustrated in Fig 1.4, where the DC MG connection 

to the utility is performed through DC/AC converter [1–8].  
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Fig 1.3. AC Microgrid architecture. 

 

Fig 1.4. DC Microgrid architecture.  

Hybrid AC/DC MG architecture incorporates both architectures: DC MG and AC MG, as 

illustrated in Fig 1.5, where the bidirectional AC/DC converter is used to connect the AC bus 

to the DC bus and transfers the power between AC MG and DC MG parts [12, 36–38].  
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Fig 1.5. Hybrid AC/DC Microgrid architecture. 

1.2.2. Why is DC Microgrid more preferred than the other architectures?  

AC MG was the first adopted solution because all electrical generators were in AC form. 

However, the DC MG has more advantages compared to AC MG [42]. In terms of the power 

conversion stage, the architecture of DC-MG involves fewer power converters than AC MG. 

This advantage decreases the MG’s size, making it more cost-effective and improving 

efficiency [12 16, 38]. Both MG architectures (AC MG and DC MG) require a power 

management control system. Incorporating this power management control system in DC MG 

is less complicated than AC MG architecture because voltage stabilization is only needed [25]. 

In contrast, AC-MG architecture has to deal with frequency stabilization [33–38]. 

Moreover, the absence of reactive power in DC MG lets DC MG become more efficient and 

reliable than AC MG. DC MG transmits only the active power in its lines that allows decreasing 

the size of the transmission lines. Contrary to AC MG architecture, it has to consider the 

reactive power. Besides, harmonic current issues due to the nonlinear loads do not arise in DC-

MG architecture. Therefore, contrary to AC MG, there is no increase in power loss in the 

transmission lines due to the nonlinear loads that greatly increase the efficiency and reliability 

of DC MG compared to AC MG [20]. 

1.2.3. Hierarchical control of DC Microgrid                

In DC MG, the electrical power produced by the electrical generators feeds the load component 

through the parallel interconnection of these components. This parallel interconnection faces 

the problem of current circulating, which is illustrated in Fig 1.6. It appears due to the different 
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magnitudes of the electrical generators output voltages ( 1 2v v or 1 2v v ) and the difference 

between the transmission lines impedance. This current circulating causes several issues in the 

electrical generators, like the stress and damage of the semiconductor components and the 

impossibility to control the power flow, which must have this direction: from the electrical 

generators to the load [39, 44].  

 

Fig 1.6. Current circulating problem in DC Microgrid. 

Dealing with this problem requires: the common DC bus voltage must be maintained constant 

at the nominal value, and the output voltages of the electrical generators must be the same. In 

the case of the DC power injected in the common bus, these requirements are achieved when 

the DC MG operates under the hierarchical control consisting of three levels of control: 

primary, secondary, tertiary controls, illustrated in Fig 1.7. This hierarchical control is needed 

to keep the electrical parameters of the parallel connection of electrical generators at the 

nominal values and control the power flow between the electrical generators and electrolyzer, 

where the primary control is implemented to maintain the output voltages of the electrical 

generators at the same magnitude and control the flow of power, the secondary control is 

implemented to stabilize the voltage of the common DC bus to be kept at the nominal value, 

and the tertiary control is implemented to control the power flow between the utility grid and 

DC MG. This hierarchical control is also needed to apply the power management techniques 

to operate the DC-MG according to its optimal operating modes to ensure energy availability 

[44].  
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Fig 1.7.   hierarchical control. 

1.2.3.1. Primary Control  

Primary control is the first level of hierarchical control, consisting of a set of decentralized 

controllers. Each decentralized controller is related to each electrical generator. All these 

decentralized controllers are implemented to control the direction of the power flow and avoid 

the current circulating problem [1, 6, 16, 23, 39].  

Fig 1.8 shows one of the decentralized controllers’ schemes incorporated in the primary control 

level. The droop control is implemented to mitigate the current circulating issue by introducing 

the virtual impedance vR . This virtual impedance allows drooping the output voltage of 

electrical generators, as 1v , from the nominal voltage
*v , to force the electrical generators to 

provide the output current, as 1i in the way that the power flow will be maintained, as illustrated 

in Fig 1.8 [1].  

Voltage cascade control is implemented to ensure the power converter’s stability and regulate 

the voltage and current simultaneously [6]. It receives the voltage reference from droop control, 

which can be written as follows:  

 
*

1ref vv v R i    (1.1) 

Voltage cascade control consists of two loops: Outer and inner loops. The outer loop’s voltage 

control provides the current reference to the inner loop by exploiting the error resulting from 

the difference between refv and 1v  1refe v v  . The inner loop’s current control exploits the 



Chapter 1: State of the art.  

9 
 

error resulting from 
1refe i i  to provide the control law, converted to pulse width modular 

(PWM) signal through PWM block to operate the power converter. 

 

Fig 1.8. Decentralized primary controller scheme. 

1.2.3.2. Secondary control  

The primary control lets the common DC bus voltage bv drops continuously by the increase of 

the output current 1i , which is consumed by the electrolyzer [39]. This continuous deviation of  

bv imposes problems in the parallel connection of DC MG electrical generators as the 

electrolyzer may stop operating if bv is very low, which prevents the power converter of the 

electrolyzer to ensure the power for green H2 production. Therefore, the secondary control level 

is implemented to stabilize bv at the nominal value
*v . This control allows avoiding the deviation 

of bv without deteriorating the primary control performances [40].   

The secondary control scheme has two configurations: Centralized and decentralized 

secondary control schemes. The centralized secondary control scheme consists of a unique 

controller, which generates the compensation voltage signal v to all decentralized primary 

controllers based on the error between bv and
*v : *

be v v  , as illustrated in Fig 1.9. This 

configuration of the decentralized secondary control has some limitations, such as it is easy to 

suffer from signal-point failures. Also, it cannot satisfy the play and plug requirements [41]. 

The decentralized secondary control scheme is developed to overcome the limitations of the 

centralized secondary control scheme. It consists of decentralized controllers, as illustrated in 

Fig 1.10, where each decentralized controller is related to each decentralized primary 

controller, and all these decentralized controllers generate the same compensation voltage 
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signal (
1 2 ... tv v v      ). In this configuration, the communication network is required to 

exchange information regarding the common DC bus. In this decentralized secondary control, 

only one decentralized secondary controller has to measure
bv , and the other decentralized 

secondary controllers provide v based on the information regarding the common DC bus 

provided by the communication network [100].   

 

Fig 1.9. Centralized secondary control scheme. 

 

Fig 1.10. Decentralized secondary control scheme.  

1.2.3.3.Tertiary control  
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The tertiary control is the third level of the DC MG hierarchical control. This control level is 

implemented when the DC MG is connected to the DC source or the utility grid through the 

distribution transformer and AC/DC power converter, representing a stiff DC grid, as 

illustrated in Fig 1.11. It controls the power flow between the stiff DC grid and DC MG. This 

control level is carried out by providing the voltage reference to the secondary control by 

exploiting the error G Gref
e i i   measured from the bypass switch [27].  

 

Fig 1.11. Tertiary control scheme. 

1.3. DC Microgrid challenges  

The DC MG faces the energy availability loss problem due to:  

 Difficulty to control the power flow due to the power sharing imbalance and circulating 

current.  

 DC MG operation loss due to the instability problem caused by the CPL and component 

faults. 

The hierarchical control enables the system to avoid the current circulating  [40]. The instability 

problem due to CPL and component faults is more worst issue. For this reason, it has taken the 

most interest of thesis work.  

1.3.1. Instability issue due to constant power load 

The DC MG can feed two types of local load: not controlled and controlled ones. A control 

equips these controlled loads to ensure certain operations conditions [28, 29]. In this case, 

usually, this controlled local load requires constant consumption of power. Then, it will behave 

as the CPL. The CPL has an “incremental negative impedance characteristic (INI),” which 
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causes the MG instability. Under this problem, the MG loses its nominal operating conditions 

[45–60].  

The hierarchical control based on conventional techniques can’t sufficiently increase the 

damping factor of DC MG components. The performance of the hierarchical control becomes 

mediocre due to the complexity and nonlinearity of DC MG, and the different physics included 

in DC MG generate several disturbances, which can also deteriorate the DC MG instability 

performance.  

To understand the instability issue due to CPL, Fig 1.12 considers an example of a photovoltaic 

panel feeding the electrolyzer through DC/DC converters, where the DC/DC converter 1 

receives the control signal from the hydrogen flow rate controller to fix the flow rate of the 

produced H2 at the desired flow rate value. In this example, the part that gathers the DC/DC 

buck converter and electrolyzer behaves as the CPL. The DC/DC buck converter is 

implemented to control the power flow needed to run the electrolyzer.  

By neglecting the power loss in the DC/DC buck converter, the electrolyzer consumes a power 

that can be described as follows:  

 CPL E EP v i i v c      (1.2) 

where c is a constant value. 

CPLR denotes the INI characteristic of CPL. It can be written as follows [49]: 

  
2

CPL

CPL

dv v v
R

di i P
     (1.3) 

According to (1.2) and (1.3), the v i characteristic can describe the CPL behavior, as shown 

in Fig 1.13. This v i characteristic shows that the CPL current i decreases /increases by the 

increase/ decrease of the CPL terminal voltage v . CPLR represents the tangential slope of the 

operating point [49].  

The poles evolution, frequency, and phase-portrait analysis are depicted in Fig 1.14, Fig 1.15, 

and Fig 1.16, respectively, carried out on the example presented in Fig 1.12. These analyses 

require the dynamic model of a photovoltaic system, consisting of the photovoltaic panel and 

DC/DC buck converter. The following differential equations can represent this model:  
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Fig 1.12. Example of a photovoltaic system feeding the electrolyzer. 

 

Fig 1.13. v-i characteristic of CPL.  

 

in
L
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
    


 (1.4) 

Phase portrait analysis is performed by using the model given in (1.4). But the Pole evolution 

and frequency analysis are carried out by using the transfer function obtained from the 

linearization of (1.5) around the operating point (v, i), which can be written as follows: 

  
 

  22

2

1 11P

CP

i i

L

n n

C L

V V
v s LC LCH s

Pd s
s ss s

C LCV LC RC







  
 (1.5) 

where Li is the inductance current, vin is the input voltage, Vin is the nominal value of vin, V is the 

nominal value of v, and CPLR is equal to 2/CPLP V . Pole evolution and frequency analysis are 
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performed by varying the
CPLP from 0 W to 100 W. On the other hand, phase portrait is carried 

out contrary to Pole evolution and frequency analysis. Under phase portrait analysis, 
CPLP is 

kept at 100 W.  

According to pole evolution analysis, the system poles lie on the right half zero-pole plan 

(RHP) due to the INI characteristic, where RHP presents the unstable region. The pole 

evolution analysis shows that the INI characteristic deteriorates the system stability 

performance. The frequency analysis also confirms what is seen in the pole evolution analysis. 

According to Fig 1.15, the system has a phase lower than   on all frequencies. That shows 

that the output voltage v has undamped oscillations due to the INI characteristic and doesn’t 

converge to the steady state.  

 

Fig 1.14. Pole evolution analysis carried out on the example presented in Fig 1.12.   

Pole evolution and frequency analysis based on the linearized model clarify the CPL problem 

only around an operating point. This way may decrease the integrity of pole evolution and 

frequency analysis. For that, phase portrait is achieved to strengthen the pole evolution and 

frequency analysis. According to Fig 1.16, the system has an instability problem when the 

electrolyzer behaves as the CPL. Because the trajectory obtained under phase-portrait analysis 

doesn’t converge to the equilibrium point. Moreover, the obtained trajectory forms several 

spiral cycles during the time, which shows that INI characteristic gives the not-damped 

oscillation during photovoltaic system operation.   

In the case of the DC MG, the discussed issue will be worse than the system presented in 

Fig 1.12 due to the multiphysics and nonlinearity of DC MG. In these conditions, the system 

will lose its operation, and the energy availability will be lost. Hence, the seriousness of this 

problem let the work of the thesis interested in it.  
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Fig 1.15. Frequency analysis carried out on the example presented in Fig 1.12.   

 

Fig 1.16. Phase portrait carried out on the example presented in Fig 1.12. 

1.3.2. Instability issue due to components faults.  

The component faults occur due to the disturbances, which let the system components degrade. 

These faults can deteriorate the stability performance of DC MG because they can decrease the 

damping factor of the DC MG components [72–87]. We consider the same example presented 

in Fig 1.12 modeled by (1.5) to understand this aforementioned issue. According to (1.5), the 

damping factor of the system can be written as follows:  

  
'

1 1

CPLCR LC
   (1.6) 
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Assuming that the control is applied for this system to mitigate the instability due to CPL. This 

controller aims to increase the system damping factor, which must be greater than 1. Therefore, 

the damping factor after applying this controller can be written as follows:  

 '

'

1 1

CPLCR LC
    (1.7) 

where is provided by the control to increase the damping factor of the system.  

We assume that a component fault occurs in the DC/DC buck converter inductance that lets 

the value of L decreases or increases during the time. Due to this fault, a random variation can 

affect the damping factor of the system  , as illustrated in Fig 1.17. The random variation of

 deteriorates the system stability. When  is lower than 1, the overshoots and oscillations 

appear in the electrical parameters of the system. The system loses completely its stability when 

   goes down to 0. This system instability shows up in the undamped oscillation of the 

electrical parameters.  

 

Fig 1.17. Evolution of system damping factor in the presence of component faults.  

1.3. Active fault tolerant control of DC Microgrid. 

Ensuring the energy availability in DC MG requires a robust hierarchical control to keep the 

system operating in stable and nominal conditions and avoid the negative impact of the INI 

characteristic and component faults [49,85]. In the case of this study, the robust hierarchical 

control consists only of the primary and secondary control levels. The primary and secondary 

control levels are performed based on the advanced robust control technique. This advanced 

robust control aims to increase the damping factor of DC MG components to compensate for 



Chapter 1: State of the art.  

17 
 

the INI characteristic and component fault effects [28–29]. Severe faults can decrease the 

damping factor despite the hierarchical control integrating the robust control. The hierarchical 

control must be reconfigured to keep the damping factor at the desired value. The robust online 

diagnosis is associated with the robust hierarchical control, as illustrated in Fig 1.18, to 

reconfigure the robust hierarchical control. This robust online diagnosis must have the ability 

to detect and isolate faults and the ability to minimize the possibility of false alarms. Based on 

this online diagnosis, the variation of the parameter that is occurred due to the fault can be 

estimated. The reconfiguration process will use this estimation to recalculate the parameters of 

the robust controls integrated into the primary and secondary control levels [76–80].                      

 

Fig 1.18. Reconfiguration of robust hierarchical control by using the robust online diagnosis.   

This robust and reconfigurable hierarchical control comes under active fault tolerant control (FTC). The 

following sections review the control and diagnosis methods used to perform Active FTC. 

1.4.1. Robust control techniques used to overcome faults and CPL issues.  

Because of the nonlinearity of the power converters, the conventional controls cannot deal with 

the instability problem due to CPL and component faults [28, 29, 46, 47, 52, 58]. For that, 

several methods are proposed to solve the aforementioned issue. Among them: Passive 

damping, Active damping, and Nonlinear controls such as Sliding mode control, Model 

predictive control, Backstepping control, and Passivity-based control [45–47, 49–51, 53–60].  

1.4.1.1. Passive damping 

Passive damping is a simple approach to increase the damping factor of the DC MGs by adding 

the passive elements to the input filter of the power converters, as mentioned in [45–47]. This 
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approach can be divided into three methods: RC parallel damping, RL parallel damping, and 

RL series damping, as illustrated in Fig 1.19a, Fig 1.19b, and Fig 1.19c, respectively.  

 

Fig 1.19. Passive damping technique: a) RC parallel damping, b) RL parallel damping, c) RL series damping. 

The passive damping approach is simple to implement. It does not require the addition of any 

control terms to the control loop of the power converter. By using this method, the stability of 

DC MG  is ensured. But the system efficiency is decreased due to the power loss caused by the 

passive elements.  

1.4.1.2. Active damping  

Active damping is another solution to overcome the instability problem. This approach is 

proposed to deal with the drawbacks of the passive damping approach. It aims to modify the 

DC MGs control loops in order to compensate for INI characteristics by increasing the damping 

factor of the power converters [49, 53, 57]. Three methods can be classified under active 

damping. The first method is source-side active damping, which aims to add a loop in loop 

control to improve the output impedance of the feeder converter to satisfy the impedance 

stability criterion, but this method is impossible to be applied to a system when the input stage 

is LC or uncontrolled rectifier. The second method is performed by injecting a current or power 

into the CPL control loops to modify the input impedance inZ of the CPL. The third method is 

adding an auxiliary device that injects the desired compensating current within the system 

operation range [52, 61].  

Besides, virtual impedance is one of the active damping methods proposed in [53, 57]. This 

method performs the improvement transfer function of the system. It forces the system poles 

to move towards the stable region (left half of s-plane). This approach does not cause any power 

dissipation because it modifies the system control loop by adding a virtual impedance, as 

illustrated in Fig 1.20. 



Chapter 1: State of the art.  

19 
 

 

Fig 1.20. Adding virtual impedance to overcome the CPL instability problem. 

Because of the effectiveness of the active damping approach in mitigating the instability 

problem due to the constant power load, active damping has received interest. However, it 

deteriorates system control performance and only compensates for the limited operation point 

[59].  

1.4.1.3. Nonlinear control   

Considering the DC/DC converter nonlinearity, nonlinear control techniques have been 

implemented, as illustrated in Fig 1.21, to stabilize the DC MG feeding CPL [54, 55, 59, 60, 

61]. Among these nonlinear controls, Model predictive control (MPC) has been proposed by 

many authors [62–66]. For instance, in [62], the possibility of applying a finite control set 

model predictive control (FCS MPC) algorithm for dynamic stabilization of DC-MGS 

supplying the CPL is studied. In [63] and [64], the authors proposed the fuzzy MPC to stabilize 

DC-MGS feeding CPL. This proposed approach is based on Takagi-Sugeno (TS) fuzzy model 

and model predictive scheme. The MPC approach is effective in overcoming the CPL 

instability problem. But MPC is not suitable for plant-wide in real time due to its computational 

burden [66].  

Sliding mode control (SMC) has been proposed to deal with the CPL instability problem and 

cover the MPC technique’s drawbacks. As in [28–29] and [55]. In [29], the SMC technique is 

designed based on rigorous stability condition analysis to reach a suitable enhancement of the 

closed-loop system dynamic response. And in [55], a digital SMC (DSMC) is proposed for 

DC/DC converters under CPL conditions. This approach is effective in solving the CPL 
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problem. However, the SMC approach requires the capacitor current measurement, which is 

the cause of the ripple filtering degradation problem and causes the shattering problem [54].  

Backstepping (BC) and passivity-based control (PBC) techniques are the most nonlinear 

controls proposed to deal with CPL issues. They can also cover the drawbacks of SMC and 

MPC techniques. For instance, in [67] and [68], the authors proposed backstepping control to 

deal with the CPL problem. They integrate the NDO (nonlinear disturbance observer) and 3rd-

degree cabucative Kalman filter (CKF), respectively, for measurement estimation. In [54], 

instability due to the CPL is avoided by applying the PBC technique. The measurements used 

to generate the control law using this technique are estimated by the NDO observer. In [69] 

and [70], the authors proposed an improvement of the interconnection and damping assignment 

passivity-based control (IDA PBC) by developing an interconnection matrix to elaborate the 

internal link in a port-controlled Hamiltonian (PCH) model. This improvement will enhance 

the control law to deal with the CPL problem.   

Although the nonlinear controls ensure suitable performances for DC-MG operating in the 

presence of CPL, they have several drawbacks. For instance, these techniques require a large 

use of sensors and the current power converter capacitor, which causes a ripple filtering 

degradation problems. Also, it isn’t easy to realize the robust control hierarchy based on 

nonlinear control.   

 

Fig 1.21. Nonlinear control to combat the CPL problem. 
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14.2. Techniques used to perform online fault diagnosis  

1.4.2.1 Model-based techniques  

The model-based technique is the first proposed to deal with the fault diagnosis issues in DC-

MGS. It consists of analyzing the residual signals that are the fault indicators obtained through 

the error between the system’s observations and the system model’s output to detect the 

system’s abnormalities, where the system model is fed by the same input acting on the real 

plant. The residual signals evolve with time near zero when the system operates in nominal 

conditions. They shift from zero to another value when an abnormality is present in the system 

[85–87]  

The parity-space approach comes under the model-based technique. This approach is intended 

only for the linear system model. It uses the differential equations of the system presented in 

state-space equations to extract the analytical redundancy relations (ARRs), given in terms of 

the known signals, variables, and parameters in closed mathematical forms [88,-89], generating 

the residual signal using the system’s observations. As in [90], the parity-space approach is 

proposed to detect the sensors and IGBT of power converter (actuator) faults in the DC-MGS. 

Also, in [91], the parity-space approach associated with l2 gain analysis is performed to detect 

the DC power converter IGBT abnormalities in DC-MGS. 

On the other hand, the system model can be used to develop the observers that can be used for 

the online fault diagnosis task. Here, the estimation error obtained from the difference between 

the system’s observations and the real system output represents the residual signal [92]. The 

observer technique can also be applied to the nonlinear system model. As in [71, 93], the 

authors have proposed the optimal and unknown input observers to detect faults in the DC-

MGS.   

The residual signals derived from both methods are sensitive to faults, and they are limited to 

the fault detection and isolation (FDI) of sensors and actuators but not the parametric 

(component) faults. Thus, the parametric faults corresponding to the DC-MGS component 

cannot be detected under these methods. Because of many components of the DC-MG, 

simplistic models would yield no robust and poor FDI performances [94].  

1.4.2.2. data-driven technique.  

Data-driven based technique is proposed to deal with online fault diagnosis issues in DC-MGS 

when the accurate physics of the system is unknown. It consists of correlating the system’s 

observation with the faulty or healthy system states. An analysis is performed on such 
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correlation to decide whether the fault is present or not in the system. The analysis performed 

on this correlation is conducted using artificial intelligence (AI) or statistics-based techniques. 

The AI techniques are usually used to solve the regression and classification problem, and the 

statistics-based techniques assign the probability of the system component being healthy or 

faulty, as in [94–95]. This technique has been proved to be successful in detecting and isolating 

both component and sensor faults. 

In [94], the data-driven-based technique has been proposed for FDI in DC-MGS operating as 

the aircraft supply, where the neural network (NN) is used to solve the classification problem. 

In [96], the online fault diagnosis is realized based on the data-driven technique in the DC-

MGS. In the studied case, the proposed approach exploits an artificial neural network (ANN) 

to analyze the measurements coming from the monitoring sensors to detect and isolate the 

faults in the system.  

Even though the data-drive-based technique can detect and isolate all kinds of faults, it has 

several drawbacks. Among them: the data-drive-based technique requires adequate data of 

different working scenarios. It depends on the quality of the training data that has to be 

performed in the absence of system parameter uncertainties and sensor noises. Without good 

training data, this technique becomes ineffective with poor performance. Furthermore, this 

approach can only detect the predefined fault of the system [97].  

1.5.0Positioning of thesis work 

Based on the given review of different methods that perform the layers of Active FTC, the 

thesis work proposed the alternative methods to perform the layers of Active FTC and 

overcome the drawbacks of the methods mentioned before and summarized in Tab 1.1 and Tab 

1.2. The methods proposed by this thesis have to ensure the improvements presented in the 

following points: 

 Avoid using passive elements as supplementary components helping the control 

hierarchy ensure stability system in the presence of CPL and components faults. The 

reason for that is these elements decrease the DC MG efficiency.   

 Avoid using the virtual impedance incorporated in the control hierarchy because it can 

deteriorate the control performance. 

 Possibility to implement the developed active FTC in the low-cost electronic board and 

prevent the occurrence of the computational burden problem. 
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  Avoid the use of capacitance current measurement that causes filtering degradation 

problems.   

 Providing a robust online diagnosis can detect and isolate the defined and undefined 

components faults as much as possible.  

 The capability of robust online diagnosis to provide the estimation of parameter 

variations caused due to components faults.  

The robust control performed based on H∞ norm, and robust online diagnosis based on the 

Linear fractional transformation bond graph (LFT) modeling approach has been proposed to 

achieve the aforementioned performances. The H∞ based control is effective to ensure the 

stability system and mitigate the CPL and components. Performing the control hierarchy by 

using H∞ based control is easy. Also, the implementation of this control hierarchy can be 

carried out in the low-cost electronic board.  

The robust online diagnosis is realized based on the LFT-BG modeling approach, which is a 

powerful tool to model such a system as DC-MG. This tool can describe all system physics 

mathematically. Based on that, the developed can detect overall kinds of faults. In this case, 

parameter variations caused by the faults can be estimated. These estimations will be exploited 

to reconfigure H∞ based control implemented in the control hierarchy.    

The work presented by this thesis is a new contribution and an addition to the literature review.  

Tab 1.1. Control methods summary 

Methods Advantages  Drawbacks 

Passive damping [45–47]. Easy to implement  Decreases the efficiency  

Active damping [49, 53, 57].  Overcomes the drawbacks of passive 

damping techniques. This method 

incorporates virtual impedance in 

control closed loops to increase the 

damping factor of DC/DC converters.   

Modifies the control closed loops. The 

control performance can deteriorate.   

Model predictive control (MPC) 

[54, 55, 59, 60, 61] 

Powerful control approach for DC/DC 

converters. Under this approach, the 

stability system is guaranteed.    

MPC is not suitable for plant-wide in 

real time due to its computational 

burden. 

Sliding mode control (SMC) [29, 

55] 

Overcomes the drawbacks of SMC 

control. A low-cost electronic board 

can perform the implementation of 

SMC control.  

The SMC approach requires the 

capacitor current measurement, which 

is the cause of the ripple filtering 

degradation problem and causes the 

shattering problem 

Backstepping and passivity-based 

control [67–70, 54] 

Overcomes the drawbacks of SMC 

techniques.  

Give difficulties to build the control 

hierarchy.    
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Tab 1.2. Diagnosis methods summary. 

Methods Advantages Drawbacks 

Parity-space [88–91], Observers 

[92–93,71]  

Have a high sensitivity to faults limited to the FDI of sensors and 

actuators but not the parametric 

(component) faults.  

Because of many components of the 

DC-MG, simplistic models would 

yield no robust and poor FDI 

performances.  

Data-driven techniques [94-96] Overcomes the drawback of parity 

space and observer techniques. 

Sensitive to all kinds of faults.  

Limited to the FDI of predefined faults. 

Depends on the quality of the training 

data that has to be performed in the 

absence of system parameter 

uncertainties and sensor noises. 

Without good training data, this 

technique becomes ineffective with 

poor performance. 

 

1.6. Conclusion 

This chapter provides the definition of MG in which the whole components forming the MG 

are presented. Moreover, the different MG architectures are explored in detail, and the choice 

to study the DC-MG is well justified. Also, the control hierarchy is well defined in this chapter, 

where each control level’s objectives are mentioned, and explains how the presence of CPL 

and occurrence of component faults destabilize the system. The approaches available in the 

literature review are mentioned in this chapter with their drawbacks. Based on these drawbacks, 

we can justify the work of this thesis.   
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2.1. Introduction 

This chapter explores the process of performing the robust control using the Golver Doyle 

optimization algorithm (GDOA). This GDOA is based on the H∞ norm and requires the 

uncertain model of the system. The GDOA also uses the weight functions, presenting the 

constraints of the optimization problem. These weight functions help to reach the control 

performances wanted from the developed approach. The developed H∞ based controller will be 

implemented in the primary control level to avoid the instability problem due to the presence 

of CPL and mitigate the negative effect of disturbances and components faults. The developed 

controller requires the voltage measurement and avoids using the current measurement that has 

issues such as ripple filtering degradation. The DC/DC buck converter is used to validate the 

proposed approach because it has a simple structure and is mostly used to incorporate the RES 

elements in DC-MG. Also, this chapter presents the small-signal values modeling approach to 

find the model of DC/DC buck converter, which also incorporates the mathematical 

representation to model the disturbances, uncertainties, and component faults. 

The simulation study is performed by using Psim software. It consists of three scenarios carried 

out to validate the proposed approach. The first scenario is performed to verify the effectiveness 

of the H∞ based control to avoid the instability problem due to the presence of CPL. The second 

and third scenarios are carried out to verify the ability of H∞ based control to mitigate the effect 

of disturbances and component faults.  

2.2. Average linear equivalent circuit of buck converter in continuous 

conduction mode.  

Fig 2.1 Shows the main DC-MG component (DC/DC buck converter), which is used to 

integrate the RESs into DC-MG to supply the CPL, where a controlled current source shown 

in the buck converter electrical circuit represents the CPL, and the input voltage vin can be the 

equivalent representation of any RES element. The DC/DC buck converter consists of the 

switching network (Transistor s and diode Ds) that regulates the output voltage according to 

the value of duty cycle d. It also consists of the low pass filter LC used to mitigate the current 

and voltage ripples caused by turning on/off the transistor s [39, 54].  



  Chapter 2: H∞ bases control of  DC/DC buck converter feeding constant power load. 
 

28 
 

 

Fig 2.1. Electrical circuit of DC/DC buck converter. 

where the output voltage ov must be lower than inv . It can be written as follows:  

 o inv d v   (2.1) 

where d is comprised between 0 and 1.  

Considering that there is  no loss of power in the DC/DC buck converter, the output current oi

can be written as follows [54]:  

 
1

o ini i
d

   (2.2) 

Actually, the output current and voltage have ripples due to the PWM signal. Their ripples (

,  i v  ) depend on the switching frequency fs related to the transistor s and the duty cycle d 

[98]. They can be written as follows:  

  0 1
s

V
i D

f L
  


 (2.3) 

 
2 s

L
v

Cf
   (2.4) 

where Vo and D are the DC nominal values of output voltage and duty cycle, respectively. 

These expressions ( ,  i v  ) are exploited to get the suitable values of C and L to properly 

mitigate these output current and voltage ripples. But The LC filter cannot completely mitigate 

these ripples. It still keeps the acceptable ripples allowed by the DC/DC buck converter 

specifications and must be known before calculating C and L values. 
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According to the previous definition of DC/DC buck converter. The DC/DC buck converter 

represents a nonlinearity and can be considered as a hybrid system due to the switching network 

(transistor S and diode Ds). The H∞-based control approach does not require the average 

nonlinear model, representing the most accurate DC/DC buck converter model. The average 

linear model is then sufficient to develop this robust controller and guarantee the excepted 

performances [39].  

The small-signal modeling method is the most common technique used to obtain the DC/DC 

buck converter average linear model for Continuous conduction mode (CCM) [98]. It also 

allows presenting the model obtained in the average linear circuit. This process of DC/DC buck 

converter modeling involves the following steps [99]:    

1. Averaging the current and voltage waveforms of switching components over one 

switching period (knowing that the DC/DC buck converter operates under a PWM 

signal).  

2. Replacement of switching component (s and Ds) with nonlinear dc dependent 

current and voltage sources.  

3. Averaging the parasitic components of the switching devices over one switching 

period, such as transistor on-resistance, diode forward resistance, and diode offset 

voltage. 

4. Perturbation of the average current, voltage, and duty ratio waveforms to obtain 

large-signal time-dependent waveforms.  

5. Replacement of DC-dependent sources by nonlinear large-signal dependent current 

and voltage sources.  

6. Splitting the large-signal current, voltage, and duty cycle waveforms into the DC 

and AC components.  

7. Linearization of nonlinear dependent current and voltage sources. 

8. Separation of DC and small-signal variables.  

9. Representation of the DC variables by a DC circuit model and the small-signal AC 

variables by a small-signal AC circuit model.   

This small-signal modeling method uses current and voltage-dependent sources and the law of 

the energy conversion to develop the DC/DC buck converter model for CCM. The current and 
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voltage-dependent sources are used to model the ideal switching network of DC/DC buck 

converter, and the law of energy conservation is used to model the parasitic component of 

switching devices, such as the transistor on-resistance, diode forward resistance, and diode 

offset voltage. Thus, the ideal dependent sources can model the ideal switching network of the 

DC/DC buck converter. On the other hand, the switched forward resistances of the transistor 

and diode are averaged using energy conservation law. The current, voltage and duty cycle are 

then perturbed in the average linear model of the DC/DC buck converter. Hence, the DC-

dependent sources in the model are replaced by large-signal time-varying dependent sources. 

Therefore, large-signal current, voltage, and duty cycle contain DC and AC components. The 

large signal sources can be replaced by the DC-dependent sources and the AC small-signal 

dependent sources. If the magnitudes of the small-signal components are lows enough, the 

model can be linearized by neglecting the product of the AC components. Therefore, this leads 

to a linear circuit model containing both AC and DC components [99].  

Before deriving the model for DC/DC buck converter, the following assumption must be taken 

into account [99]:  

1. The transistor output capacitance and the diode capacitance are neglected. Therefore, 

the power losses in the power switch and diode are neglected.  

2. The transistor on-resistance DSr is linear, and the transistor off-resistance is infinite.  

3. The diode in the on-state is modeled by a linear battery 
fV and a linear forward 

resistance FR . In the off-state, the diode is modeled by an infinite resistance.  

4. Passive components are linear, time-invariant, and frequency independent.  

The average linear model of the DC/DC buck converter is obtained by replacing the switching 

network with its corresponding average linear circuit. It is obtained based on the steady-state 

waveforms in the DC/DC buck converter switching network for CCM, illustrated in Fig 2.2, 

where the iin is the current crossing the transistor s, vd is the diode voltage, iD is the current 

crossing the diode D and 1/s sf T .  
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Fig 2.2. Steady-state waveforms in the switching network for CCM.  

According to Fig 2.2, the steady-state waveform of iin can be approximated by:  

 
,  for 0

0,  for 

L s

s

s s

I t DT
i

DT t T

 
 

 

 (2.5) 

Then, the DC component of iin can be written as follows:  

 
0 0

1 1s sT dT

s s L L

s s

I i dt I dt dI
T T

     (2.6) 

where LI is the DC nominal value of iL . 

According to Fig 2.2, the steady-state waveform of Ds
v can be approximated by: 
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D s
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s s
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Then, the DC component of 
sDv can be given as follows:  

0 0

1 1s s

s s s s

T dT

D D D D

s s

V v dt V dt dV
T T

     (2.8) 
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 where D in ss
V V V  , inV is the DC nominal value of inv  and sV is the DC nominal value of sv . 

According to Fig 2.2, the steady-state waveform of iD can be approximated as follow: 

 
0,  for 0

,  for 

s

D

L s s

t dT
i

I dT t T

 
 

 

 (2.9) 

Then, the DC component of iD is given as follows:  

  
0

1 1
1

s s

s

T T

D D L L
dT

s s

I i dt I dt I d
T T

         (2.10) 

Using  (2.6) and (2.10), LI can be written as follows:  

 
 1

s s
L

I I
I

d d
 


 (2.11) 

Using (2.5) and (2.6), the rms value of is is obtained as follow:  

 2 2
0 0

1 1

1

T dT Ds s
s s L Lrms

s s

I d
I i dt I dt I d

T T d
    


 (3.12) 

The power loss in the transistor on-resistance is given as follow: 

 2 2 2P T
T T S s T srms a

r
r I I r I

d
    (2.13) 

where /T Ta
r r d . 

Using (2.9), the rms value of Di is obtained as follows:   

  
 

2 2

0

(1 )1 1
1

1

Ts T Ds
dTD D L L ssrms

s s

d I
I i dt I dt I d I

T T d d
 


     


 (3.14) 

The power loss in the forward diode resistance can be given as follow:  

 2 2 2

1

F
D F D D F Drms a

r
P r I I r I

d
  


 (2.15) 

where / (1 )F Fa
r r d  . 

Also, there is an amount of power lost in the diode offset voltage, which can be written as 

follows:  
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 VF F DP V I  (2.16) 

where FV is the offset voltage of the diode.  

According to (2.6) and (2.8) with exploiting the expressions of 
aT

r and
Fa

r . The nonlinear part 

of the DC/DC buck converter can be modeled in the steady-state by the voltage and controlled 

current sources, as illustrated in Fig 2.3a and Fig 2.3b, where the particles of this part causing 

power loss are modeled by 
aT

r ,
Fa

r and FV , and supposing that sv is neglected.  The circuit 

illustrated in Fig 2.3b is obtained after some mathematical manipulations based on Kirchhoff's 

laws.  

The average linear circuit of the switching network, illustrated in Fig 2.3a and Fig 2.3b, is only 

useful for describing the steady-state behavior. To obtain the average linear circuit for the 

corresponding part, which can describe the whole behavior, is still based on the small-signal 

method definition. 

Based on the small-signal method, vin, iL, d, and vo can be written as follows:  

 in in inv v V   (2.17) 

 
L L Li i I   (2.18) 

 d d D   (2.19) 

 o o ov v V   (2.20) 

 

Fig 2.3. average linear circuit of the switch network in steady-state. 

where  inv , Li , d  and ov are the small-signal values of  vin, iL, d, and vo, respectively. 

 Neglecting the losses in the DC/DC buck converter and supposing that the average capacitance 

current is approximately zero, io can be approximated as follows:  
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 o Li i  (2.21) 

Then, vo and iin can be approximated as follows:  

 o inv d v   (2.22) 

 in Li d i   (2.23) 

Substituting (2.17), (2.18), (2.19) in (2.22) and (2.23), respectively. vo and iin will be expressed 

as follows:  

 
  o in in o ov d D v V v V     indv

0

in in inV d Dv DV


  
Vo

o in inv V d Dv



  

 (2.23) 

 
  in L L in ini d D i I i I     Ldi

0

L L LDi dI DI


  
Iin

in L Li Di dI



  

 (2.24) 

According to (2.23), (2.24), and the average linear circuit presented in Fig 2.3a and Fig 2.3b, 

the average circuit that can describe the complete behavior of the DC/DC buck converter 

switching network is illustrated in Fig 2.4a and Fig 2.5b.     

 

Fig 2.4. average linear circuit of the switch network describing the complete behavior. 

Therefore, the average linear equivalent circuit of the DC/DC buck converter is easily obtained 

by replacing the switch network with its corresponding average linear circuit, as illustrated in 

Fig 2.5a, where the particles causing a power loss in this component are neglected to simplify 

the model. As a result, the average linear circuit of the DC/DC buck converter can be 

approximately illustrated as in Fig 2.5b based on (2.23).  
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Fig 2.5. average linear circuit of DC/DC  buck converter.  

2.3. Transfer matrix of DC/DC buck converter.  

Any control design used to perform a controller for the DC/DC buck converter in CCM requires 

a transfer function/ matrix or the differential equations presented in the state-space form, which 

is performed based on the average linear equivalent circuit of DC/DC buck converter [50, 99]. 

In the framework of the proposed control approach, the transfer function/matrix is the most 

used. The DC/DC buck converter can be considered as a multi-input single-output system 

(MISO), as illustrated in the diagram shown in Fig 2.6. This MISO can be presented by a 

transfer matrix, where the inputs are denoted by inv , 
oi and d , and the output is denoted by ov . 

It is worth pointing out that the only d is the variable of control, and inv and 
oi act on the DC/DC 

buck converter as the disturbances, and  pT s ,  vM s  and  0Z s are the gains of MISO 

transfer matrix, defined as follows:  

 The Duty cycle-to-output voltage transfer function (  pT s ). 

 The input voltage-to-output voltage transfer function (  vM s ).  

 The output current-to-output voltage transfer function (  0Z s ).  

The output voltage ov in the function of the MISO transfer matrix MISOT is written as follows:  

      0

TMISO

p v o in

o

d

v T s M s Z s v

i

 
 

     
 
 

 (2.25) 
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Fig 2.6. Block diagram of DC/DC buck converter transfer matrix. 

Based on the average linear equivalent circuit presented in Fig 2.5b,  pT s is calculated by 

supposing: 0inv  and 0oi  . In this case, the average linear circuit of DC/DC buck converter 

becomes as illustrated in Fig 2.7, where  

  1Z s sL  (2.26) 

  2
1

CPL

CPL

R
Z s

R Cs



 (2.27) 

Using the circuit presented in Fig 2.7,  pT s can be written as follows:  

  
 

   
1

2, 0 2 10
2

1

in

ino
p

CPLv iin o

o

V
V Z sv LCT s

Pd Z s Z s
s s

CV LC


  


 

 (2.28) 

where inV and oV are the DC nominal value of input and output voltages, respectively.  

 

Fig 2.7. Average linear circuit of DC/DC buck converter obtained after supposing 0inv  .  

 vM s is calculated by supposing 0d  and 0oi  . After considering these suppositions, the 

average linear circuit becomes as illustrated in Fig 2.8. 
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Fig 2.8. Average linear circuit of DC/DC buck converter obtained after supposing 0d  and 0oi  .  

Using the circuit presented in Fig 2.8,  vM s can be written as follows:  

  
 

   
1

21 20, 0
2

1
o

v
CPLin d io

o

D
DZ sv LCM s

Pv Z s Z s
s s

CV LC
 

  


 

 (2.29) 

 0Z s presents the output impedance of the DC/DC buck converter. It is calculated by putting 

the average linear equivalent circuit of the DC/DC buck converter under the voltage source tv

from its output with supposing:  inv and 0d  , as illustrated in Fig 2.9. Using the circuit 

presented in Fig 2.9,  0Z s can be given through the following expression:  

   t
o

t

v
Z s

i
  (2.30) 

Then,  0Z s can be written as follows:  

  
   

   
1 2

21 2
2

1o
CPL

o

s
Z s Z s CZ s

PZ s Z s
s s

CV LC

 


 

 (2.31) 
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Fig 2.9. Average linear circuit of DC/DC buck converter used to obtain  0Z s . 

2.4. Parameter uncertainties modeling  

DC/DC buck converter parameter identification maybe not be achieved properly due to 

unknown disturbances. Otherwise, the DC/DC buck converter parameters have an uncontrolled 

random variation due to these unknown disturbances. In this case, the DC/DC buck converter 

parameter can be identified by an interval of values. Its minimum and maximum values are 

related to the uncertainty of the parameter and have the accepted limits given by the technical 

specifications of the DC/DC buck converter. Due to parametric (component) faults, the DC/DC 

buck converter parameters variate over the accepted limits. This unaccepted variation is 

considered an abnormality in the system, responsible for performance loss, reliability, and 

safety deteriorations. The proposed approach also addresses the issues mentioned above. It can 

also be considered a passive fault-tolerant control because it guarantees an acceptable 

performance for the faulty system. The proposed approach needs an uncertain model in which 

the parameter uncertainties mathematical presentation is incorporated [50].  

The process of modeling the parameter uncertainties is based on definition3.1, which is given 

as follows:  

Definition 2.1: Assuming  is a parameter of any system. The uncertainty on the parameter 

 can be additive or multiplicative, which can be written, respectively, as follows: 

 0     (2.32) 

  0 1      (2.33) 

Based on definition 2.1, The parameters of  pT s ,  vM s , and  oZ s can be written as 

follows: 
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1 1 1 1 10 0 1 0
0

2 2 2 2 22 20 0 2 0

0

3 3 3 3 30 0 3 0
0

1 1

in in
a

CPL CPL
a

o o

a

V V
a a a a a

LC LC

P P
a a a a a

CV CV

a a a a a
LC LC







  
     

 
  

     
 


       

  

        (2.34) 

 

1 1 1 1 10 0 1 0
0

2 2 2 2 22 20 0 2 0

0

3 3 3 3 30 0 3 0
0

1 1

b

CPL CPL
b

o o

b

D D
b b b b b

LC LC

P P
b b b b b

CV CV

b b b b b
LC LC







  
     

 
  

     
 


       

  

 (2.35) 

 

1 1 1 1 10 0 1 0
0

2 2 2 2 22 20 0 2 0

0

3 3 3 3 30 0 3 0
0

1 1

1 1

c

CPL CPL
c

o o

c

c c c c c
C C

P P
c c c c c

CV CV

c c c c c
LC LC







  
     

 
  

     
 


       

  

 (2.36) 

where 
31 2

, ,...a a a   are the relative uncertainties, comprised between -1 and -1.  

According to (2.25) and substituting (2.34), (2.35), and (2.36) in  pT s ,  vM s , and  oZ s , ov

can be written as follows: 

 

 

 

 

 

 

 

 

0 0

1 10 0
1 22 2

2 3 2 30 0 0 0 0

0

10
3 2

2 30 0 0

1
(

1
)

T s M sp v

o in

p

Z so

o

p

a b
v d v

s a s a s b s b T s

c
i

s c s c T s

 



     
   

   
 

 (2.37) 

where:  

 
 

 1

1 2 30 1 0 2 0 3
1

2 2 3 2 2 30 0 0 0 0

1

s

a a a

p o

a a a d

T s s a s a s a s a v

  




   
    

       
 (2.38) 
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 

 2

1 2 30 1 0 2 0 3
2 2 2

2 3 2 30 0 0 0 0

1

s

b b b in

ov

b b b v

vM s s b s b s b s b

  




   
           

 (2.39) 

 
 

 2

1 2 30 1 0 2 0 3
3 2 2

2 3 2 30 0 0 0 0

1

s

c c c o

o o

c c c i

Z s s c s c s c s c v

  




   
    

       

 (2.40) 

 1 s ,  2 s , and  3 s  are the uncertain transfer matrix. 

According to (2.37),  it is concluded that the uncertain parameters and component faults disturb 

the control variable d (duty cycle). Therefore, these uncertainties and parametric faults can be 

included in the DC/DC buck converter average linear model, as illustrated in the block diagram 

depicted in Fig 2.10, where T gathers the overall disturbance present in the DC/DC buck 

converter [50]  

 

Fig 2.10. block diagram of DC/DC buck converter, including overall disturbances. 

 2.5. H∞ based control design 

The H∞-based controller is the solution of an optimization problem, which is solved using the 

Golver Doyle optimization algorithm (GDOA). This GDOA is based on the H∞ norm and 

requires an augmented plant deduced from the control closed loop of DC/DC buck converter 

incorporating the model presented in section 2.4 (see Fig 2.10). This augmented plant 

represents the mathematical relationship of the error and control variable, with the variables 
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representing the disturbances. This augmented plant also comprises the weight functions, 

which impose the constraints helping to perform H∞-based controller that ensures the wanted 

performances. These weight functions must be determined before operating the algorithm [101-

104]. 

In this section, certain definitions have to be mentioned to understand the design process of 

H∞-based controller, which are given as follows [50]:  

Definition 2.2 (singular value): Assuming  G s is a transfer matrix. The singular values of 

 G s are defined as follows: 

         *G s G s G s    (2.41) 

And their proprieties used for mathematical manipulations are written as follows:  

 

    

     
          
          
          

1 2 1 2

1 2 1 2

1 2 1 2

0 0G s G s

G s G s

G s G s G s G s

G s G s G s G s

G s G s G s G s



    

  

  

  

   


     


  


  
   

 (2.42) 

Definition 2.3 (H∞ norm): assuming  G s is a transfer matrix, The H∞ norm of  G s is its 

biggest singular value of  G s . It can be written as follow:  

     G s G s

  (2.43) 

Definition 2.4 (Algebraic Riccati equation): Assume A, Q and R are real (n x n) matrix, and 

Q and R are symmetric. The Algebraic Riccati equation is given as in the following matrix 

equation:  

 
* 0A X X A X R X Q         (2.44) 

Let define another matrix H, which is obtained by concatenation of matrix A, R, and Q and can 

be written as follows: 

 
*

A R
H

Q A

 
  

 
 (2.45) 
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This H matrix is used to solve the Algebraic Riccati equation. 

Definition 2.5 (Lower linear fractional transformation): consider an example of a system 

modeled by the transfer matrix  P s , and  K s is a controller used to regulates the output of 

this system, which can be presented by the block diagram as illustrated in  Fig 3.11a, where y

, iny , ine y y  and u are the output of  P s , input, error, and control variable, respectively.  

 

Fig 2.11. a) Augmented plant, b) Lower linear fractional transformation.  

This system can be presented using the Lower linear fractional transformation (LLFT) as 

illustrated in Fig 2.11b,  where     ,LF P s K s  can be written as follows:  

                  
1

11 12 22 21,LF P s K s P s P s K s I P s K s P s


        (2.46) 

where  P s  is repartitioned as follows:  

  
   
   

11 12

21 22

P s P s
P s

P s P s

 
  
 

 (2.47) 

Remark: The transfer matrix     ,LF P s K s can be considered as the closed-loop transfer 

matrix.   

2.5.1 Augmented plant 

Fig 2.12 depicts voltage robust control closed-loop of DC/DC buck converter feeding CPL, 

where the uncertain model of DC/DC buck converter is shown in detail, and the H∞-based 

controller  K s and the weight function (  1W s ,  2W s and  3W s ) are incorporated. These 

weight functions are the virtual filters that will not be present when  K s is implemented in 

the real system and are only used to design the  K s . The augmented plant is extracted from 
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this voltage robust closed-loop control. It is a transfer matrix representing the mathematical 

relationship between  1 2, ,e e e and  , ,refV d , which is required by the design process of H∞-

based control that aims to mitigate the effect of the overall disturbance on the control variable 

and ensures the DC/DC buck converter stability in the presence of CPL. This augmented plant 

can be written as follows:  

 

           

 
     

 

1 1 3 10 01

2 2

30 0

0 0

1

P s

p p ref

p p

W s W s T s W s W s T se V

e W s

e T s W s T s d



  

        
    

     
          

 (2.48) 

where: 

  d K s e   (2.49) 

e is the error ref oe V v  , 1e  is the error e filtered by  1W s , 2e  is the control variable (duty 

cycle) d  filtred by  2W s , and ω is the disturbances ωT filtered by  3W s .  

according to definition 2.5, LFT based on (2.48) and (2.49) is written as follows: 

     ,L iny F P s K s y   (2.50) 

where:  

    
           

           
1 1 30

2 2 3

,
p

L

W s S s W s S s T s W s
F P s K s

W s S s K s W s T s W s




 
  

  

 (2.51) 

 
ref

in

V
y



 
  
 

 (2.52) 

 1

2

e
y

e

 
  
 

 (2.53) 

 S s and  T s are the sensitivity and complementary sensitivity functions, respectively, 

which are expressed as follows:  

  
   

0

1

1 p

S s
K s T s




 (2.54) 
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    
   

   
0

0

1
1

p

p

K s T s
T s S s

K s T s





  


 (2.55) 

y is the output vector, and yin is defined as the vector of disturbances.    

 

Fig 2.12. Robust control closed-loop incorporating  K s and the weight functions  1W s ,  2W s and  3W s . 

2.5.2. Golver Doyle optimization algorithm  

GDOA consists of solving an optimization problem to find  K s , which minimizes as much 

as possible     ,LF P s K s


up to the control variable  d K s e  depends only on the 

error ref oe V v   (  d K s e  ) [50, 102]. This GDOA uses the state space presentation of 

the augmented plant, written in the following form:  

  
1 2

1 11 12

2 21 22

A B B

P s C D D

C D D

 
      
  

 (2.56) 

where  
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  
1 2

1 1 11 12

2 21 22

:

in

in

in

x A x B y B d

P s y C x D y D d

e C x D y D d

      


    


    

 (2.57) 

The GDOA is based on certain assumptions and theorems given as follows:  

1. Assumption 1: the Controllability of  2,A B  and the detectability of  2,A C must be 

verified.   

2. Assumption 2: 11( ) yin
rank D n and 12( ) drank D n , where yin

n is the length of iny and 

dn is the length d .  

3. Assumption 3: 2

1 12

,  1
n

d

A j I B
R rank n n n

C D




 
      

 

, where n is the order of 

the augmented plant  P s . 

4. Assumption 4: 1

2 21

,  2
n

y

A j I B
R rank n n n

C D




 
      

 

, where yn  is the length 

of y.  

5. Assumption 5:  *

12 1 21

0 0

1nd

D C D
I

   
    
    

. 

6. Theorem 1: The  K s can be designed if the following conditions are satisfied:  

The GDOA is based on the following matrix: H and J , which are written as follow:  

 
2 * *

1 1 2 2

* *

1 1

A B B B B
H

C C A

 



 
  

  

 (2.58) 

 
* 2 * *

1 1 2 2

* *

1 1

A C C C C
J

B B A

 



 
  

  

 (2.59) 

Condition 1. H , J must not have the eigenvalues in the imaginary axis. 

Condition 2. X ,Y are the algebraic Reccati equation solutions, where their known 

variables are the gains of (2.58) and (2.59).   

7. Theorem 2: The resulted  K s stabilize the system if the following condition is 

satisfied, which is given as follows:   
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     , , 0LF P s K s  

   (2.59) 

Preferably, it is worth verifying the H norm of (2.59) by verifying the H∞ norm of the 

gains of     ,LF P s K s


, which must be lower than the y value resulting from the 

process of GDOA. That gives:  

 

     
 

           
   

         
 

       
   

2
1

1

1

4
3

1 30 0
1 3

6
5

2

2

8
7

2 3

2 3

a
a

a
a

p p

a
a

a
a

W s S s S s
W s

W s S s T s W s S s T s
W s W s

W s S s K s S s K s
W s

W s T s W s T s
W s W s

















 






  



   



   





  


 (2.60) 

where  K s can be given in the form of state-space representation as follows:  

  
*

2

*

2

|
 

| 0

A Z Y C
K s

B

  



 
  

  

 (2.61) 

A and Z are given as follows:  

 2 * * *

1 1 2 2 2A A B B B B X Z Y C C 

        (2.62) 

  
1

2

nZ I Y X




     (2.63) 

             where 1

2

C
C

C

 
  
 

 

According to the assumptions and theorem mentioned above, the operation of GDOA is 

presented by the following steps:  

 Step 1: forming the augmented plant ( )P s .  

 Step 2: determining the weight functions  1W s ,  2W s and  3W s .  
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 Step 3: giving an initial value for  ( 0  ).  

 Step 4: verifying assumptions 1, 2, 3, 4, and 5  

 Step 5: verifying conditions 1 and 2 (see Theorem 1).  

 Step 6: calculating  K s using (2.61). 

 Step 7: verifying the condition (2.60). 

 Step 8: if (2.60) is satisfied, the GDOA stops, and the wanted  K s is calculated in 

step5. If (2.60) is not satisfied, the algorithm's execution returns to step 5 after 

decreasing the   value by a fixed-step   (the value   must be chosen before 

operating the algorithm of GDOA. when  is smaller, The GDOA is more reliable). 

These steps of the GDOA process operation can be summarized in the flowchart, illustrated in 

Fig 2.13.  

 

Fig 2.13.  GDOA flowchart.  

2.5.3. Weigh function determination  

 K s , which is designed with the help of the weight functions:  1W s ,  2W s , and  3W s , 

ensures the control objectives by making the functions regathered in the set SF stable(

            0
, , ,pSF S s S s T s S s K s T s ), which relate the disturbances 

refV and T to the 

error and duty-cycle d , stable. To understand the way of determining the mathematical 
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expression of these weight functions with their known constant parameters. This section 

presents an example of the determination of  1W s based on  S s  behavior in the frequency 

domain.  

 S s links the disturbance variable 
refV  to the output e . If  S s  is an unstable transfer function 

due to the CPL problem, disturbances, and ineffective control, in the frequency domain, the 

gain of   S s in dB (   1020log S s ) is bigger than 0 dB, and the phase of  S s  is small then

 , as illustrated in Fig 2.14a, marked by (1) and (2), respectively, in the interval of the 

frequencies corresponding to the bandwidth (  0, c  , where c is the cutoff frequency). 

Also, the  S s phase could be smaller than  on overall frequencies in the instability case, as 

illustrated in Fig 2.14a marked by (3). If  K s is implemented in the studied system, the  S s

gain in dB must become very low than 0 dB to mitigate the effect of Vref, and  S s phase must 

become bigger than   in the interval of frequencies corresponding to the bandwidth, as 

illustrated in Fig 3.14b marked by (4) and (6). Also,  K s can provide to  S s a phase bigger 

than   on overall frequencies, as illustrated in Fig 2.14b marked by (5).    

 

Fig 2.14. a) Frequency behavior of the unstable transfer function  S s , b) Frequency behavior of the stable transfer 

function  S s .  
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Therefore,  K s aims to assign the behavior to  S s  in the frequency domain, as illustrated 

in Fig 2.15, where the maximum value of  S s gain in dB tends towards G , which is the gain 

margin of the open-loop control that has the function presented by    pK s T s , and the 

minimum value of  S s gain in dB tends towards  1020log  , where is the steady-state 

error [104].  

According to  S s behavior illustrated in Fig 2.15 and based on (2.60),  1W s can be 

determined from the asymptotes of  S s and can have the mathematical expression written as 

follows:  

   1 1
1

1 1 1

1 s K
W s

K s k









 (2.64) 

The constant parameters of  1W s : 1 1 and K k are identified from the extremum of  S s that can 

be written as follows:  

 
log(10)

20
1

G

K e
 

  (2.65) 

 1k   (2.66) 

1 can be chosen small than c or equal to c  1 c  , where c , and G represents the 

performances of the system that must be ensured by the controller, which are related to settling 

time and steady-state error.  

 

Fig 2.15.  S s behavior assigned by  K s .  
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 2W s and  3W s  are determined in the same way as  1W s based on the stable behavior of

   
0pS s T s ,    S s K s and  T s . Their mathematical expression can be written as follows:  

   2
2

2

2

1
c

c

s
K

W s
k

s
k











 (2.67) 

  3W s K  (2.68) 

Where their constant parameters are given as follows:  

 1 2K K  (2.69) 

 2 1   (2.70) 

K can be chosen small than or equal to  ( K  ).  

2.6. Stability analysis  

In this section, an analysis is carried out to verify if the functions gathered in the set 

            0
, , ,pSF S s S s T s S s K s T s have the behaviors in the frequency domain as the 

desired one described in section 2.5.3 when  K s is applied. Performing this analysis uses a 

singular value plot after obtaining  K s using the GDOA process performed in Matlab 

software, which uses the DC/DC converter parameter listed in Table 2.1.   

Tab 2.1. DC/DC buck converter parameters.  

Variables Description  Values 

refV  Output voltage reference 140V  

inV  Input voltage (provided by RES) 280V  

0C  Capacitance nominal value 220 F  

0L  Inductance nominal value  2.7mH  

Lr  Inductance parasite resistance 0.8  

sf  Switching frequency 25kHz  
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Based on the parameters of the DC/DC buck converter listed in Tab 2.1, the GDOA provides 

the following  K s : 

  
3 3 2 3 16

4 6 3 11 2 5 5

733.6 5.869 10 7.011 10 4.987 10

4.351 10 1.696 10 3.188 10 2.55 10

s s s
K s

s s s s


     


       
 (2.71) 

The weight functions used to perform  K s are written as follows:  

 

 

 

 

3

1

3 7

2 7

5

3

0.75 8 10

0.8

10 6 10

6 10

5 10

s
W s

s

s
W s

s

W s 

  



  


 

 



 (2.72) 

where 1.28   and 38.10 /c rad s  .  

According to the singular value plot illustrated in Fig 2.16, the conditions described in (2.60) 

are satisfied. The gain magnitudes of the functions gathered in the set SF are smaller than 0 dB 

in the interval of frequencies corresponding to the bandwidth. This singular value plot shows 

That the obtained controller  K s can mitigate the effect of the disturbances
refV and T as 

follows:  

It is known that the functions gathered in set SF relate the disturbances to the duty cycle and 

steady-state error, which can be written as follows:   

 
     

     

0ref p T

ref T

e S s V S s T s

d S s K s V T s





   


  

 (2.73) 

where (2.73) is obtained based on (2.51) without considering the presence of the weight 

functions. According to Fig 2.16, the magnitudes of the functions of SF are small than 1 (

  1S s  ,    
0

1pS s T s  ,     1S s K s  ,   1T s  ). That shows that the 

disturbances do not have a considerable effect on the duty cycle and the error. The duty cycle 

only depends on the error.     
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According to Fig 2.17, the phases of the functions of SF are bigger than   in the frequencies 

interval corresponding to the bandwidth. That shows that the functions:  S s ,    
0pS s T s ,  

   S s K s and  T s  are stable. Therefore, it can be concluded that,  K s ensure the stability 

of DC/DC converter by mitigating the effect of CPL.  

The pole evolution analysis is carried out after and before applying  K s , as illustrated in Fig 

2.18, where the placement of the poles marked by the red color denotes the poles of the system 

before applying  K s , and the placement of the poles marked by the blue color denotes the 

poles of the system after applying  K s . This analysis is performed in the discrete-time 

domain. According to Fig 2.18,  K s assigns for the system the poles in the stable region. 

Before applying  K s  , the system has poles in the unstable region due to the presence of CPL. 

This analysis proves that the voltage control closed-loop is improved in terms of robustness 

and stability due to the application of  K s . Here. The CPL and disturbances do not affect 

the system stability.  

 

Fig 2.16. Gain behavior of  S s ,    
0pS s T s ,    S s K s  ,  T s ,  1/ W s ,     1 3/ W s W s ,   2/ W s and 

    2 3/ W s W s  marked by a1, a2, a3, a4, a5, a6, a7, and a8, respectively. 
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Fig 2.17. Phase behavior of  S s ,    
0pS s T s  ,    S s K s  and  T s marked by a1, a3, a5, a7, respectively.    

 

Fig 2.18. Pole evolution of the system after and before applying  K s .  

2.7. Simulation study 

The simulation study is performed in PSIM software, as illustrated in Fig 2.9, to verify the 

 K s effectiveness to mitigate the CPL issue, disturbances, and parametric faults, where the 

parameter of the DC/DC buck converter are same listed in Tab 2.1 and  K s is the same 

calculated in section 2.7. The parametric faults represent the variation of the parameters, which 
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go over the accepted limits. For instance, in the presence of the parameter uncertainties, the 

value of inductance L in the nominal condition is given as follows: 0 0 0 0L LL L L L L     . 

If the fault occurs in L, the value of L may go over 0 0LL L or down 0 0LL L , where the 

relative uncertainty L is estimated at around 5% in the nominal condition of the system.  

The simulation is subdivided into three scenarios. The first scenario is performed to assess the 

 K s  effectiveness of maintaining the stability of the DC/DC buck converter feeding CPL. 

In the first scenario, the CPL is simulated using a controlled current source. Thus, it lets 

adjusting the power CPLP demanded by the CPL, as illustrated in Fig 2.20. This way allows 

testing the   K s capability to maintain the DC/DC buck converter stability at different levels 

and mitigate the disturbances arising from the fluctuations of load current. In this scenario, inv  

is kept at 280V, and the voltage reference is 140V.    

The second scenario shows the  K s capability to attenuate the disturbance arising from the 

input voltage inv . In this scenario, the disturbance is caused by a sudden variation of inv , as 

illustrated in Fig 2.22. At the beginning of the simulation scenario, inv is kept at 280V. At 2s, 

inv decreases by 15V to reach 265 V. From 3s, inv  returns to 280V, where CPLP is kept at 500W 

and the voltage reference is 140V.  

The last scenario is realized to assess the  K s capability to ensure system performance in 

the presence of the parametric faults, which occur in the inductance L and capacitance C . These 

faults represent the parameter variations, which exceeds 5%, as illustrated in Fig 2.23. At the 

beginning of the simulation of this scenario. the values of L and C are kept at the nominal 

values. At 3s, the values of L and C decrease to reach 0 030%L L L  and 0 030%C C C  . At 

6s,  the values of L and C increase to reach 0 030%L L L  and 0 030%C C C  .  All 

simulation results are depicted in Fig 2.21, Fig 2.22, and Fig 2.24. and the parameters of the 

simulated system are the same listed in Table 2.1.   
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Fig 2.19. DC/DC buck converter operating under  K s simulated in PSIM software.  

According to Fig 2.21, the ov response reaches the reference 140V after a settling time of 0.04s, 

and this response has no overshoot. Also, the oi fluctuation arising from the CPLP step variations 

cause the transient small deviations that appear in the short duration, which are zoomed in and 

marked by A, B, and C. These transient deviations have the magnitude of 1.7V. After that, 

these deviations are smoothed and ov is kept at the reference value. As the ov  response does not 

have an overshoot in the transient dynamic response and oscillations, it is concluded that the 

damping factor of the DC/DC buck converter increases due to the application of  K s  . 

Moreover, the disturbances arisen from the oi fluctuation do not have a considerable effect on 

the ov response due to the application of   K s . Therefore, this scenario proves the 

effectiveness of  K s  to maintain the stability of the DC/DC buck converter in the presence 

of CPL and mitigate the disturbances arising from the oi fluctuation.    
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Fig 2.20. Behaviors of oi and CPLP resulted from the first scenario.  

 

Fig 2.21. Behavior of ov resulted from the first scenario.  

According to Fig 2.22, the disturbance arising from the sudden variation of inv does not have a 

considerable effect as the fluctuations of oi when  K s is applied. The sudden variation of inv

causes two small transient deviations when inv decreases to reach 265V and inv increases to be 

kept at 280V. After that, these deviations are smoothed and ov is kept at 280V. Actually, this 

scenario is carried out to simulate the effect of the fluctuation of the RES output voltage due to 
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the natural elements' intermittency on the output voltage ov under the application of  K s . 

According to Fig 3.1, the RES output voltage is illustrated by inv . Therefore, this scenario 

shows that  K s can mitigate the disturbance arising from the RES output voltage 

fluctuations.     

 

Fig 2.22. Behavior of ov resulted from the second scenario. 

According to Fig 2.24, the components faults simulated in the components L and C of the 

DC/DC buck converter cause the transient deviations of, which are zoomed in and marked by 

A and B. these transient deviations have the magnitude of 20V and appear in short duration. 

According to obtained results of this scenario, the applied controller  K s  smooths these 

deviations caused by the component faults by forcing the output voltage to return to the voltage 

reference value.   
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Fig 2.23. variation of C and L due to faults.    

 

Fig 2.24. Behavior of ov resulted from the second scenario. 

2.8. Conclusion  

This chapter presents the process of designing H∞-based control using the GDOA algorithm, 

which requires an augmented plant obtained from the voltage robust control scheme. This 

augmented system incorporates the uncertain model and weight functions. These weight 

functions represent the constraints of the optimization problem to reach the control 

performances wanted from the proposed approach. The obtained results show the effectiveness 

of the H∞ based control to avoid the instability problem due to the presence of CPL for different 

levels of the consumed power CPLP . Also, the developed approach mitigates the negative effect 

of the disturbances and component faults, where the system disturbances cause the small 

transient deviations, which will be smoothed due to the application of H∞ based control. 
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On the other hand, the component faults cause a considerable magnitude of transient deviations 

compared to the transient deviation caused by system disturbances. However, the H∞ based 

control provides the necessary control law to avoid these deviations caused by component 

faults. Moreover, the simulation study proves the accuracy of determining the weight functions 

used to obtain the robust controller.  
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3.1. Introduction  

Due to CPL’s INI characteristic, the instability issue worsens when the CPL is present in the 

parallel connection of DC/DC buck converters and can worsen due to the disturbances and 

possibility of faults [45–60, 80]. In this case, the control hierarchy based on the conventional 

controllers meets the difficulties of regulating the electrical parameters (voltage and current), 

which are required to ensure a power flow needed to feed the load [45]. The robustness of this 

control hierarchy against the perturbation arising from the CPL and faults can be improved 

using the passive and active damping techniques and nonlinear controls. These techniques can 

be used to enhance the primary control level. In this case, the primary control level can 

sufficiently increase the damping factor of system components. However, these techniques 

have some drawbacks. These drawbacks are presented in the following points: the passive 

damping technique deteriorates the system efficiency due to the power loss. The active 

damping technique can deteriorate the performance of the control hierarchy. Performing the 

secondary control level becomes difficult or impossible if the primary control level is 

performed based on the nonlinear control techniques. This chapter presents in detail the process 

of H∞ based control design used to enhance the control hierarchy robustness. This process 

design consists of GDOA and NOA algorithms, which provide H∞ and structured H∞ 

controllers [50,105]. 

The H∞ controller is integrated into the primary control level, and the structured H∞ controller 

is integrated into the secondary control level. This structured H∞ controller has a fixed structure. 

This fixed structure is the same as the PI controller and is required by the secondary control 

level to satisfy certain conditions of secondary control operation.  The GDOA is explored in 

detail in the third chapter. The NOA algorithm is presented in detail in this chapter. This NOA 

solves an optimization problem to obtain the structured H∞ controller. It also requires an 

augmented system derived from the uncertain model of the parallel interconnection of DC/DC 

buck converter feeding CPL. This augmented plant also includes the weight functions 

determined using the same method presented in section 2.5.3. These weight functions present 

the constraint and help derive a robust controller that can ensure the wanted performances. The 

developed robust control hierarchy shares the most characteristic with the one developed by 

[40]. But the proposed approach provides some improvement by avoiding the use of current 

measurement that can cause filtering degradation. Also, the proposed approach avoids the use 

of the passive load to guarantee stable operation. Matlab and Psim software’s are used to carry 

out the simulation study that is subdivided into four scenarios to validate the proposed approach                   
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3.2. System and hierarchical control configuration 

Fig 3.1 illustrates the complete DC-MG system, consisting of a parallel interconnection of 

electrical generators connected to a common DC bus through the transmission lines, where the 

transmission lines impedances are not neglected and presented by
1linez , 

2linez ,….., linen
z . Each 

electrical generator is performed by DC/DC buck converter and DC source, where the DC 

sources can be equivalent representations of RES elements, and in this study, we have chosen 

the DC/DC buck converter to be integrated into this DC-MG configuration since the DC/DC 

buck converter has a simple structure and is easy to be controlled. 

 

Fig 3.1. Parallel interconnection of electrical generators feeding constant power load.  

In this configuration of DC-MG, all power produced by the electrical generators is consumed 

by the local. In this Fig 3.1, the local load is illustrated by the electrolyzer system, where the 

hydrogen production is controlled. Due to that, the electrolyzer consumes a constant power and 

earns the characteristic of CPL. Therefore. This configuration allows validating the 

effectiveness of the developed control to ensure better power-sharing and stability systems in 

the presence of CPL. The presented DC-MG does not incorporate the storage device since the 

DC sources provide unlimited power, and there is no surplus or power deficiency.   

The developed robust control that will be validated using the DC-MG configuration, illustrated 

in Fig 3.1, consists of two levels: primary and secondary controls. The robust hierarchical 

control scheme is illustrated in Fig 3.2. This robust hierarchical control scheme shares almost 

the same characteristics as the one developed by [40]. However, it cannot have better power-

sharing and robustness against the instability and components faults in the presence of CPL. 

The developed work aims to avoid these issues by enhancing this hierarchical control scheme. 
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This enhanced hierarchical control scheme will incorporate the H∞ and structured H∞ based 

controls.  

 

Fig 3.2. Robust hierarchical control scheme.  

According to Fig 3.2, the primary control consists of the robust voltage loop and droop controls. 

The robust voltage loop control incorporates the robust controller  PK s


whose process of 

design is presented in chapter 2. This robust controller provides the control law (duty-cycle) 

by using the signal error (
ref ov v ). The control law given by  PK s


is converted to PWM 

signal to operate the DC/DC buck converter. The voltage reference 
refv  is provided by the 

droop control. It can be written as follow:  

 
*

ref v o iv v R i s     (3.1) 

where vR is the virtual impedance employed by the droop control to avoid the current 

circulating and is is the compensation voltage signal.  

The secondary control is decentralized, developed to maintain the DC bus voltage at the related 

value 
*v . Thus, the voltage deviation caused by the primary control will be avoided. According 

to Fig 3.2, each decentralized secondary has the same structured H∞ based controller  sK s


. 

All the decentralized secondary controllers provide the same compensation voltage signals:  
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1 ... ...i ns s s    , where i  is the index of DC/DC buck converter and n is the number of 

DC/DC buck converters integrated into the system. In this decentralized secondary control 

scheme,  sK s


must have a fixed structure, which has the same structure as PI control. It can 

be written as follows:  

  
i

s p

K
K s K

s



 
   (3.2) 

where 
pK


and 
iK


are the gain of structured H∞ based controller calculated based on 

Nonsmooth optimization algorithm (NOA).  

The structured H∞ based controller  sK s


generates is by using the error signal, which is given 

as follows:  

    *

i b i i je f v v s s      (3.3) 

The compensation voltage signal 
js is provided by the neighboring DC/DC buck converter 

through a network, which has the characteristic of a laplacian graph. This network is performed 

at the secondary control level. It lets the decentralized secondary controllers exchange 

information regarding their compensation voltage signal. Also, this network improves the 

performances of the hierarchical control as the possibility of providing the bv measurement to 

one decentralized secondary controller. No need to provide bv measurement to all decentralized 

secondary controllers.  

The coefficients if and i  have to be chosen properly to ensure a stable operation for the 

secondary control. These coefficients ( if , i ) are obtained when the following criteria is 

satisfied: 

Let define the matrix Z that is written as follows:  

   1

1 11 1T

CPL n nZ f R A L

        (3.4) 

The secondary control has a sable operation when the matrix Z is Hurwitz. Therefore, f and 

 have to be chosen properly to make Z a Hurwitz matrix  

where f and  are the diagonal matrix written as follows:  
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  1,..., ,...,i nf diag f f f  (3.5) 

  1,..., ,...,i ndiag     (3.6) 

vR and lineZ are the diagonal matrix including the virtual impedance used by the primary 

controllers and the impedance of transmission lines, respectively. They are written as follows:  

 
1

( ,..., ,..., )v v v vi n
R diag R R R  (3.7) 

    1
,..., ,...line line line linei n

Z diag z z z  (3.8) 

A is given as follows:  

 0     (3.9) 

3.3. Modeling of the parallel interconnection of DC/DC buck converters  

Carrying out the robust hierarchical control requires a model That describes the physical 

relation between the DC bus voltage and the output voltages of the DC/DC buck converter. 

Also, this model has to include the disturbance and overall uncertainties. The process to obtain 

this model starts with the average linear equivalent circuit of the DC/DC buck converter, as 

illustrated in Fig 3.2, where the impedance of the transmission line is not neglected, and this 

equivalent circuit shows the interconnection of DC/DC buck converter with the other DC/DC 

buck converters.        

 

Fig 3.3. Equivalent circuit of DC/DC buck converter interacting with the other DC/DC buck converter.  

 

Supposing that the power lost in the transmission line is neglected, the primary control is 

applied, and the power sharing is maintained in the system, the DC/DC buck converters will 
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provide the same output current. Hence, the part, which gathers the CPL and the neighboring 

DC/DC buck converters can be equivalent to CPL, which consumes /CPLP n . 

According to this supposition and section 2.3, the DC/DC buck converter is considered a MISO 

system, as illustrated by the block diagram in Fig 3.4, where  pT s ,  vM s and  oZ s are the 

transfer functions that link the input variables: inv , 
oi
i and d with the output variable iv . 

 

Fig 3.4. Block diagram of DC/DC buck converter model considering the presence of transmission line impedance.  

In this case, the DC/DC buck converter model considers the transmission line impedance 

denoted by the following terms: linei
L and linei

r . The terms linei
L and linei

r are included in the 

mathematical expression of these transfer functions:  pT s ,  vM s  and  oZ s . They are 

written as follows:  

  
 

  2 21

line CPL linei i

p in

line CPL line line CPLi i i

r R L s
T s V

Ls r R Cs CL s L s r R

 


     
 (3.10) 

  
 

  2 21

line CPL linei i

v

line CPL line line CPLi i i

r R L s
M s D

Ls r R Cs CL s L s r R

 


     
 (3.11) 

  
 

  2 21

i CPL i

line CPL line line CPLi i i

Ls r R L s
Z s

Ls r R Cs CL s L s r R

 


     
 (3.12)

  

Exploiting the study presented in section 2.4 and definition 2.1, the robust closed loop of the 

primary control can be presented as illustrated in Fig 3.5. It includes the uncertain model of 

DC/DC buck converter, where  1 s ,  2 s and  3 s are the uncertain transfer matrix that 
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describes the whole uncertainties of the system and T are the variable, which is the sum of the 

known disturbances that act on the control variable d .  

 

Fig 3.5. robust primary control closed loop.  

The remaining part of this section focuses on modeling the physical relation between the DC 

bus voltage bv and the output voltages of the DC/DC buck converters ( 1v ,…, iv ,…, 3v ). This 

modeling uses the equivalent circuit of the parallel interconnection of DC/DC buck converters, 

illustrated in Fig 3.6.  

 

Fig 3.6. equivalent circuit of the parallel interconnection of DC/DC buck converters.  

Definition 3.1 (Superposition theorem): consider an example of an electrical circuit that 

supplies an impedance load consisting of three voltage DC sources, as illustrated in Fig 3.7. In 

this example, we aim to find how 1i , which flows in the branch marked by (1), can be described 

by the other parameter of the electrical circuit ( 1v , 2v , 3v , 1z , 2z  and 3z ).  
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Fig 3.7.  Electrical interconnection integrating three voltage sources to supply the load Lz . 

Based on the superposition theorem, 1i can be given as follows:  

 
3

1 1 2 3

1

t

t

i i i i i


        (3.13) 

where  

 t  goes from 1 to 3 because the number of the sources integrated into the electrical circuit 

is three.  

 Case 1: 1v provides  1i  by considering 2 0v   and 3 0v  . 

 Case 2: 2v provides 2i  by considering 1 0v   and 3 0v  . 

 Case 3: 3v provides 3i  by considering 1 0v   and 2 0v  . 

Therefore, 1i , '

2i and '

3i are obtained using the electrical circuit illustrated in Fig 3.8a, Fig 3.8b, 

Fig 3.8c under the supposition that 1v , 2v and 3v are short-circuited according to the cases (case 

1, case 2, and case 3) mentioned before.  

Based on the Kirchhoff laws '

1i , '

2i and '

3i are written as follows:  

 
1 1 1

3

1

1 1

1

1 1 1

k k L

i v

z
z z z





 
 

   
 


 (3.14) 

 

1
3

1 2'

2 2 1
3

1

2

1 2

1 1 1

1

1 1 1

k k L

k k L

z z z
i v

z
z

z z z









 
  

   
 

   
 





 (3.15) 
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1
3

1 3'

3 3 1
3

1

3

1 3

1 1 1

1

1 1 1

k k L

k k L

z z z
i v

z
z

z z z









 
  

  
 

   
 





 (3.16) 

 

Fig 3.8. Electrical interconnection, where a) 2v and 3v are short-circuited, b) 1v and 3v are short-circuited, c) 1v and 

2v are short-circuited.   

Substituting (3.14), (3.15), and (3.16) in (3.13), 
1i can be expressed as follows: 

 

1
3

1 2

1 1 21 1
3 3

1

1 2

1 11 2

1
3

1 3

3
3

1

3

1 3

1 1 1

1 1

1 1 1 1 1 1

1 1 1

1
                                                         

1 1 1

k k L

k kk L k L

k k L

k k L

z z z
i v v

z
z z

z z z z z z

z z z
v

z
z

z z z





 

 







 
  

   
   

        
   

 
  

 


  




 




1





 (3.17) 

According to Fig 3.6, the DC bus voltage bv is written as follows:  

 b o line oi i i
v v z i   (3.18) 

Based on definition 3.1, oi
i can be written as follows: 

 
1

' '

1

n

o o oi i i t
t

i i i





   (3.19) 
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'

oi
i and '

oi t
i


are written as follows:  

 '

1

0

1 1 1

oi
oi

n

line i
k Line CPL linei k i

v
i

z
z R z



 


 

   
 
 


 (3.20) 

 

1

0'

1

0

1 1 1

1

1 1 1

n

oi t
k Line CPL linei k i t

oi t
nLinei

line i t
k Line CPL linei k i t

v
z R z

i
Z

z
z R z




  




  

 
  

 
 
 

   
 
 





 (3.21) 

Substituting (3.20) and (3.21) in (3.19), oi
i can be written as follows: 

 

1

0

1

1
0

1
1

0

1 1 1

1 1 1

1
      

1 1 1

oi
oi

n

line i
k Line CPL linei k i

n

oi tn
k Line CPL linei k i t

nt Linei

line i t
k Line CPL linei k i t

v
i

z
z R z

v
z R z

Z
z

z R z



 




  





  


 

   
 
 

 
  

 
 
 

   
 
 








 (3.22) 

In this system, the primary control provides to DC/DC buck converters the same output 

voltages. Based on that, oi
v is equal to oi t

v


( o oi i t
v v


 ). Then, oi

i can be written as follows:  

 

 

0

0

0

1 1 1

1 1 1
1

11
      

1 1 1
1

n

oi
k Line CPL linei k i

oi n

line i
k Line CPL linei k i

oi

n
Linei

line i t
k Line CPL linei k i t

v
z R z

i

z
z R z

v n

Z
z

z R z

 

 


  

 
  

 
 

 
   

 
 




 
   

 
 







 (3.23) 

All the decentralized secondary controls must have the same controller  sK s


. But, it is not 

possible to achieve that because the transmission lines have different impedance. There is a 

trick to solve this problem: consider this difference of the line impedance as the uncertainties.  
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It is defined that Y is an admittance and written as follows:  

 
1

Linei

Y
Z

  (3.24) 

Based on definition 3.1, Y and Linei
Z comprising the uncertainties are written as follows:  

   0 0 YY Y Y    (3.25) 

 
0 0

Line line line zi i i Linei
z z z    (3.26) 

Based on (3.25) and (3.26), oi
i can be written as follows: 

 

 

0 0

0 0
0 0

1

1
1

Y

CPL

o oi i

Y Line Line zi i linei
CPL

Y Y
R

i v

nY n Y z z
R



 

 

 
 

     
 

 (3.27) 

Substituting  (3.27) in (3.18), bv  is written as follows:  

  
 

0 0

0 0

0 0
0 0

1

1
1

1

Y

CPL

b o Line z Linei i Line ii

Y Line Line zi i Linei
CPL

Y Y
R

v v z z

nY n Y z z
R





 

 
  
 

    
       

  

 (4.28) 

Among the advantages of  pK s


is to mitigate the effect of the disturbances inv , oi
i and T , it 

is concluded that:  

 
   

   
0

0

0
1

v p

in

p p

M s T s
v

K s T s


 


 (3.29) 

 
   

   
0 0

0

0
1

p

oi
p p

Z s T s
i

K s T s


 


 (3.30) 

 
 

   
0

0

0
1

p

T

p p

T s

K s T s




 


 (3.31) 
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According to (3.29), (3.30), (3.31), and robust primary control closed-loop illustrated in Fig 

3.5, oi
v can be written as follows:  

 
   

   
0

0
1

p p

o refi
p p

K s T s
v v

K s T s





 


 (3.32) 

Substituting (3.32) in (3.28), 
bv can be written as follows:  

 

 
 

   

   

0 0

0 0

0 0
0 0

0

0

1

1
1

1

        
1

Y

CPL

b Line z Linei Line ii

Y Line Line zi i Linei
CPL

p p

ref

p p

Y Y
R

v z z

nY n Y z z
R

K s T s
v

K s T s





 





 
  
 

    
       

  

 


(3.33) 

After some mathematical manipulations carried out on (3.33), bv  can also be written as follows:  

     0 1b ref bv H s B s v    (3.34)

  

where  0H s  and  1B s  are given as follows: 

  
   

   
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0

0
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p p

p p

K s T s
H s
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




 (3.35) 

  
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0
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1 1

1

line

line

line

CPL

Y Z n
B s

Z
nY Z

R

 


 

 (3.36) 

  is the variable of the disturbances arising from the uncertainties of transmission line 

impedance. It can be written as follows:  

  4

ref

b

b

v
s

v


 
   

 
 (3.37) 

 4 s is the uncertain transfer matrix, which is given as follows:  

  
 

 4 1 2

1

1
s

B s
     (3.38) 
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where  

   
0 0

0 0
1 0

0
0

0

1

1

z line Y lineline i ii

linei

linei
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z Y z Y
H s n

z
nY z
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 
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 (3.39) 
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 

  
 
  

 

 (3.40) 

Based on the robust primary control closed-loop, (3.34) and (3.37). The robust secondary 

control closed loop is obtained as illustrated in Fig 3.9, where the uncertain model of the system 

is included, T gathers the disturbances arising from the input voltage inv  , output current oi
i , 

and uncertain parameters of the DC/DC buck converters, and   is the variable of the 

disturbances arising from the uncertainties of transmission line impedance and acting on the 

variable 
refv .  

 

Fig 39. Robust decentralized secondary control closed loop.  

3.4. Robust hierarchical control design process.   

The design process of robust hierarchical control aims to obtain the controllers  pK s


and 

 sK s


. This design process consists of the GDOA and NOA [102, 105]. These algorithms 

require two augmented plants, including the weight functions that help obtain the wanted 

controllers for ensuring the desired performances. The augmented plants are derived from the 

robust decentralized secondary control, where the weight functions are included, as illustrated 
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in Fig 3.10. These weight functions are only used to design these robust controllers and will 

not be present when  pK s


 and  sK s


are applied.  

 

Fig 3.10. Robust decentralized secondary control, including the weight functions.   

According to Fig 3.10, the augmented plants (  1P s ,  2P s ) needed by the design process are 

given as follows:  

 

         
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
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     
           

 (3.41)
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

     
        
         

 (3.42)

  

where 

  p pd K s y


  (3.43)  

In the steady-state, All the decentralized secondary controllers provide the same compensation 

voltage signals ( 1 .. ... ...i i ns s s s      ). Thus, is can be approximately written as follows:  
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  i s ss K s y


  (3.44) 

Based on definition 3.5, two LFTs can be defined as follows:  

     1 1 1
,L p iny F P s K s y


   (3.45) 

     2 2 2
,L s iny F P s K s y


   (3.46) 

where  
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 (3.47) 
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        (3.48) 

where 
1iny , 

1iny , 1y and 2y are written as follows: 
1

ref
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v
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 
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*
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3

2

4

e
y

e

 
  
 

.  

 pS s ,  sS s ,  p s  and  s s are the sensitivity functions. These sensitivity functions are 

written as follows: 
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To verify if the designed controllers  pK s


and  sK s


are good enough to reach the control 

objectives, these controllers must satisfy the conditions written as follows [102,105]:  

     1 1,L pF P s K s 
 

  (3.53) 

     2 2,L sF P s K s 
 

  (3.54) 

Therefore, the design process must be based on the conditions presented in (3.53) and (3.54) 

and the good selection of the weight functions. Preferably, it is worth verifying the conditions 

(3.53) and (3.54) by verifying the H∞ norm of the gains of the transfer matrix 

    1 ,L pF P s K s


and     2 ,L sF P s K s


, which have to be lower than 1  and 2 , 

respectively. That gives:  
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  (3.55) 

 

 
 

 
 

     
   

     
   

   
 

   
 

 
   

 
   

2 2

1 1

2 2
0 1 0 1

1 3 1 3

2 2

2 2

2 2

2 3 2 3

s s

s s

s s

s s s s

s s s s

s s

s s

s s s s

S s S s
W s W s

S s H s B s S s H s B s
W s W s W s W s

S s K s S s K s
W s W s

s s
W s W s W s W s

 

 

 

 
 









 








  



   


   




  


 (3.56) 

where  1 and 2y are also resulted from GDOA and NOA, respectively. 
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The design process of the robust hierarchical control can be summarized in the steps given as 

follows: 

 Step 1: selecting the weight functions  
1pW s ,  

2pW s ,  
3pW s ,  

1s
W s ,  

2sW s  and 

 
3s

W s .  

 Step 2: forming the augmented system  1P s .  

 Step 3: performing  pK s


by using GDOA.  

 Step 4: forming the augmented system  2P s .  

 Step 5: performing  sK s


by using NOA.  

The design process of the proposed control can be depicted by a flowchart, as illustrated in Fig 

3.11.  

 

Fig 3.11. Flowchart of robust hierarchical control process design.  

The same way, presented in section 2.5.3, is used to determine the mathematical expressions 

of the weight function employed to derive  pK s


and  sK s


. The mathematical expressions 

of these weight functions are given as follows:    
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 (3.60) 

where
1p

K , 
1s

K , 
1p

k ,
1s

k ,
2pK ,

2s
K ,

2pk and
2s

k are given as follows:  

 

 log 10

20

1 2 1 2

G

p p s sK K K K e
 

     (3.61) 

 
1 2 1 2s s p pk k k k      (3.62) 

'

1K  and '

2K  have to be chosen less then  . cp
 and 

cs
 are the cutoff frequencies having an 

impact on the dynamic responses of the secondary and primary control, which can be fast 

responses if these cutoff frequencies have large values.  As the dynamic response of the primary 

control is faster than the dynamic response of the secondary control, cp
 has to be chosen bigger 
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than 
cs

 .  and G are the steady-state error and gain margin, corresponding to the system 

performances. The following section explores in detail the basics of NOA and how the NOA 

process will be performed. On the other hand, GDOA will be not discussed because it is 

explored in detail in section 2.5.2   

 3.4.1. Nonsmooth optimization algorithm 

The NOA solves an optimization problem: finding the structured controller  sK s


to 

minimize the H∞ norm of     2 ,L sF P s K s


as much as possible to attenuate the effect of the 

disturbances
2iny and stabilize  2P s [105]. This optimization problem can be presented as 

follows:   

 
    

   

2

2

 

    

,
w R

s

L sminimize

subj s

F P

ect to K s stablizes P

s K s
 



 (3.62) 

where w is the frequency variable that belongs to real interval values R,  sK s


has a fixed 

structure as PI control presented in (3.2). The operation of NOA is based on the derivative of 

the Clarke subdifferentiable function defined as follows [105]:  

Definition 3.1 (Clarke subdifferentiable function): let consider two functions  f x  and 

 G x , where  f x is equal to the H∞ norm of  G x .  f x can be written as follows:  

       f x G x


  (3.63) 

The Clarke subdifferentiable function derived from    f x G x


 is written as follows: 

        minf x x x   

 (4.64)  

where  x is the smooth operator, mapping 
nR on the space H∞ of the  G x ,  x is the 

adjoint of  x and   x  is the subgradient of  x at  G x .  



Chapter 3: Robust hierarchical control of DC microgrid 

80 
 

Definition 3.2 (smooth operator): let consider a function  G x  that links the outputs vector

y  to the inputs vector u . This mathematical relationship between u and y is expressed as 

follows:  

      y G x u  (3.65) 

where u and y can be written as follows:  
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 (3.67) 

 G x  can be subdivided into many smooth operators, where the smooth operator is the 

subfunction derived from  G x . This subfunction links a single input to a single output as 

written in the following equation:  

  j i
u yi j

y G x u


   (3.68) 

 
u yi i

G x


denotes the smooth operator.  

Definition 3.3 (smooth operator subgradient): Let’s consider a function  G x  , and  
u yi i

G x


is a smooth operator derived from  G x . The subgradient of  
u yi i

G x


at  G x  is given as 

follows:  

          1 * *Re
u y u yi i i i

G x G x Tr G x u u G x


 

 
  

 
 (3.69) 
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Let consider   *G x U V is the singular value decomposition. u is the first column of U , 
*u

is the adjoint of u , and  
*

G x is adjoint of  G x .    

Based on definition 3.2, the smooth operators derived from     2 ,L sF P s K s


are given as 

follows:  

      *

3 2
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3

, 3L s

V e

e F P s K V
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   (3.70) 
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   (3.73) 

Based on definition 3.3, the subgradients of (4.70), (4.71), (4.72), and (4.73) at 

    2 ,L sF P s K s


are written as follows:  
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 (3.74) 

 
              

    

1 *

2 2 2

3

*

1 1 2

3

, , Re( ( ,

                                                    , ))

L s L s L s
e

L s
e

F P s K s F P s K s Tr F P s K s

u u F P s K s








  




 
 

 

  

 (3.75) 

 

              

    

1 *

2 2 2
*

4

*

1 1 2
*

4

, , Re( ( ,

                                                    , ))

L s L s L s

V e

L s

V e

F P s K s F P s K s Tr F P s K s

u u F P s K s




  





 
 

 
 

  

 (3.76) 
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              

    

1 *

2 2 2

4

*

1 1 2

4

, , Re( ( ,

                                                    , ))

L s L s L s
e

L s
e

F P s K s F P s K s Tr F P s K s

u u F P s K s








  




 
 

 

  

 (3.77) 

where the singular value decomposition of     2 ,L sF P s K s


 is written as follows:  

      *

2 1 1,L sF P s K s U V


  (3.78) 

1u is the first column.  

Based on definition 3.1, Clarke subdifferentiable function obtained based on (3.74), (3.75), 

(3.76), and (3.77) are written as follows:  

               
*

1 2 2
* *

3 3

, min ,L s L s
w R

V e V e

f x F P s K s x F P s K s x 
 

 

  
    

  
  

 (3.79) 

                
*

2 2 2

3 3

, min ,L s L s
w Re e

f x F P s K s x F P s K x x
 

 
   

  
    

  
 (3.80) 

                
*

3 2 2
* *

4 4

, min ,L s L s
w R

V e V e

f x F P s K s x F P s K s x 
 

 

  
    

  
  

 (3.81) 

                
*

4 2 2

4 4

, min ,L s L s
w Re e

f x F P s K s x F P s K s x
 

 
   

  
    

  
 (3.82) 

where x comprise the data of the controller  sK s


. It can be given as follows: 

    p ix K K
 

  (3.83) 

The NOA operates based on the subgradients and Clarke subdifferentiable functions presented 

in (3.74), (3.75), (3.76), (3.77), (3.79), (3.80), (3.81), and (3.82), respectively. The NOA 

operation can be summarized in the steps as follows:  

 Step 1: initialize x  by giving a large initial value as much as possible x x   
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 Step 2: Find the minimum values of (3.74), (3.75), (3.76), and (3.77) on the whole 

interval of frequencies. This step corresponds to the process of obtaining the 

solution for a convex optimization problem.   

 Step 3:  Substitute the minimum values of (3.74), (3.75), (3.76), and (3.77) in 

(3.79), (3.80), (3.81), and (3.82). If (3.79), (3.80), (3.81), and (3.82) are all different 

than zero. x decreases by x  x x x  , where x is calculated as follows:  

p

p

K
x K

d

 
    

 
 

where 
pK has to be chosen small as much as possible, and d is a column vector 

formed by the subgradients of a smooth operator at     2 ,L sF P s K s


 and can be 

written as follows:  

   

    
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2

3

2
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4

2

4
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,
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e
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e
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






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
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



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  
  

   
 

  
  
  

  
  

   
 

  
  
  

 (3.84) 

Replace the value of x
by the value of x and return to step 2. If only one of (3.79), 

(3.80), (3.81), and (3.82) is equal to zero. Verify the condition presented in (3.56), 

where the controller parameters  sK s


take their values from x . If the conditions 

(4.56) are satisfied. Stop running the algorithm program and take the controller 

 sK s


, which is used to verify the conditions presented in (3.56) (3.56) as the 

solution of the optimization problem presented in (3.62). If the conditions 

presented in (3. 56) go to step 4. The value of 2 is resulted by using the following 

formula:  

 
2

:e LSs v  (3.85) 

 Step 4: determine other mathematical expressions of  
1s

W s ,  
2sW s and  

3s
W s , 

and go to step 1.  
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The algorithm does not go up to step 4 since the weight functions (  
1s

W s ,  
2sW s and  

3s
W s

) are well determined and effective for obtaining  sK s


.  The NOA operation process can be 

presented in the flowchart, as illustrated in Fig 3.12. 

 

Fig  3.12. NOA flowchart  

3.5. Stability analysis  

This section presents the stability analysis operating under the developed robust control 

hierarchy. This stability analysis is carried out in the same way presented in section 3.6, which 

aims to verify if the functions presented in set (3.86) have the behavior in the frequency domain 

when  pK s


and  sK s


are applied. This stability analysis is performed based on the 

singular value and phase plot performed after obtaining  pK s


and  sK s


using the process 

design performed in Matlab software. The system parameters used to perform the stability 

study are listed in Tab 3.1. 

 
           

             
0

0 1

{ , , ,

            , , , , }

p p p p p p

s s s s s

S s S s T s S s K s s

S s S s H s B s S s K s s









 (3.86) 
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 pK s


and  sK s


are resulted as follows:  

  
3 11 2 3 15

4 6 3 10 2 14 4

3332 2.665 10 1.099 10 9.705 10

8.928 10 9.899 10 4.576 10 3.66 10
p

s s s
K s

s s s s

     


       
 (3.87) 

   3 1
7.05 10 512sK s

s




    (3.88) 

The weight functions used to perform  pK s


and  sK s


 are given as follows:  

 

   

   

   

3

1 1

4 7 3 4

7 42 2

4 4

2 3

0.5 8 10 0.5 321.5

0.8 0.3120

10 4 10 10 15.6250 10

0.8 10 31.52 10

3 10 3 10

p s

p s

p s

s s
W s W s

s s

s s
W s W s

s s

W s W s 

   
 

 
    

 
   
   




 (3.89) 

1 and 2 are resulted as follows:  

 1 3.85   (3.90) 

 2 0.80   (3.91)

  

if and i  are selected for each DC/DC buck converter as follows:  

 1if   (3.92)  

 1iB   (3.93) 

Tab 3.1. DC microgrid parameters.  

Variables  Descriptions  Values  

oL  Nominal inductance  12mH  

oC  Nominal capacitance  2200 F  

inv  Input voltage  100V  

ov  Output voltage  48V  

*V  
Nominal DC bus voltage 48V  

linez  Transmission line impedance     40 30mH H J   
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The singular value and phase plots are depicted in Fig 3.12, Fig 3.13, Fig 3.14, Fig 3.15, and 

Fig 3.16, Fig 3.17, Fig 3.18, and Fig 3.19.  

 

Fig 3.12. Singular value plot of  pS s ,  1 1
/ pW s ,    

0p pS s T s and     1 1 3
/ p pW s W s marked by a1, a2, a3, and a4, 

respectively.  

 

Fig 3.13. Singular value plot of    p pS s K s


,  1 2
/ pW s ,  p s and     1 2 3

/ p pW s W s marked by a5, a6, a7, and a, 

respectively.  
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Fig 3.14. Singular value plot of  sS s ,  2 1
/ sW s ,      0 1sS s H s B s and     2 1 3

/ s sW s W s marked by a9, a10, a11, 

and a12, respectively.   

 

Fig 3 .15. Singular value plot of    s sS s K s


,  2 2
/ sW s ,  s s and     2 2 3

/ s sW s W s marked by a13, a14, a15, 

and a16, respectively. 
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Fig 3.16. Phase plot of  pS s and    
0p pS s T s marked by a1 and a2, respectively.  

 

Fig 3.17. Phase plot of    p pS s K s


and  p s marked by a3 and a4, respectively.  
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Fig 3.18. Phase plot of  sS s and      0 1sS s H s B s marked by a5 and a6, respectively.  

 

Fig 3.19. Phase plot of    s sS s K s


and  s s marked by a7 and a8, respectively.  

According to Fig 3.12, Fig 3.13, Fig 4.14, and Fig 3.15, The conditions described in (3.55) and 

(3.56) are satisfied. The gain magnitudes in dB of (3.86) are lower than 0 dB in the interval of 

the frequencies corresponding to the bandwidth. That shows the ability of the Robust 
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hierarchical control to mitigate the whole disturbances ( T and  ) present in the system. The 

effectiveness of  pK s


and  sK s


can also be demonstrated as follows:  

Based on Fig 3.10 and neglecting the presence of the weight functions in the robust hierarchical 

control closed loop. The error
py (

p ref oi
y v v  ), duty cycle d , error sy ( *

s by V v  ), and 

voltage compensation signal is can be written as follows:  

       

     

     

     

     

0

*

0

*

p p ref p p T

p p ref p T

s s p p

i s s s

y S s v S s T s

d S s K s v s

y S s V S s T s

s S s K s V s



 



 





    


   


   
   

 (3.94)  

According to obtained singular plots, the magnitudes of (3.86) lower than 1 (   1pS s ,

   
0

1p pS s T s ,     1p pS s K s


,   1p s ,      0 1 1pS s H s B s ).0That means the 

impact of the disturbance variables ( *V ,
refv ,  and T ) on the 

py , sy , d and is is neglected. 

Therefore, according to (3.43) and (3.44), 
py and sy depend only on d and is . 

According to the phases plot depicted in Fig 3.16, Fig 3.17, Fig 3.18, and Fig 3.19, the phases 

of the functions presented in (3.86) are bigger than  . That shows these functions are stable. 

That means the controller  pK s


and  sK s


implemented in the hierarchical control can 

avoid the stability problem caused by the INI characteristic of CPL.  

The pole evolution analysis is carried out to strengthen the previous stability analysis based on 

singular values and phase plots. This pole evolution analysis is depicted in Fig 3.20. it carried 

out before and after applying the controllers  pK s


and  sK s


, where the poles and zeros 

of the system, primary control closed-loop (PCCL) and secondary control closed-loop (SCCL) 

marked by the yellow, blue and red colors, respectively. The pole evolution analysis shows that 

the INI characteristic of the CPL assigns to the system the poles located outside the unit circle, 

which correspond to the unstable region. On the other hand, the application of the controllers 

 pK s


and  sK s


assign to the system the poles located inside the unit circle, which 

correspond to the stable region. This analysis confirms what is seen in the previous stability 

analysis based on the singular and phase plots. Indeed, the application of  pK s


 and  sK s

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improves the robustness of the control hierarchy, and the system earns robustness against the 

INI characteristic of CPL and disturbances.   

 

Fig 3.20. Poles evolution analysis carried out after and before applying the controllers  pK s


and  sK s


.  

3.6. Simulation results  

The simulation study is performed using PSIM software to validate the proposed approach. 

This simulation consists of DC-MG having the same configuration illustrated in Fig 3.1 and 

operating under the proposed approach. The DC-MG used for this simulation consists of four 

DC/DC buck converters connected in parallel to feed a load. The input voltages of these DC/DC 

buck converters are provided by DC sources, which can be considered as an equivalent 

representation of RESs. In this simulation, two kinds of loads: resistive load and CPL, are used 

to carry out this simulation. But, these loads are not present simultaneously during the 

simulation. That allows verifying the performance of the system operating under the proposed 

approach in the presence of resistive load and CPL. The parameters of DC/DC buck converters 

are the same listed in Tab 3.1. In this simulation, we consider that transmission line impedances 

are different, where their parameter values are listed in Tab 3.2. 
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Tab 3.2. transmission line impedance parameters.   

1linez of DC/DC buck converter 1 

1
0.4liner    

1
30lineL mH  

2linez of DC/DC buck converter 2 

2
0.6liner    

2
9lineL mH  

3linez of DC/DC buck converter 3 

3
0.6liner    

3
30lineL mH  

4linez of DC/DC buck converter 4 

4
0.2Liner    

4
9lineL mH  

 

This simulation study is subdivided into four scenarios. The first scenario is performed to 

validate the effectiveness of the robust hierarchical control to avoid the current circulating, 

stabilize the system in the presence of CPL and maintain the bus voltage at the nominal value 

*V . This scenario is carried out as follows: the primary control is activated from the beginning 

of this scenario simulation, where the virtual impedances vR employed in the droop controls are 

the same, having the value of 8Ω. The secondary control is activated at 1s. In the case of the 

presence of CPL in the system. The CPL consumes 100W from the beginning of the simulation 

up to 2s. At 2s, a sudden change of the power consumed by the CPL occurs that let’s increase 

the power consumed by the CPL to reach 200W. In the case of the presence of resistive load in 

the system. The system supplies a resistive load of 30Ω from the beginning of the simulation 

of this scenario up to 2S. a sudden change occurs in the resistive load. This sudden change 

decreases the value of the resistive load that lets the resistive load reaches a value of 15Ω. The 

sudden change that occurs in the loads is implemented in the simulation to validate the 

capability of the robust hierarchical control to mitigate the disturbances arising from the load 

current. The simulation results of this scenario are presented in Fig 3.21, Fig 3.22, and Fig 3.23. 
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Fig 3.21. Behavior of the output voltages of DC/DC buck converters resulted from the first scenario. 

 

 

 
Fig 3.22. Behavior of the bus voltage resulted from the second scenario.  

 

bv  

bv  
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Fig 3.23. Behavior of the output currents of the DC/DC buck converters resulted from the first scenario.  

 

The second scenario is carried out to verify the effectiveness of the robust hierarchical control 

to mitigate the disturbances, which arise from connecting or disconnecting one or more DC/DC 

buck converters from the common DC bus. This second scenario is performed as follows: the 

third DC/DC buck converter is disconnected from the common DC bus from the beginning of 

the scenario simulation. At 2s, this third DC/DC buck converter is connected again to the 

common DC bus. Under this scenario, the primary and secondary are activated and operate 

from the beginning of this scenario simulation. Also, in this scenario, we consider a DC-MG, 

which supplies a CPL consuming power of 100W. The simulation results of this scenario are 

presented in Fig 3.24, Fig 3.25, and Fig 3.26.  

 

Fig 3.24. Behavior of the output voltages of the DC/DC buck converter resulted from the second scenario.  
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Fig 3.25. Behavior of the output currents of the DC/DC buck converter resulted from the second scenario.  

 

Fig 3.26. Behavior of the bus voltage resulted from the second scenario.  

The third scenario is to validate the effectiveness of the robust hierarchical control to mitigate 

the disturbances arising from the sudden changes, which occur in one or more DC/DC buck 

converters’ input voltages. This scenario is achieved as follows: the sudden change occurs only 

in the input voltages of the first and fourth DC/DC buck converters. From 0s to 2s, the input 

voltages 
1inv and 

2inv are kept at 100V. At 2s, the sudden change occurs, where 
1inv decreases 

by 20V and
2inv increases by 20V, as illustrated in Fig 3.27. Under this scenario, the system 

supplies the CPL consuming power of 100 W. The simulation results of this scenario are 

presented in Fig 3.28, Fig 3.29. 

 The fourth scenario is carried out to verify the effectiveness of the robust hierarchical control 

to mitigate the effect of component faults. In this scenario simulation, the component faults are 

included in the filters (LC) elements of the second and third DC/DC buck converter in the same 

way presented in section 2.7. These faults are represented by the parameter variation of the 

inductance L and capacitance C, which exceed 5%. This scenario is performed as follows: From 

0s to 2s, parameters L and C are kept at the nominal values ( 0L L and 0C C ). At 2s, the 

bv  

bv  
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sudden change occurs in the parameters L and C as follows: 0 030%L L L   and 

0 030%C C C   . Under this scenario, only the CPL is present in the system and consumes a 

power of 100W. The simulation results of this scenario are presented in Fig 3.30 and Fig 3.31.  

 

 

Fig 3.27. Behavior of inputs voltages 
1inv and

2inv resulted from the third scenario.   

 

Fig 3.28. Behavior of bus voltage resulted from the third scenario.  

 

Fig 3.29. Behavior of the output currents of the DC/DC buck converters resulted from the third scenario.  
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Fig 3.30. Behavior of the output currents of the DC/DC buck converters resulted from the fourth scenario.  

 

Fig 3.31. Behavior of the bus voltage resulted from the fourth scenario.  

According to Fig 3.21, Fig 3.22, and Fig 3.23, the output and bus voltages are deviated from 

the nominal value 
*v  due to the droop controls of the primary control level. Also, it is noticed 

that all the DC/DC buck converters provide the same output currents and voltages because the 

droop controls employ the same virtual impedance vR . These results show that the primary 

control level avoids the magnitudes difference of the DC/DC buck converters output voltages 

that prevent the occurrence of current circulating. It is also noticed that the application of

 pK s


, which is integrated into the primary control, avoids the instability problem caused 

by the presence of CPL due to the increase of the damping factors of system elements.  

The activation of the secondary control level lets avoiding the voltage deviation, which appears 

due to the primary control level. This secondary control level restores the bus voltage to 

maintain at the nominal value 
* 48v V  and avoids the instability problem caused by the 

presence of CPL. When CPL increases its consumption power, by the way, the CPL current 

Also increases, the small voltage deviation appears in the bus voltage during a short duration. 

After that, this voltage deviation will be smoothed. Moreover, these results show that the robust 

hierarchical control guarantees the same in the presence of the resistive load, which does not 

cause any instability problem, and CPL, where the presence of the resistive load in place of 
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CPL affects the dynamic of the system. But that does not affect the performance of the proposed 

approach.    

According to Fig 3.24, Fig 3.25, and Fig 3.26, it is noticed that the disconnected DC/DC buck 

converter does not provide the current. On the other hand, the output voltage of this 

disconnected DC/DC buck converter is provided due to the standby mode applied in this 

DC/DC buck converter. This standby mode must be applied in any DC/DC buck converter 

before connecting it to the system under operation to prevent any damage. These scenario 

results show that connecting the disconnected DC/DC buck converter again to the common DC 

bus causes a very small voltage deviation, which appears for a short duration. After that, this 

deviation will be smoothed. This perturbation that arises from connecting the DC/DC buck 

converter does not affect the system’s stable operation despite that CPL is present in the system, 

what it is shown by the results of the second scenario. It is the same shown by the results of the 

third scenario depicted in Fig 3.28 and Fig 3.29. the sudden changes in the inputs voltage also 

cause small voltage and current deviations. After that, these deviations are smoothed and do 

not affect the operation of the system.  

According to Fig 3.30 and Fig 3.31, the component faults do not considerably affect the bus 

voltage. But the fault occurrence causes the current fluctuation and current circulating during 

a short time interval, which will be smoothed out after some time. Also, the results presented 

in Fig 3.30 and Fig 3.31 show that the occurrence of component faults does not affect the 

system’s stability. Therefore, these component faults do not decrease the damping factor of 

system elements when the system operates under the robust hierarchy control.  

3.7. Conclusion   

In this chapter, the results obtained from the simulation study prove that the proposed approach 

enhanced the robustness of the hierarchical control against the INI characteristic of CPL, faults, 

and disturbances and ensures a better regulation of the bus voltage and output voltages and 

currents of DC/DC buck converters in the presence of CPL and faults. This robust hierarchical 

control avoids the difference in the output voltages magnitudes that prevent the occurrence of 

current circulating and ensure the power flow needed to supply the load.  Also, these obtained 

results show the capability of the design process consisting of GDOA and NOA to perform the 

robust control. The developed approach is validated by the presence of two kinds of load: 

resistive load and CPL. These loads were not simultaneously present in the system during the 

simulation. The change of loads in the system has a considerable effect on the system. 



Chapter 3: Robust hierarchical control of DC microgrid 

99 
 

Therefore, this validation proves that the change of system dynamic does not affect the 

performances of the developed robust control.  
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4.1. Introduction:  

The stability of the DC-MG system is not saved from the effect of the severe component faults 

despite that DC-MG operates under the developed robust control hierarchy. The robust 

Hierarchical control can not maintain the damping factor of system components at the desired 

value due to some faults, which cause parameter variations that exceed the accepted limits. 

Therefore, the robust Hierarchical control needs a process used to reconfigure the robust 

controllers (H∞ and structured H∞  based controllers) for being adapted. In this case, the 

Hierarchical control earns the ability to keep the damping factor at the desired value in order 

to save the DC MG from the instability problem.  

This chapter develops an active fault-tolerant control (FTC). It consists of the robust online 

diagnosis and the reconfiguration process exploited to recalculate the robust controllers when 

the faults occur in the DC MG.  The Robust online diagnosis is developed using the linear 

fractional transformation bond graph (LFT BG) modeling approach, a powerful tool for 

modeling hybrid multi-physical systems such as DC MG. This modeling tool can include the 

disturbances and uncertainties as a part of the model. The developed Robust online diagnosis 

can estimate the variations of the parameter arising due to faults. The control reconfiguration 

will use them to update the robust controllers. The chapter also presents the simulation study 

consisting of two parts is carried out using 20SIM software. This simulation gives results that 

prove the effectiveness of the proposed approach to mitigate the effect of the components. In 

this study, the sensors and actuator faults and the faults in the semiconductor components are 

not taken into account. The study focuses more on the components faults, which affect the 

stability of the system.       

4.2. Conventional bond graph  

BG is a modeling tool used to model multi-physical systems in the form of a graph. This graph 

shows the physical cause and effect and energy exchange between system elements. This 

graphical modeling presentation can be used to generate the analytical equations of the system 

automatically with the help of the software, which is familiar with this BG modeling tool [105]. 

The BG approach is wildly used in the industry of mechatronics and power systems. It has 

several advantages as:  

 It is a unique language for all physical domains.  

 It clearly shows the cause and effect relations in the model.  

 It allows further possible development and evolution of the model.  
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 It is also a tool for analyzing the system's structural properties.  

The BG is a union of two sets of elements: s A  , where A is the set of the power bonds, 

which show the exchange of the powers between the system elements. In contrast, θ is the set 

of the elements used to model the system components, which consists of the passive elements 

{R, C, I}, Active elements {Se, Sf}, transformer elements {TF, GY}, junctions {1,0} and sensor 

elements {De, Df}. Moreover, the BG formalism is known by the causal properties used to 

carry out the simulation study of the system and perform the online diagnosis for the modeled 

system [106].  

4.2.1. Power bond  

Power bond is illustrated by the half arrow, as shown in Fig 2.1. This power bond is used to 

show the exchange of power between the system elements [106]. The power in BG formalism 

is written as a product of two variables as given in the following expression:  

  P e f   (4.1) 

where e (effort) and f (flow) are the power variables.  

 

Fig 4.1. Power bond.  

The nature of e and f change from one physical domain to another. Table 2.1 gives the efforts 

and flows for some physical domains. 

Tab 4.1. Power variables in the bond graph.   

Domaine Effort: Flow: Power:  

Electrical Voltage v [V] Current i P v i   

Mechanical rotation Torque T [N.m] Angular velocity ω 

[rad/s] 

P T    

Mechanical translation Force F [N] Velocity x [m/s] P F x   

 

4.2.2. Passive elements   
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The passive elements model the system components, which receive the power. This power can 

be either dissipated or stored as potential energy or kinetic energy. Passive elements are 

classified into resistive (R), capacitive(C), and inductive (I) elements [105].     

4.2.2.1. Resistive R element 

The R element models the components that have the linear dynamic and dissipates the energy, 

as the electrical resistive and mechanical damper, illustrated in Fig 2.2a and Fig 2.2b, 

respectively. Its constitutive equation can be written as follows:  

   , 0R e f e R f      (4.2) 

 

Fig 4.2. a) Electrical resistance, b) Mechanical damper.  

The R element can be modulated by the external signal. For example, consider a normal diode 

if the diode is conductive. It can be considered a closed interrupter, as illustrated in Fig 2.3a. If 

the diode is not conductive. It can be considered an open interrupter, as illustrated in Fig 2.3b. 

This component can be modeled by a modulated resistive elements MR, as illustrated in Fig 

2.3c, where m is an external signal that gives the state of diode and R0 is the internal resistance 

of the diode. MR can be written as follows: 

 

0
0

0

 if 1 (diode is conductive)

 if 0 (diode is not conductive)

R
R m

m
MR

R
m

m


 

 
   


 (4.3) 
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Fig 4.2. a) Conducive diode, b) Not a conductive diode, c) BG model of the diode.  

4.2.2.2. Capacitive C element 

The capacitive C element is used to model the system components, transforming the received 

energy into the potential energy without loss, as the electrical capacitor and spring, illustrated 

in Fig 2.4a and Fig 2.4b, respictevely.  The constitutive equation of the C element can be written 

as follows:  

  
1

, 0C e f dt e fdt
C

       (4.4) 

 

Fig 4.3. a) Electrical capacitor, b) Spring.  

4.2.2.2. Inductive I element  
The I element models the system components, transforming the received energy into kinetic 

energy without loss, as the electrical inductor and motor shaft, illustrated in Fig 2.5a and Fig 

2.5b, respectively. The constitutive equation of the I element can be written as follows:  

 , 0I

df df
e I e I

dt dt

 
    

 
 (4.5) 
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Fig 4.4. a) Electrical inductor, b) Motor shaft.  

4.2.3. Active elements  

The elements eS and 
fS  model the system component providing the power in the form of effort 

and flow, respictevely [105]. For instance, the voltage and current sources are the components 

that provide electrical power. Under the BG approach, these electrical sources are modeled by 

the active elements, as illustrated in Fig 4.6a and Fig 4.6b, respectively. 

 

Fig 4.6. a) Electrical voltage source, b) Electrical current source. 

These active elements can be modulated ( eMS and 
fMS ). In this case, the effort and flow 

depend on an external signal. The modulated active elements can model, for example, the 

electrical dependent sources, as illustrated in Fig 4.7, marked by (1) and (2), where xv is an 

external signal.  
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Fig 4.7. Modeling the electrical dependent sources using the modulated active elements. 

4.2.4. Transformer and gyrator  

The transformer element denoted by TF models the system components, which transform and 

transport the power from one part of the system to another [106]. For instance, the TF element 

can model the electrical power transformer, as illustrated in Fig 4.8a, where the input effort 1e

is proportional to the output effort 2e , and the output flow 2f is proportional to the input flow 1f  

. The constitutive equation of TF can be written as follows:  

 1 2

2 1

e me
Tf

f mf


 



    (4.6) 

The TF element can be modulated. In this case, the magnitude of the ratio m depends on an 

external signal. For instance, in the case of the electrical power transformer illustrated in Fig 

4.8c, the transformation ration m can depend on the magnetic permeability of the 

ferromagnetic material of the electrical power transformer. This electrical power transformer 

can be modeled by a modulated TF element (MTF), where the magnetic permeability is an 

external signal under the BG approach.  

The gyrator element denoted by GY models the system components that transform the power 

and transport it from one part of the system to another. But this element changes the physical 

nature of the power. For instance, the GY can model the electromechanical part of the DC 

motor, as illustrated in Fig 4.8b, the input effort 1e is proportional to the output flow 2f  , and 
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output effort 2e is proportional to the input flow 1f  . The constative equation of GY can be 

written as follows:  

 1 2

2 1

e rf
GY

e rf


 



 (4.7) 

The GY element can be modulated. The magnitudes of the ratio r of GY depend on an external 

signal. Considering the example of the electromechanical part of the DC motor, the modulated 

GY element (MGY) can model the DC motor electromechanical part when the ratio r depends 

on the current Hi , which is used to produce the magnetic field required to turn the shaft of the 

DC motor, as illustrated in Fig 4.8d. In this example, under the BG approach Hi is the external 

signal.   

 

Fig 4.8. a) BG model of the electrical transformer, b) BG model of the electromechanical part of the DC motor, c) 

Modulated MTF element, d) modulated MGY element. 

4.2.5. Junctions 

The junctions "1" and "0" link between BG elements and gather them in the same graph, as 

shown in the example of the electrical circuit BG model depicted in Fig 4.9. The power bonds 

linked to junction "1" must have the same flow. On the other hand, the sum of the efforts of the 

incoming power bonds is equal to the sum of the efforts of the outgoing power bond, as shown 

in the junction "1" marked by (1) of the example of the BG model of the electrical circuit. The 

power bonds linked to junction "0" must have the same effort. On the other hand, the sum of 

the flows of incoming power bonds is equal to the sum of the flows of the outgoing power 

bonds, as shown in the junction "0" marked by (2) of the example of the electrical circuit BG 

model [105-106].  
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Fig 4.9. Electrical circuit BG model.  

4.2.6. Effort and flow detectors  

Under the BG approach, the sensors used to measure power variables: effort and flow are 

presented by effort and flow detectors: eD and 
fD [105]. The eD and

fD are linked to the 

junction "0’’and "1", respectively, to measure the effort and flow. These detectors are linked 

to the junctions using an information bond depicted by the full arrow, as illustrated in the 

example of the RLC electrical circuit shown in Fig  4.10, where mi and
Lm

v denote the 

measurements of i  and Lv . This information bond represents the signal transmission of effort 

and flows measurement.  

 

Fig 4.10. RLC electrical circuit BG model incorporating the detector elemenst for measuring current and voltage.  
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4.2.7. Causality 

BG formalism is known by the causal properties, which are the integral and derivative causal 

properties. These properties are the way to know how the system components act between 

them, as illustrated in Fig 4.11. The causal properties are presented in BG by the cross-stroke 

in one of the power bond sides. S1 acts on S2 by an effort, and S2 replies to S1 by a flow (effort 

causality) if the cross-stroke is placed on the right side. On the other hand, the cross-stroke 

placement on the left side shows S1 acts on S2 by a flow, and S2 replies to S1 by an effort (flow 

causality). The use of integral and derivative causal properties simulates the dynamic of 

modeled multi-physical systems and develops online monitoring for FDI, respectively, before 

the online implementation [107]. The cross-stroke assignment in integral and derivative causal 

properties is performed by respecting the rules well explained in [105]. Under derivative causal 

property, the elements of effort and flow sensors eD  and 
fD become the effort and flow signal 

sensors eSS and 
fSS , respectively [106].  

 

Fig 4.11. Causality presentation.  

4.3. Linear fractional transformation for modeling the uncertainties under bond graph 

approach  

The real process DC-MG parameter identification meets issues, which prevents obtaining the 

nominal values. In this case, each DC-MG parameter can be expressed by an interval of values, 

where its minimum and maximum values are related to the parameter's uncertainty. Also, the 

DC-MG parameters may vary in the range that can arise due to unknown disturbance, even in 

the case of the absence of faults. The minimum and maximum of this range are related to the 

parameter uncertainties. This problem complicates FDI's task performed for DC-MG and is 

considered as the main cause of false alarms. For more robustness of the FDI algorithm, linear 

fractional transformation presentation is used to incorporate the uncertain part of the DC-MG 

parameter in the BG model [108].  

Using the LFT methodology, uncertainties on parameters are considered as an additive or 

multiplicative, as written in (4.8) and (4.9), where β is an example of any system parameter to 
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illustrate the LFT methodology, βn is the β nominal value, δβ is the relative uncertainty, and Δβ 

is the absolute uncertainty. 

  n     (4.8) 

   1n      (4.9) 

To illustrate how uncertainty is integrated into the BG using the LFT presentation 

methodology, consider the BG R element's case. Let consider  1n RR R   the real value of 

the R element.  

Assume that the causality of this element R is assigned on the left side. Then, the effort of R is 

written as follows: 

 
 1R R n R R n R R n R

Rn R

e R f R f R f R f

e e

      

 
 (4.10) 

According to (4.10), the uncertainty of R integrated into BG when the causality is assigned on 

the left side is shown in Fig 4.12a, where 
*

eD  is used to measure 
Rn

e and Re is introduced by 

MSe*.  

Assume now the causality of R is assigned on the right side. Then, the flow is given as follows:  

 
 

 1/

1/

1/

1 1
1

1

R
R R R R

n R n

R RR
Rn R

n n

e
f e e

R R R

ee
f f

R R







   


   

 (4.11) 

According to (4.11), the uncertainty of R integrated into BG under effort causality is shown in 

Fig 4.8b, where *

fD is used to measure 
Rn

f and *

fMS introduces 
1/ R

f .  

The LFT presentation of elements C, I, GY, and TF in BG can be performed in the same way 

as the element R [109].  
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Fig 4.12. LFT-BG model of R element.  

4.4. Robust online diagnosis based on linear fractional transformation bond 

graph 

The robust online diagnosis consists of the ARRs and generators of adaptive thresholds. They 

are derived from the LFT-BG model by using the properties of the junctions ("0" and "1") 

where there is a eSS or 
fSS that corresponds to the sensors used for monitoring. The ARR is 

the sum of efforts of incoming power bonds minus the sum of efforts of outgoing power bonds 

if the junction "1" is used. Also, the ARR can be the sum of flows of incoming power bonds 

minus the sum of flows of outgoing power bonds if the junction "0" is used. All ARR parameters 

must be known, and the uncertain parts are neglected [110]. The mathematical expression of 

ARR can be written as follows: 

 
in inn

ARR e e


  0

out outn
e e


  

 

0

, , , , nSSe SSf Se Sf 

 

    

 (4.12) 

or  

 
in inn

ARR f f


  0

out outn
f f


  

 

0

, , , , nSSe SSf Se Sf 

 

    

 (4.13)

  

where ine , oute , inf , outf  and n  are the nominal incoming effort, outgoing effort, incoming 

flow, outgoing flow and BG elements parameters, and 
ine


, 
oute


, 

inf


and foutδ are the neglected 

incoming effort, outgoing effort, incoming flow, and outgoing flow, respectively, generated by 

the uncertain parts. The generator of adaptive threshold a is the sum of the absolute value of 

uncertain parts neglected in (4.12) or (4.13) and the uncertainties arising from the sensors [108]. 

It can be written as follows: 
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 , , , , ,

in out

n

a e e

SSe SSf Sf Se

 





  

  

    

  

  
 (4.14)

  

or 

 
 , , , , ,

in out

n

a f f

SSe SSf Sf Se

 





 

  

   

  

 
 (4.15) 

where  , , , ,R C L TF GY      and  , , , ,n n n n n nR C I GY TF  . The fault indicators are the 

numerical evaluation of ARRs called "residual signals." ( )r eval ARR . Theoretically, r should 

be zero, but r is not zero due to noises and parameter uncertainties. If a r a   , then the 

system0operates0in0the0nominal0conditions0(no0faults).0Else,0faults0occur0in0the0system

[110]. 

4.6. Linear fractional transformation bond graph of DC Microgrid   

In this section, the process of obtaining the LFT-BG model of DC-MG, illustrated in Fig 4.13, 

is briefly explained, where the causality of the model is assigned under the derivative causality 

propriety. This DC-MG system has the same configurations described in the previous chapters. 

But the only difference is the RESs: the wind turbine, photovoltaic panel, and storage device 

are included in the system. This model is obtained by joining the nominal BG models of DC-

MG components in the single model and including the parameter uncertainties using LFT 

presentation. The obtained DC-MG LFT-BG model will be used to drive the ARRs and 

generators of the adaptive thresholds to monitor the whole components of the DC-MG. 
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Fig 4.13 DC-MG incorporating the renewable energy source.    

4.6.1. Wind turbine generator nominal BG model 

The wind turbine (WT) component consists of a mechanical part deriving the synchronous 

electrical generator. The mechanical part is illustrated in Fig 4.14a, and its BG nominal model 

is illustrated in Fig 4.14b.  It consists of the propeller driving a gearbox. This mechanical part 

is connected to the electrical synchronous machine through a shaft characterized by two 

parameters: J is the inertia moment, and σ is the viscous friction coefficient. The propeller, 

which is the generator of torque earT  deduced from the wind speed SW  and direction DW , 

converts the wind's kinetic power to mechanical power. The Gearbox provides the suitable 

torque and rotational speed   to derive the synchronous electrical generator for generating the 

electrical power, where the torque provided by Gearbox is equal to /earT Jd dt f     [110]. 

In the BG approach, the power variables are as follows: e is the torque, and f is the rotational 

speed. The source of effort eMS models the propeller: earT  and the Gearbox by :1/TF G

element. As the same   drives all shaft particles, the shaft part is modeled by :I J and :R 

connected to junction "1". 
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Fig 4.14. a) Mechanical part of the wind turbine, b) Nominal BG model of the wind turbine mechanical part.  

The synchronous electrical generator of the WT component illustrated in Fig 4.15a consists of 

two parts: the moving and the fixed parts. It converts the mechanical power provided by the 

mechanical part to the electrical power when the moving part rotates due to shaft rotation. The 

permanent magnet used to make the moving part generates a magnetic field circulation, which 

excites the fixed part's winding to produce the electrical current. The nominal BG model 

illustrated in Fig 4.15b of the synchronous electrical generator (Power variables: e is the 

voltage; f is current) is obtained based on the park transformation technique [112]. The 

elements  : 3 / 2 d qn
MGY pL i  ,  : 3 / 2 q dn

MGY pL i   and  : 3 / 2GY p  model the 

interaction of magnetic field circulation with the winding of the fixed part when the moving 

part is rotating, p is the generator pole pairs and is the flux density of the permanent magnet, 

and the elements : dn
R R , : qn

R R , : dn
I I , : qn

I I , dv , 
qv , di  and 

qi  refer to the electrical 

characteristic of the fixed part winding, where 
dn

R  and 
qn

R  are the resistances in the direct and 

quadratic axis, respectively, 
dn

L  and 
qn

L  are the inductances in direct and quadratic axis, 

respectively, dv  and 
qv  are the winding voltages in the direct and quadratic axis, respectively, 

and di and 
qi  are the winding currents in the direct and quadratic axis, respectively. The 

synchronous electrical generator's real outputs are ai , bi , ci , av , bv , and cv . They are obtained 

using the inverse Park transformation of dv , vq, di and 
qi . 
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Fig 4.15. a) Synchronous electrical generator, b) Nominal BG model of the synchronous electrical generator.  

4.6.2. Photovoltaic panel nominal BG model.  

The photovoltaic panel (PV) component consists of a series of solar cells that capture solar 

irradiation (S) and convert it to electrical power. This PV component can be considered as the 

current source producing iph as depicted in Fig 4.16a, and its nominal BG model is illustrated 

in Fig 4.16b, where MSf:iph is used to model the iph current source and R: Rshn, R: RDn, and R: 

Rsn are used to model the particles causing the power loss, where Rshn, RDn, and Rsn are the 

equivalent shunt resistance, the equivalent resistance of diode deduced from the semiconductor 

characteristic of the panel, and equivalent series resistance, respectively. This component's 

output power is the product of ip and vp, which are photovoltaic current and voltage, 

respectively [113]. 

 

Fig 4.16. a) Photovoltaic panel equivalent electrical circuit, b)nominal BG model of the photovoltaic panel.  
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4.6.3. Storage device nominal BG model.  

The storage device (SD) component consists of the lead-acid battery, which can be considered 

as a voltage source ocV  (the ocV  value depends on the state of charge SOC of Battery) and is 

represented by the equivalent circuit as shown in Fig 4.17a. The nominal BG model of this 

component is illustrated in Fig 4.17b, where :e OCMS V is used to model the voltage sources, 

: dlC C is used to model the double-layer capacitance of lead-acid battery, and : dlR R  and : iR R

are used to model the particles causing the loss of power, which are the charge transfer and 

internal resistances, respectively. This component's output power is the product of bi  and bv , 

which are the lead-acid battery current and voltage, respectively [114].   

 

Fig 4.17. a) Electrical circuit lead-acid battery, b) Nominal BG model of equivalent electrical circuit of lead-acid battery. 

4.6.4. DC/DC converter Nominal BG model  

Consider that the DC/DC converters used to integrate the RESs and SD into the DC-MG system 

are the DC/DC buck and bidirectional converters, illustrated in Fig 4.18a and Fig 4.19a, 

respectively. The DC/DC buck converter is implemented to integrate the WT and PV into the 

DC-MG system, while the DC/DC bidirectional converter is implemented to integrate the 

storage device.  

The nominal BG model of the DC/DC buck converter is illustrated in Fig 4.18b, where the 

controlled junction1C is used to model the semiconductor switch s, and the modulated 

: /DMR R m element is used to model the freewheel diode. The filter LC elements of the DC/DC 

buck converter are modeled by the inductance element :I L and :C C . The PWM signal acts 

on the semiconductor switch s to regulate the output voltage ov . Therefore. This semiconductor 

switch s has two states: closed and open states. 
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For this reason, the controlled junction 1C is used to model the physical behavior of switch s in 

this nominal BG model, where the PWM block provides a signal to this controlled junction1C

for changing its state: if  PWM signal=1, s ini i else 0si  . The freewheel diode is 

implemented in the DC/DC buck converter to dissipate the energy stored in the inductive 

element L  when the switch s is in its open state. In this case, the diode current Di is equal to the 

inductance current 
L

i . The diode current Di will be zero when the switch s is in its closed state. 

In this case, the diode is considered as an infinite impedance. In the nominal BG model of the 

DC/DC buck converter, the physical behavior of the freewheel diode is modeled by the 

modulated : /DMR R m element. The parameter m takes its value from the reverse of the PWM 

signal, where 1m  presents the case of D Li i and 0m  presents the case of 0Di  ( :MR  ). 

The resistance DR is the internal resistive of the diode.  

The nominal model of the DC/DC bidirectional converter is obtained using almost the same 

BG elements utilized to perform the DC/DC buck converter, as illustrated in 4.19b, where the 

switch 1s is modeled by1c , the switch 2s is modeled by 0c and the freewheel diodes 1D and 2D

are modeled by
1

: /DMR R m and 
2

: /DMR R m , respectively. The switches 1s and 2s do not 

operate simultaneously. For that, the process control incorporates the variable k to select which 

switch must operate according to the operation case of the battery (charging or discharging the 

battery).   
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Fig.4.18. a) Electrical circuit of DC/DC buck converter, b) Nominal BG model of DC/DC buck converter.   

 

Fig 4.19. a) DC/DC bidirectional converter electrical circuit, b) Nominal BG model of DC/DC Bidirectional converter.  

4.7. Robust online diagnosis of DC Microgrid system  
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The whole LFT-BG of DC-MG is obtained by gathering all the nominal BG models of  DC 

Microgrid components in a single model.  After that, the uncertainties of the system are 

incorporated in the model using LFT presentation, as illustrated in Fig 4.20, where the sensors 

used to monitor the system are: 
1f

SS ,
2f

SS ,
3f

SS ,
4f

SS ,
5f

SS ,
6f

SS ,
7f

SS ,
8f

SS ,
1e

SS ,
2eSS ,

3eSS

, 
4eSS which are used to get the measurements of m ,

dm
i ,

qm
i ,

pm
i ,

bm
i ,

1L
m

i ,
2L

m
i ,

Lm
i ,

Lm
i ,

Cdlm
v ,

1o m
v ,

2o
m

v and
om

v . Actually, there are no real sensors that can be installed in the system 

to measure 
dm

i pm
i and Cdlm

v . However, these measurements can be performed in another way. 

The measurement of 
dm

i and
pm

i  are carried out by using the transformation park performed 

on the measurement of 
am

v ,
bm

v and 
cm

v , while the measurement of Cdlm
v is performed using 

the observer's technique. 

We do not consider the uncertainties arising from the internal resistance of the diode because 

this internal diode resistance is very small. Therefore, the uncertainties arising from the diode 

component do not have a considerable effect on the system. The system modeling does not 

consider the rectifier because the developed approach focuses more on the faults, which can 

deteriorate the system stability performance.   

Luenberger observer is used to estimate the measurement of 
1

:e Cdlm
SS v . It can be expressed 

by the state-space representation written as follow:  

 
 obs

x A x B u K y y

y C x D U

     


   
 (4.20) 

where Cdlm
y v and The gain of the Luenberger observer ObsK is obtained by identifying the 

characteristic polynomial of the observer with the desired polynomial to place the poles of the 

observer. 

The BG approaches facilitate the calculation of the matrices A, B, and C. These matrices can 

be easily deduced from the observer BG model. This BG model of the observer can be easily 

derived from the nominal BG model of the battery component, as illustrated in Fig 4.21, where 

the observer provides two outputs 1y and 2y  . The 1y can be measured ( 1my ) and 2y corresponds 

to the suited estimation ( Cdlm
v ), while the term of  obsK y y is included in the observer BG 

model by fMS . 
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Fig 4.22 presents a part of the LFT BG model of the DC-MG system (Corresponding to the SD 

component) to illustrate the process to derive the ARRs and the adaptive threshold generators. 

According to the junction where 
1

:e Cdlm
SS v is placed. It is obtained that:  

     1/b C R b C Rdl dl dl C dl Rn dl n dl
i i i i f f f f         (4.21) 

Neglecting 
Cdl

f and 
1/Rdl

f , the mathematical expression of the ARR can be written as 

follows:  

 5

C Cdl dlm m
b C R b dldl dl m nn n

dln

dv v
ARR i f f i C

dt R
       (4.22) 

where bm
i is the measurement of bi obtained by 

5f
SS . The adaptive threshold generator 

associated with ARR5 is the sum of the neglected flows:
Cdl

f and
1/Rdl

f and the uncertainties 

arising from
5f

SS and
1e

SS , which can be written as follows:  

 5 1/1/

C Cdl dlm m
C dl R v iC R dl n dl C bdl dl dl

dln

dv v
a f f C

dt R
              (4.23) 

The other ARRs are derived in the same way as ARR5. They are given as follows:  

 1

3

2

dm
q q m d d d dn m n n m m

di
ARR pL i L R i v

dt
      (4.23) 

  2

3

2

qm
m d d q q q qn m n n m m

di
ARR p L i L R i v

dt
       (4.24) 

 3

3

2

m
ear n n m qm

d
ARR T J p i

dt
 


      (4.25) 

  4
sh Dn n

ph p s p pm n m m
sh Dn n

R R
ARR i i R i v

R R
   


 (4.26) 

  6 oc C b i bdl m n mm
ARR V v v R i     (4.27) 

 
1

7 11

L
m

WT om nm

di
ARR d v v L

dt
     (4.28) 

 
1 1

8 11

in o
m m

o nm

i dv
ARR i C

d dt
    (4.29) 
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Fig 4.20. LFT-BG model of DC-Microgrid generated under derivative causality.  
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Fig 4.21. Observer BG model.  

 

Fig 4.22. Part of the LFT-BG model used for illustrating the process to derive the ARR and adaptive threshold generator.  

 
2

9 22

L
m

pv om nm

di
ARR d v v L

dt
     (4.30) 

 
2 2

10 22

in o
m m

o nm

i dv
ARR i C

d dt
    (4.31) 

  
   2 1

11

1
1

1 (1 )

k
L n

b b n om m m

di
ARR d v k k v L v

dt k d

 


      
 

 (4.32) 

 12
om

L o nm m

dv
ARR i i C

dt
    (4.33) 

The adaptive threshold generators associated with these ARRs are written as follows: 

 1

3

2

idm
L q q m L d R d d i i vq n m d n d n m d q d

d
a pL i L R i

dt
               (4.34) 

 2

3

2

qm
L d d m L q R q q i i vd n m q n q n m d q q

di
a pL i L R i

dt
               (4.35) 
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 3

3

2

m
J n n m i q iqq m

d
a J p i

dt
      


       (4.36) 

  4 R eq ph p R s p v ieq m s n m p p
a R i i R i                 (4.37) 

 6 R i b v vi n m C bdl
a R i      (4.38) 

 
1

7 11 1

L
m

L v vn oWT

di
a L

dt
      (4.39) 

 
1

8 1
1 1

o
m

C i in in o

dv
a C

dt
      (4.40) 

 
2

9 22 2

m
L v vn o p

di
a L

dt
      (4.41) 

 
2

10 22 2 2

o
m

C i in in o

dv
a C

dt
      (4.42) 

 11
Ln

L n v vb o

di
a L

dt
      (4.43) 

 12
om

C n i iL o

dv
a C

dt
      (4.44) 

The fault signature matrices illustrated in Tab 4.2 and Tab 4.3 are performed based on the 

obtained ARRs. They consist of the signatures of the component faults for carrying out the 

monitorability and isolability analysis. These analyses help to verify the capability of the 

developed robust online diagnosis to detect and isolate the faults. According to Tab 4.2 and 

Tab 4.3, all faults can be detected. The faults that may occur in the DC/DC converter and in 

dR and iR can be isolated. The faults may occur in dlC , dlR , dL , 
qL ,

qR , J , , shR ,
Ds

R  and sR

can be not isolated. However, these faults can be isolated by sets depicted in Tab 4.2 in different 

colors. Each set gathers the faults that have the same signatures. At least. This way allows 

localizing the faults at the specific part of DC-MG where they may occur.  

The faults that cannot be isolated separately by the developed diagnosis system cause the 

fluctuation in the voltages WTv ,
pvv and bv , which can be estimated by the derived ARRs. 

Because of the possibility of isolating the faults in the DC/DC converters, the variations of the 
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parameters can be estimated. This estimation of the voltage fluctuation and parameter 

variations caused due to fault is used to reconfigure the control hierarchy.    

Tab 4.2. signature matrix of Fault that may occur in the sources. 
Faults→ 

ARRs ↓ 
dl

C  
dl

R  
d

L  q
L  

d
R  q

R  J    Sh
R  Ds

R  
S

R  
i

R  

ARR1 0 0 1 1 1 0 0 0 0 0 0 0 

ARR2 0 0 1 1 0 1 1 1 0 0 0 0 

ARR3 0 0 0 0 0 0 0 0 0 0 0 0 

ARR4 0 0 0 0 0 0 0 0 1 1 1 0 

ARR5 1 1 0 0 0 0 0 0 0 0 0 0 

ARR6 0 0 0 0 0 0 0 0 0 0 0 1 

ARR7 0 0 0 0 0 0 0 0 0 0 0 0 

ARR8 0 0 0 0 0 0 0 0 0 0 0 0 

ARR9 0 0 0 0 0 0 0 0 0 0 0 0 

ARR10 0 0 0 0 0 0 0 0 0 0 0 0 

ARR11 0 0 0 0 0 0 0 0 0 0 0 0 

ARR12 0 0 0 0 0 0 0 0 0 0 0 0 

Mb 1 1 1 1 1 1 1 1 1 1 1 1 

Ib 0 0 0 0 1 0 0 0 0 0 0 1 

 

Tab 4.3. Signature matrix of faults may occur in DC/DC 

converters.  
Faults→ 

ARRs ↓ 1n
L  1n

C  2n
L  2n

C  n
L  

n
C  

ARR1 0 0 0 0 0 0 

ARR2 0 0 0 0 0 0 

ARR3 0 0 0 0 0 0 

ARR4 0 0 0 0 0 0 

ARR5 0 0 0 0 0 0 

ARR6 0 0 0 0 0 0 

ARR7 1 0 0 0 0 0 

ARR8 0 1 0 0 0 0 

ARR9 0 0 1 0 0 0 

ARR10 0 0 0 1 0 0 

ARR11 0 0 0 0 1 0 

ARR12 0 0 0 0 0 1 

Mb 1 1 1 1 1 1 

Ib 1 1 1 1 1 1 

 

4.8. Robust Hierarchical control reconfiguration  

The process of the robust Hierarchical control reconfiguration is presented in the following 

steps: 

-Step 1: detection and localization of the occurred faults.  

-Step 2: Estimation of voltage and parameter variations: this estimation depends on the 

localization of the faults. If the faults occur in all or one of { dL , qL , dR , qR , J , }, the 

variation of the voltage WTv is needed for the control reconfiguration. It can be obtained as 

follows:  
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0WT WT WTF

v v v    (4.46) 

where 
0WTv is the voltage value when the fault is not present in { dL , qL , dR , qR , J , }. 

WTF
v

is written as follows:  

       max , ,WT a b cF F F F
v v t v t v t  (4.45) 

 aF
v t ,  bF

v t and  cF
v t is obtained by using the reverse transformation. they can be written 

as follows:  

  
1

aF

q

b mF
d

cF

v
v

v P dt
v

v



 
            
  

  (4.46) 

qv and dv are derived from the residual signals 1r  and 2r  generated from ARR1 and ARR2, 

respictevely. They are written as follows:  

 

   

   

1 1 1

1 1 1

3
  If 0

2
:

3
  If 0

2

dm
d q q m d d dn m n n m

d

dm
d q q m d d dn m n n m

di
v r a pL i L R i r

dt
v

di
v r a pL i L R i r

dt


       



        


   (4.47) 

 

     

     

2 2 2

2 2 2

3
  If 0

2
:

3
  If 0

2

qm
q m d d q q qn m n n m

q

qm
q m d d q q qn m n n m

di
v r a p L i L R i r

dt
v

di
v r a p L i L R i r

dt






        



         


      (4.48)   

If the faults occur in all or one of { shR ,
sn

R ,
Ds

R }, the voltage variation of 
pvv is needed for the 

control reconfiguration. This voltage variation is written as follows: 

 
0pv pv pv

F
v v v    (4.49) 

where 
0pvv is the value of 

pvv when the fault is not present in { shR ,
sn

R ,
Ds

R }. pv
F

v is obtained 

from the residual signal 4r  generated from ARR4 and can be written as follows:  
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     

     

4 4 4

4 4 4

 If 0

:

 If 0

sh Dn n
pv ph p s pm n mF

sh Dn n

pv
F

sh Dn n
pv ph p s pm n mF

sh Dn n

R R
v r a i i R i r

R R
v

R R
v r a i i R i r

R R


      



       
 

 (4.50) 

If the faults occur in all or one of { dlC , dlR , iR }, the voltage variation of bv  is needed for the 

Hierarchical control configuration. It is obtained as follows:  

 
0b b bF

v v v      (4.51)  

where 
0bv is the value of bv when the fault is not present in { dlC , dlR , iR }. 

bF
v is obtained from the 

residual 6r  generated from ARR6. It is written as follows:  

 
     

     

6 6 6

6 6 6

 If 0
:

 If 0

b oc Cdl i bF m n m

bF

b oc Cdl i bF m n m

v r a V v R i r
v

v r a V v R i r

       


      

 (4.52) 

The parameter variation of 1L is needed for the Hierarchical control when the fault occurs and 

affects this parameter. It can be written as follows: 

 
1 1 1F n

L L L    (4.53) 

1F
L is obtained from the residual signal 7r  generated from ARR7. 

 

  

  

1 7 7 0 71

1

1

1 7 7 0 71

1

1
  If ( 0)

:
1

  If ( 0)

WTF m
L

m

F

WTF m
L

m

L r a d v v dt r
i

L

L r a d v v dt r
i


       



        







 (4.54) 

1F
L can also be written as follows:  

 

    

    

1

1

1 7 7 71

1 1

1

1 7 7 71

 If 0

:

 If 0

L
m

WT oF m

F

L
m

WT oF m

di
L r a dv v r

dt
L

di
r a dv v r

dt





  
       

 
  


 
      
 

  

 (4.55) 

But this formula can be nor implemented due to the zero value of 
1

iL
m

that is given when 
1

iL
m

is a continuous signal.  
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The parameter variations of 1C , 2L , 2C , L and C are obtained in the same context and way as 1L . They 

can be written as follows:  

 
1 1 10F

C C C    (4.56) 

  
2 2 20F

L L L      (4.57) 

 
2 2 20F

C C C    (4.58) 

 
0F

L L L    (4.59) 

 
0F

C C C    (4.60) 

1F
C , 

2F
L , 

2F
C , 

F
L and 

F
C are given as follows:  

 

   

   

1

1 8 8 81

1

1

1

1 8 8 81

1

1
 If 0

:

1
 If 0

in
m

oF m
o

m

F

in
m

oF m
o

m

i
C r a i r

v d
C

i
C r a i r

v d

  
       

   


 
        

  





 (4.61) 

 

  

  

2 9 9 0 92

2

2

2 9 9 0 91

2

1
  If ( 0)

:
1

  If ( 0)

pvF m m
L

m

F

pvF m m
L

m

L r a d v v dt r
i

L

L r a d v v dt r
i


       



        






   (4.62)     

  

   

   

2

2 10 10 102

2

2

2

2 10 10 102

2

1
 If 0

:

1
 If 0

in
m

oF m
o

m

F
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m

oF m
o

m

i
C r a i r
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-Step 3: in the case of DC-MG illustrated in Fig 4.13, there are three H∞ based controllers: {

 
1p

K s


,  
2p

K s


,  
3p

K s


} and three structured H∞ based controllers: {  
1s

K s


=

 
2s

K s


=  
3s

K s


=  
s

K s


}. These controllers will be recalculated using the estimations 

provided by step 2. 

The controller  
1p

K s


is recalculated when the faults occur in the DC/DC buck converter 1 

or WT generator or in both of these components. The recalculation of  
1p

K s


exploits the 

estimations: WTv , 1L and 1C . But the use of these estimations depends on which fault or 

faults occur. For instance, if the fault occurs in 1L , the recalculation of  
1p

K s


use only 1L

and WTv  and 1C has zero values because there are no faults occurred which affect WTv and 1C

.  

The controllers  
2p

K s


and  
3p

K s


are recalculated when the faults occur in {PV panel, 

DC/DC buck converter 2} and {Battery, DC/DC bidirectional converter}. The recalculation of  

 
2p

K s


and  
3p

K s


Also exploits the estimations: bv , 
pvv , 2C , 2L , C and 2L in the 

same way as the recalculation of  
1p

K s


.  

On the other hand, the recalculation of  
s

K s


happens when one or several recalculations 

occur in {  
1p

K s


,  
2p

K s


,  
3p

K s


} and at least one of the conditions presented in (4.55) 

and (4.65) must be not satisfied. These conditions must be tested three times. In each time, the 

controller  
p

K s


 is substituted by  
1p

K s


,  
2p

K s


and  
3p

K s


.  

Actually, the estimation will be used to recalculate the coefficients of the transfer functions of 

each converter. Then the GA et Nonsmooth optimization algorithms will use these updated 

transfer functions to derive the H∞ and structured H∞ controllers.  

4.9. Simulation study:  
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The simulation study carried out using 20SIM software is subdivided into two parts. These two 

parts are performed to validate the robust online diagnosis and active Fault tolerant control, 

which is based on the developed robust online diagnosis to reconfigure the robust Hierarchical 

control  when the fault occurs in the system. The filters LC of the converters (DC/DC Buck 

converter 1, DC/DC buck converter, and DC/DC bidirectional converter) have the same 

parameters values ( 1 2 2200C C C F   and 1 2 12L L L mH   ). The semiconductor 

switches of the DC/DC converters operate under the same switching frequency ( 25f kHz ). 

The renewable energy sources (WT and PV) and battery parameters are listed in Tab a.1. 

The simulation of the first part consists of the LFT-BG model of DC-MG, which is derived 

under the integral causal property to simulate its physical behavior under the operation state 

(System operate under control hierarchy), and the online diagnosis system that consists of the 

ARRs and their generators of the adaptive thresholds, as illustrated in Fig 4.23. The process to 

vary the parameters randomly in the DC-MG model is included to simulate the effect of the 

uncertainties in the system. One scenario is performed to validate the developed robust online 

diagnosis. In this scenario, several component faults are injected into the parameters: dL , 
qR

,  , sR , iR , 1L , 1C , 2L , 2L , 2C and C at the instances: 50s, 12s, 30s, 38s, 45s, 10s, 50s, 40s, 

20s, 36, respectively. The obtained results are illustrated in Fig 4.24, Fig 4.25, Fig 4.26, and 

Fig 4.27. 

According to the obtained results, the residuals signals generated from the developed ARRs are 

not in the zero value and vary randomly due to the parameter uncertainties. Their thresholds 

are adaptively evolving with the evolution of system variables. The thresholds' adaptive 

evolution helps prevent the residual signals from going out of their thresholds bounds when 

there is no fault. When faults occur in the HMS, the residuals generated by ARR1, ARR2, ARR3, 

ARR4, ARR6, ARR7, ARR8, ARR9, ARR10, and ARR12 go out of their thresholds bounds at different 

times due to the presence of faults. When the faults are avoided, the residual signals generated 

by the ARRs, which are previously mentioned, return to the threshold bounds. It is noticed that 

only the residual signals generated by ARR5 and ARR11 are not affected and kept inside their 

thresholds bounds during the whole simulation time. According to the monitorability and 

isolability carried out in section 4.7, ARR5 and ARR11 are not sensitive to any fault simulated in 

this scenario. For this reason, the residual signals of ARR5 and ARR11 are not affected by these 

faults. This part of the validation scenario and the presence of faults at different times have 
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been performed to verify the monitorability and isolability analysis discussed in section 4.7 

based on the Fault signature matrices depicted in Tab 4.2 and Tab 4.3 

The second part of the simulation is performed by the LFT-BG model of DC-MG derived under 

integral derivative causality, robust online diagnosis, and the process to reconfigure the 

Hierarchical control when the faults occur in the system, as illustrated in Fig 4.28. one scenario 

is also performed for this simulation part, which aims to inject the faults in: dL , 2L  and C  in 

the same time at 2s. This scenario is carried out in the presence (with reconfiguration process 

(WRP)) and in the absence (Without reconfiguration process) of the process, which is used to 

reconfigure the control hierarchy. The injected faults cause the variation of 30% in dL and 2L

and variation of -30% in C . In this simulation, the CPL consumes 185W, and the bus voltage 

is stabilized around 24V.  The obtained results are illustrated in Fig 4.29 and Fig 4.30. 

According to the obtained results, when the reconfiguration process is not implemented in the 

system. The occurrence of faults causes fluctuations in the output currents and DC bus voltage. 

These fluctuations have a magnitude around 3A or 2A of output currents and 1V of DC bus 

voltage. They appear during the duration of 0.05s noticed in the behavior of the output currents 

and the duration of 1.1s noticed in the behavior of the DC bus voltage. When the 

reconfiguration process is implemented in the system, we noticed from the obtained results that 

the fluctuations arising due to faults are almost smoothed. That shows that the damping factor 

of DC-MG components is increased. Therefore. These obtained results show that the fault-

tolerant control consisting of the robust online diagnosis, robust control hierarchy, and the 

control reconfiguration process effectively mitigates the effect of the severe faults.      
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Fig 4.23. Simulation of DC-MG monitored by an online diagnosis performed in 20SIM software.  

 

Fig 4.24. Numerical evaluation of ARR1, ARR2, and ARR3 with their adaptive thresholds.   
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Fig 4.25. Numerical evaluations of ARR4, ARR5, and ARR6 with their adaptive thresholds  

 

Fig 4.26. Numerical evaluation of ARR7, ARR8, and ARR9 with their adaptive thresholds.  
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Fig 4.27. Numerical evaluations of ARR10, ARR11, and ARR12 with their adaptive thresholds. 

 

 

Fig 4.28. DC-MG operating under fault-tolerant control simulated in 20SIM software.  
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Fig 4.29. Behavior of DC/DC converters output current resulted from the scenario of the second part of the simulation.   

 

Fig 4.30. Behavior of DC bus voltage resulted from the scenario of the second part of the simulation.   

4.10. Conclusion   

This chapter explores in detail the process to develop the active fault-tolerant control of DC-

MG, which consists of the Robust online diagnosis, control reconfiguration process, and robust 

control hierarchy. The robust online diagnosis consists of the analytical redundancy relation 

and the generators of the adaptive thresholds. The numerical evaluations of the analytical 

redundancy relations are the indicators of faults. These indicators of faults are comprised in the 

bounds limited by the adaptive thresholds when there is no fault in the system. These adaptive 

1.9 1.95 2 2.05 2.1 2.15 2.2
2

2.5

3
i o

1
(A

)

 

 

1.9 1.95 2 2.05 2.1 2.15 2.2
1

2

3

i o
2
(A

)

 

 

1.9 1.95 2 2.05 2.1 2.15 2.2
1

2

3

Time (s)

i o
3
(A

)

 

 

WRP

WORP

WRP

WORP

WRP

WORP

1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5
22.5

23

23.5

24

24.5

Time (s)

v
b
(V

)

 

 

WRP

WORP 
 WORP 

WRP 



Chapter 4: Active fault tolerant control of DC Microgrid system.  
 

135 
 

thresholds evolve with the system inputs and outputs and system uncertainties to avoid the 

possibility of false alarm. The Robust online diagnosis can estimate the parameter variations 

caused by faults based on the derived analytical redundancy relation. These estimations will be 

used to recalculate the robust controller of primary and secondary control levels. The obtained 

results show the developed Active fault-tolerant control's effectiveness in maintaining the 

stability system and avoiding the current and voltage fluctuations.    
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5.1. Introduction 

This chapter presents the experimental validation of the elements of active FTC (Robust 

hierarchical control and robust online diagnosis) applied in the DC-MG. They are validations 

by using two experimental setups under several scenarios. The robust hierarchical control is 

validated by an experimental setup consisting of two DC sources that emulate the RESs. These 

DC sources are integrated into the parallel interconnection through two DC/DC buck 

converters. In this experimental setup, the CPL is emulated using DC/DC boost converter. In 

this validation, the hierarchical control is designed based on parameters different from the 

experimental setup parameters. This way can verify the robustness of the control against the 

parameter variations, which exceed the accepted limits. In the real system, these unaccepted 

parameter variations occur due to faults.  

Another platform of DC-MG applied in the green H2 production is exploited to validate the 

robust online diagnosis. The platform consists of real RESs. The components faults are injected 

in PV panel and battery by using a rheostat.      

5.2. Experimental validation of H∞ based control  

The experimental setup shown in Fig 5.1 is built in the laboratory to validate the H∞-based 

control's effectiveness, consisting of a DC source, DC/DC buck converter, and a boost 

converter acting as a CPL. The load side converter (boost converter) feeds a resistive load 

whose output voltage is firmly regulated. The power demand of the CPL is adjusted by 

changing the resistance load. Two experimental tests are carried out: the first is a variation test 

of CPL power demand (the resistance of boost converter adjusts CPL power), and the second 

test is an input voltage variation. The desired output voltage is 15 V, and the DC source voltage 

is 28 V. The experimental results are depicted in Fig 5.2, Fig 5.3, and Fig 5.4  

It is worth mentioning here that the capacitance and inductance values used in the experimental 

setup are different from those listed in Tab 5.1, while the controller is designed using the 

parameters listed in Tab 5.1 to validate its robustness against the parameter variations.  The 

adopted parameters for the experiment purpose are listed in Tab 5.2. The designed controller 

is implemented in a low-cost DSP of Texas Instrument TMS320F28335. Using the controller 

order reduction algorithm [66], the designed controller converted to a discrete-time is given as 

follows: 

  
2

3 2

4.47 4.37 4.379

1.177 0.186 0.009

z z
K z

z z z


 


  
 (5.1) 
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Fig 5.1. experimental setup developed to validate the H∞ based control 

Tab 5.1. experimental setup parameters  

Buck converter Boost converter 

15refv V  20refv V  

28inv V  0 15v V  

470C F  470C F  

2.87L mF  0.5L mF  

25sf kHz  25sf kHz  

 

/ 

 9 45R W   

 13 31R W   

 25 15R W   
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Fig 5.2. Experimental results of CPL consumed power variation test. 

According to Fig. 24, Fig. 25, and Fig. 26, the system operation has a short transient dynamic, 

corresponding to a small settling time of less than 0.04 s. The output voltage has an allowed 

overshoot and remains at the desired value. Moreover, the system stability is maintained under 

several changes in the power consumed by the CPL. The controller is robust against the 

parameter variations and avoids the perturbations brought by the CPL current and input voltage 

fluctuations. Any transient voltage deviation appeared when a substantial change occurred in 

CPL's input voltage and power consumed.  

 

Fig 5.3. Transit dynamic of output voltage response. 
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Fig 5.4.  Experimental results of input voltage variation test. 

5.3. Experimental validation of robust hierarchy control  

Fig 23 presents the experimental setup built in the laboratory, which is exploited to validate the 

effectiveness of the proposed approach for achieving the control objectives. This experimental 

setup is a prototype of a DC MG system that contains two DC voltage input sources used to 

emulate renewable energy sources. These DC input sources supply the CPL through two DC 

buck converters, which are separately put in the system and connected in parallel to the 

common DC bus, with two rheostats are used to emulate the transition line impedances. The 

CPL is emulated using the DC Boost converter supplying the resistive load to test the 

implemented algorithm for different levels CPLP . All parameters of experimental setup 

components are listed in Table 3. Knowing that the DC buck converters parameters are chosen 

differently, and the controllers  pK s


 and  sK s


 are designed using the parameters listed 

in Table 1. This way allows approximately validating the robustness of the designed control 

against the parameters variation. 

The designed control algorithm is implemented in the TMS320F28935 electronic card after 

converting  pK s


and  sK s


to the discrete-time domain. Using the controller order 

reduction algorithm (ref).  pK s


is given in discrete-time domain as follows: 

  
3 2

3 2

39.5034 3.3729 39.5016 39.38014

0.49772 0.7814 0.281223
p

z z z
K z

z z z

  


  
 (5.2) 

vin vin=28V vin=25V 

50ms 

5V 
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 sK s


has the PI structure. Therefore, there is no need to use the controller order reduction 

algorithm.  sK s


 is given in discrete-time domain as follows: 

  
0.002287 0.001722

1
s

z
K z

z





 (5.3) 

 

Fig 5.5. experimental setup used to validate the developed robust control hierarchy.  

Tab 5.2. Experimental setup parameters  

Buck converter 1 

1
2.7L mH  

1
470C F  

1
1.8

line
r    

1
30

in
v V  

Buck converter 2 

2
6L mH  2

220C uF  

2
1.8

line
r    

2
30

in
v V  

Boost converter 

0.5L mH  470C F  

* 15
in

v v V   

Switching frequency  

25
s

f khZ  

Bus voltage nominal value 

 * 15v V   
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The experimental study is subdivided into three scenarios: The first scenario is carried out to 

show the effectiveness of the designed control for maintaining the power-sharing and 

remaining the voltage of the DC common bus at the rated value. This scenario is performed in 

two cases, which correspond to the presence of two different kinds of load: resistive and CPL 

load that are not connected at the same time in the system. This way allows exhibiting that the 

change of load type does not affect the system operation stability under the designed control 

application. The first scenario is performed as follows: the system supplies the fixed load ( 20Ω 

for the case of the resistive load, PCPL=20 for the case of the CPL.). At the beginning of the 

experimental time, the DC buck converters operate in stand-alone mode. Then, the 

decentralized primary controls are activated at 0.95s and 1.57s in both cases. After a certain 

time of the decentralized primary controls activation, the decentralized secondary controls are 

activated at 2.35s and 2.4s in both cases. All first scenario results are depicted in Fig 5.6, Fig 

5.7, and Fig 5.8. 

According to the obtained results, the transient dynamic of the system operating under the 

proposed control has a settling time less than 0.5s. Moreover, there is no overshot during the 

transient dynamic. The decentralized primary controls maintain the current power-sharing by 

avoiding the circulating current and voltage difference between DC buck converters outputs 

during its activation. However, it is caused by a large deviation of voltage seen in the output 

voltages of the DC buck converter and common DC bus voltage. The common DC bus voltage 

is restored at the rated value 
*v  when the decentralized secondary controls are activated.  

Furthermore, the voltage deviation caused by the decentralized primary controls are avoided 

by maintaining the sharing of the current generated by DC buck converters. These scenario 

results also show that the change of load type does not affect the system operating under the 

designed control, and the stability is maintained during its operation in the presence of CPL 

load.  

Knowing that the controllers  pK s


and  sK s


are designed using the system parameters 

different from the parameters listed in Tab 5.2. According to the obtained results, the 

performances of system operation are maintained. Therefore, because of  pK s


and  sK s


, 

system control earns the robustness against the parameters variation.   
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Fig 5.6.  Common DC bus voltage resulted from the first scenario in the case of CPL and resistive load.  

 

Fig 5.7.  Output currents and voltages of DC buck converters resulted from the first scenario in the case of CPL load. 

.  
Fig 5.8. Outputs current of DC buck converters resulted from the first scenario in the case of resistive load. 
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The second scenario is carried out to exhibit the designed control's effectiveness to mitigate the 

disturbance arising from the sudden load variation. This scenario is performed in the case of 

resistive and CPL loads. Their sudden changes are realized in both cases, as illustrated in Fig 

5.9 and Fig 5.10. According to the results, the sudden change of loads causes small voltage 

deviations appeared during a short time. After that, these deviations will be smoothed, and the 

DC bus voltage remains at the rated value * 15v V . Moreover, these results show that the 

system stability is maintained during system operation in both cases, and the sudden change 

does not affect the system stability.  

 

Fig 5.9.  Common Dc bus voltage resulted from the second scenario. 

 

Fig 5.10. Output currents of DC buck converters resulted from the second scenario. 

The third scenario is realized to test the play and plug system propriety. This scenario is 

performed by disconnecting one DC buck converter at 1.5s and reconnecting again at 5.1s. In 

this scenario, the system supplies a fixed CPL load, which consumes 30W. The whole results 

of this scenario are depicted in Fig 5.11. According to Fig 5.11, disconnecting and reconnecting 

the DC Buck converter causes small voltage deviations appeared during a short time. After 
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that, these deviations are smoothed, and the designed control restores the common DC bus 

voltage to the rated value * 15v V with maintaining the power-sharing.  

 

Fig 5.11.  Output currents and Common DC bus voltage resulted from the third scenario.  

5.4. Experimental validation robust online diagnosis  

An experimental platform of DC-MG used to produce the green H2 fuel is exploited to validate 

the developed robust online diagnosis. It consists of a parallel interconnection of the WT 

generator (350–400 W power), PV panels (200 W power per panel), fuel cell (700 W), and 

battery, as illustrated in Fig 5.12. The WT generator and PV panels converters the wind and 

solar energies to electrical power. The electrolyzer will use this electrical power to decompose 

the water in H2 and O2 gases. The H2 is stored in the metallic cylinders. The mass flow of H2 is 

firmly regulated to be constant at the desired value. Thus, the electrolyzer consumes, in this 

case, a constant power. The stability of electrical production cannot be ensured due to the 

intermittency of wind and solar energies. For that, The battery and fuel cell are incorporated 

into the system to ensure enough energy for the electrolyzer and stabilize the electrical power 

production. The whole system elements are integrated using the converters placed in the 

electrical enclosure. The parameters of platform components are listed in Tab a.1  
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Fig 5.12. DC/DC Microgrid applied for green H2 production.    

The data acquisition system illustrated in Fig 5.13 is developed using PLC S7-1200 to exchange 

the measurement data and control law signals between the windows system and sensors and 

actuators of the DC-MG platform. Another communication is established between the windows 

system and Matlab software by using keyserver software. This kepserver software makes a 

Chanel that allows feeding Simulink of Matlab software by the data measurement. An 

algorithm implemented in Simulink/Matlab treats these data. Based on this data treatment, the 

implemented algorithm will provide the control signals, which will be used to act on the 

actuator of the DC-MG platform.      



Chapter 5: Experimental validation.  

145 

 

 

Fig 5.13. Data acquisition system of DC microgrid platform. 

The graphical user interface (GUI) illustrated in Fig 5.14 is developed with the help of a Data 

acquisition system. It allows monitoring the system components by implementing the ARRs 

and generators of the adaptive thresholds in the form of Simulink blocks, as illustrated in Fig 

5.14.     

 

Fig 5.14. Graphical user interface of DC-MG  platform developed in Matlab.  
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Fig 5.15. Analytical redundancy relations implemented in Simulink in the form of blocks.  

Only one scenario is performed for this experimental validation. There are two faults injected 

into the system by using the rheostat illustrated in Fig 5.16. These faults are injected into the 

battery and PV panel at the 20s and 35s to affect the series sR and internal iR resistances. The 

rheostat causes a variation in these parameters. In this case, these parameters variate and exceed 

the accepted limits  (
0 0 0 0

5% 5%s s s s sR R R R R      , 
0 0 0 0

5% 5%i i i i iR R R R R      ). 

The obtained results are depicted in Fig 5.17. As long the faults are only injected in the PV 

panel and battery, we show only the residual signals generated from ARR4, ARR5, and ARR6 

illustrated in Fig 5.17. According to the obtained results, in the absence of the faults, the 

residual signals generated from the ARRs mentioned before are comprised in the bounds 

limited by their adaptive thresholds. The adaptive thresholds evolve with the evolution of 

system inputs (wind and solar irradiation) to prevent false alarms. When the faults occur in the 

system, the residual signals generated from ARR4 and ARR6 go out of the adaptive thresholds. 

These residuals return to their bounds limited by the adaptive thresholds when the faults are 

avoided from the system. Only the residual signal generated from ARR5 is not affected because 

it is not sensitive to these faults. The injection of faults at a different time, which are not 

sensitive to the residual signal provided by ARR5, have been performed to validate the 

monitorability and isolability analysis presented in section 4.7. This way shows the ability of 

the developed robust online diagnosis to detect and isolate the faults.  
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Fig 5.16. Rheostat used  for emulating faults in panel.   

 

 

Fig 5.17. numerical evaluation of ARR4, ARR5, and ARR6 derived from the experimental validation. 

5.5. Conclusion  

The experimental validations presented in this chapter show the Active FTC element's 

effectiveness in realizing their objectives in control and diagnosis. The different scenarios 

performed to validate the robust hierarchical control show the robust hierarchical control to 

ensure the power flow needed to feed the load, where system stability is ensured in the presence 

of CPL and parameter variations. The H∞-based control avoids the use of capacitance current 

measurement to prevent the filtering degradation problem. The experimental validation carried 

out on the DC-MG platform used for the green H2 production shows the ability of robust online 
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diagnosis to prevent the possibility of false alarms. The adaptive thresholds of the online 

diagnosis evolve the evolution of the system inputs. The residual signals go outside the bounds 

limited by these adaptive thresholds when the fault occurs in the system.     
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General conclusion 

In the thesis, an active (FTC) is developed to ensure energy availability in the DC MG system, 

which can be lost due to the INI characteristic of CPL and component faults that severely 

affects the system components. The developed active FTC consists of two elements: Robust 

Hierarchical control and online diagnosis. The Hierarchical control is formed by two levels of 

control: Primary and secondary control levels. The primary control level consists of 

decentralized controllers.  Each decentralized controller consists of droop and voltage controls. 

The droop control uses a virtual impedance to avoid the current circulating and channel the 

power from the DC MG source to the electrolyzer and local loads. The voltage control receives 

the voltage reference from the droop control and controls the output voltages of DC/DC 

converters to avoid the difference in the voltage appearing between the output voltages of 

DC/DC converters, which is the cause of the current circulating. The secondary control level 

has a decentralized structure. It also consists of decentralized controllers, which provide the 

voltage composition signals to the droop controls to stabilize the DC bus's voltage at the desired 

voltage value. In this secondary control level, only one decentralized secondary controller has 

access to the bus voltage measurement. This decentralized secondary controller exchanges the 

information regarding the DC bus with the other decentralized secondary controllers through a 

network, which has the laplacian graph properties. 

The Hierarchical control earns its robustness from two robust controllers: H∞ and structured 

H∞ based controllers. The H∞ based controller is implemented in the primary control. It is 

obtained using the Golver Doyle (GD) optimization algorithm, which requires an augmented 

plant derived from the DC/DC converters model, where the uncertainties and disturbances take 

part in the DC/DC buck converters model. The augmented plants include the weight functions, 

representing the constraints of the optimization problem solved by the GD optimization 

algorithm. These weight functions are used to derive the H∞ based control needed to achieve 

the suited performance. The structured H∞ based control is developed using the Nonsmooth 

optimization algorithm that also requires an augmented plant including the weight functions. 

The model used to derive the augmented plant corresponds to the parallel interconnection of 

DC-MG components. The simulation study validates the effectiveness of the developed robust 

controller to improve the robustness of the Hierarchical control the perturbation arising from 

component faults. They increase the damping factor. Due to that, the voltage and current 

oscillations due to CPL and component faults will be damped.  
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However, the proposed robust Hierarchical control cannot keep the damping factor at desired 

value for the overall component faults. In some cases, the developed robust Hierarchical control 

cannot mitigate the faults that severely affect the DC-MG component. Therefore, the 

Hierarchical control must be reconfigured to correspond to the system when the faults are 

present. The thesis develops a robust online diagnosis, which estimates the variations of the 

parameters that are caused due to faults and provides them the control reconfiguration process. 

The control reconfiguration will recalculate H∞ and structured H∞ based controller to 

compensate for the damping factor decrease. The robust online diagnosis consists of the 

analytical redundancy relations and generators of adaptive thresholds. They are derived from 

the model of the whole DC MG system modeled by the linear fractional transformation 

modeling approach. This approach is powerful in modeling the hybrid multi-physical systems 

as DC-MG and allows incorporating the disturbances and uncertainties as part of the model.  

The LFT-BG modeling tool also facilitates performing the observers used to get the 

measurements from some part of the system, where placing a physical system is impossible. 

This way increases the ability of the robust online diagnosis to isolate the faults. The derived 

adaptive thresholds evolve with the evolution of system inputs and uncertainties to prevent the 

false alarm. The results obtained from the simulation study have proved the effectiveness of 

the Active FTC. It mitigates the current and voltage fluctuations that appeared due to the 

occurrence of the faults.  

The results obtained from the simulation study have been confirmed experimentally by using 

the experimental setup built by the TMS320F28335 controller, controlling parallel 

interconnection of two DC/DC buck converters feeding a CPL emulated by DC/DC buck 

converter, and another DC MG platform used to produce the green hydrogen fuel, which 

consists of real RESs and operates under supervision platform performed by data acquisition 

system and Matlab /Simulink. Actually, these experimental setups have only validated the 

elements of Active FTC. The control reconfiguration process is not validated due to some 

technical problems. Using the H-based control implemented in the primary control improves 

the DC-MG system because it avoids using capacitance current measurement, having some 

drawbacks as a filtering degradation problem.         

Perspectives  

In this thesis, fault-tolerant control has been focused on the DC microgrid part. The concerned 

faults mitigated by the developed approach are the actuators (DC/DC converters) and physical 
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faults (faults in renewable energy sources). In terms of perspectives and within the framework 

of the industrial project, the future study will be extended to the process faults, mainly hydrogen 

leakage and electrolyzer faults. But in this new configuration where the system to be supervised 

(in terms of fault tolerant control and Fault Detection and Isolation) is described by a non-linear 

model due to the interactions of thermal, fluidic, and thermochemical energies, it is required to 

use the hybrid methods performed by combining the model-based and data based methods 

using artificial intelligence techniques and digital twin. The benefit of the combination of 

model-based and artificial intelligence-based techniques can also be oriented towards 

prognosis: for the estimation of remaining useful time. The introduction of the prognosis task 

provides the possibility to extend fault-tolerant control to degradation–tolerant control.  
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Tab a.1. Sources parameters of the hydrogen production platform. 
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