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Abstract

This work addresses the problem of bi-modal registration to provide the surgeon with an
accurate optical biopsy location in endoscopic frames during image guided examination.
A multispectral-augmented endoscopic prototype was developed based on a commercial
endoscopic system: A fiberscope is inserted into the operating channel and connected to
a snapshot multispectral camera (41 bands in the range of 470 to 975 nm), working as
a localized optical biopsy for a complementary medical exploration with a much smaller
field of view. The registration between modalities is challenging due to the lack of texture
in gastric wall which causes direct image-content registration methods to fail. Therefore,
we approach the registration problem as a relative pose estimation between two non-
homogeneous cameras (endoscope and fiberscope) not rigidly linked. Both cameras can
be separately calibrated using a chessboard pattern so their instantaneous relative pose
can be estimated by tracking the moving camera (fiberscope). To do this, we take advan-
tage of the fiberscope presence in the endoscopic images and its geometry. Therefore, the
pose of the fiberscope is estimated by minimizing the re-projection error of a virtual cylin-
der using a predicted pose in four steps: (i) the segmentation of the fiberscope is achieved
through CNNs models trained on our endoscopic sequences; (ii) a 3D cylinder axis is ini-
tialized using the initial segmentation and Plücker’s coordinates; (iii) the pose estimate is
optimized by maximizing Jaccard’s similarity index between an automatic segmentation
of the fiberscope in the image and the virtual cylinder projection in the endoscopic refer-
ence frame; (iv) we use the pose of both cameras to estimate the transformation through
direct homography between virtually projected points achieving a markerless tracking.
This approach was validated using a virtual framework to realistically simulate the move-
ments of the fiberscope inside the operating channel (i.e, insertion and precession) and
in-vivo sequences acquired with our multimodal prototype in a medical center. The final
registered images offer the surgeon real time visualization of the area targeted by the
fiberscope at the gastric wall and its corresponding spectral data. In an off-line process,
it is also possible to locate the hyperspectral biopsy on a panoramic map constructed by
image mosaicing techniques from the endoscopic video acquired during examination. In
a general way, the proposed method for locating optical biopsy can be extended to any
type of imaging, specially in the presence of poorly textured images or when markerless
probe tracking is necessary, and could be valuable for patient monitoring.
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Introduction

Endoscopy is a nonsurgical procedure used to examine a person’s interior organs using
an optical instrument called endoscope. An endoscope is a long, thin, flexible tube con-
nected to a light source and camera at one end. Visual exploration and targeted biopsies
during endoscopy are the currrent standard for the evaluation of diseases affecting the
upper digestive system. However, this approach has a limited ability to detect diseases in
their early stages where no pathognomonic visual features are present or when they are
predominantly located beneath the visible surface.

The majority of endoscopes currently used in clinical practice can only produce videos
acquired under white light and the recent innovations for these devices are limited to
increasing the image resolution or adding dye-less chromoendoscopy (DLC) capabilities.
The few systems open to exploitation of DLC like Narrow Band Imaging (NBI; Olympus,
Japan), Fujinon intelligent color enhancement (FICE; Fujinon, Japan), and I-Scan (Pen-
tax, Japan) [8] are capable of analysing a limited number of light wavelengths (usually 2
or 3). In addition, while these methods enable analysing suspect zones on enhanced white
light; they do not detect flat lesions, such as inflammatory gastritis or atrophic sequelae.
Moreover, valuable information contained in other bands of the full spectrum is not used.
These limitations justify the development of innovative imaging techniques to meet the
need for early detection and characterization of esophageal and stomach diseases.

In this thesis we propose a prototype imaging system which enables simultaneous
acquisition of a video composed by hyper-spectral (HS) data in addition to RGB. The
HS-enhanced RGB images have the potential to provide new information for tissue char-
acterization while the clinician remains in the context of a conventional endoscopic explo-
ration. Numerous publications demonstrate the real interest of the combination of spatial
and spectral information for characterizing gastric tissue on a macro or mesoscopic scale
[9, 10, 11].
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The ANR EMMIE project

Under the framework of the EMMIE (Endoscopie MultiModale pour les lesions infamma-
toires de l’Estomac) project funded by the ANR-15-CE17-0015 and the collaboration of
our research partners we introduce an HS-augmented endoscopic prototype. The system
is centered around a custom gastro-endoscopic probe comprising a fiber bundle boroscope,
an optical splitter, hyperspectral cameras and a commercial medical endoscope.

Figure 1 depicts the task distribution and pipeline of the project. Preliminary analyses
in an animal model were performed to characterize the gastric tissue of mice after explan-
tation. The findings were presented to the Ambroise Paré Hospital as apriori knowledge
of the tissue characteristics to develop an acquisition protocol which involved patients
referred to the endoscopy unit of the A.P. Hospital for an upper GI endoscopy under
general anaesthesia. The conduct of the routine endoscopy remained unchanged and the
results of analyses from the samples taken by the Department of Pathological Anatomy
of the A.P. Hospital were stored and labeled to serve as reference diagnostic.

The system setup, calibration and acquisition interface was designed in collabora-
tion with the Le2i laboratory from the Université Bourgogne Franche-Comté. The pre-
processing, spatial calibration and registration of both modalities was in charge of PRISME
laboratory while the spectral calibration and hyperspectral analysis was entrusted to Le2i
laboratory. Finally the 2D and 3D mosaicing was carried by the CRAN laboratory using
optical flow and structure from motion (SfM) techniques, we (PRISME) complemented
these results by locating the registered HS-image in the endoscopic panoramic view.

The simultaneous multimodal acquisition requires geometric alignment in order to
correctly exploit the additional information obtained which are of different size and res-
olution. This is not a trivial task since, due to the aseptic practices, the fiberscope must
be sterilized between exams, forcing the physician to remove and reintroduce it into the
instrument channel on each examination. In addition the gastric wall texture is full of
specular patches and gastric fluid which make difficult the task of finding common features
for registration.

After processing the data could be analyzed in two stages to obtain different levels of
insight from the physician:

• On-line, providing a diagnostic aid during endoscopy procedures by alerting the
physician when the analysis of spectral images detects potentially inflammatory
areas.

• Off-line, a more detailed analysis of the spectral reflectance, recognition and re-
producibility of endoscopic images through the mapping obtained by mosaicing of
images.
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Figure 1: EMMIE project block diagram

Contribution of the work

The three main contributions of this work are: (i) A novel markerless vision tracking
approach, (ii) the localization of spectral data during the endoscopic analysis and (iii) the
use of the snapshot HS cameras to perform gastric screening.

We used the presence of the fiberscopic probe on the RGB images as a feature for
tracking. We tracked its movement based on the similarity measure between a projection
of a virtual modeling of the system and an automatic segmentation of the instrument
in the endoscopic image. This method is robust against conditions that hinder the effi-
ciency of other methods found in the literature. For example, low FPS acquisition or the
impossibility to use markers in the probe.

The project also develops a mosaicing method for mapping the targeted areas, which
is an added diagnostic functionality aid. With our method we can localize the spectral
data in any RGB frame of the video and enhance the exploration providing the clinicians
with the ability to analyse the spectral information of localized areas and deferred time
processing. This aspect responds to a legitimate demand from the gastroenterologist and
anatomo-pathologist community.

The final prototype designed by the EMMIE team during the project, makes possible
to insert a fiberscope, connected to snapshot HS cameras that are sensitive to both visible
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and NIR light into this instrument channel, working as a localized HS probe. Something
which has never been implemented before and therefore opens a window of opportunities
for spectral exploration of gastric tissue.

Organization of manuscript

Each chapter in this thesis contains a literature review which explores prior work and
details the rationale behind the specific experiments presented. Then, the presentation
of the experimental methods and results is followed by a discussion on the significance
of the results and the identification of areas of further work. The main findings of each
section are subsequently summarised. The following is an overview of the chapters of the
thesis:

Chapter 1, introduces the optical biopsy and multimodal gastro-endoscopy system re-
lation with the current imaging methods present in the literature. Chapter 2, presents the
different devices which comprise the MS-augmented endoscope and the system calibra-
tion. Chapter 3, details the prototype modeling and the simulation framework developed
based on the camera parameters of both boroscopes. Chapter 4, presents the tracking
algorithm for the fiberscopic instrument. Chapter 5, assess the validation of the system
in synthetic and real images and Chapter 6, the application of our method in clinical
data. The document ends with a final discussion and analysis of the further work in the
conclusion.
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Chapter 1

Optical biopsy and multimodal
gastro-endoscopy

Gastrointestinal imaging technologies have been traditionally divided into two categories:
classical optical imaging and spectroscopic imaging. Classical optical imaging methods
are aimed at recording an image of an area of the sample of interest at one (grayscale) or
three specific wavelengths (RGB). White Light Endoscopy (WLE) is currently the primary
classic optical method used for wide-area imaging in the gastrointestinal tract; particularly
the tissues that line the outer surfaces of organs and blood vessels throughout the body
and the inner surfaces of cavities in many internal organs called epithelium. Conventional
WLE represents only the first of many possible methods to analyze tissue in-vivo.

The current practice of WLE often requires incisional biopsies with ex-vivo histological
analysis and interpretation to complement the findings and make clinical decisions. This
method of evaluation creates a significant delay in diagnosis, introduces the possibility of
sampling error, and adds to the risk and cost of the procedure. Furthermore, the lack
of quantitative parameters during endoscopic inspection often results in significant inter-
and intra-observer variability.

In contrast, spectroscopic diagnostic techniques are generally used to obtain an entire
spectrum of the tissue under analysis within a wavelength region of interest. Recent ad-
vances in optical fibers, light sources, detectors, and molecular biology have stimulated the
development of these imaging technologies that promise to significantly improve our ability
to visualize and evaluate human epithelium in vivo. These methods, collectively termed
“optical biopsy” perform nondestructive inspection of mucosal histopathologic states us-
ing tissue’s response to light which providing instantaneous tissue assessment to enhance
RGB endoscopy as an alternative to physical biopsy.

In the following sections we will introduce the standard endoscopy optical system,
present some imaging modalities commonly used to enhance gastric exploration, their
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1.1. ENDOSCOPIC OPTICAL IMAGING SYSTEMS

limitations and how they inspired us to conceptualize the proposed solution.

1.1 Endoscopic optical imaging systems

Endoscopes play an important role in modern medicine. In medical practice different
cavities within the body exist which are regularly inspected with an endoscope (e.g.,
bronchoscopy, cystoscopy, gynoscopy, etc). However, there also exist procedures which
are performed through small incisions to reach cavities which are normally closed, such
as the abdominal or pelvic cavity (laparoscopy) or organs of the chest (thorascopy).

In this document we will focus on the first group of interventions, particularly in
the inspection of the gastrointestinal (GI) tract. When passed through the mouth, an
endoscope can be used to examine the esophagus, the stomach, and some of the small
intestine (upper GI tract). When passed through the anus, an endoscope can be used
to examine the rectum, anus, and the entire large intestine (lower GI tract). Different
endoscopes are used for different procedures, and the tubes vary in length and size (Figure
1.1). Some examples of conditions which are known to be premalignant or to increase the
risk of cancer in the GI tract are adenomas, Barrett’s esophagus, Crohn’s disease, celiac
disease, and a Helicobacter pylori infection. The detection of GI bleeding, being a sign of
malignancy, is also considered an important finding in gastrointestinal endoscopy.

Figure 1.1: Different areas of interest for endoscopy in the upper and lower gastrointestinal
tracks, from [1]

The quality of visualization in this modality is a function of resolution and magnifi-
cation which are determined by the quality of the objective lens and the pixel density of
the charge-coupled device (CCD). The CCD chips used in HD endoscopes produce signal
images containing 850,000 pixels to >1 million pixels, in contrast to images produced by
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1.2. OPTICAL BIOPSY

standard-definition endoscopes that contain 400,000 pixels. The utility of high-pixel-
density CCD chips is enhanced when these systems are used together with magnification
technology, because the selected region can be visualized in detail and the increased pixel
density of HD CCDs enables magnification without compromising resolution [12].

HD-WLE is widely available today and along with biopsy have become the standard
of care in clinical practice worldwide. Yet this approach is troubled by issues related to
cumbersome biopsy sampling, errors and cost. Therefore to overcome such adversity, there
needs to be evolutionary advancement in terms of diagnosis, which should address these
concerns and ideally enhance risk stratification in order to provide timely management in
real time.

1.2 Optical biopsy

In this context, optical biopsy presents itself as an attractive alternative to current state
of the art endoscopic techniques. The primary goals of using optical biopsy are targeting
premalignant mucosa, grading and staging pathological progression and reducing the risk
of physical biopsy. Gastric surveillance is challenging because the surface areas of disease
involvement, such as that for Barrett’s esophagus and ulcerative colitis, are large, ranging
from 10 to 100 cm2. In addition, deep-tissue penetration of light is needed to detect
lesions below the mucosal surface, for example, the presence of abnormal glands beneath
the squamous epithelium of the esophagus and to evaluate submucosal tumor invasion to
evaluate an endoscopic mucosal resection [13, 14, 4].

Incisional/excisional biopsy and cytology present several disadvantages when com-
pared to optical biopsy. Their main downside is that both require physical extraction and
laboratory processing of tissue specimens which incurs in a relatively high cost because
of specimen handling; but more importantly, diagnostic information is not available in
real time. Moreover, in the context of detecting early neoplastic changes, both can have
unacceptable false negative rates, often arising from sampling errors [15, 16]. In contrast,
optical biopsy allows earlier detection of pre-malignant lesions and minimize number of
target biopsies and frequency of surveillance. Moreover, it can differentiate malignant and
benign ulcers and structures during the exploration while quantitatively evaluating tissue
areas based on numerical data, limiting inter-observer variability and providing informa-
tion in the plane perpendicular to the mucosal surface (vertical cross-section). Also, it
reduces the risk on exploration in patients with bleeding diathesis

Some examples of common clinical endpoints [17, 18, 19] for optical biopsy in the
gastrointestinal exploration could be listed as :

• Detect and localize high-grade dysplasia in Barrett’s esophagus
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1.3. MULTIMODAL ENDOSCOPIC IMAGING

• Identify neoplasia beneath neosquamous esophageal mucosa

• Assess depth of tumor invasion for possible mucosal resection

• Preoperative identification of tumor margins

• Detect and localize dysplasia in the setting of ulcerative colitis

• Distinguish adenomatous from hyperplastic polyps

• Surveillance of polypectomy and mucosal resection site

An illustrative example of new endoscopic imaging technologies are the real-time confo-
cal laser endomicroscopy (CLE) images (Figure 1.2) provided by the Cellvizio™ [2] system
(Mauna Kea,Technologies, Paris, France) which allows dynamic microscopic evaluation
of cellular architecture and morphology. In this system a confocal microprobe is inserted
through the auxiliary channel allowing the physician to examine the cellular structure
from areas of interest during the exploration. This is only one of the several multi-modal-
imaging techniques which intend to surpass WLE’s limitations and enhance the screening
procedure.

Figure 1.2: High-grade tumor. (A) Endoscopic view. (B) Confocal laser endomicroscopy
view (Optical biopsy). (C) Histopathological pattern. Images extracted from [2]

1.3 Multimodal endoscopic imaging

WLE’s sensitivity and specificity are operator-dependent and especially poor for small
and flat lesions. A multimodal approach is effective because it adds information which
may help to detect the presence of pre-malignant and malignant lesions during early
stages of their development. Therefore, physicians are able to establish a better diagnosis
during the endoscopic procedure, and identify subtle mucosal and structural changes that
are related to inflamatory and precancerous lesions [20]. Endoscopic image enhancement
technologies are becoming increasingly versatile and complex. A multimodal approach
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1.3. MULTIMODAL ENDOSCOPIC IMAGING

provides opportunities to visualize normal and abnormal tissues in the gastrointestinal
tract, in addition to complementing information derived from conventional WLE. Virtual
chromoendoscopy and other advances such as autofluorescence, confocal endomicroscopy
and optical coherence tomography (OCT) are becoming increasingly important and will
determine the future of optical biopsy diagnostic to an even greater extent [21]. The
following subsections make a review of the aforementioned techniques.

1.3.1 Chromoendoscopy

Chromoendoscopy or intravital staining is a dye-spraying technique that accentuates ar-
chitectural details of the mucosa. Contrast (e.g., indigo carmine) or absorptive (e.g.,
methylene blue) dyes can be sprayed over mucosal surfaces to highlight abnormal areas
and to unmask flat and subtle-appearing lesions.

Virtual Chromoendoscopy can be activated at the press of a button, is essentially
comparable to intravital staining (chromoendoscopy) but the light source produces light
that is transmitted to the distal end of the endoscope to illuminate the area under inspec-
tion and evaluate its reaction. Both procedures highlight specific details on the surface
of the mucosa, although intravital staining is more specific because it reacts with various
epithelial entities and is still regarded as the gold standard [20].

Virtual Chromoendoscopy includes Narrow Band Imaging (NBI; Olympus, Japan), Fu-
jinon intelligent color enhancement (FICE; Fujinon, Japan), and I-Scan (Pentax, Japan)
[8]. NBI applies two optical filters with narrow band centered at 415 nm (blue) and
540 nm (green). Because the maximum light absorption of hemoglobin occurs at these
particular wavelengths, blood vessels will appear very dark, providing enhanced visibility
and identification of other structures found in the surface. FICE and I-Scan are based
on similar physical principle as NBI, but they depend on some computed spectral esti-
mation technology, other than the presence of optical filters [22]. FICE converts images
into spectral images with individual wavelengths and reconstructs them to generate fine
high contrast images. Then it reconstruct virtual images in real time, by increasing blue
component and decreasing red and green components resulting on improved contrast of
capillary patterns. I-Scan consists of three types of algorithms: surface enhancement
(SE), contrast enhancement (CE), and tone enhancement (TE). SE enhances light-dark
contrast by obtaining luminance intensity data for each pixel to allow detailed observation
of a mucosal surface structure. CE digitally adds blue color in relatively dark areas to
allow detailed observation of subtle irregularities around the surface. TE dissects and
analyzes the individual RGB components of a normal image. I-scan is effective to predict
neoplasia as precisely as DB chromoendoscopy [8]. However, recent studies shows that
FICE could not improve the delineation of diseases, such as ulcers and erosions in Crohn’s
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1.3. MULTIMODAL ENDOSCOPIC IMAGING

disease [23].
Also, several studies have compared NBI and FICE for polyp detection, all of which

have shown no difference. The largest of these studies was a prospective, randomized,
controlled tandem colonoscopy trial with 1650 subjects that compared HD-WLE with
NBI and FICE. In this study, neither NBI nor FICE increased the mean number of
adenomas detected per patient compared with WLE (WLE, 0.37 vs NBI, 0.35 and FICE,
0.36; P=0.591). The percentage of missed adenomas also did not differ between the 3
groups (20.8% by WLE vs 22.9% by NBI and 26.0% by FICE, P = .3) [24]

In a single-center, open, prospective cohort study of 142 consecutive patients undergo-
ing screening or surveillance colonoscopy, NBI and i-SCAN had a significantly improved
sensitivity and accuracy compared with white light endoscopy (WLE), for the prediction
of adenomas (sensitivity, 88.8% for NBI vs 68.8% for HD-WLE, P= 0.002). For i-SCAN,
the sensitivity was 94.6% versus 74.3% for HD-WLE; P=0.001). There were no significant
differences between the NBI and i-SCAN (sensitivity, 88.8% vs 94.6%; specificity, 86.8%
vs 86.4%; accuracy, 87.8% vs 90.7%, respectively; P=0.05). Additionally, there was good
intra- and inter- observer agreement between the NBI and i-SCAN (k =0.7) [24].

No study has yet directly compared the merits of all endoscopic system in the same
patient distribution and it is the users individual preference to use one or the other system.
Thus, virtual chromoendoscopy differs in several ways from traditional chromoendoscopy:
the normal image can be transformed into an enhanced image, and back again to the
white-light image, with a button press; the process dispenses with the laborious and
frequently nonuniform application of contrast agent. An example of different modalities
and their influence in medical diagnostic is presented on Figure 1.3

1.3.2 Autofluorescence imaging

Autofluorescence imaging (AFI) detects subtle changes in tissue activated by specific short
wavelengths of light, leading to the emission of fluorescent light of a longer wavelength.
The most abundant target of these approaches is collagen. The large majority of changes
identified in the gastrointestinal tract with fluorescence systems rely on the loss of collagen
in dysplastic tissue, resulting in the reduction of green fluorescence and the enhancement
of red fluorescence. However, the technique has some key limitations, including the infe-
rior resolution of images produced in the AFI mode and a high false-positive rate. The
specificity of AFI can be enhanced by combining it with WLE and virtual chromoen-
doscopy (such as NBI), which jointly form the so-called endoscopic tri-modal imaging
procedure [25].

Tri-modal imaging permits the investigator to utilize the advantages of AFI by ‘red-
flagging’ fluorescent reddish appearing lesions when screening the gastrointestinal tract.
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1.3. MULTIMODAL ENDOSCOPIC IMAGING

Figure 1.3: Paired sample comparison on total correct answers on images taken using
various enhance imaging modalities. Images extracted from [3]

The lesions can then be characterized further by means of high-resolution endoscopy and
virtual chromoendoscopy.

1.3.3 Optical coherence tomography

OCT permits high-resolution, cross-sectional imaging of the internal microstructure of bi-
ological tissue by measuring back-scattered or back-reflected light using an interferometer
with a short coherence length light source [26]. Optical interference between the refer-
ence light and the one reflected by the sample occurs only when the optical delays match
the coherence length of the light. One arm of the interferometer contains a scanning
system while the second arm has a scanning reference path delay to produce a 2D cross
sectional image corresponding to the histological layer. Moreover, swept source domain
detection is able to provide a very large number of axial samples, as determined by the
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1.3. MULTIMODAL ENDOSCOPIC IMAGING

speed of the data acquisition systems. The high resolution is able to demonstrate tissue
microstructure, but this aspect is achieved at the expense of a decreased depth of imaging
(1–2 mm). Thus, OCT permits easy and accurate differentiation of the normal epithelium
from abnormal tissue. However, the detection and grading of dysplasia and early cancer
remain challenging. OCT is currently not widely spread in clinical use but its potential
remain dormant while being a point of interest on gastric research.

1.3.4 Confocal endomicroscopy

A confocal microscope produces images of very shallow depth-of-field. By varying the
focal plane of the lens at different depth levels in the sample, it is possible to acquire a
series of optical slices corresponding to the focal plane from which a 3D representation of
the object can be obtained.

Confocal endomicroscopy allows the histological analysis in vivo when performing en-
doscopy of the mucosal layer at cellular and even subcellular resolution [27]. The histologi-
cal findings of confocal laser endomicroscopy (CLE) exceed those of conventional histology
because cellular interaction can be observed in real time. Two devices are available at the
present time: the endoscope-based system (eCLE) and the probe-based system (pCLE).
The eCLE works efficiently when integrated into the conventional endoscope (Pentax,
Japan). The pCLE is incorporated into the working channels of various standard endo-
scopes (Cellvizio, Mauna Kea Technologies, France). Notably, the Pentax system is no
longer commercially available (probably because of the difficulties to explore a analyse
samples at the same time) but is worthy of mention because a number of crucial studies
were performed with this system and it is still used.

Confocal imaging can be coupled with the use of intravenous or topical fluorescent
dyes to enhance image contrast and resolution. Intravenous fluorescent dye penetrates the
epithelium and stains the extracellular matrix while topical acriflavine provides superficial
staining, with a predilection for cell nuclei. In the future, the use of fluorescence-labelled
probes targeting disease-specific biomarkers will probably enhance the value of CLE in
combination with molecular imaging.

1.3.5 Outlook

A large body of research has emphasized the merits and drawbacks of novel imaging
modalities, most of these techniques are required to meet set standards before they can
be recommended for general use. A summary of the aforementioned imaging modalities
is presented in Table 1.1

These technologies are mainly divided in two groups: tran- and cross-sectional imaging
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1.4. TOWARDS HYPERSPECTRAL GASTRO-CHROMOENDOSCOPY

(Figure 1.4). The advantage of trans-sectional imaging over the latter relies in the possi-
bility to directly correlate the acquired information with the endoscopic image. Therefore,
tran-sectional modalities may permit the detection of abnormalities at the cellular level
without the need for tissue sampling enhancing the already available endoscopic image.

Currently chromoendoscopy is the most used and extended modality over tran-sectional
techniques. This is not only due to its commercial availability and clinical insertion but
also for its high level of accuracy while screening gastric tissue. However, the analysis
is usually limited to a small number of bands and the information should be interpreted
by the physician. This does not only lead to inter-operator variability but also leaves a
wide range of bands which are not explored. On the other hand, Hyperspectral Imaging
(HSI) is an enhanced mode of chromoendoscopy which is able to deliver images contain-
ing bio-marker information, and provide assessments of tissue pathophysiology based on
a higher range of characteristics from the full spectrum [28]. HSI is increasingly being
used for medical diagnosis and image-guided surgery. For instance, HSI has been applied
to the diagnosis of hemorrhagic shocks [29], the detection of laryngeal disorders [30], the
early detection of dental caries [31], the fast characterization of kidney stone types [32],
the assessment of peripheral artery disease [33], and so on. We believe that due to its
tran-sectional nature and its superiority when compared to the current chromoendoscopic
technics it can effectively enhance the diagnostic if it is properly overlaid to an endoscopic
image.

Figure 1.4: Comparison of trans- and cross- sectional biopsies

1.4 Towards hyperspectral gastro-chromoendoscopy

In the gastrointestinal field, most multispectral (MS) and hyperspectral (HS) imaging
studies have involved ex-vivo biopsies, resected tumor tissues, or organs such as the skin,
tongue, or larynx. Clancy et al. [34] developed a laparoscopic HS system based on a liquid-
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1.4. TOWARDS HYPERSPECTRAL GASTRO-CHROMOENDOSCOPY

Table 1.1: Gastrointestinal imaging modalities.

Imaging modality Principle Key features Resolution and interactions

HD-WLE

An objective lens, linked
through a fiber-optic cable
carring light back out of
the patient’s body to a
CCD

External xenon arc
for ilumination

CCD sensor and
endoscopic lense

Up to 1M pixels

Can be used with
optical and electronic
magnification

Virtual
chromo-endoscopy

Light penetrates tissue to
variable depths depending
on wavelenght

The use of optical
filters or post-
processing for
particular wavelength
enhancement.

Diagnosis through
improved vessel and
mucosal pattern
characterization

Normally combined with
HD endoscopy

Can be toggled to switch
from normal to chromo-
enhanced imaging

Autofluorescence

Tissue can fluorescence
differently when exposed
by specific wavelengths
of light.

The image is a
combination of green
and purple colours

Dysplastic tissue and
inflamation is located
in low wavelengths

Lower image resolution

High false-positive rate
due to the inability to
distinguish inflamation
and dysplasia

Optical coherence
tomography

Uses an interferometer to
obtain subsurface and
cross-sectional images.
(Similar to optical US)

Separates the broad
and light source into
two different beans.

Light is reflected
differently from each
layer of tissue

Cross-sectional imaging
technique for the
visualization of mucosal
and submucosal structures
in microscopic detail

Similar resolution to
HF-US

Confocal
endomicroscopy

A low power laser is
focused at a single point in
a defined microscopic field,
then the same lens is used
as the condenser

In vivo histology
during ongoing
endoscopy

Intravenous or
topical fluorescent
dyes are needed to
improve image
contrast and
resolution

Resolution is similar
to that of conventional
fluoresence

Can be enfoscope- or
probe-based
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crystal tunable filter (LCTF). In Martin et al. [35] and [30] an HS system with fluorescence
for imaging of the larynx was developed. Also Dohi et al. [36], used a micro Fabry-
Perot interference filter placed at the tip of a flexible endoscope to create a wavelength-
adjustable spectral endoscope. Nevertheless, this has not been used clinically yet. Galeano
et al. [37] and Kiyotoki et al. [38] reported certain differences observed between healthy
and pre-cancerous ex-vivo colon tissues. However, the color of the resected sampling
tissues differed from what is normally observed in vivo, which suggests that the spectral
properties of tissue may change after the resection process. In a recent study Martinez
et al. [39] assessed the difference in the in-vivo spectral response of malignant colorectal
tumors and normal mucosa. Nevertheless, the acquisition systems used a color filter wheel,
which makes temporal registration in different wavelengths a non-trivial task.

Conventional endoscopy observes reflected visible light (400–700 nm) from the mucosal
surface, leaving a wide range of bands unattended. Indeed, the light spectrum extends to
shorter wavelengths in the ultraviolet (UV) and longer wavelengths in the near-infrared
(NIR) that also can be used for endoscopic imaging (Figure 1.5). UV and blue light
are absorbed by bio-molecules to produce fluorescence. The visible band is dominated
by hemoglobin absorption and thus has relatively short penetration depths, typically
<100 µm, useful for imaging. NIR light is much less sensitive to tissue scattering and
hemoglobin absorption and thus can usually penetrate <1000 µm through the mucosa
[14, 4]. In addition to conventional imaging methods, point detection techniques (i.e.,
light scattering and Raman’s spectroscopy) can be used to collect molecular information
during endoscopy with optical fiber probes inserted through the working channel of a
commercial endoscope. These methods have the potential to be extended to imaging,
although geometric localization is required in order to correctly exploit the additional
sources of information obtained from these two channels, which are of different size and
resolution.

1.5 Hyperspectral enhanced chromoendoscopy

In [40], [41], [42] externally tracked cameras were used to augment the surgeon’s view by
fusing preoperative data with the actual endoscopic view. As mentioned before, none of
them enhance the endoscopic image with HS information. In the same way that virtual
chromoendoscopy (VC) surpases the limitations of normal chromoendoscopy, we propose
to extend the capabilities of VC over a wider range of bands in the NIR and VIS range.
This can be achieved due to the majority of endoscopic systems are built-in with an
instrument channel into which different tools (i.e., biopsy sampler, clamp tool, etc.) can
be inserted. This makes possible to insert a fiberscope, connected to HS cameras using
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1.5. HYPERSPECTRAL ENHANCED CHROMOENDOSCOPY

Figure 1.5: Electromagnetic spectrum used for novel methods of optical biopsy resulting in
different depths of tissue penetration through the mucosa (graded layers) and submucosa
(1 mm depth), adapted from [4]

charge-coupled device (CCD) detectors that are sensitive to both visible and NIR light
into this instrument channel, working as a localized HS probe.

However, both modalities must be registered to provide medically relevant informa-
tion. This is not a trivial task, since due to the aseptic practices during medical and
surgical procedures, the fiberscope must be sterilized between exams, forcing the physi-
cian to remove and reintroduce it into the instrument channel on each examination. This
procedure leads to different relative positions between the fiberscope and endoscope for
each new video. In addition, it is impossible to estimate the relation between coordinate
systems using calibration patterns before the insertion of the fiberscope because, during
the medical examination, the physician introduces first the endoscope into the patient for
exploration and then the fiberscope into the instrument channel for localized screening.
Thus, registration cannot be performed with conventional approaches (e.g., by match-
ing singular points). Fortunately the end-tip of the fiberscope is visible throughout the
endoscopic exploration, then it can then be used as a feature for probe tracking if it is
properly detected in a frame by frame basis. By maintaining the relation between the
two modalities, the prototype provides physicians with hyperspectral information in small
regions of interest overlaid to endoscopic images.
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1.6 Conclusion

High-definition white-light endoscopy (WLE) is valuable for early detection of cancer
because it provides detailed information about the lesion. The results obtained from
WLE are usually complemented by other modalities which allow the physician to surpass
its limitations.

We have reviewed the benefits of these complementary modalities in clinical practice,
chromoendoscopy and virtual chromoendoscopy allow the detection and characterization
of dysplasia in the gastrointestinal tract and identification of changes in the vascular sys-
tem. Autofluorescence imaging detects subtle changes in tissue after it has been activated
by specific wavelengths of light. Confocal endomicroscopy is used for the in vivo diag-
nosis of pre-malignant lesions and early gastric cancer and Molecular imaging renders
pathological changes visible at the cellular level.

With the rapid development of various novel technologies, it seems that the ideal
endoscopy system could well be on the horizon. Ideally, such a system would incorporate
a ‘red flag’ modality with a lower rate of false-positives based on the collection of optical
biopsies. We inspired our self in the NBI and cellvizio systems to propose a prototype
including a fiberscope connected to an HSI camera through the working channel of an
endoscope which could fill this niche in medical practice .

However, still numerous issues need to be overcome, including standardization of the
various classification systems and incorporation of all these devices into a single, easily
managed prototype. In the next chapter an overview of the prototype and the different
elements it comprises will be presented. Also a detailed description of the devices it com-
prises and the experimental setup we used to acomplish the realization of a hyperspectral
enhanced chromoendoscopy system.
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Chapter 2

MS-augmented endoscopic prototype

In this chapter, the multispectral(MS)-augmented imaging prototype developed during
EMMIE project and this thesis is presented. The prototype is designed to allow the
simultaneous acquisition of two video streams from a targeted area of the stomach (i.e.,
white light and spectral images). The first modality its captured by a endoscopic device
and the latter by a fiberscope introduced through the auxiliary channel of the endoscope.
We also present the system’s experimental setup and it’s calibration procedures. Spatial
calibration is needed for image distortion correction and to model both cameras in a
virtual framework for pose calculation, while spectral calibration is essential for extracting
reflectance spectra.

2.1 System description

To obtain an hyperspectral visualization of biological tissues in visible and NIR bands
the fiberscope is attached to an optical system composed of two cameras (i.e., VIS and
NIR) and a lighting source rigidly fixed with a dual emission image splitter. The system
comprises six units: a mercury (Xenon) light source, an endoscope imaging unit, a visible
(VIS) range MS camera, a Near Infrared (NIR) range MS camera, a fiberscope and a twin-
cam camera splitter. An overview of how the multispectral gastro-intestinal prototype
interacts is used in clinical practice is depicted in Figure 2.1.

2.1.1 Endoscope

We used an Olympus endoscopic system (EVIS EXERA III) with two different versions
of gastrointestinal videoscope. Both endoscopes (GIF-H185 and GIF-1TH190) combine
HDTV and Narrow Band Imaging in a slim-diameter design (less than 10mm). NBI pro-
vides greater contrast for interpretation of mucosal morphology and blood vessel, however
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Figure 2.1: Concept diagram of the multispectral prototype

Figure 2.2: Manufacturer specifications of GIF-H185 [5]

is limited to only 3 bands of analysis. The endoscopes also have a large field of view (140°),
straight direction of view (0°) and close focus which enables close observation of the mu-
cosal surface (2 mm) without the need for electronic magnification. The flexible tip can
be controlled by maneuvering wheels in two axes. Further detail for each endoscope are
presented in Figure 2.2 and Figure 2.3

2.1.2 Fiberscope and lightsource

We used a microFlex m25-2500 fiberscope from IT Concepts GmBh (Lahnau,Germany).
Fiberscopes use optical glass fibers to relay the image. Resolution depends on the number
of fibers and their diameter. Each fiber forms a pixel in the final image. The selected
optical image conductor is designed originally for industrial applications but has been
adapted to our system due to the absence of medical specific fiberscopes in the market.
The microFlex contains an optical image guide with an outer diameter of 2.5 mm. made
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Figure 2.3: Manufacturer specifications of GIF-1TH190 [6]

Figure 2.4: a) Principle of fiberoptics b) FoV and DoV illustration

of 2500 highly flexible, thin and parallel single fibres connected directly into the optical
system providing a direction of view and field of view of 0°and 70°respectively (Figure
2.4).

A turnable ring found at the main body of the fiberscope allows to adjusts the objec-
tive’s focal point. The light source can be connected to an auxiliary light post found in
the the optic system and the eye cup uses a 32mm standard DIN 58105 connector. We
used a mercury (Xenon) light source unit from Oriel Instruments® (California, USA),
these high power (1000 W) light sources use long lifetime Xe arc lamps to provide high
intensity ultraviolet (UV) to near-infrared (NIR) light output with minimum light ripple.
An image of the light source system and the fiberscope body is presented in Figure 2.5

2.1.3 Dual camera image splitter

The Cairn TwinCam LS Image Splitter (presented in Figure 2.6) has been designed as
a solution for pixel alignment of simultaneous two-channel imaging coupled to a single
optical microscopic port without sacrificing field of view for sensors up to 22 mm. It
allows to simultaneously acquire the images from the VIS and NIR cameras with an equal
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Figure 2.5: a) Xenon light source b) Internal condenser lens diagram c) microFlex m25-
2500 fiberscope

distribution of light.
Each cube has fine mechanical X-Y adjustment for pixel overlay or deliberate image

offset. The input of the instrument has a variable rectangular aperture enabling the use
of cropped sensor mode on both detectors.

Figure 2.6: Experimental setup: (a) Exterior of the TwinCam system, (b) Interior of the
TwinCam system

2.1.4 Hyperspectral cameras

The Hyperspectral imaging (HSI) setup consists of two hyperspectral snapshot cameras
from XIMEA (Münster Germany). A snapshot camera has the advantage of acquiring
the complete hyperspectral dataset in a single shot, at the cost of spatial resolution due
to the larger filter array.

The sensor of both cameras have a resolution of 2048 × 1088 pixels, at which the filter
area is 2048 × 1024 pixels for the 4x4 HSI camera and 2045 × 1080 pixels for the 5x5 HSI
camera. Both cameras hold a 75 mm f/2.8 lens and are aligned through the TwinCam
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splitter system. We use two cameras to increase the number of spectral channels over
the complete visual and near-IR range (465 nm to 975 nm) while keeping a reasonable
resolution.

The first camera (SM4X4-VIS) holds a 4x4-filter array, resulting in 16 HSI-bands be-
tween 460 nm to 630 nm (Figure 2.7). The second camera (SM5X5-NIR) holds a 5x5-filter
array, sensitive from 600 nm to 975 nm. Since the filters of the camera show two main
peak responses in some pixels of the 5x5-filter array, a 675 nm long-pass filter is placed in
front of the camera, resulting in 25 HSI-bands between 675 nm to 975 nm (Figure 2.8).
Both cameras record the spectral irradiance I(x,y,n) of a scene through a multispectral
image, i.e. a 3-D dataset typically called a datacube or hypercube where n is the number
of bands. The nomimal capture rate is 170 datacubes per second. However, this value is
constrained by the exposure time in practice. Each band has a specific response pattern
containing primary and eventually secondary peaks in the sensitive interval of the sensor.
Therefore, the band response is not a correct spectral signature as the signal is a combina-
tion of the sensor level response and the system level components. To measure a correct
spectral signature, it is required to calibrate the signal through spectral correction.

Furthermore, the exposure times for both hyperspectral cameras will differ due to
different sensor response characteristics. For the 4x4 HSI camera, the peak response
intensity for each band is about 20%, except for band 3 accounting for 10% only. For
the 5x5 HSI camera, the peak response intensity for each band is lower by approximately
10%. Hence, the exposure time has to be longer for the 5x5 HSI camera to achieve a
decent sensor response.

We mounted the SSM NIR5x5 and a SSM VIS4x4 Ximea camera to the TwinCam
system as slave and master respectively. The detailed specifications of both cameras are
presented in Table 2.1.

Table 2.1: Camera specification.

Camera Resolution Bands
XIMEA SM5X5-NIR 409x216 25
XIMEA SM4X4-VIS 512x256 16

2.2 Data acquisition setup

The cameras are connected to the PC on two USB 3.0 ports for control and data transfer
and one USB 2 port for powering the trigger circuit. We configured one of the cameras as
“master” and the other camera as “slave”. The master runs at a configurable frame rate
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Figure 2.7: (a) Position and peak responses of the filters in the mosaic pattern on the
CMV2K SSM VIS4x4 sensor, (b) Example filter responses of the SSM VIS4x4 sensor in the
active range of 470-620nm

Figure 2.8: (a) Position and peak responses of the filters in the mosaic pattern on the
CMV2K SSM NIR5x5 sensor, (b) Example filter responses of the SSM NIR5x5 sensor in
the active range of 600-872nm

and send out a pulse on acquisition start and the slave runs in a triggered mode and starts
his acquisition on receiving the pulse from the master. We optically aligned the images
of the cameras and acquisition was activated using a custom interface. The fiberscope is
connected in the input port of the TwinCam system using an Edmund Optics adaptor
and is then inserted in the endoscopic auxiliary channel.

A custom user interface for data acquisition was developed using C] programming
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language. The interface allows the user to capture raw MS images and gastroendoscopic
video stream simultaneously while the three cameras are connected to the computer. The
endoscope is connected through a firewire interface and the MS cameras are connected
via USB 3.0 interface. The interface captures up to two images per second due to the
high exposure time required for the MS system. All frames are timestamped to be able to
associate each MS images to its closest endoscopic image. The association of both modal-
ities allows the combination of textural information in endoscopic images and the spectral
signature in MS images. The complete processing pipeline of the images is currently done
off-line (i.e., image matching, filtering, spectral analysis).

2.3 System calibration

After setup the optical sensors of the system needs to be calibrated. Due to the par-
ticular characteristics of our systems two steps are needed, namely spatial and spectral
calibration.

Strong radial distortions are a typical problem in endoscopy. They cause a non-linear
geometric distortion of the image, proportional to the radius from the center [43]. They
severely affect the perception of relative size and depth, and it is difficult to be able to
tell that the imaged scene is planar [44]. The distortion-correction issue has merited the
attention of the manufacturers and they have started to focus more efforts in reducing
the endoscopic image deformation. Some new proposals diminish the distortion by com-
bining a new optical design with cropping of the image periphery where radial distortions
are more noticeable. Unfortunately, the images are far from being geometrically correct
perspective; the main disadvantage of this is that cropping decreases the effective field of
view.

Spatial calibration provides the necessary distortion coefficients to compensate this
effect. In addition, spatial calibration can gives the pose of each camera in the 3D space
as long as we have a common reference point. In this way, it is possible to obtain a
realistic relative pose between the camera of the fiberscope and that of the endoscope,
and thus to obtain the registration relationship between the two images. This operation
is necessary for the virtual framework modeling and the pose estimation of the fiberscope
as well. Further details of these procedure will be presented in Chapter 3.

On the other hand, the measured raw hyperspectral data cube contains pixel values
within each spectral band, which do not necessarily represent the real reflectance of the
scanned area. Artifacts of the optics and electronic components influence the measured
signals and have to be corrected. Further, as described in Aasen and Bolten [45], dif-
ferences in the illumination settings have an influence on the calibration process and the
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data processing. Finally, the measured signal has to be transformed to a physical system-
independent value, e.g. reflectance, to make the data comparable among different settings
and useful for signal processing. These aspects make a robust spectral calibration process
necessary for potential clinical practice [46].

2.3.1 Spatial calibration

Spatial calibration consists in estimating a computational model for a camera to describe
how 3D points are projected onto the image including geometrical distortions.

Various mathematical models for different cameras have been proposed in the litera-
ture. Clarke and Fryer [47] gave an excellent overview of the historical development of
calibration methods and models up to the end of the 1990s, while more recent exten-
sions are presented by Remondino and Fraser [48] and Boland [49]. A comprehensive
nomenclature of cameras computational models is proposed in the books of Sturm [50].

The first thing to consider is whether or not to choose a central projection model.
Most models have a single optical center through which all camera rays pass. Non-central
camera models do not possess a single optical center (in the case of multi-lens or multi-
mirror system). The back-projection is simplified for the central projection, since it only
gives the direction of the camera’s beam. A second property to take into account when
choosing a camera model is the global or local character of a model, according to the
nomenclature proposed in [50]. A global model have a small set of parameters each of
which influences the projection function over the entire field of view. Conversely, a local
model affects the projection function only over a subset of the field of view (portion of the
image). These models have usually more parameters than global ones, but have a higher
descriptive power. Some models, named discrete, can go as far as defining a projection
function for each individual pixel. Such a discrete camera model are sometimes referred to
as non-parametric models, which is inappropriate since they have many parameters and
needs to be associated with an interpolation scheme. Finally, a third property to consider
is the ease with which forward or backward projection can be performed depending on
different tasks: forward projection for distortion correction of images and bundle adjust-
ment, back-projection for minimal methods for various structure-from-motion tasks, such
as pose and motion estimation.

Considering the characteristics of our snapshot cameras and optical devices, a global
central projection model seems appropriate. We chose the global models because they
have a lower number of intrinsic parameters and can be used for endoscopy: the classical
pinhole model and fish-eye model are in this category. For endoscopy, the pinhole model
needs to be enhanced with radial distortions. The classical radial distortion model is
written using polynomials, neglecting tangential distortion. Even with only one distortion
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coefficient, the classical polynomial distortion model are cubic, making the back-projection
cumbersome to write. Such models were applied for endoscope calibration using planar
grids [44, 51, 52]. Some fully automatic calibration processes for the endoscopic camera
have also been developed specifically for use in the operating room [53, 54]. The main
contribution of these studies is the possibility to quickly perform the calibration in the
intervention room with a limited number of images. In [54], the proposed calibration
process consists of replacing the classic pre-printed checkerboard with a checkerboard
displayed on a computer screen in front of which the user can present the endoscopic
camera in different orientations. In our particular application, the calibration is performed
off-line only once to characterize the entire imaging device (endoscopic and fiber optic
channels). In the following sections, we briefly introduce the two most commonly used
camera models (i.e., pin-hole and fish-eye) before evaluating them with our prototype.

Camera models

Figure 2.9: a) Pinhole camera model and b) Fisheye camera model

The camera-centered coordinates of a 3D point P are projected into the image plane
differently depending on the adopted camera projection model (Figure 2.9).

Pin-hole camera model

The pinhole model, or perspective projection, assumes that all camera rays pass
through a single point, called optical center, and that there is a linear relationship be-
tween image point position and the direction of the associated camera ray. Therefore, the
relationship between the camera-centered coordinates (X, Y, Z)T of a 3D point P and the
image coordinates (u, v)T of its projection can be expressed via five intrinsic parameters
(see Equation 2.1).
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where f is the focal length, ku and kv the scale factors for pixels units conversion and
(u0, v0)

T the image coordinates of the principal point c at the intersection of the optical
axis and the image plane to adjust the (0,0) location of the image plane.

To accurately represent a real camera, especially with a short focal length, a polyno-
mial radial distortions model is usually added to this central projection by equations 2.2
and 2.3, generally considering tangential distortions as negligible.

udistorted = u(1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6) (2.2)

vdistorted = v(1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6) (2.3)

where r2 = u2 + v2 and ki the polynomial coefficients.
Typically, one or two coefficients are sufficient for radial distortions of most of the

lenses. For severe distortion, such as in a wide-angle lens, we can select 3 coefficients.

Fish eye camera model
The omnidirectional camera model proposed by Scaramuzza [55] is suitable for cameras

with field of view (FOV) up to 150 degrees. This projection model uses equations 2.4 and
2.5 to relate a 2D image projection (u, v)T to a 3D point (X, Y, Z)T .XY
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where λ is a scalar factor, r2 = u2+ v2 and ai the polynomial coefficients described by
Scaramuzza (a1 = 0). A stretch matrix D is also introduced to relate the real distorted
coordinates (u′′

, v
′′
) to the ideal distorted coordinates (u, v) and compensate the sensor-

to-lens misalignment and the distortion center c.

Endoscopic channel

For the endoscopic camera calibration we used a 15x17 chessboard pattern with a grid
resolution of 2 mm. The acquisition of the pattern was performed from different points
of view and we selected the best focused images trying to fill all the 3D space described
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Figure 2.10: Chessboard images used during endoscopic calibration

Table 2.2: Endoscopic camera calibration with pin-hole model

X Y
Focal length 362.97 397.30

Principal point 357.08 278.86

k1 k2 k3
Radial distortion -0.4213 0.1930 -0.0461

by the camera during a clinical exam. The intrinsic parameters estimates are presented
in Table 2.2 and 2.3 for the pin-hole and fish-eye model respectively. The set of images
used for the calibration are presented in Figure 2.10.

For the endoscopic calibration we used a chessboard pattern grid of 15x17 squares of
2mm each. The capture of the pattern was performed from different points of view. We
selected the best focused images trying to fill all the 3D space described by the camera
during a clinical exam. The results for the camera calibration using the pin-hole and
fish-eye models are presented in Table 2.2 and Table 2.3 respectively. Table 2.4 presents
the comparison between the reprojection error obtained with both models. The different
images used for the calibration and their corresponding reprojection errors are presented
in Figure 2.10 and Figure 2.11

Fiberscopic channel

For the fiberscopic bundle calibration we used a pattern grid of 10x9 squares of 1mm each.
We used the same experimental setup and calibration method than while calibrating the
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Table 2.3: Endoscopic camera calibration with fish-eye model

X Y
Distortion center (pixels) 357.3976 281.0434

a0 a2 a4 a6
Mapping coef (pixels) 397.6535 -0.0012 8.78E-07 -4.88E-09

c d e
Stretch matrix 0.9140 0.0341 -0.02970

Table 2.4: Reprojection error during endoscopic calibration using pin-hole and fish-eye
camera model

Mean STD Max
Pin-hole 0.434 0.111 0.606
Fisheye 0.420 0.119 0.603

Figure 2.11: Reprojection error during endoscopic camera calibration using pin-hole and
fish-eye camera models

endoscope but this time the analysis was performed independently for each band of the
hyperspectral image cube. In our prototype setup we make use of the TwinCam-fiberscope
bundle. This requires that we register the NIR5x5 images to the VIS4x4 which will act
as the master. Therefore the calibration can be performed using only the VIS4x4 images
and be used to undistort the NIR5x5 images once registered. The results and details
for each band using the pin-hole and fish-eye camera model are presented in Table 2.5
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Table 2.5: Fiberscopic results corresponding to the pin-hole camera model

Repro.
error

Focal length
(in pixels)

Principal point
(in pixels)

Polynomial coefficients

BAND horizontal vertical horizontal vertical k1 k2 k3 Images

1 0.35 151.59 150.02 241.67 121.20 -0.7957 1.3355 -4.2033 4

2 0.35 146.53 145.56 244.50 124.00 -0.6176 0.9034 -0.7888 6

3 0.38 151.20 150.49 240.66 120.79 -0.6595 1.2262 -1.6491 6

4 0.39 145.43 144.85 238.45 123.67 -0.6360 1.1100 -1.0939 5

5 0.38 150.42 150.12 239.54 125.47 -0.6219 0.7213 -0.8217 7

6 0.28 153.19 153.23 236.80 125.10 -0.6206 0.7858 -0.6913 5

7 0.33 150.68 150.88 239.25 126.43 -0.6161 0.8743 -0.9528 8

8 0.35 150.94 150.53 238.53 124.89 -0.7306 1.8537 -3.2575 7

9 0.31 151.03 151.15 238.03 126.11 -0.6278 0.9095 -0.9544 6

10 0.33 151.53 151.00 240.37 123.76 -0.6372 1.0008 -1.2120 8

11 0.34 149.22 148.37 242.21 124.41 -0.6347 0.8552 -0.9241 5

12 0.32 151.36 151.35 239.16 125.42 -0.6647 1.0888 -1.2914 5

13 0.41 149.75 149.53 240.49 122.84 -0.7039 1.1800 -3.3858 5

14 0.42 149.49 148.61 240.40 123.23 -0.6644 0.7068 -0.9122 5

15 0.40 148.18 147.64 240.78 123.54 -0.6980 1.2755 -2.7987 7

16 0.38 142.85 141.99 241.56 122.39 -0.6499 1.1140 -2.1618 6

MEAN 0.36 150.04 149.56 240.06 124.06 -0.6619 1.0564 -1.6625 5.94

STD 0.04 2.04 2.23 1.88 1.63 0.0509 0.2988 1.1480 1.18

CV 11% 1% 1% 1% 1% 8% 28% 69% 20%

MAX 0.42 153.19 153.23 244.50 126.43 -0.6161 1.8537 -0.6913 8

MIN 0.28 142.85 141.99 236.80 120.79 -0.7957 0.7068 -4.2033 4
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Table 2.6: Fiberscopic results corresponding to the fish eye camera model

Repro.
error

Distortion center
(in pixels)

Polynomial coefficients

BAND horizontal vertical a0 a2 a3 a4 Images

1 0.35 239.20 125.18 150.78 -0.011545 0.00021548 -1.6067E-06 4

2 0.35 240.10 125.90 149.51 -0.005786 4.5151E-05 -2.5183E-07 6

3 0.39 239.08 124.38 151.83 -0.004446 1.4569E-05 -6.7871E-08 6

4 0.40 236.73 126.58 145.97 -0.007248 8.853E-05 -5.5571E-07 5

5 0.30 239.02 127.38 150.43 -0.005619 5.9097E-05 -5.0469E-07 7

6 0.28 238.64 127.30 151.32 -0.003707 -4.1848E-06 3.0191E-08 5

7 0.33 239.72 126.50 150.32 -0.004294 7.4181E-06 -1.5325E-08 8

8 0.35 237.42 126.57 152.17 -0.008462 0.00012972 -9.8263E-07 7

9 0.31 238.76 127.55 150.80 -0.005690 4.7518E-05 -3.2643E-07 6

10 0.33 239.51 126.09 151.56 -0.005303 3.9532E-05 -2.927E-07 8

11 0.34 239.48 126.96 150.46 -0.005814 5.3879E-05 -4.0264E-07 5

12 0.32 238.69 126.59 151.95 -0.006631 6.9894E-05 -4.9074E-07 5

13 0.41 239.52 124.91 152.69 -0.009669 0.00015751 -1.1585E-06 5

14 0.42 238.00 125.65 150.38 -0.005706 6.6255E-05 -5.8282E-07 5

15 0.40 238.80 125.22 151.27 -0.009707 0.00016804 -1.282E-06 7

16 0.38 238.46 125.08 151.17 -0.008077 0.00011587 -8.543E-07 6

MEAN 0.35 238.82 126.12 150.79 -0.006732 7.9643E-05 -5.8405E-07 5.94

STD 0.04 0.87 0.97 1.52 0.002208 6.2128E-05 4.7416E-07 1.18

CV 0.12 0.00 0.01 0.01 33% 78% 81% 20%

MAX 0.42 240.10 127.55 152.69 -0.003707 0.00021548 3.0191E-08 8

MIN 0.28 236.73 124.38 145.97 -0.011545 -4.1848E-06 -1.6067E-06 4
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and Table 2.6 respectively. The analysis reveals a mean reprojection error of 0.36 pixels
over all the bands (Figure 2.12) but more importantly the variability between the focal
length and the principal point for the different bands was lower than 1% in all the cases.
Moreover, the first distortion coefficient variability was very stable and is less than 8%
with a mean value of -0.662 ± 0.05. The second order coefficient is also lower than 28%
with a mean value of 1.056 ± 0.29. This lead us to believe that we can use the average
values to undistort the different bands. The different images used for the calibration and
an example of the corresponding reprojection errors are presented in Figure 2.13

Figure 2.12: Comparison of the reprojection error for the 16 bands of the VIS4x4 camera

2.3.2 Spectral calibration

The multispectral cameras do not directly give a reflectance spectra, they measure the
radiance of the observed object. Thus a correction must be applied to mitigate effects
introduced by the sensor, optics and illumination (i.e., quantum efficiency, transmission
efficiency). The spectral calibration of both cameras was performed by out partners of
the Le2i laboratory from the Université Bourgogne Franche-Comté.

The spectral correction is divided in two parts. The first step is to subtract the ref-
erence image b and divide by the exposure time τ as shown in Equation 2.6. Where b
represents what the camera captures while completely in the dark during the same expo-
sure time τ as the measure. Secondly, the reflectance is obtained by a linear combination
of the camera’s bands. More formally, let x be a raw pixel of a MS image, represented
as a row matrix of 41 values (16 in the visible and 25 in the NIR) and y the corre-
sponding reflectance row matrix obtained through an spectrometer. Then, there exist a
transformation matrix W such that

(x− b)
τ

W = x′W = y. (2.6)
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Figure 2.13: Fiberscopic calibration: (a) Chessboard images , (b) Reprojection error, (c)
Camera positions relative to the pattern

Finding W can be done by imaging patches from a Digital ColorChecker® SG with
MS cameras (x vectors). In practice, 96 patches were used for calibration and corrected
to get x′ vectors. The true reflectance y is acquired with a AvaSpec-ULS2048XL-EVO
spectrometer from Avantes (Apeldoorn, Netherlands) and is able to acquire spectra be-
tween 200 nm and 1160 nm with non-constant spectral resolution. To provide a diffuse
illumination on patches, an integrating sphere combined with an halogen light source
AvaSphere-50-LS-HAL-12V, both from the same manufacturer as the spectrometer, are
used. W can then be obtained by classical least square method by minimizing

W ∗ = argmin
∑
i

(x′iW − yi)t(x′iW − yi). (2.7)

To asses the performance of the spectral calibration, the aforementioned technique is
used to simulate NBI and white light (WL) modes of an endoscope and compare them
to the actual RGB endoscopic data. As for equation (2.6), there exist a transformation
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matrix WNBI and a transformation matrix WWL such that:

x′WNBI = yNBI . (2.8)

and

x′WWL = yWL. (2.9)

where yNBI is a vector of three components corresponding to the color of a patch under
NBI light and yWL is a vector of three components corresponding to the R,G,B channels
of a patch taken under white light.

2.4 Conclusion

In this chapter we presented the MS-augmented endoscopic prototype and the elements
it comprises. Also the experimental setup used for acquisition and the calibration of
the optical system as a single multimodal image acquisition system. The system uses
commercially available devices to assemble a complete solution. The spectral calibration
of the HSI system is performed to obtain reflectance information from the raw luminance
data captured from the sensors. Thanks to the procedure to overlay the imaged and an
hyperspectral equivalent image of 512x256 resolution of 41 bands was recomposed.

While the field of view of the fiberscope is low, the endoscope has a higher field of
view (140°) and therefore present sever radial distortion. The spatial calibration results
show that the pin-hole model can effectively describe the endoscopic channel and the
fiberscopic channel as well without losing precision when compared to the fish-eye camera
model. Therefore, we decided to use the simpler but effective camera model to homogenize
the model for both cameras. Also, being the values relatively similar between bands, we
decided to use the average distortion coefficient for the 41 bands. We also obtain the
intrinsic parameters of the endoscopic system which will allow us to create a virtual
framework for simulation in the following chapter.
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Chapter 3

Prototype modeling and virtual
simulation framework

The MS-augmented endoscopic prototype presented in the previous chapter opens the
possibility to explore the gastric wall using the two imaging systems simultaneously. The
multispectral probe works as a localized optical biopsy with a much smaller field of view.
As common approaches by matching images content fail to correctly register the two
modalities, we choose to dynamically estimate the pose changes between the two cameras
(fiberscope vs. endoscope). Then deduce the homography between the two images. In
this chapter, we present a complete modeling of the system as a pair of non-rigidly fixed
cameras whose different intrinsic characteristics has been previously calibrated separately
using a chessboard pattern. A virtual framework software has been developed based
on this modeling to realistically simulate the movements of the fiberscope within the
operating channel. This simulation allows to generate a representation of the fiberscope’s
tip as observed in the endoscopic image with a controlled joint kinematics. It will be used
to assess the accuracy of the single view 2D/3D pose estimation algorithm presented in
the following chapter.

This chapter begins with a literature revision of instrument virtualization in laparo-
scopic systems. We continue with the formal presentation of the virtual framework, includ-
ing projection matrix, camera joint kinematics and fiberscope modeling in 3.2. Finally,
the simulated backprojection from 3D to 2D is illustrated in Section 3.3.

3.1 Laparoscopic instrument virtual modeling

Most of the literature in virtualization of instruments is centered in laparoscopic systems.
Contrary to traditional surgical operations, laparoscopy does not require the opening of
the abdominal cavity. Surgeons handle the instruments based on visual feedback from a
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monitor that shows the inside of the cavity [56]. However, due to the restricted vision,
reduced degree of freedom (DoF) and difficulty in hand–eye coordination, could easily
cause injuries to patient [57]. Therefore, it is necessary to train surgeons and improve
their skill. At present, laparoscopic training is performed on animal tissue, cadavers and
boxes. These approaches have clear drawbacks: animal tissue is different from humans,
cadaveric models are expensive and boxes can only train surgeons for simple skills [58].

Laparoscopic simulation based on virtual reality (VR) can replicate conditions that
are accurate in terms of human anatomy. Organs and tissues in the virtual environment
exhibit physical and physiologic characteristics of real human organs and tissues through
special algorithm. Trainees can practice different levels of operation repeatedly in the
virtual system. This can lower the cost and improves the efficiency of training. So far,
there have been many studies that prove the suitability of virtual-reality simulator for
training [59, 60, 61, 62]. Some studies targeted the simulation of a special operation
process. Basdogan et al. [63] made simulated training of laparoscopic surgery on the
common bile duct. Heng et al. [57] focused on the development of a training system for
knee arthroscopic surgery. Pan et al. [58] studied a virtual laparoscopic rectum surgery.

We observe that the virtualization of laparoscopic instruments have been limited his-
torically to training of clinicians through visual feedback, mostly because of the absence of
dual camera systems in the applications in which this type of interventions are common.
In the present work, the virtual simulation framework is focused on testing algorithms
for pose estimation and image registration. The framework definition is achieved through
the simultaneous calibration of both cameras.

3.2 Virtual framework modeling

3.2.1 Notation

Vectors are indicated by bold symbols since scalars are represented by plain letters. 2D
and 3D points are expressed in homogeneous coordinates. The operator ∼ means that
equality is only defined to within a scalar factor (which is case when using homogeneous
coordinates).

3.2.2 Projection matrix

The camera reference coordinates system is defined by the origin at optical center C, and
the three axes are referred to as CX , CY and CZ , where CZ represents the optical axis
pointing in the viewing direction of the camera. The plan spanned by axes X and Y is
the image plane. The mathematical relationship between the coordinates of a 3D point
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in and its projection on the image plane is based on a pinhole model with additional
radial distortions. This choice is justified by the calibration experiments presented in the
previous chapter.

In computer vision, this 3D/2D relationship for undistorded images is given by a 3x4
projection matrix P using homogeneous coordinates :

x ∼ PX (3.1)

where x = (u, v, 1)T and X = (x, y, z, 1)T

The camera projection matrix P is the combination of the extrinsic parameters, which
expressed the position and orientation of a camera with 6 degrees of freedom (rotation
R and translation t), and the intrinsic parameters, which represent the characteristics of
the camera and are grouped in an upper triangular matrix K.

P ∼ KR(I − t) K =

αu 0 u0

0 αv v0

0 0 1

 (3.2)

With αu and αv are horizontal and vertical focal length (in pixels) considered as equal
for cameras with squared pixels; u0 and v0 are pixels coordinates of the principal point
(i.e. intersection between image plan and optical axis).

World points are transformed to camera coordinates using the extrinsic parameters and
the camera coordinates are mapped into the image plane using the intrinsic parameters
(Figure 3.1).

Figure 3.1: World coordinates to Pixel coordinates pipeline

Therefore, the image projection of a 3D point is computed by :

uv
1

 ∼
αu 0 u0 0

0 αv v0 0

0 0 1 0

(R −Rt
0T 1

)
X

Y

Z

1

 (3.3)
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Note that, for a 3D point represented in a camera centered coordinate system, the
coordinates of its projection in image are directly computed using identity matrix for
rotation and vector null for translation.

The intrinsic parameters of the camera are invariant to its position and are estimated
once by calibration. This model is used for both endoscopic camera and fiberscopic one
as well, with the appropriate K-matrix for each.

3.2.3 Cameras joint kinematics

Figure 3.2: Simulated fiberscope movements: a) insertion (z-axis), b and c) precession
components: yaw (y-axis) and pitch (x-axis) respectively.

Figure 3.3: a) Kinematic description of the system including the endoscope and fiberscope
camera reference frames b) Fiberscope optical axis direction (l̂) definition.

Our multimodal prototype can be compared to a pair of non-rigidly coupled cameras
as the fiberscope is re-inserted through the operating canal of the endoscope for each
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new patient and it can slide into this channel during the examination. The relative pose
between the two cameras generally considers a six degrees-of-freedom motion. However,
due to our specific setup, the kinematic model between the two cameras can be simplified
under two assumptions:

• As the fiberscope is inserted through the endoscope instrument channel, it can eas-
ily slide longitudinally but its lateral displacement is limited due to the similarity
between the channel internal diameter (2.8 mm and 3.7 mm depending of the en-
doscope) and the fiberscopic instrument external diameter (2.5 mm). Therefore the
segment of the fiberscope visible to the endoscope camera can be considered cou-
pled to the instrument channel opening which we define as the pivot point Zp. The
kinematic model relative to the pivot point Zp and the extremity of the fiberscope
implies two explicit and easy to interpret movements: Insertion and precession. The
first corresponds to the longitudinal translation along the instrument axis and the
latter to an angular rotation between the two optical axes comprising two compo-
nents: pitch and yaw on the x- and y-axis respectively. (see Fig 3.2).

• The fiberscope has a perfect axial symmetry and the rotation around its axis (roll)
cannot be estimated without the use of markers on the tip. Moreover, the rotation
of the fiberscope over its own axis is limited because it is fixed to the optical splitter
(Twin-Cam) at the opposite end. We have therefore chosen to ignore this motion
parameter. This does not affect the value of the captured data because the biopsy
is centered on a small field of view and we can perform averaged measurements
or higher order statistics in the spectral space to characterize the texture while
respecting this symmetry.

Based on these assumptions, we adopt a simplified kinematic model with three degrees-
of-freedom to describe the relative motion between the two cameras. First, we define
the coordinate reference frames attached to the endoscope and the fiberscope camera as
EC and FC respectively (Fig 3.3a). Then, the optical center of the fiberscope camera
is located at the fiberscopic instrument extremity CF = [xF , yF , zF ]

T while the optical
center of the endoscope camera is located at CE. Finally, the pivot point Zp is defined
at the intersection of the fiberscope optical axis FCz and the endoscope camera image
plane ECxy using the following equations:

p = CF + (s× dFz) (3.4)

(p−CE) · dEz = 0 (3.5)
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The locus for any point p in the fiberscope optical axis FCz is given by Eq.3.4, where
dF is the unity vector of the optical axis and s a scalar in the real number domain. In the
same manner, the locus for any point p in the endoscope image plane is given by Eq.3.5,
where dE corresponds to the normal vector of the image plane.

Then, by replacing Eq. 3.4 into Eq. 3.5 we can isolate s:

s =
(CE −CF ) · dEz

dFz · dEz

(3.6)

and if dFz · dEz 6= 0, there is a single intersection point Zp :

Zp = CF +
(CE −CF ) · dE

dF · dE

· dF (3.7)

Therefore, the fiberscope optical axis direction is defined as
#           »

ZpCF = CF − Zp and
its insertion depthF by the norm || #           »

ZpCF || (Fig 3.3b) and the unity director vector of the
cylinder axis

l =

#           »

ZpCF

depthF
(3.8)

3.2.4 Fiberscope simulation and projection

Our simulation framework is centered on reproducing the observation from the endoscopic
camera of the fiberscope movement. Therefore EC is chosen as the system reference frame.
The initial definition of CF , CE, dEz and dFz in EC is performed using a set of images
simultaneously acquired from a chessboard pattern (see Fig 3.4).

The fiberscopic instrument geometry can be described as a flexible tube of 2.5mm
diameter. Its distal tip is rigid and can be modeled as a straight cylinder while its
observed by the endoscope. To simulate the fiberscope distal tip observation from EC, a
virtual cylinder is computed and projected into ECxy using the matrix P as presented in
Sec. 3.2.2.

For 3D rendering, we adopted the numerical model of a cylindrical surface consisting
of a point cloud defined by a sequence of n circles of the same radius stacked on top of
one another. Each circle is generated by 360 points (i.e., one for each degree) while the
number of circles is fixed to 100 per mm of insertion. This allows to achieve a sufficient
density of projected points in the endoscopic view. Given the pivot point Zp and the pose
of the fiberscope tip CF , the sequence of circle centers cn complies with Eq. 3.9.

cn = Zp +
n

100

#           »

ZpCF (3.9)
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Figure 3.4: Spatial calibration of the system: a) Fiberscopic image and b) Endoscopic
image c) Virtual modeling of the fiberscopic instrument in the endoscopic reference frame
(The colored points represent the initial calibration pattern)

An example of a generated point cloud and its projection in ECxy is shown in Figure
3.5, the cloud was intentionally created with a lower point density for illustrative purposes.

3.3 Illustration of the kinematic system deployment

The aforementioned system allows not only to simulate the movement of the fiberscope
as seen from the endoscope camera but also the instantaneous pose of both cameras.
Therefore, we can define CF and dFz in all the space of the achievable range of movement
to obtain on-demand visual feedback from a specific camera pose.

Fig 3.6 and 3.7 depict different configurations of kinematic parameters for relative
pose with their corresponding fiberscope projection in the endoscopic view.

Fig 3.8 and 3.9 depict the simulated system and their corresponding projection on EC
based on information extracted from images acquired during gastroendoscopic exploration
with our prototype. The accuracy of the virtual model projection is backed up by a very
high Jaccard index (J > 0.98) and the visual feedback illustrates the adequacy of our
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Figure 3.5: a) Point cloud of the modeled cylinder, b) Point cloud projection in 2D

modeling to the complete system.

3.4 Conclusion

We developed a virtual reality framework based on a complete modeling of our prototype
in the form of a pair of cameras and a kinematic model to realistically simulate the
movements of the fiberscope in the operating channel of the endoscope. We took advantage
of the particular conditions found in our set-up to propose a simplified model which
describes the relative pose estimation between the two cameras with only three degrees-of-
freedom instead of six. Despite its simplicity, this model is totally adapted to realistically
simulate the projection of the fiberscope’s tip in the endoscopic view.

This virtual framework allows the generation of binary masks which mimic the contour
of the fiberscope’s tip observed in the endoscopic view. This model is required for the
2D/3D pose estimation algorithm from a single view presented in the following chapter. It
also produces synthetic data sets with fully controlled kinematics to evaluate the accuracy
and robustness of the proposed algorithm, which could not be done under real endoscopic
examination conditions.

The process to extract the pose information from images and the accuracy assessment
are detailed in the next chapter.
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Figure 3.6: Kinematic deployment of the system a) Precession of the fiberscope through
its original position´s axis, different positions of the fiberscope tip are presented with
their corresponding 2D projection
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Figure 3.7: Kinematic deployment of the system a) Insertion of the fiberscope through
its original position axis, different positions of the fiberscope tip are presented with their
corresponding 2D projection
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Figure 3.8: a) Point cloud of the modeled cylinder, b) point cloud projection in 2D, c)
original endoscopic image

Figure 3.9: a) Point cloud of the modeled cylinder, b) point cloud projection in 2D, c)
original endoscopic image
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Chapter 4

Markerless fiberscope tracking based on
binary mask similarity

In the previous chapter, we described the virtual modelization used to emulate the move-
ments of the two endoscopic instruments. This allowed us to generate any pose and its
respective projection on demand. In this chapter we explain how to use the aforemen-
tioned virtual framework to estimate the relative pose between both instrument’s cameras
based only on a single endoscopic image. The process is performed by the maximization
of similarity between the segmented silhouette of the fiberscope in the image and that of a
projected cylindrical model. This model-based pose estimation is applied image-by-image,
thus a tracking-by-detection can be performed in real-time during examination.

4.1 Related work

Early methods of instrument tracking involved attaching electromagnetic or optical mark-
ers to the instruments and then estimating pose with a specialized tracking system [64, 65].
In [66], they designed an instrument equipped with a laser beam which projects a pat-
tern onto the surface of the organs, allowing the system to safely bring the instrument
to a desired location. This approach allows the use of simple, robust and quick image
analysis routines, but raises cost issues and adds to the complexity of the laparoscopic
set-up. Similarly [67] uses a RFID antenna connecting to a trocar cannula and an RFID
tag attached to the surgical instrument to obtain its instantaneous pose. In [68], the
authors worked with a DaVinci system (Intuitive Surgical) as an instrument holder and
used kinematic information and template images of the instruments to detect them in
stereo images. Some of these methods remain popular today [69]. However, the process
of attaching markers to instruments as well as introducing tracking systems to the operat-
ing room encounter many regulation issues as they raise safety concerns and complicates
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the surgical workflow.
Markerless solutions based on computer vision provide an alternative that can be

entirely implemented in software, they do not interfere with the surgical workflow and they
do not require modifications to the tracked instrument. This is hugely advantageous as
methods can be easily translated to clinic use without an extensive process of distributing
markers to hospitals and training medical staff how to attach them correctly. Comparisons
between a marker-based and a markerless method used to update the state of a kinematic
model of a bending instrument have been presented in [70, 71]. The results revealed
a coherent performance between both cases which makes markerless methods a more
attractive alternative.

4.1.1 Vision-based markerless tracking

Vision-based tracking of surgical tools in in-vivo scenarios remains challenging, as sum-
marized by Bouget et al. [72], mainly due to endoscopic scenes being heterogeneous
environments that feature a high variety of optical interactions that complicate the seg-
mentation (i.e.; tissue specularity, partial occlusions, blurriness (due to fast motion and/or
parts of the image out of focus) and presence of body fluids).

From the literature, two principal categories of image-based techniques arise: tech-
niques performing region analysis for each new frame (tracking-by-detection) and tech-
niques re-using the knowledge of tools from previous frames (recursive tracking) [73].

Recursive tracking

Recursive approaches have included tracking via particle filters [74] or Kalman filters
[68, 75]; contour-tracking relying on the CONDENSATION algorithm [76]; region-based
tracking using mutual information as similarity measure [77]; and feature matching from
FAST corners [78]. Kumar et al [79] proposed an optimal fusion between outputs from
various trackers, taking advantage of feature-based tracking robustness to small motion
and region-based tracking robustness to significant motion.

Other works in the field rely on handcrafted features, such as Haar wavelets [80],
gradient [81, 82] or color features [83, 84, 85], which come with their own advantages and
disadvantages. While color features, for example, are computationally cheap, they are not
robust towards strong illumination changes which are often present during the surgery.
Gradients features, on the other hand, are not reliable to withstand the typical motion
blur of the tools.

Several works have also made use of line detection algorithms to outline the apparent
contours of laparoscopic instruments [86, 83]. The first used the temporal continuity
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between consecutive frames and edge detection in conjunction with colour analysis of the
laparoscopic tool. Initially, a point in the instrument tip is identified and then the axis
of the instrument is estimated using the perpendicular plane which contains said point
and the camera optical center. But again the effectiveness of the estimation depends on
the proper tracking of the trocar insertion point. The latter estimated the location of
the instrument’s midline from contiguous frames and updates the system model which
was initially set using color segmentation. This approach makes use of time information
which increases the precision in the pose estimation, but is not robust enough for videos
with low FPS.

Other works [87, 88] have performed a comparative analysis of recursive methods for
tracking the stomach, liver and gall bladder. The main draw-back of recursive methods
is the requirement of strong priors, something challenging in a endoscopic experimental
frame. If something goes wrong between two consecutive frames, for example due to a
complete occlusion of the target object or a very fast motion, the system can be lost
and must be re-initialized in the same fashion. Nevertheless, all class specific tracking
methods require a class-specific detector for (re-)initialisation of the tracking procedure.

Tracking-by-detection

Recent advances in computational power have enabled real-time tracking-by-detection,
which has led to further research in this area and increases the viability of these techniques
either implemented in a stand-alone fashion or for the purpose of tracking initialization,.

Voros et al. [89] performed a succession of mathematical morphology operations us-
ing the 3D tool insertion position in the abdominal cavity and the shape information to
strongly constrain the detection search space. In Haase et al. [90], a three-layer approach
encompassing clustering and Hough fitting operations has been proposed, assuming rigid
tools with cylindrical shaft entering the scene from image boundaries. In Pezzementi et
al. [91], a Gaussian mixture model using colour and texture features is used to perform
the first stage, while a known by-part 3D model of the tool is iteratively projected (ro-
tation and translation) on the resulting label mask to find the optimal object pose using
maximum likelihood estimation.

When estimating the 3D-pose of the instruments, Allan et al. [92] performed pixel-
wise classification using Random Forests based on a combination of colour, HOG, and
SIFT features. Then the positions are retrieved from the semantic labels map using a
flooding algorithm to identify the largest connected components. Underlying shapes are
analysed using the moment of inertia tensor to retrieve principal orientation axes. The
pose is refined within each region using an energy function and prior information of the
tool geometry for the 2D to 3D lifting to obtain final 3D pose estimates. In Sznitman et
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al. [93], an instrument-part detector has been proposed, with an early stopping scheme for
speed efficiency. The multi-class classifier is combining the gradient boosting framework
with edges features to assign an instrument-part or background label to each pixel of an
image. Then, the different parts of the instrument are estimated by weighted averaging
on the response scores. The overall instrument orientation is retrieved using RANSAC,
by fitting the estimated shape of the instrument (i.e. a line) over the resulting labelled
image.

As it’s classic on visual servoing for laparoscopy, the instrument tracking problem is
approached analogously to the pose estimation regarding tools as simple tubular shapes
[65, 93] or solid cylinders with a tip alongside the center-line [92, 68, 90]. In this context,
rough estimates of a tool shape have been expressed, either being represented by two
edges symmetrically spaced from an axis-line containing the tip [89] or by two parallel side
segments and a tip lying in-between [94]. On the other hand, highly detailed shapes with
joint configurations can be leveraged from a rendering software [95]. A similar approach
using the Hough transform to detect the straight lines of the instrument shaft is presented
in [96]. This naturally leads to a dependency of the appearance and disappearance from
the field-of-view, as tools must intersect with image boundaries to be visible.

4.1.2 Biopsy localization through optical probe tracking

The final objective of our instrument tracking implementation is to use the pose tracking to
perform biopsy mapping. Optical probes are typically introduced through the instrument
channel while holding the endoscope stationary. Since the probe needs to be placed in
facing closely the tissue when the optical biopsy takes place, tracking the tip of the probe
enables the localization of the biopsy site.

In Mountney et al. [97] the mapping of a sequence of spatio-temporally tracked biopsy
sites are re-projected back onto the endoscopic video to provide a in-vivo augmented
view, thus facilitating re-targeting and serial examination of potential lesions. The biopsy
localization is based on Simultaneaous Localisation And Mapping of the explored organ
from the endoscopic camera. The 3D pose of the probe is estimated from 2 points detected
in the endoscopic image (the gravity center and the tip), then expressed in the organ’s
world reference frame to locate the biopsy on the wall.

The current study differs from this work. First, we do not use SLAM and a 3D model
of the organ. 3D reconstruction is very difficult in videos of actual patient examinations
because singular point detection and matching fail due to lack of texture, blurring, or
numerous specular reflections and other liquids. Secondly, we use Plücker’s coordinates to
estimate the 3D pose of the cylindrical probe from the contours detected in the endoscopic
image. This method is much more robust than the estimation from 2 or 4 singular
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points. Indeed, the detection of the points is much more sensitive to the segmentation
result. We will see in the next chapter that this segmentation is far from obvious for the
same reasons as mentioned above for the points matching. We introduce a deep learning
approach for doing the segmentation. Finally, we propose a biopsy localization without
3D reconstruction taking into account the knowledge of an approximate of the distance
of the endoscopic probe to the organ which is quite intuitive for the surgeon.

4.2 Instrument localization and tracking

Figure 4.1: Block diagram of the minimization process

Figure 4.1 presents the localization pipeline in a block diagram. The process begins
having as input the instrument segmentation (mask B) obtained from the endoscopic view.
From mask B, we obtain the estimation of the 3D axis of the fiberscope based on Plücker
coordinates (also called the orientation vector l in the endoscopic camera reference frame
EC).

We initialize the iterative minimisation process for pose estimation using the orien-
tation information and a fixed depth. At each iteration step, the silhouette observed by
the endoscope (mask B) is compared to the projected virtual fiberscope model (mask A)
based on the current pose CF . The pose CF is then iteratively refined by maximizing
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the similarity between the two silhouettes. After convergence, the new optimal pose is
obtained. As described in the previous chapter, the fiberscope camera pose relative to
the endoscopic camera can be fully defined by only 3 degrees of freedom by assuming a
fixed pivot point at the opening of the operating channel and without taking into account
axial rotation (roll angle).

Figure 4.2: Graphical pipeline of the binary mask comparison process

The binary mask comparison or similarity maximisation process is depicted in Figure
4.2. The position of the fiberscope (outlined in red) is extracted from the extrinsic param-
eters of both cameras based on calibration chessboard pattern (4.2a). Then, with the pose
information of both cameras, we design a realistic silhouette of the cylindrical probe as
observed by the endoscope (mask A). On the other hand, the endoscopic image segmen-
tation provides the real silhouette observed by the endoscope (mask B). The comparison
process between the masks B and A is presented in 4.2b). At the end of convergence,
the optimal position of the fiberscopic camera relative to the endoscopic camera by the 3
coordinates of the tip [xF ; yF ; zF ]

T is located at the end of the fiberscope (4.2c).

In the remaining of this chapter we will go in deep through the 3 essentials parts of
the aforementioned algorithm:

• Detecting the instrument contour in the endoscopic images (Sub-section 4.2.1)
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• Identifying the 3D axis of the cylinder model corresponding to the fiberscopic in-
strument in each endoscopic image (Sub-section 4.2.2)

• Estimating the 3D pose of the fiberscope tip by the maximization of similarity
measures (Sub-section 4.2.3)

4.2.1 Contour detection and pose estimation

Figure 4.3: Fiberscope’s apparent contour lines estimation through RANSAC

The principal objective from this phase is to obtain the apparent lines that describe
the contour of the instrument segmentation as shown in red on Figure 4.3. The input data
will be the fiberscope segmentation and the output should be the apparent contour lines.
We will assume segmentation can originate from any source (i.e., manual, automatic, etc)
for now; a detailed section on the automatic segmentation of the fiberscope in endoscopic
images is presented in Chapter 6.

One of the most commonly used approaches for vision-based line detection is a Canny-
Hough combination. The outline of the instrument is extracted using Canny edge detector
and the classical Hough transform is then used to extract a set of lines as candidates for
the lane markers. While this approach shows good results in general, the detected lines are
often skewed due to border irregularities (produced by bubbles or gastric fluid attached
to the fiberscope) or light reflections in the fiberscopic tip. In this cases, Random Sample
Consensus (RANSAC) proved to be robust against border irregularities. In addition, the
instrument edge in our method is easily extracted from the binary mask.

55



4.2. INSTRUMENT LOCALIZATION AND TRACKING

The generic RANSAC algorithm robustly fits a model through the most probable
data set or inliers while rejecting outliers [98]. Linear Least Squares Estimation (LSE)
is then used to fit to a line on the inliers. In our implementation, we decided to apply
RANSAC to the lower and upper halves of the instrument contour. Figure 4.3 illustrates
the parametrization of the fitted line in terms of two apparent contour lines b− and b+

(depicted in red).
The process is divided in three major steps:

• Identifying the center of mass of the instrument segmentation and outline the main
axis (blue dotted) of the segmentation to evaluate only one half of the instrument
at the time (upper border and lower border).

• Applying RANSAC to the selected points (green) to estimate the line that fits best
all the points (red) on each case. This way we obtain the two lines representing the
upper and lower contour of the instrument

• Estimating the real axis of the instrument conformed by the vanishing point and
equidistant points from both lines.

4.2.2 Cylinder axis estimation using Plücker coordinates

We made use of the linear algorithm for the pose estimation presented by [7]. In this work
the authors considered that the fiberscope is a fixed radius cylinder with infinite high and
that the endoscopic camera captures its 2D projection. Therefore, we can estimate its 3D
orientation (cylinder’s axis) using the fiberscope’s apparent contour in the 2D image and
Plücker coordinates.

Any line in the space has only 4 DoF. This is because it will remain the same line
when undergoing a rotation about itself as the axis or a translation in its own direction.
Therefore, a line can be represented by its direction vector l and any point p that it passes
through.

The Plücker coordinates of the line are defined to be (l, w), where w = p× l is
referred to as the moment vector (Fig 4.4). When l is a unit vector and l·w = l·(p× l) =

0, w = p× l is called the moment of the line. The norm ‖w‖ gives the distance from the
origin to the line, achieved at the foot p⊥ of the line’s perpendicular through the origin,
where p⊥ = l×w.

Any point M on the cylinder surface with coordinates (x, y, z) in the camera frame
may be projected into the image plane at m = (u, v, 1)T . The apparent contour can
be modeled as a set of two straight lines. Let b− and b+ be the two lines representing
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the borders of the cylinder in the image and Ke the intrinsic camera matrix, we apply
Equation 4.1.

Figure 4.4: a) Plücker coordinates (l,p× l) of a line. Here p⊥ is the closest point on
the line to the origin O b) Plücker representation of the cylinder’s axis and its projection
into the endoscopic image (Adapted from [7])

(b−)
T
m ≡

{
(Ke)−T × (I − α [l]x)w

}T
m = 0

(b+)
T
m ≡

{
(Ke)−T × (I + α [l]x)w

}T
m = 0

(4.1)

With the matrix Ke as the endoscopic camera intrinsics, I the identity matrix and α
being relative to the radius of the cylinder rc:

α = rc/
√
||w||2 − rc2 (4.2)

Starting from equations 4.1, let b− and b+ be the two lines representing the borders
of the cylinder in the image and Ke the intrinsics camera matrix, we apply Eq (2).

KeT
(
b−b+ + b+b−

)
Ke ≡ KeTCKe (4.3)

Then, the decomposition of the matrix C can be related to the Plücker coordinates
(l, w) [7]:

KeTCKe ≡
[
w zu l

]1 0 0

0 1− σ2 0

0 0 0


w

T

zT
u

lT

 (4.4)

Where z =
√
1−α
||w|| [l]xw while α = rc√

||w||2−rc2
and the unity vector zu = z

σ
while

σ = ||z||.
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4.2. INSTRUMENT LOCALIZATION AND TRACKING

Finally, the cylinder axis can be easily derivated from Plücker coordinates by finding
the vector that connects p⊥ to Zp. However this vector represents only the axis of the
cylinder but not its actual insertion depth, for this reason we require extra processing to
completely model the fiberscopic instrument.

4.2.3 Fiberscope pose estimation by binary mask similarity max-

imization

The relative pose estimation between the two heterogeneous cameras (endoscopic/fiberscopic)
is therefore expressed as a minimization problem by fitting the projection of the virtual
cylinder to the segmented silhouette of the fiberscope tip in the endoscopic image. The
objective function consists in maximizing a similarity measure between the two binary
masks (A and B) by iterative modification of the relative pose between cameras. If we
achieve a perfect fit in the image plane we can obtain information from the 3D pose.

ĈF = argminCF
[1− S(A,B)] (4.5)

To compare the two binary masks we tested three commonly used indexes [99]. All
similarity indexes S comply the condition 0 ≤ S ≤ 1. First, the Jaccard index J, also
known as intersection over union is defined as the size of the intersection divided by the
size of the union of the sample sets A and B:

J(A,B) =
|A ∩B|
|A ∪B|

=
|A ∩B|

|A|+ |B| − |A ∩B|
. (4.6)

Secondly, Dice or Sørensen’s measure is defined as twice the number of elements com-
mon to both sets divided by the sum of the number of elements in each set as presented
on Eq.4.7:

DSC(A,B) =
2|A ∩B|
|A|+ |B|

(4.7)

where |A| and |B| are the cardinalities of the two sets (i.e. the number of elements in
each set). The Dice coefficient is used in computer graphic lexicography to measure the
lexical association score of two words. In contrast to Jaccard’s index, it is not a distance
since it does not check for triangular inequality. Whereas Jaccard is a true distance.

Finally, the F score represents how accurately the predicted boundary of an object
matches the ground truth boundary. It is defined as the harmonic mean of the precision
and recall values. Precision is the fraction of detections that are true positives rather
than false positives. Recall is the fraction of true positives that are detected rather than
missed.
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4.2. INSTRUMENT LOCALIZATION AND TRACKING

F (A,B) = 2 · precision · recall
precision + recall

(4.8)

precision =
TP

TP + FP
recall =

TP

TP + FN
(4.9)

The behavior of the complement of similarity indexes are observed varying each pa-
rameter deviation to an arbitraty fiberscope pose CF as shown in Figure 4.5, this way
zero corresponds to the convergence objective. In addition, Figure 4.6 depicts graphically
how the similarity measures vary in selected iteration frames.

Although the F score behaves as a strongly convex function while evaluating xF and
yF parameters, it lacks of singular minimum values when analyzing zF . Jaccard and Dice
behave similarly in the three cases, describing a singular min value in the exact fit case.
However, Jaccard’s function presents itself as a better option due to the higher value of
its local tangents which may lead to a faster convergence. Then, Equation 4.5 becomes:

ĈF = argminCF
[1-J(A,B)] (4.10)

where ĈF are the coordinates of the point representing the guessed pose of the cylin-
der’s extreme point (fiberscope tip). Fig 4.7 depicts an example of convergence of J(A,B).

We begin using a 2D projection of the virtual instrument with the orientation detected
in the previous step but with an unknown insertion and we target the real image segmen-
tation. For this purpose we use a simplex multidimensional unconstrained optimization
introduced by Nelder and Mead [100].

One important process in any optimization method is the generation of a new set of
search locations for the next iteration. The performance and complexity of any method
is highly dependent on this process. The simplest approach is to use a predetermined
uniform distribution of search locations. This approach is adopted by most convex opti-
mization algorithms. There are some complex approaches like the use of crossover and
mutation operators in genetic algorithms or the use of gradients in gradient-descent al-
gorithms. Simplex is a simple optimization algorithm seeking the vector of parameters
corresponding to the global extreme (maximum or minimum) of any n-dimensional func-
tion F (x1, x2, .., xn), searching through the parameter space.

The 3-dimensional simplex starts with 4 observations of the system response obtained
with 4 different (x1, x2, x3) parameter settings or guesses. These 4 observations correspond
to the vertices of a tetrahedral body constituting the 1st simplex. From the evaluation of
the response of each observation the position of next point to be evaluated (i.e. the new
set of experimental conditions) is indicated by either reflection, expansion, or contraction
operations.
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4.2. INSTRUMENT LOCALIZATION AND TRACKING

Figure 4.5: Behaviour of objective function using Jaccard, Dice and F-score similarity
measures, according to each parameter deviation: a) xF , b) yF and c) zF . Zero corresponds
to the convergence objective (i.e. the perfect superposition of the two masks)

Given our problem is linear, the simplex method is an attractive choice for solving the
function because it uses very simple equations while moving the point over the function.
Although the simplex method has exponential complexity in the worst case, in practice
it is still quite fast on most real world problems. A particular efficient implementation of
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Figure 4.6: Binary mask similarity comparison. Mask A and B are colored and outlined
by red and blue respectively.

Figure 4.7: Binary mask similarity maximization: a) Initial state b) Final state c) Pose
parameters evolution vs the number of iteration.

this method is presented by [101]
We can observe from Fig 4.7 that the closest the iterative method gets to convergence

the higher the value of our similarity metric and thus the lower of its complement. There-
fore when the maximisation of similarity between the two binary masks converges, we can
return to the 3D space to estimate the insertion depth of the instrument in the virtual
framework.

4.3 Conclusion

This chapter presented a landmark-free approach for tracking the motion of a fiberscope
inserted in the accessory/biopsy channel of the endoscope. The ability to perform this
type of pose estimation lifts the restriction other methods found in the literature have like
depending on markers in the instrument or the temporal continuity of the frames. This is
highly desirable in our application due the low ratio of image acquisition when comparing
HS to RGB.

We took advantage of our prototype set-up to propose a simplified kinematic model
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with only 3 parameters to describe the relative pose between the two cameras. The relative
pose estimation is solved as a classical problem in computer vision of model-based object
tracking. The technique relies on the silhouette of the fiberscope’s tip in the endoscopic
images considered as the projection of a 3D cylinder model to dynamically estimate the
pose changes between the two cameras image-by-image. We used Plücker coordinates to
backproject the cylinder axis from an initial segmentation performed in the RGB modality
and obtain the final pose by maximizing the similarity between both silhouettes (i.e.,
probe segmentation and model projection). The cost function is necessary to estimate
the insertion depth of the instrument since the backprojection only gives information of
the fiberscope direction. Also, we explored different similarity measures and assessed their
behavior in our proposed setup. Based on these results we decided to use Jaccard as the
principal metric due to its convexity and singularity in the convergence points.

In the following chapter we will asses the performance of our proposed method in
simulations and clinical data.
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Chapter 5

Validation on synthetic and real images

In this chapter, we asses the accuracy and precision of our virtual framework which
simulates the multispectral(MS)-augmented imaging prototype.

The virtual framework was set up using custom MATLAB from MathWorks (MA,
USA) software and using the same dimensions and camera matrix as the optical instru-
ments used in the prototype presented (i.e., Olympus EVIS EXERA III (Tokyo, Japan)
endoscopic system and microflex m2.5-2500 fiberscope ITConcepts (Lahnau, Germany) ).

Five set of tests are performed distributed over the chapter’s section. Section 5.1 and
5.2 evaluate the propagation of error by contour estimation uncertainty. The first one is
focused on evaluating the impact of the apparent contour on the backprojection of the
cylinder axis, the second presents a similar analysis over the superior and inferior apparent
borders of the instrument while varying the precision on the contour detection. Section
5.3 compares the pose estimation accuracy under a simulated environment and Section
5.4 assesses the pose tracking in a realistic trajectory scenario. Section 5.5 and 5.6 are
focused in measuring the reliability of the estimates using real images of a chessboard
pattern.

5.1 Propagation of error for axis estimation

To analyze the robustness of Plücker coordinates estimation, we performed a Monte Carlo
simulation by introducing random errors in apparent contour line parameters to simulate
errors in the border extraction. We used the parametric representation of a line:

ρ = x ∗ cos(θ) + y ∗ sin(θ) (5.1)

Where, ρ is the distance from the origin to the line along a vector perpendicular to
the line and θ is the angle of the perpendicular projection from the origin to the line
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5.1. PROPAGATION OF ERROR FOR AXIS ESTIMATION

measured in degrees clockwise from the positive x-axis. The range of θ is −90°≤ θ <90°.
The angle of the line itself is +90°, also measured clockwise with respect to the positive
x-axis as shown in Figure 5.1.

Figure 5.1: Parametric representation of a line on terms of θ and ρ

We performed the analysis only over the parameter θ because the error are usually
produced by bubbles and light reflection which deform the contour of the fiberscope and
altering the slope of the line. In addition, the fiberscope is almost always appearing on
the image from the same origin and direction. One hundred trials of uniformly distributed
random noise were added to the lines parameter θ of one border line without changing
the second line, varying the standard deviation from 0 to 5 in steps of 0.1 degrees. A rep-
resentation of the simulated lines is presented in Figure 5.2. The black lines represent the
ground truth (GT) instrument contour and the colored lines the noise-affected simulated
lines. Then, we evaluate the propagation of errors on the Plücker coordinates l and w.

Figure 5.2: Simulated apparent contours on terms of θ from 0 to 5 in steps of 0.1 degrees

The cylinder axis is defined by the vector l which is parallel to the fiberscope camera
optical axis. We observed the angle deviation between the estimated vector l and the GT
(lGT ) by the dot product:
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5.1. PROPAGATION OF ERROR FOR AXIS ESTIMATION

AD = acos(
l · lGT

||l|| × ||lGT ||
) (5.2)

We also observed the Euclidian distance in milimeters between the estimated pose of
the tip ĈF and the ground truth CGT

DE = ||ĈF −CGT || (5.3)

The results of the tests are presented in Figure 5.3 and 5.4

Figure 5.3: Monte Carlo test for 100 random trials : Mean and STD of the angular
deviation between l and lGT (in degrees) versus noise on θ.

Figure 5.4: Monte Carlo test for 100 random trials : Mean and STD of ED between ĈF

and CGT (in mm) versus noise on θ.
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5.2. PROPAGATION OF ERROR FOR BORDERS ESTIMATION

We evaluated the consequence in deviation on the axis tolerance. In the first exper-
iment, we observe that for a noise magnitude lesser than 5 degrees the mean error from
point P over the axis of the cylinder is lower than 1 pixel. In addition, when measuring
the deviation produced in the instrument’s estimated axis in a range from 0 to 5 degrees
of noise, the orientation deviation of the axis is lower than 1.5 in all cases.

5.2 Propagation of error for borders estimation

Figure 5.5: a) Noise corrupted virtual instrument b) Instrument’s projection

To analyze the robustness of the apparent contour lines when the fiberscope mask does
not perfectly reflects its cylindrical geometry, we performed a Monte Carlo simulation by
introducing random errors in the cylinder’s borders. We have already seen in Section 3.2.4
that the cylinder can be represented as a group of circles of the same radius extending
themselves over the sames axis

#           »

ZpCF . Therefore, we added random variations to the
radius of these circles in a range of 0 to 0.2mm which represents 16% of the real fiberscope
radius. This variation is reflected in the projected image as an irregular contour which
resembles the variability of the contours obtained through the automatic segmentation.
Figure 5.5 depicts a corrupted cylinder with 0.05 mm mean noise and its corresponding
projection.

We evaluated the consequence in deviation on the upper and lower border tolerance.
In both cases the slope of the apparent lines behaves robustly to the insertion of variability
in the initial mask for estimation. In the upper border case, the maximum slope variation
is lower than 0.1 while in the lower border case is lower than 0.4 (Figure 5.6).
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5.3. TEST ON SYNTHETIC DATA

Figure 5.6: Monte carlo tests for 100 random trials : Mean and STD of the slope mea-
surement error for the instrument borders a) Upper contour line slope b) Lower contour
line slope

5.3 Test on synthetic data

To simulate the movement performed by the practician during endoscopic exploration, we
created an helicoidal trajectory of the probe’s tip, varying the insertion in a range from 8
mm to 18 mm, and the angular deviation inside a disk of 4 mm radius (see Figure 5.7).

This trajectory makes it possible to test a hundred different configurations between
the optical probe and the endoscopic camera. These hundred samples can be considered
individually for convergence tests or for simulating a frame-by-frame tracking, where
the pose estimated in the previous frame is used as initialization for the current frame.
We compared four variants for the pose estimation according to the initialization before
minimization :

• "3DoF-min": for all samples we used CF0 = [−3.80; 2.35; 5.27] as the calibrated
position to produce the initial mask and did not made use of the Plücker based axis
alignment ;

• "Plücker + 3DoF-min": for all samples, the started point for minimization is CFP
=

[xp; yp; 5.27], where xp and yp are calculated from the current frame by applying
Plücker based axis alignment ;

• "Tracking without axis alignment": for each frame, the optimization algorithm is
initialized by the pose estimated in the previous frame CF−1 (Plücker based axis
alignment is not activated);
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5.3. TEST ON SYNTHETIC DATA

Figure 5.7: Simulated helicoidal trajectory mimicking an endoscopic exploration: com-
parison of estimated poses and ground truth.

• "Tracking with axis alignment": for each frame, we apply Plücker based axis align-
ment to calculate xp and yp, then the started point for minimization is CFP

=

[xp; yp; zF−1], where zF−1 is from the pose estimated in the previous frame.

A summary of statistics is presented in Table 5.1. The accuracy of estimated pose is
assessed from the ground truth by the mean, median and standard deviation of Euclidian
distance and optical axis deviation (Equations 5.3 and 5.2) over the hundred samples
of the helicoidal trajectory. The reprojection error in the endoscopic view due to pose
deviation from ground truth is estimated on a virtual grid of size 1.5 mm x 2 mm placed
at a distance of 6 mm in front of the optical probe. The convergence is also evaluated by
the number of iterations and the final Jaccard index.

When comparing "3DoF-min" to "Plücker + 3DoF-min", we can observe that apply-
ing Plücker based axis alignment provides more accurate pose estimates. The difference
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Table 5.1: Error metrics over the helicoidal trajectory (100 positions)

Method
Pose

distance
(mm)

Angular
Deviation
(deg)

Reproj.
Error
(pixels)

Number of
iterations

Final
Jaccard
index

3DoF-min Mean 0.93 1.92 8.57 57 0.983
STD 2.43 5.11 22.50 14 0.047

Median 0.02 0.01 0.14 59 0.999

Plücker + 3DoF-min Mean 0.52 1.02 4.58 55 0.991
STD 1.67 3.24 14.34 14 0.030

Median 0.02 0.01 0.10 55 0.999

Tracking without
axis alignment

Mean 1.54 0.76 6.23 46 0.984

STD 4.42 3.05 14.14 15 0.039
Median 0.05 0.02 0.31 45 0.999

Tracking with
axis alignment

Mean 0.33 0.32 2.57 24 0.996

STD 0.68 1.73 9.43 13 0.007
Median 0.11 0.02 0.43 20 0.998

between median and mean values is explained by the presence of outliers (see Fig. 5.8).
The red points correspond to a convergence that does not lead to an optimal final value
of the objective function (1-Jaccard). For information, the tolerance on the stopping
criterion is 0.001. The error metrics indicate that initialization after Plücker based axis
alignment gives clearly more precise and robust results.

When evaluating the tracking experiments, Plücker based axis alignment prior to
minimization is still more efficient, accurate and faster (2 times). The number of outliers
is greatly reduced and the mean and median values are close to each other. Finally,
applying Plücker based axis alignment is clearly the best option.

Figure 5.9 presents some singular cases to illustrate the limitations in convergence
during tracking with Plücker based axis alignment. The selected samples are marked on
the trajectory in the centre of the figure (the red cross corresponds to the estimated pose
of the blue circle to the ground truth). Four cases correspond to relatively good estimates
(S7, S9, S67 and S73), and the other four to poorer estimates (S3, S5, S69 and S71). For
each case, a comparison of the silhouettes is shown at the initialization and at the end
of the optimization process. The red border corresponds to the silhouette projected with
the initial position and the green one represents the current frame (target position). The
differences between the silhouettes are shown in blue. In most cases, it can be observed
that at the end of the optimization, the superposition of the silhouettes is very good with
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Figure 5.8: Distribution of error metrics according to Jaccard index greater or less than
0.99 with for the four variants: 3DOF-min (left-top), Plücker+3DOF-min (right-top),
Tracking without Plücker (left-bottom) and Tracking with Plücker (right-bottom)

Jaccard index values higher than 0.99 except for S5 (0.962), which corresponds also to
the worse estimate.

We observed there are two critical situations for our pose estimation method. First,
when the silhouette of the fiberscope is truncated (cases S3 and S5): at least one of the
straight edges of the cylinder is not visible enough to be correctly estimated and Plücker
based axis alignment may then be defective. Sometimes, even when the initialization is
close to the target, the minimization may not converge perfectly. For example, the final
error for S3 remains small (less than 0.5 mm) but for S5 it is one of the largest errors in
the trajectory (3.68 mm). This case happens if the tip of the fiberscope is not sufficiently
inserted or with an tilting that brings it too close to the distal end of the endoscope, a
situation that the surgeon spontaneously avoids during exploration. Also, the simulated
trajectory pushes beyond the limits the possible tilting of the fiberscope (limited by the
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Figure 5.9: Some singular cases to illustrate the limitations of the method.

small gap between the diameter of the operating channel and that of the fiberscope) to test
the method. Secondly, in the case of deep insertion of the fiberscope (beyond 14 mm), the
discrimination potential of the Jaccard index is reduced by the perspective effect. Thus,
even if the Jaccard index value is greater than 0.99, the distance error can be relatively
high. This is the case for S69 and S71 with a Jaccard index value of 0.994, with distance
error of 1.44 and 1.84 mm, respectively, but for S73 convergence gives a very accurate
estimate.

Apart from these unstable conditions that are uncommon in actual exploration in
patient, convergence is generally quite effective and the estimated pose accuracy is really
good even when the starting point is far from the target (as in S7). The results indicate
that our method can estimate the pose of the tip with an accuracy of less than 0.5
millimetre and the orientation of the optical probe with about 0.5 degree in a tracking
scenario without considering the unrealistic extreme samples of this simulation. This is
much better than what is reported by Xiongbiao et al. [102] for electromagnetic sensor
tracking on a dynamic phantom (between 2.48 to 4.2 mm and 4.6 to 7.8 degrees), and in
the same order of magnitude as vision tracking with photo-reflective markers reported in
Shahidi et al. [103]. We also obtained better results than those reported in Mountney et
al. [104] with vSLAM. Also, recent work confirms that the SLAM produces errors of 1.24
mm for the camera trajectories and RMSD of more than 2.5 mm for surface reconstruction
[105].
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Table 5.2: Estimated pose deviation on real images (mm)

Fiberscope’s
calibrated pose

Fiberscope’s
estimated pose

Sample xGT yGT zGT xF yF zF
Euclidian
distance

1 -3.08 2.65 8.71 -3.08 2.65 8.71 0.0028
2 -4.89 2.70 9.12 -4.93 2.72 9.20 0.0992
3 -3.33 3.12 8.77 -3.33 3.12 8.77 0.0041
4 -4.39 2.33 9.06 -4.40 2.33 9.08 0.0244
5 -4.49 1.97 20.48 -4.46 1.96 20.32 0.1577
6 -4.71 3.47 9.27 -4.73 3.48 9.31 0.0416

5.4 Estimated pose error on chessboard pattern images

The experiments performed in the two following sections were performed using a set of
corresponding HSI and RGB simultaneous acquired images of a 10x9 chessboard pattern
with a grid resolution of 1 mm. We selected 6 fiberscope and endoscope image pairs
and used the information from the chessboard pattern to estimate both cameras extrinsic
parameters, this would be used as ground truth and will be addressed as calibrated pose.
In addition, we estimated the fiberscope’s pose using the RGB images and our pose
estimation method using the instruments border information. Then we estimated the
deviation between both measures using the euclidean distance.

The results are summarized in Table 5.2 and reveal a good accuracy between the
estimated and calibrated pose with errors lower than 0.2 mm in all cases. In addition, the
reprojection error produced by the registration using the estimated pose was always lower
than 3 pixels. These numbers prove the reliability of the registration on real images while
the plane of reference used as control points during the registration is properly estimated.

In addition, we measured the reprojection error of the registered images using the
estimated fiberscope’s pose. The calibrated pose and estimated pose of each case and
their corresponding euclidean distance are presented in Table 5.3. An example of the
resulting superimposed images, the transformed fiberscopic image and the original RGB
image are presented in Figure 5.10
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UNCERTAINTY

Table 5.3: Re-projection error as a function of estimated distance from plane of interest
(pixels)

Reprojection Error

Sample
Pattern to

camera distance
(mm)

Mean STD

1 18.02 0.68 0.27
2 18.68 1.30 0.72
3 18.66 0.74 0.36
4 19.02 1.57 0.78
5 35.04 2.75 1.20
6 19.60 2.78 1.55

Figure 5.10: a) HS image from a chessboard pattern (green) registered to its corresponding
RGB image (red), b) Transformed HS image, c) Original RGB image

5.5 Propagation of reprojection error by pattern’s dis-

tance uncertainty

In this test, we measured how the misestimation of the pattern distance to the endo-
scopic reference frame affects the registration in terms of reprojection distance. During
acquisition the doctor usually maintains a distance between 17 and 23 mm of the gastric
wall with exceptions were the distance can go as high as 40 mm, but we cannot have a
precise measurement of the actual distance of the gastric wall, which is why we require to

73



5.5. PROPAGATION OF REPROJECTION ERROR BY PATTERN’S DISTANCE
UNCERTAINTY

characterize the influence of this uncertainty.

Figure 5.11: a,b,c,d,e,f) HS image from a chessboard pattern (green) registered to its
corresponding RGB image (red). The images correspond to samples 1 to 6

We used the same sample as the previous section containing RGB and HS images of
a chessboard pattern and used the registered images using the extrinsic values extracted
from the patterns as reference ( The complete set of registered images is depicted in
Figure 5.11 ). Then, we projected the same pattern over the endoscopic camera varying
its position over its z axis in a range of -5 and 5 mm with a step of 0.25mm, used the corners
of the pattern as control points for registration and measured the Euclidean distance of
the registered points vs the corners in the original image.

An example of the reprojected points and the original points at 3 different patterns
positions (i.e., -2.5mm, 0mm and 2.5mm) is presented in Figure 5.12. In addition the
propagation of error as a function of the distance from the center of the pattern is presented
in Figure 5.13

Finally, we compare the coordinates of the pattern’s corners corresponding to the
registered HSI and original RGB through the euclidean distance. A summary of the pose
values and final distance can be found in Figure 5.13. The results reveal a parabolic
behavior as expected in which the mean error and standard deviation increase the farther
the pattern is from its original position. It also increased faster when going closer to
the camera than farter because of the distance perception of the camera. To mantain the
reliability of the registration in acceptable limits and based on the results shown in Figure
5.13 we established the range of -4 to 3 mm as the trusted interval. This is, whenever the
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Figure 5.12: Reprojected points and the original points at 3 different patterns positions:
a)-2.5mm b)0mm and c)2.5mm)

estimated distance from the gastric wall is on this range of uncertainty we can expect a
mean reprojection error as high as 30 pixels)

5.6 Conclusion

We assessed the accuracy and precision of our virtual framework to emulate endoscopic
images generated from a point cloud representing the fiber-optic instrument.
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Figure 5.13: Re-projection error as a function of estimated distance from plane of interest
in a range of ± 5mm. The graphs correspond to samples 1 to 6 respectively

In the first two sections the tests revealed the robustness of the framework performance
against variability in the measure of the instrument’s apparent contour and geometry,
accounting for mean values lower than 1.5 degrees and 0.6 pixels for angular deviation
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and Euclidean distance respectively.
The third and forth sections assessed the pose tracking in different simulated scenarios.

In both cases the Euclidean distance between the estimated and targeted pose and the
angular deviation of the simulated cylinder were lower than three pixel,

The last two sections were focused in measuring the reliability of the estimates using
real images of a chessboard pattern. The results revealed that the proposed method can
effectively estimate the instrument pose when compared to the one obtained from the
extrinsic parameters from a pattern image. Also we determined an interval of confidence
for the misestimation of the distance from the endoscopic camera to the plane used for
control point extraction for registration.
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Chapter 6

Clinical application

In this chapter, we apply the algorithms previously introduced on real endoscopic images
acquired during gastric screening procedures and the methodology followed for the mul-
timodal registration with potential applications of HS-enhanced endoscopy in medicine.

The first section is focused in describing the methods used for the fiberscopic in-
strument segmentation on the endoscopic RGB images. We characterized the data base
and present the results obtained while training two different convolutional neuronal net-
works. The second and third sections describe the characteristics of each modality and
the procedure followed for their registration using the extrinsic values obtained from the
modeled virtual framework. The last two sections are focused on the potential uses of
the multimodal overlay during daily medical practice. This is the analysis of the localized
hyperspectral data on independent frames and in a mosaic.

6.1 Segmentation of the fiber-optic instrument on RGB

images

Contrary to the experiments presented in chapter 5 where we controlled the virtual frame-
work or an image of a pattern to use as a reference, real life screening videos raise the
limitations of a non referenced 3D space where is difficult to find corresponding features
in the background (gastric wall). Therefore, to obtain the backprojection information
of the instrument pose and orientation we require to outline its borders using the RGB
image information.

There are a number of challenges that turn segmentation of surgical tools into a re-
markably difficult task. Endoscopic scenes are heterogeneous environments that feature
a high variety of optical interactions that complicate the segmentation (i.e.; tissue spec-
ularity, partial occlusions, blurriness (due to fast motion and/or parts of the image out
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of focus), reflections (from instrument onto the patient’s tissue and vice versa) and body
fluids. A possible option to ease the vision-based segmentation is to use fiducial markers
like [106]. However, in the previous chapters we explained why we can‘t use markers in
our probe.

A prominent alternative in literature developed for instrument detection and tracking
are vision-based methods [107]. Instrument background segmentation can be treated as a
binary or instance segmentation problem for which classical machine learning algorithms
have been applied using color and/or texture features [108, 85]. Later applications ad-
dressed this problem as semantic segmentation, aiming to distinguish between different
instruments or their parts [91].

Moreover, deep learning-based applications to robotic instrument segmentation have
demonstrated competitive performance in binary segmentation [109] and promising results
in multiclass segmentation [110]. Also, modifications of deep neural networks that are
suitable for use in mobile and embedded devices, including medical robots, are starting
to emerge [111].

We trained two commonly used neural networks for segmentation and compared their
results over our database to choose the optimal network for the initialization of the virtual
instrument pose in our framework.

6.1.1 Acquisition and database

The acquisition protocol demanded to record the video endoscopy with white light and
reflected light projected by a fibre in the operating channel. This reflected light was
redirected to a hyperspectral camera for video acquisition. The examined sites were the
gastric antrum and cardia if the latter presents an abnormality of position or contour (sus-
picion of Barrett’s oesophagus). Following this acquisition, gastric mucosa samples will
be taken in the antrum and possibly in the cardia according to gastrointestinal endoscopy
practice guidelines recommended by the Société Française d’Endoscopie Digestive (French
Society of Gastrointestinal Endoscopy).

The database used to perform the test comprised 8 video acquisitions of different
patients. The videos were captured at a rate of 25 images per seconds with a resolution
of 720x576 pixels and they had an average of 55 seconds for a total of 10218 frames.

Our database was divided into 2 sets: Training-Validation and Test. The Training-
Validation set correspond to two subsamples of the first four videos. The validation test
comprises the last four videos. A detailed summary of the division of the data set and
the corresponding number of frames for each one is presented in Table 6.1
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Table 6.1: Distribution of the Training,Validation and Test datasets

Set Number of frames
Seq1 Seq2 Seq3 Seq4 Total

Training 1107 2161 1647 245 5160
Seq5 Seq6 Seq7 Seq8 Total

Test 1356 1203 2262 189 5010

6.1.2 Neural network training

A neural network is a series of algorithms that endeavors to recognize underlying relation-
ships in a set of data through a process that mimics the way the human brain operates.
The biggest advantage that Neural networks have is that it can adapt to changing input;
so the network generates the best possible result without needing to redesign the output
criteria.

Training a network consist in reality to learn the weights (between the neurons) by
fitting the network to a training data. To learn the weights, it uses normally a backpropa-
gation procedure. That means for each training data, we put it to the network which will
calculate the output through some convolutional layers. At the output layer, the network
computes the difference between the output value and the ground truth value as a loss.
The network continues to put other data and update the weights until the loss function
is optimized.

There are some optimization methods to minimize the loss like Stochastic gradient
descent (SGD) between others. So, we usually need some parameters to configure the
optimization method. In our application there are three main important set of parameters:
Learning rate, momentum and weight decay

These parameters are related to the weight update equation. Normally, when we train
a network from scratch (were all the weights are randomly initialized), we need a large
dataset (like ImageNet) and set a high learning rate (for ex 0.01). After this process, we
obtain a pre-trained model.

However, if we want to train again the network, for another application (for ex: contour
detection, segmentation, semantic segmentation,etc) and on another dataset, we first load
the pre-trained model (that means we load the weights from the pre-trained model instead
of initializing randomly), then train and fit the network to the new dataset. This process
is known as transfer learning. For example, in our case, when we trained RCF (which
uses the VGG16 as backbone net), we loaded the VGG16 model pretrained on ImageNet
for object detection to initialize the weight parameters and set: learning rate, momentum
and weight decay after.
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In our application we compared two of the commonly used networks: Deeplab and
RCF

Deeplab

Deeplab [112] is a network which goal is to assign semantic labels (e.g., person, dog, cat
and so on) to every pixel in the input image. Until now, this network has 4 versions:
deeplab v1, v2, v3 and v3+. All the networks are always based on a backbone network
(e.g. VGG, Resnet, Xception). We used deeplab v3+ because this version improves the
accuracy of segmentation by determining an output stride. The effect of stride on the
resolution is inversely proportional, this is if stride=2, the feature map decrease 2 times
the width and height (resolution=1/2); if stride=4, resolution=1/4 and so on. If the
resolution of feature map is too small: the prediction becomes fast, but less accurate. In
contrast, if resolution is big, it needs more computations, but the segmentation accuracy
will be improved. It’s a trade-off between the speed and accuracy. We define firstly a
fixed output stride (8 or 16) and after that, we adapt the atrous rates following the output
stride.

The general parameter setup was: base learning rate 0.001 ; learning policy poly ( that
means the learning rate will be updated after each iteration, learning power 0.9, training
number of steps 100k, train batch size 8, weight decay 0.00004 and crop size 513x513.

For the initial model, we used the Xception65 network which is pre-trained on PASCAL
VOC dataset and for the ASPP parameters we used the deeplabv3+ structure with:
output stride 16 (for encoder module); atrous rates [6, 12, 18] and decoder output stride
4.

Richer convolutional features

In RCF [113], features from all convolutional layers are well-encapsulated into a final
representation which is amenable to training by back-propagation. As receptive field
sizes of convolutional layers in VGG16 are different from each other, RCF endows a better
mechanism than existing ones to learn multiscale information coming from all levels of
convolutional features which are all pertinent for edge detection.

RCF is a versatile edge detection method which takes advantages of deep CNNs in
combination with a more discriminative representation of complex data structures [113].
RCF encapsulates multiscale and multilevel information in a global way to perform the
image-to-image prediction, amenable to training via backpropagation. The RCF network
has been trained with binary masks from 54 manually segmented images. The training
database has been extended to 864 images by applying horizontal, vertical, and combined
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Table 6.2: Comparison between network performance in the Test set using Jaccard simi-
larity measure as metric

Jaccard
Seq5 Seq6 Seq7 Seq8

DeepLab Mean 0.989 0.991 0.986 0.985
STD 0.01 0.008 0.012 0.009

RCF Mean 0.986 0.982 0.987 0.984
STD 0.011 0.012 0.01 0.008

horizontal/vertical flipping and multiscale factors (1.0, 0.75, 0.5, 0.25) to the 54 original
images. We keep settings proposed in the original paper (momentum 0.9, weight decay
0.0002,etc) except for the learning rate which has been fixed to 1e−8 instead of 1e−6. This
value is important for the network to converge. Training is stopped after 40000 iterations.

To train RCF, we used SGD; other parameters for optimization procedure used were
also: policy=step, gamma=0.1 and step size=10000. That means after 10k iterations,
the learning rate decreases 10 times (for ex, at 0 iteration, learning rate = 1e-8; after 10k
iterations, learning rate = 1e-9). To compute the loss, batch size=1 (how many images
will be used for training at the same time), batch size was set to 1 to avoid the GPU
memory problem), iteration size=10 (how many images will be used for calculating the
loss), number of iterations to finish the training (normally, if we see the loss becomes
stable, we can finish the training because the network is already converge).

6.1.3 Neural network deployment

Network comparison

We compared both networks over the Test data set using the Jaccard similarity measure.
The ground truth consisted of a cylindrical approximation using our pose estimation
method. This is, we roughly outlined the contour of the fiberscopic instrument in all im-
ages and then used this value as initialization for our maximization of similarity measure.
The advantage of this method is that we can objectively compare the precision of the
networks against a perfect cylindrical projection of the fiberscope.

The results for each set under evaluation are presented in Table 6.2

We observed that both implementations provided similar results in our Test set. How-
ever, DeepLab offers a better overall performance in 3 of 4 cases. In addition, the segmen-
tation mask is directly obtained from the DeepLab network whereas in the RCF case we
need to indirectly measure it from the network output which is a contour. Some examples
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of the segmentation mask overlaid to their corresponding RGB images are presented in
Figure 6.1

Figure 6.1: Example of a frames segmented using DeepLab.

Network limitations

The most challenging sequences were the ones that contained frames in which the fiber-
scope is in contact with the gastric wall. This produces reflection in the metallic part of
the fiberscope and increased specularities due to the proximity of the fiberscopic light to
the gastric wall. This problem occurred in several frames which did not converge correctly
into a cylindrical projection and we decided to removed them from evaluation. Figure 6.2
illustrates an example of a removed frame.

Figure 6.2: Example of a frame where segmentation fails due to the fibercope’s proximity
to the gastric wall.

These images can be discarded for two reasons: first, the fiberscope is to close to the
gastric wall, therefore the HSI will be oversaturated by the light emitted through the
instrument itself, generating useless HS data. The second reason is that due to partial
occlusion of the fiberscope tip or the highly reflective surface of the tip when proximal to
the wall, the segmentation tends to fail
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6.2 HS and RGB synergy

In the previous chapters we performed a registration between the two HS cameras allowing
an exhaustive reflectance analysis of a single or group of points selected on the image. The
HS spectral information and calibration of the camera allows us then to properly display
all bands acquired through the fiberscope corresponding to a particular RGB frame (as
seen in Figure 6.3).

Figure 6.3: Interface to simultaneously view RGB and HS images

Also, we have estimated the relative pose between cameras and obtained their corre-
sponding extrinsic parameters. If we try to portray graphically this process into the RGB
image it could be shown as on Figure 6.4. We use the fiberscope instrument segmentation
produced by the NN (a), then we perform the backprojection and minimization phase
(b) and finally the pose is estimated (c). Figure 6.4c presents a projection of the virtual
model depicting the accuracy of the modeling when compared to the RGB image on black
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overlay.
We made use of the pose information and relative position between both cameras to

perform an homography-based registration between modalities.

Figure 6.4: a) NN segmentation b) maximization of similarity c) virtual model projection

6.2.1 Enhanced endoscopy by image registration

Our image registration is performed in two steps. The first stage is in charge of registering
the image data obtained from both XIMEA cameras while connected to the TwinCam
system. The second stage is to register the complete Hypercube including VIS+NIR to
the RGB image.

For the first part, the problem lies in the mirrored nature of the images captured by
the TwinCam system. Since both modalities (VIS and NIR) are different in size and
resolution and the fiberscopic image is not centered in the frame we cannot just mirror
them. Nevertheless, both cameras are always fixed in the same position so the circle
produced by the eye-cup connected to the TwinCam system can be used as control points
for homographic registration. We segmented the circular capture zone using a level-
sets segmentation and used random corresponding points on its circumference as control
points.

Briefly, the planar homography which is a 3x3 matrix with 8 DoF relates the trans-
formation between two planes (up to a scale factor):

s

x
′

y′

1

 ≡ H

xy
1

 ≡
h11h12h13h21h22h23

h31h32h33


xy
1

 (6.1)

For the second stage, we already have the pose of both cameras and by extension their
relative pose. To perform a scale-free registration we need to have a reference between
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pixels and metric units. However it is really difficult due to septic practice to insert
reference markers inside the patient.

In our virtual system, the endoscopic camera is our reference frame for two reasons.
First, while scanning a suspicious area the instrument which moves more is the fiberscope,
because the initial visual feedback is provided by the endoscope and after this the fiber-
scope is moved to target the point of interest. This produces a high variability in the
insertion depth of the instrument while not being the case of the endoscope. Secondly,
the FoV of the endoscope is higher than the fiberscope, with a bigger FoV the movements
required to target a RoI are more sutyle than with a smaller FoV like the fiberscope.

The average distance from the endoscope to the wall from the adquisitions in our data
set was around 18mm ± 4mm. In the previous chapter we characterise the reprojection
error when using a chessboar pattern depending of the estimated distance from the en-
doscope camera. The errors were aceptable under the same range of variability, therefore
we decided to set a constraint of distance from the endoscope and the gastric wall to be
18mm. Its important to highlight that this constrain will affect the registration precision
in a bigger manner the closer the gastric wall is to the camera than estimated.

Figure 6.5: Example of a plane projection over a particular relative positions of cameras

We projected a 9x7 dot pattern with intervals of 1 mm in both dimensions. Then
we projected virtual images of the patterns corresponding to each camera and used these
points to generate a direct homographic information from the fiberscopic image to the
endoscopic image. Process is depicted in Figure 6.5
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Figure 6.6: a) Original HS image, b) Transformed HS image, c) Original RGB image and
d) Multimodal overlay .

The results were really encouraging, most of the images did fit into the estimated
range without any scaling distortion effect. An example of a pair of images is presented
in Figure 6.6. In this particular set we can observe how the features present in the HS
images are overlaid to the same features presented in the RGB image. In the cases were
the gastric wall was closer than estimated, there is an evident scaling artifact. Figure 6.7
depicts one of these cases where the projection of the HS image over the RGB is clearly
bigger than the light projection of the fiberscope over the gastric wall.

6.3 Spectral bands content analysis from the HS images

The registration between modalities does not offer only visual information to the prac-
tician but also quantitative information of the tissues under screening. This data have
the potential to be used for discrimination of tissue. However some processing is needed
before its analysis.

The pixels in the registered images shown in the previous section represent the raw re-
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Figure 6.7: a) Original HS image, b) Transformed HS image, c) Original RGB image and
d) Multimodal overlay .

flectance captured by each of the block from the acquiring matrix inside the sensor. These
values still require to be corrected using the data obtained from the spectral calibration.
An example of the data obtained from the raw images is presented in Figure 6.8.

To do this, we multiplicate the raw values by the correction function and generate
a continuous spectra in the range of the bands the sensor is capable to capture data.
However, not all pixels in the image are worth to be taken into account due to noise,
saturation or overexposition. Therefore we selected the band with the highest brillance
on each image and performed a levelset segmentation to mantain only the pixels properly
exposed. After this, the average spectra is presented as shown in Figure 6.9.

6.4 Biopsy location on the mosaic

Another potential application of the images could be to over-impose spectral data to a
mosaic generated from the RGB images. This possibily offer several advantages over the
analysis of single images. First the mosaic provides the clinician with a wider field of view
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Figure 6.8: HS-RGB overlay and its corresponding raw reflectance data

of the analyzed area. Also, the doctor can choose to get HS data from localized areas
while having visual feedback of all the scanned area. Finally, data redundancy can help to
reduce variability in the estimated spectra. We worked in collaboration with the Centre
de Recherche en Automatique de Nancy (CRAN) of the university of Nancy to generate
the mosaics.

The method used is a variation of the method presented in [114]. And SfM-based
pipeline for the construction of surfaces with few textures. The main contribution of
this work lies in the integration of dense optical flow (DOF) fields in the SfM step for
generating 2D point-groups under complex scene conditions.

The pipeline comprises five processing blocks:

• Pre-processing: This step selects the images which are minimally affected by spec-
ular reflections and motion blur [115]. The images are also undistorted using the
optical centre coordinates and barrel distortion parameters estimated with a method
dedicated to the short focal length lenses of endoscopes [116].

• SfM: This step provides both a sparse 3D point cloud (first representation of the
surface to be recovered) and the camera pose parameters corresponding to the en-
doscope position and orientation for each image of set S. These results can only be
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Figure 6.9: HS-RGB overlay and its corresponding reflectance data

obtained using groups of homologous 2D points (2D points of a group are all issuing
from the projection of a same 3D point on the images of different viewpoints). These
point-groups, together with a triangulation algorithm [43], are used for an initial
estimation of the 3D points and camera poses which are all refined with a bundle
adjustment technique [117].

• Dense reconstruction: This step uses the algorithm proposed in [118] to compute a
dense point cloud by performing a completion of the surface represented by a sparse
point cloud.

• Mesh generation: In this step, the mesh-generation algorithm given in [119] is used
to pass from a dense point cloud to a surface approximated by small triangular
facets.

Surface texturing: In this final step, the algorithm described in [120] is used to
superimpose the textures seen in the images on the meshed surface.

The last three aforementioned steps are performed with the OpenMVS library [121].
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Figure 6.10: Resulting mosaic image and the original images used

An example of the resulting mosaic and a subset of the images used for the procedure
is depicted in Figure 6.10

Once the mosaic was produced we used the same homographic matrix applied to the
original RGB images to the fiberscopic images and found the location of the center of the
HS image in the mosaic. Figure 6.11 presents all the points where HS data is available.
This provides the clinician with a higher degree of freedom to explore the gastric mucosa
spectral property even off-line. Also any of the bands of the hyperspectral frames can be
overlaid to the RGB image in the points shown. An example of this utility is presented in
Figure 6.12 where two HS images from the points available were selected to display one
of the VIS band values.
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Figure 6.11: HSI localization into the RGB mosaic

Figure 6.12: HSI overlaid to the RGB mosaic

6.5 Conclusion

We presented the implementation of the algorithms previously introduced on real endo-
scopic images acquired during gastric screening procedures and the methodology followed
for the multimodal registration with potential applications of HS-enhanced endoscopy in
medicine.

We compared the performance of two commonly used networks over our data set and
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found that Deeplab had a better performance over RCF when outlining the instrument in
the RGB images. Thanks to this we used the segmentation as initialization for the pose
estimation procedure and were able to perform a registration between modalities under
the constrains of a fixes average distance from the endoscope to the gastric wall.

We also, aboard the potential utilities of our results in clinical practice, showing that
the spectra of areas under pathological suspicions could be analysed quantitatively to
complement and enhance the current state of the art methods. Not only that, we did also
shown the potential to build a HS mosaic over an RGB mosaic which will give also spatial
information of the spectra in a easily visual distribution for the practicians.
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Conclusion and perspectives

The use of new multimodal imaging techniques to complement classical modalities have
proved to be strongly promising for medical implementation. Gastroendoscopy explo-
ration is no exception to this rule, image enhancement of RGB modalities are commonly
used now in clinical practice with good results. Hyperspectral imaging has been used ef-
fectively in other medical domains, such as analysis of the skin. It is known that the light
encodes chemical and architectural information from the tissue in a non-invasive way. In
this sense, it could be used to provide quantitative information for objective diagnosis.

We have reviewed the benefits of the most used modalities in clinical practice. Chro-
moendoscopy and virtual chromoendoscopy, being the most widespread used, permit the
detection and characterization of dysplasia in the gastrointestinal tract and identification
of changes in the vascular system.

There is a strong interest in current clinical practice to improve diagnosis and visu-
alization during gastroendoscopic screening procedures. Thanks to the development of
new hyperspectral cameras, miniaturization of sensors and the capacity to handle high
amount of data we have the opportunity now to characterize tissue in a quantitative way.
We focused our efforts to provide an alternate measure of the gastric wall characteristics
overlaid to endoscopic images, which is the common first-hand tool of clinicians.

Therefore the contribution of this study relays in the possibility to provide clinicians
with a complementary measurement of the tissue which can be localized in the more famil-
iar RGB images and potentially identify wavebands that could be used for differentiation
between pathological and normal tissue. Up to our knowledge, we are the first to perform
hyperspectral enhancement to gastroendoscopic images from the gastric mucosa using the
complete spectrum. This is usually hardly achievable due to the constant movement of the
stomach and we surpassed this limitation by using snapshot cameras, a newly introduced
type of sensors to the HS imaging world.

We inspired ourselves in the NBI and Cellvizio systems to propose a prototype in-
cluding a fiberscope connected to an HSI camera through the working channel of an
endoscope. However, some limitations needed to be surpassed, including standardization
of the various classification systems, incorporation of all these devices into a single easily
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managed prototype, pose estimation of both cameras in the system, registration of both
modalities and complete spectrum display.

Summary statement

MS-augmented endoscopic prototype

We introduced the MS-augmented endoscopic prototype and the elements it comprises.
The system uses commercially available devices to assemble a complete solution. Also
the experimental setup used for acquisition and the calibration of the optical system as a
single multimodal image acquisition system. The spectral calibration of the system was
performed to obtain reflectance information from the raw luminescence data captured from
the sensors and the corresponding transformation function was applied before registration.

Prototype modeling and virtual simulation framework

We presented a virtual framework to generate synthetic data sets (i.e., point clouds and
projections) of endoscopic images including a fiberscopic instrument tip into the scene.
The movement of the cylinder is simplified to 3-DoF and is controlled by the direction
of its axis using the interface between the endoscope and fiberscope as pivot points.
This modelization allowed us to generate binary masks which mimic the outline of the
instrument in the endoscopic images.

Pose tracking based on binary mask similarity

We presented a landmark-free approach for tracking the motion of a fiberscope inserted in
the accessory/biopsy channel of the endoscope to reveal the location of optical biopsy onto
the endoscopic image. The technique relies on the apparent contour of the fiberscope’s
tip in the endoscopic images considered as the projection of a 3D cylinder model to
dynamically estimate the pose changes between the two cameras image-by-image. We
controlled the virtual framework presented in chapter 3 to generate synthetic data sets to
be used as input in the minimization function.

Pose validation assessment

We assessed the accuracy and precision of our virtual framework to emulate endoscopic
images generated from a point cloud representing the fiber-optic instrument. The apparent
contour on the backprojection of the cylinder axis proved to be robust to the variability in
the contour input. We also assessed the pose tracking in different simulated scenarios. In
both cases the euclidian distance between the estimated and targeted pose and the angular
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deviation of the simulated cylinder were lower than one pixel. Finally we measured the
reliability of the estimates using real images of a chessboard pattern. The results revealed
that the proposed method can effectively estimate the instrument pose when compared to
the one obtained from the extrinsic parameters from a pattern image. Also we determined
an interval of confidence for the misestimation of the distance from the endoscopic camera
to the plane used for control point extraction for registration.

Clinical application

We presented the implementation of the algorithms previously introduced on real endo-
scopic images acquired during gastric screening procedures and the methodology followed
for the multimodal registration with potential applications of HS-enhanced endoscopy in
medicine. We compared the performance of two commonly used neural networks over our
data set and found that Deeplab had a better performance over RCF when outlining the
instrument in the RGB images. We used the segmentation as initialization for the pose
estimation procedure and were able to perform a registration between modalities under
the constrains of a fixed average distance from the endoscope to the gastric wall. We also,
aboard the potential utilities of our results in clinical practice, showing that the spectra of
areas under pathological suspicions could be analysed quantitatively to complement and
enhance the current state of the art methods. Not only that, we did also shown the po-
tential to build a HS mosaic over an RGB mosaic which will give also spatial localization
of the spectra in a easily visual distribution for the clinician. With our implementation
the clinician can choose any of the points and analyse its spectra information.

Perspectives

The results from this study are promising and we consider that in the future, they could
be used as a tool for exploration of the gastric wall characteristics. However, some actual
limitations should be noted such as the small number of samples, the fact that this study
included only patients from a single center, and the constraints of implementation using
one specific manufacturer or the elements it comprises. With respect to the quantita-
tive information, we consider making a better selection of the valid pixels to reduce the
variability of the spectra (i.e., using the information of the spectra in all bands).

Some of the ideas to continue the developing cycle of our hypothesis are presented as
follow.
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Fiberscope axial rotation

The presented results are valid under some constraints. One of them is the assumption
that the fiberscope axis does not rotate over itself while performing the exploration. This
is not always true due the fact that we cannot control other movement than insertion
in the fiberscope. Inevitably, the manipulation of the fiberscope during insertion and
requirement of removal and sterilization after each patient due to aseptic practices makes
replicating the same conditions of insertion each time hardly possible, specially if we are
targeting a tracking without using markers.

We could use however tools found in the HS image to surpass these limitations. Due
to the position of the light source in the fiberscope being not over the axis but displaced
to the border of its circumference, the light projected over the gastric wall has always a
deformation profile with an intensity gradient directed to the opposite side of the light
source.

An exhaustive analysis over this phenomena and the use of image processing tools
having into account the dynamic exposition time, which is the main challenge to to this,
could allow us to have a consistent estimation of the fiberscope axis rotation

Depth estimation

The second constraint is the assumption of distance from the gastric wall to the endoscope
reference frame. It is really difficult to obtain features from the specular and moving
gastric mucosa. However, the same limitation was encountered before for the recostruction
of 3D models using SFM. Indeed, the reconstruction pipeline proposed in [114] demostrates
the potential of this algorithm to find the relative position of a moving camera during
endoscospic exploration. Even when the limitations of a scaling factor are still present the
relative positioning of the cameras over a limited range of space (Stomachs are usually 15
cmm width in their wider parts) could help us estimate better the distance to the wall.

Spectral pathological discrimination

The spectral information has been normalized for display. This has the benefit to improve
the easiness of interpretation of results due to the shape of the spectral function using
relative magnitudes. However, for an exhaustive characterization of the tissue quantitative
information is necessary. The main reason for the variability of the presented data is the
dynamic exposition time required to acquire data due to the effect of illumination over the
intensity values. Also, the selection of the pixels under analysis could be performed using
information of the 3D reconstruction so we could avoid mixing textures in the selected
ROI.
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Real time processing

Finally, the experiments performed during this work has been performed using an exper-
imental environment developed in MATLAB software. For its implementation in clinical
practice an optimization of the procedures is required and its translation to a faster pro-
gramming language which could allow us to perform the overlaid in real time allowing the
doctor to have immediate feedback and leading to a better quality acquisition.

Final thoughts

We strongly believe that the tools presented in this work can generate the foundation for
a minimally invasive exploration based on hyperspectral imaging to help in the diagnosis
of pathologies during endoscopy.

The vision in the short term for this system is to be used as an additional tool that
could help to highlight areas of tissues which are more likely to have precancerous lesions or
inflammation, so the practitioner could avoid or reduce the number of biopsies extracted.
In the long term, we believe in the potential of this technique to be extended to other
modalities which could also be connected to a fiberscopic instrument.
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Appendix A

Introduction (traduction française)

L’endoscopie est une technique médicale communément utilisée qui consiste à introduire
un long tube fin et flexible équipé d’une lumière et d’une caméra pour examiner les organes
internes d’une personne. La norme actuelle pour le diagnostic des maladies gastriques
pendant l’examen endoscopique est une évaluation visuelle et des biopsies aléatoires ou
ciblées. Cette approche présente des limitations pour détecter la maladie dans les premiers
stades, lorsque la maladie est localisée sous la surface visible ou si elle ne présente pas de
caractéristique visuelle pathognomonique. La majorité des endoscopes du commerce ne
peuvent produire que des vidéos acquises en lumière blanche et les innovations récentes
de ces dispositifs concernent essentiellement l’augmentation de la résolution de l’image
couleur ou l’ajout de capacités de chromo-endoscopie sans colorant, comme l’imagerie à
bande étroite NBI d’Olympus ou l’amélioration intelligente des couleurs chez Fujinon,
par exemple. Ces techniques permettent d’analyser certaines zones suspectes en lumière
blanche renforcée mais elles ne détectent pas les lésions telles que des gastrites inflam-
matoires ou des séquelles atrophiques. En outre, elles n’utilisent que les informations
contenues dans les bandes visibles. Ces limitations justifient le développement de tech-
niques d’imagerie innovantes pour répondre aux besoins de détection et de caractérisation
précoces des maladies de l’œsophage et de l’estomac.

Dans cette thèse, nous proposons un système d’imagerie qui permet l’acquisition d’une
vidéo composée de données hyperspectrales (HS) en plus de l’image couleur (RGB). Ce
prototype a le potentiel de fournir de nouvelles informations pour la caractérisation des
tissus tandis que le clinicien reste dans le cadre d’une exploration endoscopique convention-
nelle. De nombreuses publications démontrent l’intérêt réel de combiner des informations
spectrales pour la caractérisation des tissus gastriques à l’échelle macro ou mésoscopique
[9, 10, 11].
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Projet ANR EMMIE

C’est pourquoi, dans le cadre du projet de recherche collaboratif EMMIE (Endoscopie
MultiModale pour les lésions Infammatoires de l’Estomac) financé par l’ANR-15-CE17-
0015, nous proposons un prototype d’endoscope amélioré par la technologie hyperspec-
trale. Ce système s’articule autour d’une sonde composée d’un fibroscope, d’une source
d’éclairage et de caméras hyperspectrales pour équiper un endoscope du commerce.

La Figure A.1 illustre la répartition des tâches au sein du projet. Une analyse prélimi-
naire sur un modèle animal a été effectuée pour caractériser le tissu gastrique par l’Institut
Pasteur (Paris). L’acquisition d’images dans l’estomac humain a impliqué des patients
de l’unité d’endoscopie de l’hôpital Ambroise Paré. Les analyses des échantillons prélevés
serviront de diagnostic de référence.

La configuration matérielle du système, son étalonnage et son interface logicielle ont
été conçus en collaboration avec le laboratoire Le2i (UMR CNRS 6306) de l’Université
Bourgogne Franche-Comté. Les prétraitements, l’étalonnage spatial et le recalage des
deux modalités ont été confiés au laboratoire PRISME de l’Université d’Orléans, tandis
que l’étalonnage spectral et l’analyse hyperspectrale ont été confiés au Le2i. Enfin, le
CRAN (UMR CNRS 7039) de l’Université de Lorraine avait la charge de construire une
mosaïque 2D ou 3D d’images en utilisant les techniques de flot optique et de structure à
partir du mouvement (SfM). Nous avons complété ces résultats en localisant l’information
hyperspectrale dans la mosaïque.

Après acquisition et traitement, les données sont analysées en deux étapes pour obtenir
différents niveaux de compréhension de la part du médecin :

• En ligne, une aide au diagnostic lors des procédures d’endoscopie en alertant le
médecin lorsque l’analyse des images spectrales détecte des régions potentiellement
inflammatoires.

• Hors ligne, une analyse plus détaillée de la réflectance spectrale, de la reconnaissance
et de la reproductibilité grâce à la cartographie obtenue par mosaïquage d’images
endoscopiques. L’intérêt est de donner un aperçu des lésions qui peuvent être réin-
terprétées lors des réunions de consultation médicale.

L’acquisition simultanée des deux canaux nécessite un alignement géométrique afin
d’exploiter correctement les sources d’information complémentaires obtenues qui sont de
dimensions et de résolutions différentes. Ce n’est pas une tâche triviale, car en raison des
pratiques aseptiques lors des interventions chirurgicales, le fibroscope doit être stérilisé, ce
qui oblige le médecin à l’enlever puis en réintroduire un nouveau dans le canal opérateur
de l’endoscope à chaque examen. De plus, la texture de la paroi gastrique est pleine de

102



Figure A.1: EMMIE project block diagram

réflexions spéculaires et de liquide gastrique qui rendent difficile la tâche de trouver des
caractéristiques communes pour un recalage d’images.

Contribution des travaux

Les trois principales contributions de ce travail sont : l’utilisation de caméras hyperspec-
trales « snapshot » pour effectuer le dépistage gastrique, une nouvelle approche de suivi
sans marqueur de l’instrument dans l’image endoscopique et la localisation des données
spectrales pendant l’analyse endoscopique.

Nous avons utilisé la présence de la sonde à fibres optiques dans les images couleur
comme caractéristique de suivi. Nous avons estimé son mouvement en nous basant sur
la mesure de similitude entre la projection d’un modèle virtuel et une segmentation au-
tomatique de l’instrument dans l’image endoscopique. Cette méthode est robuste face
aux conditions qui entravent l’efficacité d’autres méthodes trouvées dans la littérature,
comme par exemple, l’impossibilité d’utiliser des marqueurs sur la sonde ou l’acquisition
avec une cadence d’images faible.

Le projet développe également une méthode de mosaïquage pour cartographier les
zones ciblées, ce qui constitue une fonctionnalité supplémentaire pour le diagnostic. Grâce
à notre méthode, nous pouvons localiser les données spectrales dans n’importe quelle

103



image RGB de la vidéo et améliorer l’exploration, ce qui permet aux cliniciens d’analyser
les informations spectrales des zones localisées et de les traiter en temps différé. Cet
aspect répond à une demande légitime du gastro-entérologue et de la communauté des
anatomo-pathologistes.

Le prototype conçu au cours du projet EMMIE permet d’insérer dans le canal opéra-
teur d’un endoscope un fibroscope connecté à des caméras hyperspectrales qui sont sensi-
bles à la fois à la lumière visible et proche infra-rouge (NIR), qui fonctionne comme une
sonde hyperspectrale localisée. Chose qui n’a jamais été mise en œuvre auparavant et qui
ouvre donc une fenêtre d’opportunités pour l’exploration spectrale des tissus gastriques.

Organisation du manuscrit

Chaque chapitre de cette thèse contient une analyse bibliographique qui explore les
travaux antérieurs et détaille davantage la logique qui sous-tend les expériences spéci-
fiques présentées. La présentation des méthodes et résultats expérimentaux est suivie
d’une discussion sur l’importance des résultats et l’identification des domaines de travail
ultérieurs. Les principales conclusions de chaque section sont ensuite résumées. Voici un
aperçu des chapitres de la thèse:

Le Chapitre 1 dresse un état de de l’art sur la biopsie optique et les systèmes actuels
d’imagerie endoscopique multimodale ; le Chapitre 2 décrit les différents dispositifs qui
composent le prototype de gastro-endoscopie hyperspectrale et l’étalonnage du système ;
le Chapitre 3 détaille la modélisation du prototype et le logiciel de simulation cinématique
développé ; le Chapitre 4 présente l’algorithme de suivi de l’instrument à fibres optiques
proposé ; le Chapitre 5 évalue la validation du système sur des données synthétiques et
réelles ; le Chapitre 6 présente l’application de notre méthode à des données cliniques. Le
document se termine par une discussion finale et une analyse des travaux futurs dans la
conclusion.
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Appendix B

Résumé français

Suivi sans marqueur d’une sonde optique sous
vision endoscopique : Vers une biopsie

multispectrale
(Markerless tracking of a fiber-optical probe by endoscopic vision: Towards

multispectral enhanced biopsy)

Présentée par :
Omar ZENTENO

Sous la direction de :
Sylvie TREUILLET et Yves LUCAS

B.1 Introduction

L’endoscopie en lumiere blanche (WLE) est la technique standard pour examiner à la fois
les voies gastro-intestinales (GI) supérieures et inférieures, au prix d’un faible contrôle et
d’un champ de vue limité. En général, l’endoscopie gastro-intestinale est associée à un
faible traumatisme et des complications limitées. Cependant, elle utilise des biopsies in-
cisionnelles avec une analyse histologique ex-vivo pour cibler les muqueuses pré-malignes,
prendre l’évolution cliniques ou suivre la progression pathologique.

Cette méthode d’évaluation retarde le diagnostic et risque d’introduire une erreur
d’échantillon-nage. De plus, l’absence de paramètres quantitatifs lors de l’inspection endo-
scopique entraîne souvent une variabilité importante inter-observateurs et intra-observateurs.
Les récents progrès réalisés dans les fibres optiques, les sources de lumière, les détecteurs
et la biologie moléculaire ont stimulé le développement de ces technologies d’imagerie
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B.2. CARACTÉRISATION DU SYSTÈME

appelées biopsies optiques. Celles-ci effectuent une inspection non destructive de l’état
histopathologique des muqueuses en utilisant la réponse des tissus à la lumière, ce qui
permet une évaluation instantanée des tissus en alternative à la biopsie physique.

Nous proposons d’étendre les capacités de la WLE en insérant, dans le canal opéra-
teur d’un endoscope, un fibroscope connecté à des caméras hyperspectrales (HS) dans les
bandes du visivle (WL) et des proche infra-rouge (NIR) en effectuant l’acquisition simul-
tanée des deux flux vidéo (WLE et HS) et le recalage des deux modalités. Le prototype
développé dans le cadre du projet ANR EMMIE va fournir aux médecins une aide au
diagnostic par biopsie optique.

La précision de la méthode de localisation des biopsies a été évaluée sur un logiciel
de simulation développé à cet effet et la chaîne complète des traitements validée sur des
vidéos d’examens cliniques sur des patients.

Les principales contributions de ce travail sont:

1. Le développement et la caractérisation d’un prototype d’endoscope equipé d’une
sonde hyperspectrale

2. Le suivi automatique sans marqueur de la sonde optique dans les images endo-
scopiques

3. Un recalage instantané des données spectrales sur l’image endoscopique RGB

4. La localisation des zones ciblées sur une cartographie partielle de l’estomac préal-
ablement obtenue par mosaïquage des images extraites de la vidéo.

B.2 Caractérisation du système

Le prototype développé est un endoscope du commerce doté d’une sonde hyperspectrale
(Figure B.1). Un fibroscope est introduit par le canal opérateur de l’endoscope et connecté
via un séparateur optique à deux caméras (i.e., VIS et NIR). Le système est également
équipé d’une source de lumière spécifique du fibroscope.

Le calibrage spectral du système est effectué pour obtenir des informations sur la
réflectance à partir des données brutes de luminance mesureés par les capteurs. Le cal-
ibrage spatial démontre que le modèle optique de sténopé peut décrire efficacement le
canal endoscopique et celui du fibroscope sans perte de précision par rapport á des mod-
èles plus sophistiqués. Nous obtenons également les paramètres intrinsèques du système
endoscopique sur la base du motif d’une mire en damier.

Notre prototype multimodal peut être considéré comme une paire de caméras non
rigidement liées car le fibroscope est inséré dans le canal opérateur de l’endoscope pour
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B.2. CARACTÉRISATION DU SYSTÈME

Figure B.1: Prototype d’endoscope augmenté d’une sonde hyperspectrale

chaque nouveau patient et peut glisser dans ce canal pendant l’examen. La pose relative
entre les deux caméras s’apparente à un mouvement à six degrés de liberté. Cependant,
en raison de notre configuration spécifique, le modèle cinématique entre les deux caméras
peut être simplifié grâce aux deux hypothèses suivantes:

Figure B.2: Mouvements simulés du fibroscope : a) insertion (axe z), b et c) composantes
de précession : lacet (axe y) et tangage (axe x)

• Le fibroscope est inséré dans le canal opérateur de l’instrument endoscopique, il peut
facilement glisser longitudinalement mais son déplacement latéral est limité par le
diamètre interne du canal ce qui permet d’introduire un point pivot fixe au niveau
de l’ouverture du canal (Figure B.2).

• La rotation du fibroscope sur son propre axe est limitée car il est attaché au con-
necteur à l’autre extrémité. Mais il suffit d’exploiter la symétrie axiale parfaite et
la rotation autour de son axe (roulis) ne pouvant pas être estimée sans l’utilisation
de marqueurs sur la pointe.
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B.3. ESTIMATION DE LA POSE DU FIBROSCOPE

Figure B.3: Estimation de la pose des instruments

Sur la base de ces hypothèses, nous adoptons un modèle cinématique simplifié avec
trois degrés de liberté pour décrire le mouvement relatif entre les deux caméras.

B.3 Estimation de la pose du fibroscope

Nous utilisons une méthode de vision basée modèle pour estimer la pose instantanée
relative entre les 2 caméras [122]. Le fibroscope est un tube flexible de 2,5 mm de diamètre
avec une extremité distale rigide qui peut être modélisée comme un cylindre visible par
l’endoscope. La méthode d’estimation de la pose s’effectue en plusieurs étapes présentées
dans la Figure B.3 : Extraction de la silhouette de la sonde dans l’image endoscopique par
apprentissage profond, estimation de l’orientation de l’axe 3D de la sonde fibroscopique
par passage aux coordonnées de Plücker et la localisation de l’extrémité en maximisant
l’adéquation de la silhouette extraite avec le modèle cylindrique.

La pose CF est ensuite affinée de manière itérative en maximisant la similarité entre
les silhouettes A et B. La pose optimale est obtenue après convergence.

ĈF = argminCF
[1− S(A,B)] (B.1)
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B.3. ESTIMATION DE LA POSE DU FIBROSCOPE

Table B.1: Comparaison des performances du réseau par mesure de similarité avec l’indice
de jacquard pour métrique

Jaccard index
Seq5 Seq6 Seq7 Seq8

DeepLab Moyenne 0.989 0.991 0.986 0.985
STD 0.01 0.008 0.012 0.009

B.3.1 Segmentation automatique du fibroscope

Nous avons utilisé le réseau Xception65 pré-entraîné sur la base de données PASCAL
VOC. Pour l’entraînement du réseau, nous avons tracé le contour de l’instrument optique
sur toutes les images afin de comparer objectivement la précision des réseaux par rapport
à une projection cylindrique parfaite. Les résultats pour chaque sequence d’images évalué
sont présentés dans le Tableau B.1 et quelques exemples de segmentation sont présentés
dans la Figure B.4

Figure B.4: Exemple d’un trames segmentées à l’aide de DeepLab

B.3.2 Estimation de l’axe du fibroscope via les coordonnées Plücker

A partir du contour de la silhouette du fibroscope obtenue par segmentation, nous ex-
trayons les lignes génératrices du cylindre pour estimer l’orientation de son axe. Le pro-
cessus se déroule en 3 étapes (voir Figure B.5) :

• Identifier le centre de masse de l’instrument et délimiter l’axe principal (pointillé
bleu) de la segmentation pour évaluer seulement la moitié de l’instrument à la fois
(bord supérieur et bord inférieur).

• Appliquer RANSAC aux points sélectionnés (vert) pour estimer la ligne qui corre-
spond le mieux à tous les points (rouge) dans chaque cas. On obtient ainsi les deux
lignes représentant les contours supérieur et inférieur de l’instrument
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B.3. ESTIMATION DE LA POSE DU FIBROSCOPE

Figure B.5: Estimation des lignes de contour apparentes du fibroscope par RANSAC

• Estimer l’axe réel de l’instrument en exploitant les coordonnées de Plücker (Figure
B.6).

Figure B.6: Représentation par Plücker de l’axe du cylindre et sa projection dans l’image
endoscopique (Adapté de [7])

On applique la méthode d’estimation proposée par [7]. Le rayon du cylindre et la
matrice de calibrage de la camera K étant connus, la décomposition de la matrice C =

b−b+ + b+b− permet d’accéder aux coordonnées de Plücker (w, l) definissant l’axe du
cylindre dans l’espace à partir des deux lignes génératrices projetées dans l’image.
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KeTCKe ≡
[
w zu l

]1 0 0

0 1− σ2 0
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Où z =
√
1−α
||w|| [l]xw tandis que α = rc√

||w||2−rc2
et le vecteur unité zu = z

σ
tandis

que σ = ||z||. Cependant, (w, l) ne représente que l’axe du cylindre et non pas sa
profondeur d’insertion réelle, pour cela nous appliquons un processus d’optimisation de la
pose parcomparaison des masques binaires correspondant respectivement à la silhouette
segmentée et à la projection d’un modèle géométrique de cylindre. La similarité entre
les deux masques binaires est évaluée par l’indice de Jaccard qui présente un meilleur
comportement de la fonction objectif comparé à Dice ou F-score

B.3.3 Recalage multimodal

Notre recalage d’images s’effectue en deux étapes:

• La première étape consiste à recaler les images des deux caméras XIMEA connectées
au système de miroirs séparateurs Twin Cam. Le problème réside dans la nature
différente des deux modalités (VIS et NIR) en taille et résolution et le fait que
l’image issue de la fibre optique n’est pas centrée le recalage n’est donc pas un
simple effet miroir. Toutefois, le cercle correspondant au champ de vue de la fibre
optique peut être utilisé pour ce recalage géométrique. Nous avons segmenté la zone
de capture circulaire par le méthode des level-set et nous avons utilisé des points
correspondants aléatoires sur sa circonférence comme points de contrôle. On peut
ainsi obtenir un hypercupe complet des données (VIS+NIR) d’une résolution de
512x256 sur 41 bandes spectrales.

• Pour la deuxième étape, nous faisons l’hypothèse que la zone circulaire observée est
quasi plane et à une distance approximative de un à deux centimètres des optiques
pour estimer une homographie entre les deux images (WLE et HS) à partir de la
pose relative des deux cameras.

B.4 Résultats expérimentaux

B.4.1 Test de simulation de suivi

Les séquences vidéos d’examens cliniques sur patients ne permettant pas de disposer d’une
vérité terrain sur la position de la sonde, nous avons développé un logiciel de simulation
pour valider la précision de la méthode de recalage.
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B.4. RÉSULTATS EXPÉRIMENTAUX

Figure B.7: Evolution de la pose du fibroscope (CF ) par rapport à la vérité terrain simulée
sus une trajectoire de mouvement séquentiel de 100 iterations

La Figure B.7 présente la simulation d’une trajectoire quasi hélicoïdale avec des vari-
ations des trois degrés de liberté de mouvement (profondeur d’insertion et jeu selon les
deux rotations) imitant le mouvement piloté par le praticien lors d’une exploration en-
doscopique : la plage d’insertion varie de 8 à 18 mm et les déviations angulaires sont
circonscrites dans un disque de 4 mm de rayon.

Nous avons comparé quatre variantes pour l’estimation de la pose selon l’initialisation
avant minimisation; un résumé des statistiques est présenté dans le Tableau B.2. La
précision de la pose estimée est évaluée à partir de la vérité de terrain par la valeur
moyenne, la médiane et l’écart-type de la distance euclidienne et de la déviation de l’axe
optique sur la centaine d’échantillons de la trajectoire hélicoïdale. L’erreur de reprojection
dans l’endoscopie due à la déviation de la pose par rapport à la vérité de terrain est estimée
sur une grille virtuelle de taille 1,5 mm x 2 mm placée à une distance de 6 mm devant la
sonde optique. La convergence est également évaluée par le nombre d’itérations et l’indice
Jaccard final.

En comparant "3DoF-min" à "Plücker + 3DoF-min", nous pouvons observer que
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Table B.2: Métriques d’erreur sur la trajectoire hélicoïdale (100 positions)

Méthode
Distance
de pose
(mm)

Déviation
angulaire
(deg)

Erreur de
Reproj.
(pixels)

Nombre
d’itérations

Index
Jaccard
final

3DoF-min Moyenne 0.93 1.92 8.57 57 0.983
Écart-type 2.43 5.11 22.50 14 0.047
Médiane 0.02 0.01 0.14 59 0.999

Plücker + 3DoF-min Moyenne 0.52 1.02 4.58 55 0.991
Écart-type 1.67 3.24 14.34 14 0.030
Médiane 0.02 0.01 0.10 55 0.999

Suivi sans
alignement des axes

Moyenne 1.54 0.76 6.23 46 0.984

Écart-type 4.42 3.05 14.14 15 0.039
Médiane 0.05 0.02 0.31 45 0.999

Suivi avec
alignement des axes

Moyenne 0.33 0.32 2.57 24 0.996

Écart-type 0.68 1.73 9.43 13 0.007
Médiane 0.11 0.02 0.43 20 0.998

l’application d’un alignement d’axe basé sur Plücker fournit des estimations de pose plus
précises. La différence entre la médiane et la moyenne s’explique par la présence de valeurs
aberrantes (voir Figure B.8), les points rouges correspondant à une convergence qui ne
conduit pas à une valeur finale optimale de la fonction objectif (1-Jaccard). Les mesures
d’erreur indiquent que l’initialisation après l’alignement des axes basé sur la méthode de
Plücker donne des résultats nettement plus précis et plus robustes.

Lors de l’évaluation des expériences de suivi, l’alignement des axes basé sur la méthode
de Plücker avant la tominimisation est encore plus efficace, plus précis et plus rapide (2
fois). Le nombre de valeurs aberrantes est considérablement réduit et les valeurs moyennes
et médianes sont proches l’une de l’autre. Enfin, l’application de l’alignement des axes
basé sur Plücker est clairement la meilleure option.

B.4.2 Tests de recalage sur une mire

Une mire observée simultanément par le fibroscope et endoscope permet d’estimer les
paramètres extrinsèques des deux caméras utilisés pour obtenir la vérité terrain à comparer
à la pose relative des caméras estimée par notre méthode. Les écarts sont résumés dans
le Tableau B.3. Les résultats révèlent une bonne précision avec des erreurs inférieures à
0,2 mm dans tous les cas. En outre, l’erreur de réprojection du recalage à partir de la
pose estimée est toujours inférieure à 3 pixels (Tableau B.4).
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Figure B.8: Distribution des mesures d’erreur selon l’indice Jaccard supérieure ou
inférieure à 0,99 avec pour les quatre variantes : 3DOF-min (en haut à gauche),
Plücker+3DOF-min (en haut à droite), Tracking without Plücker (en bas à gauche) et
Tracking with Plücker (en bas à droite)

Un exemple des images superposées résultantes, l’image transformée du fibroscope et
l’image RGB originale sont présentés dans la Figure B.9.

B.4.3 Biopsie hyperspectrale

Le recalage entre les modalités offre au praticien une visualisation directe de la zone
observée avec des informations quantitatives sur les tissus examinés. Ces données peuvent
être utilisées pour la discrimination des tissus.

Un exemple de paire d’images est présenté en Figure B.10. Dans cette configuration
particuliere, nous pouvons observer comment les caractéristiques présentes dans les images
HS sont superposées aux mêmes caractéristiques présentées dans l’image RGB.

Les spectres moyens sont présentés comme indiqué dans la Figure B.11. Les données
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Table B.3: Estimation de l’écart de pose sur des images réelles (mm)

Pose calibrée
du fibroscope

Pose estimée
du fibroscope

Sample xGT yGT zGT xF yF zF
Distance

euclidienne

1 -3.08 2.65 8.71 -3.08 2.65 8.71 0.0028

2 -4.89 2.70 9.12 -4.93 2.72 9.20 0.0992

3 -3.33 3.12 8.77 -3.33 3.12 8.77 0.0041

4 -4.39 2.33 9.06 -4.40 2.33 9.08 0.0244

5 -4.49 1.97 20.48 -4.46 1.96 20.32 0.1577

6 -4.71 3.47 9.27 -4.73 3.48 9.31 0.0416

Table B.4: Écart de rétroprojection en fonction de la distance estimée par rapport au
plan d’intérêt (pixels)

Écart de rétroprojection

Échantillon
Distance

mire-caméra
(mm)

Moyenne STD

1 18.02 0.68 0.27

2 18.68 1.30 0.72

3 18.66 0.74 0.36

4 19.02 1.57 0.78

5 35.04 2.75 1.20

6 19.60 2.78 1.55

brutes issues des caméras sont corrigées en utilisant la transformation établie lors du
calibrage spectral. Seuls les pixels sans saturation sont sélectionnés pour calculer le spectre
moyen.

B.4.4 Localisation sur la mosaïque

Nous avons travaillé en collaboration avec le Centre de Recherche en Automatique de
Nancy (CRAN) pour générer les mosaïques panoramiques. La méthode utilisée est base
sur l’approche Optical-flow pour la construction de surfaces avec peu de texture. Une
fois la mosaïque construite, nous avons utilisé la même matrice homographique que celle
appliquée aux images RGB originales pour les images fibroscopiques et nous avons trouvé
l’emplacement du centre de l’image HS dans la mosaïque.

La Fig B.12 présente tous les points où des données HS sont disponibles. Cela donne

115



B.4. RÉSULTATS EXPÉRIMENTAUX

Figure B.9: a) Image HS d’une mire d’échiquier (en vert) recalée sur l’image RGB (en
rouge), b) Image HS transformée, c) Image RGB originale

Figure B.10: a) Image HS originale, b) Image HS transformée, c) Image RGB originale
et d) Superposition multimodale

au clinicien un degré de liberté plus élevé pour étudier les caractéristiques spectrales des
muqueuses de l’estomac, même hors ligne.

116



B.5. CONCLUSION

Figure B.11: Superposition HS-RGB et les données de réflectance correspondantes

Figure B.12: Points de données HS dans la mosaïque 2D

B.5 Conclusion

L’amelioration du diagnostic et de la visualisation lors des procédures de dépistage gastro-
endoscopique sont au coeur de l’évolution actuelle des practiques cliniques. Grâce au
développement de nouvelles caméras hyperspectrales, à la miniaturisation des capteurs
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et à la capacité de traiter une grande quantité de données, nous avons maintenant la
possibilité de caractériser les tissus de manière quantitative. Nous avons concentré nos
efforts pour fournir une autre mesure des caractéristiques de la paroi gastrique superposée
aux images endoscopiques, exploitée en routine par tous les cliniciens.

La contribution de cette étude permet donc de fournir aux cliniciens une mesure com-
plémentaire des tissus qui peut être localisée dans les images RGB plus familières et
d’identifier potentiellement des longeurs d’ondes qui pourraient être utilisées pour dif-
férencier les tissus pathologiques des tissus normaux. À notre connaissance, nous sommes
les premiers à offrir une extension hyperspectrale des images gastro-endoscopiques de la
muqueuse gastrique en utilisant le spectre complet. Cela est généralement difficilement
réalisable en raison du mouvement constant de l’estomac et nous avons dépassé cette lim-
ite en utilisant des caméras instantanées, basées sur un nouveau type de capteur introduit
dans le monde de l’imagerie HS.

Nous sommes convaincus que les outils présentés dans ce travail peuvent générer les
bases d’une exploration peu invasive basée sur l’imagerie hyperspectrale par l’aide au
diagnostic des pathologies lor d’un examen endoscopique.

L’explotation clinique à court terme de ce système est celle d’un outil sup-plémentaire
qui pourrait aider à mettre en évidence les zones de tissus qui sont les plus susceptibles
de présenter des lésions précancéreuses ou une inflammation, de sorte que le clinicien
pourrait éviter ou réduire le nombre de biopsies extraites. À long terme, nous pensons
que cette technique pourrait être étendue à d’autres modalités qui pourraient également
être reliées à un instrument à fibres optiques.
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Suivi sans marqueur d’une sonde optique sous vision

endoscopique: vers une biopsie multispectrale

Un prototype d’endoscope augmenté d’une sonde multispectrale a été développé au moyen d’un
fibroscope inséré dans le canal opérateur d’un système endoscopique commercial et connecté
à une caméra multispectrale snapshot (41 bandes dans la gamme de 470 à 975 nm). La
sonde multispectrale fonctionne comme une biopsie optique localisée pour une exploration
médicale complémentaire avec un champ de vision beaucoup plus petit que l’endoscope. Cette
thèse aborde le problème d’un recalage in vivo des images bimodales (RGB endoscope/MS
fibroscope) afin de fournir au chirurgien une localisation précise de la biopsie dans l’image
endoscopique pendant l’examen. Ce recalage est critique car l’absence de texture dans la
paroi gastrique fait que les méthodes classiques exploitant une mise en correspondance des
contenus des images échouent le plus souvent. De plus, par mesure d’asepsie, la sonde doit être
retirée et nettoyée entre chaque patient. C’est pourquoi nous abordons le problème de recalage
comme une estimation de pose relative entre deux caméras hétérogènes et non rigidement liées
(endoscope et fibroscope). Les deux caméras peuvent être calibrées séparément à l’aide d’un
motif en damier de sorte que leur pose relative instantanée puisse être estimée en suivant
la caméra mobile (fibroscope). Pour ce faire, on profite de la présence du fibroscope dans
les images endoscopiques et de sa géométrie. Ainsi, la pose du fibroscope est estimée en
minimisant l’erreur de re-projection d’un cylindre virtuel en utilisant une pose estimée en quatre
étapes : (i) la segmentation du fibroscope est réalisée à l’aide de modèles CNN formés sur nos
séquences endoscopiques ; (ii) un axe de cylindre 3D est initialisé en utilisant la segmentation
initiale et les coordonnées de Plücker ; (iii) l’estimation de la pose est optimisée en maximisant
l’indice de similarité de Jaccard entre une segmentation automatique du fibroscope dans l’image
et la projection du cylindre virtuel dans le cadre de référence endoscopique ; (iv) nous utilisons
la pose des deux caméras pour estimer la transformation par homographie directe entre les
points projetés virtuellement, ce qui permet d’obtenir un suivi sans marque. Cette approche a
été validée en utilisant une simulation réaliste des mouvements du fibroscope à l’intérieur du
canal opérateur (c’est-à-dire l’insertion et le béquillage) et les séquences in vivo acquises avec
le prototype multimodal dans un centre médical. L’estimation en temps réel de la position
relative entre les deux caméras permet au chirurgien de visualiser la zone ciblée par le fibroscope
sur la paroi gastrique au cours de l’examen et de superposer les deux modalités d’images
en donnant accès aux données spectrales pour la biopsie optique. Dans un processus hors
ligne, il est également possible pour le suivi des patients de localiser les biopsies sur une
carte panoramique construite par des techniques de mosaïquage d’images à partir de la vidéo
endoscopique acquise lors de l’examen. D’une manière générale, la méthode proposée pour
localiser la biopsie optique peut être étendue à n’importe quel type d’imagerie, en particulier
pour une sonde sans marqueur et des images peu texturées.
Mots clés : Gastro-endoscopie, Imagerie hyperspectrale, Suivi de sonde



Markerless tracking of a fiber-optical probe by endoscopic vision:

Towards multispectral enhanced biopsy

This work addresses the problem of bi-modal registration to provide the surgeon with an
accurate optical biopsy location in endoscopic frames during image guided examination. A
multispectral-augmented endoscopic prototype was developed based on a commercial endo-
scopic system: A fiberscope is inserted into the operating channel and connected to a snapshot
multispectral camera (41 bands in the range of 470 to 975 nm), working as a localized optical
biopsy for a complementary medical exploration with a much smaller field of view. The registra-
tion between modalities is challenging due to the lack of texture in gastric wall which causes
direct image-content registration methods to fail. Therefore, we approach the registration
problem as a relative pose estimation between two non-homogeneous cameras (endoscope and
fiberscope) not rigidly linked. Both cameras can be separately calibrated using a chessboard
pattern so their instantaneous relative pose can be estimated by tracking the moving camera
(fiberscope). To do this, we take advantage of the fiberscope presence in the endoscopic
images and its geometry. Therefore, the pose of the fiberscope is estimated by minimizing the
re-projection error of a virtual cylinder using a predicted pose in four steps: (i) the segmenta-
tion of the fiberscope is achieved through CNNs models trained on our endoscopic sequences;
(ii) a 3D cylinder axis is initialized using the initial segmentation and Plücker’s coordinates;
(iii) the pose estimate is optimized by maximizing Jaccard’s similarity index between an auto-
matic segmentation of the fiberscope in the image and the virtual cylinder projection in the
endoscopic reference frame; (iv) we use the pose of both cameras to estimate the transfor-
mation through direct homography between virtually projected points achieving a markerless
tracking. This approach was validated using a virtual framework to realistically simulate the
movements of the fiberscope inside the operating channel (i.e, insertion and precession) and
in-vivo sequences acquired with our multimodal prototype in a medical center. The final reg-
istered images offer the surgeon real time visualization of the area targeted by the fiberscope
at the gastric wall and its corresponding spectral data. In an off-line process, it is also possible
to locate the hyperspectral biopsy on a panoramic map constructed by image mosaicing tech-
niques from the endoscopic video acquired during examination. In a general way, the proposed
method for locating optical biopsy can be extended to any type of imaging, specially in the
presence of poorly textured images or when markerless probe tracking is necessary, and could
be valuable for patient monitoring.
Keywords : Gastro-endoscopy, Hyperspectral imaging, Instrument tracking
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