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Résumé

L’adoption d’une solution technologique comme moyen de localisation d’un
Système de Transport Intelligent nécessite une validation des performances
usuelles. Celles-ci sont principalement la précision, la disponibilité, la conti-
nuité et la sûreté de fonctionnement. Elles présentent pourtant un compor-
tement antagoniste, dans la mesure où assurer la sûreté de fonctionnement
est généralement au détriment de la disponibilité. Cette brique de localisation
peut être utilisée dans des fonctions n’engageant pas la securité du système
et de l’environnement l’entourant comme le suivi de flotte ou l’information
voyageurs. Mais quand il s’agit de fournir une information de localisation au
module de contrôle de trajectoire du vehicule, il paraît évident que l’erreur
de positionnement inconnue doit être correctement bornée, c’est ce que l’on
nomme l’intégrité de positionnement. Pour augmenter l’intégrité, la littérature
préconise l’intégration d’une couche de diagnostic et de supervision. De même,
le couplage de solutions de localisation complémentaires comme le GNSS utilisé
pour ses facultés de positionnement absolu, et l’odométrie pour la justesse à
court terme de ses données relatives est préconnisé pour augmenter la précision,
la disponibilité et la continuité du système. Dans ces travaux nous proposons
un formalisme permettant la mise en place d’une fusion de données brutes
GNSS et de données odométriques par le bias d’un filtre stochastique de fusion
de données, le Maximum Correntropy Criterion Nonlinear Information Filter,
robuste aux différents bruit de mesures (shot noises, mutli-gaussiens, etc...). Ce
formalisme intègre également une couche de diagnostic conçue pour être adap-
tative au contexte de navigation ou au changement d’exigences opérationnelles
par le biais d’une métrique informationnelle, l’�-Rényi Divergence, générali-
sant les métriques habituellement utilisées à ces fins, comme la divergence de
Bhattacharyya ou la divergence de Kullback-Leibler. Cette divergence permet
la conception de résidus paramétriques qui tienent en compte du changement
d’environnement et donc du changement de la probabilité à priori de faire face
ou non à un défaut de mesures GNSS. Nous étudions la possibilité d’implé-
menter une politique de selection de ce paramètre et étudions l’impact de cette
politique sur l’ensemble des performances précédement citées. Les résultats en-
courageants permettent d’envisager comme perspective la complexification de
la politique et des algorithmes de fixation de la valeur du paramètre � par
l’apport des technologies d’intelligence artificielle afin d’augmenter la discerna-
bilité des défauts, minimiser la probabilité de fausse alarme (et donc augmenter
la disponibilité) et minimiser la probabilité de détection manqué dans l’objec-
tif d’augmenter la sûreté de fonctionnement du véhicule. Des données réelles
fournies par la plateforme PRETIL du laboratoire CRIStAL ont été utilisées
pour le test et la validation des approches proposées.
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Abstract

The adoption of a technological solution as a means of localization of an
Intelligent Transport System requires validation of the usual performance me-
trics. These are mainly accuracy, availability, continuity, and safety. However,
they present an antagonistic behavior, insofar as ensuring operational safety is
generally to the detriment of availability. This localization brick can be used
in functions that do not involve the security of the system and the surroun-
ding environment, such as fleet tracking or passenger information. But, when it
comes to providing localization information to the vehicle’s trajectory control
module, it seems obvious, that the unknown positioning error must be pro-
perly bounded, this is called positioning integrity. To increase integrity, the
literature recommends the integration of a diagnostic and monitoring layer. Si-
milarly, the coupling of complementary localization solutions such as GNSS for
its absolute positioning capabilities, and odometry for the precision of its rela-
tive data is recommended to increase the accuracy, availability, and continuity
of the system. In this work, we propose a framework allowing the implemen-
tation of merging GNSS raw data and odometric data, through the use of a
data fusion stochastic filter, the Maximum Correntropy Criterion Nonlinear
Information Filter, robust to different measurement noises (shot noises, multi-
gaussian, etc...). This framework also integrates a diagnostic layer designed to
be adaptive to the navigation context or to changing operational requirements
through an informational metric, the �-Rényi Divergence, generalizing the me-
trics usually used for these purposes, such as the Bhattacharyya Divergence
or the Kullback-Leibler Divergence. This divergence allows the design of pa-
rametric residuals that take into account the change in environment and thus
the change in the a priori probability of facing or not facing GNSS measure-
ment failures. We study the possibility of implementing a selection policy for
this parameter and study the impact of this policy on all the above-mentioned
performance. The encouraging results allow us to consider, as a perspective for
this work, the complexification of the policy and the algorithms for setting the
value of the � parameter by the contribution of artificial intelligence techno-
logies in order to increase the discernibility of faults, minimize the probability
of false alarms (and thus increase availability) and minimize the probability
of missed detections (and thus increase operational safety). In this work, real
data provided by the PRETIL plate-forme of CRIStAL Lab are used in order
to test and validate the proposed approach.
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Chapter 1

General Introduction

1.1 General Introduction

According to a study by the U.S. Department of Transportation’s National
Highway Safety Administration, more than 90 per cent of road crashes are the
result of driver error (Singh, 2015), causing millions of people die from traffic
accidents on roads worldwide each year. While other factors often come into
play, such as distractions due to weather and/or other vehicles, and physical
limitations such as vision and response time. These reasons are creating a
great interest in providing safe driving technologies. Starting by helping the
human driver through an Advanced Driver Assistance Systems (ADAS). This
technology alerts drivers in case of traffic, speed limits, keeping drivers on track
with lane-level data, and providing the visibility of road curves and slopes. The
evolution is about progressing from detecting the problem to helping to avoid
it passing with different level of automation (figure 1.1).

Figure 1.1 – Progress of automated driving levels
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However, the race toward autonomous driving or self-drive vehicles have
been in the development stage for decades, as automakers, like Google, Uber
and Tesla at the forefront, have slowly begun to automate cars using sensory
technology with a goal to deliver the world’s first fully autonomous vehicle.
Therefore, one of the goals of autonomous vehicles is to reduce accidents caused
by human error, with the ambitious aim of eventually eliminating most acci-
dents on the road. Nevertheless, introducing automated driving poses great
potential for reducing crash rates (Wood et al., 2019).
Although public opinion is still reluctant to adopt this type of vehicles, because
of safety concerns, and so far no one is able to give a clear answer to the ques-
tion "who is at fault when unmanned cars have an accident ?", autonomous
navigation is, relatively, a recent line of research that investigates methods
that allow mobile systems to move around and reach specific and safe targets
without any assistance or human intervention. Another important question
concerning safety drive was proposed and take attention : "How many miles of
driving would it take to demonstrate autonomous vehicle reliability ?", and it
is answered with details in (Kalra et al., 2016). From a theoretical point of
view, autonomous navigation consists in solving three fundamental problems,
which are location, trajectory tracking and trajectory planning.
On the other hand, research interest in the field of multi-sensor data fusion
is growing due to the diversity of its application areas. More specifically, in
the field of localization, the exploitation of the different information provided
by the sensors is a crucial step in order to ensure a reliable estimation of the
position. Precise and reliable localization has become a necessity in the deve-
lopment of Autonomous vehicles navigating in urban areas or in intervention
zones presenting a danger to human life. The localisation techniques used differ
according to the application and the sensors used.

1.2 Thesis Positioning

1.2.1 Context Of Work And Motivations

Safe autonomous navigation of vehicles especially for outdoor environments
requires on board technologies, including fault-tolerant localization. Indeed,
safe and accurate localization and its supervision have become essential crite-
ria for the safe and secure operation of an autonomous vehicle.
Multi-sensor fusion localization is designed to estimate the states (position,
heading, and speed) of a land vehicle (or even a set of vehicles). The main
idea of the localization procedure is the fusion of relative measurements (pro-
prioceptive sensors : odometry, inertial unit...), absolute measurements (GNSS
(Global Navigation Satellite System), vision, telemetry), and information rela-
ted to the vehicle’s evolution environment (2D and/or 3D cartography, aerial
images...). This integration can be done in a loosely, tightly or deeply coupled
way. Nevertheless, the integrity of the localization is one of the main require-
ments of the multi-sensor fusion method in the framework of the work planned
in this thesis. However, sensors embedded in vehicles can be affected by various
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types of faults. In the absence of a diagnostic layer, the accuracy and integrity
of the merging procedure are affected by errors and disturbances. To ensure the
high integrity of localization with a multi-source fusion method, the addition
of a Control and Integrity Monitoring (CIM) layer is one of the solutions consi-
dered. In the case of land vehicles, sensor redundancy makes Fault Detection
and Isolation (FDI) algorithms more efficient. In the literature, the approaches
to sensor FDI are mainly divided into three types of methods : methods based
on the use of analytical models (recursive Bayesian filtering, parity relations
...), data-based methods (artificial neural networks, Bayesian networks ...) and
methods based on the use of an expert system based on a priori knowledge.
The objective of this thesis is to develop an Adaptive Fault-Tolerant Fusion
(AFTF) localization approaches for autonomous vehicles by multi-sensor data
fusion : GNSS, proprioceptive sensors, exteroceptive sensors, in tightly cou-
pling with an integrated CIM layer. The AFTF approach is developed through
the integration of a diagnostic layer that allows the detection and isolation
of faulty sensors. More specifically, we are interested in the development of
systems to provide a measure of confidence in the calculated information and
to improve the accuracy of the global positioning system. That is why, for the
diagnostic part, our developments are oriented towards the use of informational
approaches based on the use of filtering techniques and informational metrics
more adapted to the design of residuals more reliable and more efficient than
an Euclidean or Mahalanobis distance especially when manipulating random
and noisy sensor signals. These methodological tools allow us to manipulate
and quantify the amount of information brought by a sensor measurement or
an observation, using informational metrics such as Mutual Information (MI),
Kullback-Leibler divergence (KLD), Rényi divergence ... These informational
measures allow to judge the relevance and the quality of the observations and
their informational contributions. Besides, the use of informational filters allows
the implementation of distributed or decentralized configurations to integrate
a diagnostic and sensor management layer.
From a methodological point of view, the objective of the thesis work is to
develop a multi-sensor fusion approach based on state estimators/observers
with a fault detection layer based on an analytical model coupled with a phase
of exploitation and processing of measurements/signals from sensors. The use
of an analytical model based detection method allows the implementation of
various architectures for the detection, isolation, and identification of sensor
faults. The exploitation of data with an approach of type "information-driven
techniques" allows, using informational metrics, a selection of relevant data.
From the application point of view, the objective of the thesis work is to test
and validate the approach developed to improve and make reliable the auto-
nomous navigation of an autonomous vehicle system at the level of accuracy
and safety of operation. Where, the scientific and economic repercussions are
expected in the field of the road transport and even railway transport for the
implementation of geo-localization solutions.
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1.2.2 Localisation Systems For Intelligent Transportation
Systems

In this section, and before going deeply with our proposition, a brief state
of art of localisation system must be provided in order to show the importance
of this proposition in the scale of rapid innovation in the Intelligent Transpor-
tation Systems (ITS) domain. The framework by which autonomous driving
is implemented should provide the robustness, the availability, the accuracy,
the reliability, and of course the safety for the surrounding and the system
itself. The most commonly used localization system for autonomous vehicles is
the GNSS, as it is cheap and easily accessible. It also provides a first position
without prior knowledge. But, GNSS standalone suffers from poor reliability
due to limitation in precision which affects the safety-critical ITS (Amini et al.,
2014). Different techniques to enhance the performance of GNSS exist in the
literature. In (Jagadeesh et al., 2004) and (Brakatsoulas et al., 2005) the
map-matching algorithm is applied. One of the limits of this technique is that
the performance of a map-matching algorithm depends strongly on the resolu-
tion of the digital map. As well, the processing time for the estimation is typi-
cally high (Amini et al., 2014). The performance of map matching algorithms
was continuously enhanced, where (El Najjar et al., 2007) proposes a multi-
criteria fusion technique based on the merging of GPS and ABS data through
extended kalman filter. Sensors fusion is a well known technique (El Faouzi
et al., 2011), based on combining multiple technologies information (e.g. Li-
DAR (Light Detection And Ranging), Camera, Radar, IMU (Inertial measure-
ment unit), etc.), to develop robust, accurate, and reliable localization system.
A GNSS/IMU sensor fusion approach for vehicle localization is presented in
(Zhang et al., 2012), in order to correct the accumulated errors of dead recko-
ning in intervals with absolute position readings. Another GNSS/IMU study
provides a centimeter level of accuracy under no GNSS signal loss condition (Y.
Liu et al., 2018). When the GNSS signal is lost for 3 seconds, the performance
decreases obviously to meter level. By replacing the GNSS by the camera, a
proposed method using only cameras is proposed in (Li et al., 2013). For bet-
ter performance, (Kamijo et al., 2015) uses the camera for lateral positioning
based on lane markers recognition with the GNSS/IMU for global positioning.
The same concept is applied in (Suhr et al., 2016), but the cameras are used
for lateral positioning based on lane markers recognition, and for longitudinal
positioning based on road markers recognition. With no landmark assumptions
and avoiding data association problem, (Vivet et al., 2013) presents the first
approach. Where, the paper presents and compares two SLAM (Simultaneous
Localization And Mapping) approaches with a ground K2pi microwave radar
sensors based on Frequency Modulation Continuous Wave (FMCW) with 360�

of view for outdoor robotic applications. However, the second approach ana-
lyses the distortion caused by a rotating range sensor in high speed robotics to
obtain the trajectory and map the environment. To decrease the cost of used
sensors, (Ward et al., 2016) rely on a low cost pulse-based Short Range Radar
(SRR) and was able to achieve a good accuracy in his application. Cornick
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et al., 2016 didn’t rely only on GNSS/INS (Inertial Navigation System), but
uses a novel Localizing Ground Penetrating Radar (LGPR) for localization of
ground vehicle. The approach was able to perform in highway speeds and the
LGPR was not affected by the changing weather and lightning surround like
other existing radars. Nevertheless, authors clarified that deep study for po-
tential and limitations in different other conditions should be done. In urban
environment application, a LiDAR, IMU, and odometry are fused through a
Particle Filter (PF) (Kim et al., 2017). Also in Levinson et al., 2007, GNSS,
IMU, and odometer are integrated and the infrared LiDAR is used to generate
high-resolution maps. Then, a SLAM relaxation algorithm based on PF loca-
lizes the vehicle in the created map. The two previous approaches offer good
performance with an acceptable mean errors, but the drawback of the LiDAR,
concerning the power needed, the computational requirements and its imple-
mentation costs, is considered high. For a low cost, light-weight sensors, (Jung
et al., 2009) proposes the integration of ultrasonic sensors with a gyroscope,
two encoders, and a digital magnetic compass which have been used in a SLAM
techniques. Despite the low cost and the low electric power consumption, it has
a high computational time process (Kuutti et al., 2018) and its mechanical
waves can be affected by the bad weather.
As we have seen in this brief state of the art, sensors are indispensable elements
in ITS, even if they have limitations that reduce system performance. These
cited limitations are related to different elements that depend on the type of
application and the surrounding environment of the system. That is why, a
successful approach must study the key performance indicators (KPIs) that
characterize the system, and accordingly, apply the most suitable algorithm in
each case. Hence, an adaptive diagnosis approach may be one of the solutions
to solve such problem.
Before, introducing the adaptive diagnosis, we must introduce the KPIs of the
localization function and answer to three main operational challenges in this
field.

1.3 Key Performance Indicators of a Localisation
Function

As mentioned in the previous section, sensors measurements are affected
by the environment, resulting in a lack of system security. Therefore, a sensor
that is highly sensitive to the context in which it operates must be monitored
with the appropriate diagnostic that can be adapted to the surrounding envi-
ronment.
Indeed, when one thinks not only of the vehicle but also of the environment
in which it evolves, it becomes obvious that the expected operational needs
of the positioning system are also variable over time. Actually, whether the
vehicle is driving in the open sky or in an urban canyon, the requirements
in terms of expected precision or continuity differ. These operational require-
ments, through a complex process, impact the measures related to the level of
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protection provided with the position estimation, or the probabilities of false
alarms and missed detection of observation inconsistencies.
In this section, we define key performance indicators that define a frame in
which an adaptive diagnostic layer was developed.

1.3.1 Accuracy and Precision

The terms "accuracy" and "precision" are two critical factors when dealing
with data measurements. Their definitions are consistently misused and they
are often used interchangeably while there are key differences that distinguish
them. In fact, both accuracy and precision describe how close a measurement
is to a real value. But, the difference lies in the definition of the real value
itself. Where, the accuracy is defined as the correctness of the measurement
with respect to a true or accepted value. The precision expresses the quality of
being exact. It reflects how a series of measurements are reproducible, meaning
that how close they are to each other in case of repeating under same condi-
tions, regardless if any of them is accurate or not. Therefore, it is possible for
measurements to be precise but not accurate. As well as, measurements can
suffer from both inaccuracy and imprecision. Figure 1.2 can help visualize the
difference between the two concepts :

(a) accuracy and precision (b) precision and no accuracy

(c) accuracy and no precision (d) no accuracy and no precision

Figure 1.2 – accuracy vs precision
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1.3.2 Dependability and Availability

In order to provide an accurate and precise position, a trustworthy depen-
dable system must exist and be available at the needed time.
Usually, the two terms "dependability" and "reliability" make confusion when
asking for definitions, and that is because of the interconnection between the
two terms. The attribute of reliability is a feature of dependability, but the
later is a much deeper character trait.
System dependability is the ability to provide trustworthy service and to avoid
more frequent and more serious failures than is acceptable. It is a property of a
system that justifies reliance on it. Going deeper in the definition of dependa-
bility, it is an integrative concept that embraces the following valuable features
(Khan et al., 2012) :

— Reliability : is the ability of systems to behave as expected, within
a given scope, during a given period of time, regardless of internal or
external faults,

— Availability : probability that a system will satisfactorily and effectively
be capable to perform a function at the start of any random period of
time,

— Safety : is the absence of any risk that may occur as a result of a decision
or action and could harm humans and/or the environment,

— Confidentiality : data and other information must not be revealed
without intention and authorisation.

— Survivability : is the quantified ability of a system to accomplish its
mission independently of any disturbance encountered.

— Integrity : is the ability of a system to operate correctly according to
the original system specification under a variety of conflicting conditions
and to notify when faults are detected during its own operation.

— Maintainability : the ability to undergo easy modifications, and inex-
pensive repairs of a functional unit in accordance with the prescribed
requirements.

1.3.3 Robustness

Along with dependability, accuracy and availability, robustness is one of
the most important KPIs for evaluating the system. Many definitions in
many different fields exist for robustness in the literature (Corradini et al.,
2007,Tanaka et al., 1994,Lozano et al., 2004). Furthermore, in some places,
robustness and the definition of stability are correlated on some points, but
as we are interested in the term "robustness", the details of this connection
can be found in (Jen, 2005). Therefore, robustness is the ability of a system
to respond appropriately to abnormal conditions, to handle errors during ope-
ration and to continue to function despite the existence of invalid inputs or
challenging environmental conditions. In other words, it is the ability to tole-
rate disturbances that may affect system functionality.
On the other hand, it would be impractical and undesirable for systems to
be robust to everything. Thus, for each system, one must ask "what does the
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system need to be robust to ?", in order to create a system that is robust to
particular types of variation in its inputs, otherwise the drop in robustness may
affect other features and lead to an unsafe system.

1.4 Answers to the Three Main Operational Chal-
lenges

After the main terms of KPIs are defined, one can see that achieving one
KPI may affect the other(s). This link between the KPIs creates many impor-
tant challenges that face the design of a robust, safe and available system. In
this section, we highlight this relation by answering to the main operational
challenges for any proposed estimation approach. Starting by a multi-sensor
fusion algorithm which ensure the continuity through its robustness. As well
for a guaranteed safety by a suitable diagnostic approach, and a high level of
availability by monitoring and tolerating the fault along the whole operation.

1.4.1 A Robust Multi-Sensor Integration to Ensure Conti-
nuity

In order to be certified, and to be able to integrate an ITS, a localization
function must be able to meet several requirements related to the expected final
performance. These requirements, although not exhaustive, are mainly based
on the usual performance metrics, i.e. the accuracy of the proposed estimate,
availability, service continuity, and operational reliability. This last point, also
called positioning integrity, can be defined as the capacity to limit the true
(unknown !) positioning error at all times by a "protection level" (El-Mowafy
et al., 2017), (N. Zhu et al., 2018) or, if necessary, to be able to alert the system
within a defined time, called (ATT) in order not to use the proposed estimate.

1.4.2 Diagnostic as a Guarantee of Safety

Safety requirements are expressed in terms of Tolerable Hazardous Rate
(THR) which represents a maximum limit for iteration of system failures.
To achieve the objective, a very conservative diagnostic policy is required. At
the slightest suspicion of error, this policy will prefer to render the localization
function unavailable. We can see here the negative impact that this type of
overly conservative policy can have on the availability and continuity of sys-
tem. Having an adaptive diagnosis makes it possible to envisage to relax the
constraints of operational safety according to the context all ensuring that the
THR requested is not exceeded to improve availability.
In other words, a standard diagnostic allows to pursue a single objective (i.e.
the probability of false alarm or the probability of missed detection). Where,
an adaptive diagnostic adds a degree of freedom allowing, depending on the
change of environment and/or KPIs, to reach a higher level of sensitivity to
the various faults, and to compromise between these two objectives.
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1.4.3 Fault Tolerance as an Availability Booster

As we have seen, a conservative diagnostic can affect the localization func-
tion availability. Hence, in order to mitigate this problem and achieve conti-
nuous and safe positioning solutions, a fault tolerant layer must monitor the
health of the sensor measurements and analyzes the current situation to detect
potentially dangerous and sudden situations, in order to provide an estima-
ted appropriate system behavior to ensure a desired level of safety and maxi-
mum availability. In the literature, a well known FDI algorithms that supervise
and tolerate the fault are based on Separation Solutions (SS) (Joerger et al.,
2014). These architectures are seemingly complex and very demanding in terms
of computing resources, but have the advantage of detecting a fault, only if it
has an impact on the estimated position.

1.5 Contributions

The main contributions of this thesis are the following :

Design of a coherent framework (Fusion + Diagnostic architecture
with an advanced decision making part ) :

We propose the design of a coherent framework that includes several
consistent approaches from the fusion part to the diagnostic architecture.
Where, the choice of a robust filter with an adaptive diagnostic layer, and
decision making approach, are presented. The whole proposed method is
developed within the framework of information theory, using an informational
filter in the multi-sensor fusion step, and an informational metric for system
monitoring. Indeed, a study of the feasibility of a real-time approach must be
considered.

Design of a robust informational filter for a robust multi-sensor fusion
architecture :

The Maximum Correntropy Criterion under the Non-linear Informa-
tion Filter is relatively a new filter proposed. This filter allows to handle both
non-Gaussianity and non-linearity of the system, which offers more robustness
for the fusion part. Moreover, the advantage of the information theory in the
updated step, based on the sum of the contributions, speeds up the operation
process. This filter is therefore well adapted, in the case where the number of
observations varies over time, and allows a simplified transition to distributed
or decentralized architectures, making it suitable for the development of a
fault tolerance approach.

Residuals generation based on the �-Rényi divergence :
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The residual proposed in this work is based on the informational gain
brought during the transition from the a priori distribution (based on predic-
tion) to the a posteriori distribution (based on the informational contributions
of the observations).
The proposed �-Rényi divergence is a generalisation of an infinity number of
divergences, thanks to the alpha parameter. This parametric divergence opens
the door for a new concept in the diagnostic domain, that we proposed in this
thesis, called "the adaptive diagnostic". Through this concept, the residuals
are generated from a new point of view, where the residuals change depending
on each case, taking into consideration the surrounding environment.

Optimized thresholding based on adaptive criterion using the �-Rényi :

In order to take the optimal decision, risk should be minimized by
choosing the best combination of missed detection and false alarm probabili-
ties. To achieve this objective, there must be an appropriate criterion for each
residual to obtain an optimal threshold.
In this thesis, we propose a new criterion based on �-Rényi. This criterion
makes it possible to set the optimal threshold corresponding to each studied
case by maximizing the amount of information provided.

Adaptive Fault Tolerant Fusion approach for a GNSS/odometer tight
integration system :

In this thesis, an informational approach for sensor fault tolerant lo-
calization is developed. A method of tight coupling between GNSS and
odometric measurements using a robust informational filter and an adaptive
diagnostic layer based on informational metrics such as the �-Rényi divergence
is presented.
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ria, South Africa, virtual conference, July 6–9, 2020.

10 CHAPTER 1. GENERAL INTRODUCTION



1.6. PUBLICATIONS LIST

K. Makkawi, N. Aittmazirte, M. E. El Najjar and N. Moubayed, « Fault
tolerant fusion using �-Rényi divergence for autonomous vehicle localization
», The 15th European Workshop on Advanced Control and Diagnosis (ACD
2019), Bologna, Italy, November 21-22, 2019.

M. Kaddour, K. Makkawi, N. Aittmazirte, M. E. El Najjar and N. Mou-
bayed, « Prediction optimization method for multi-fault detection enhance-
ment : Application to GNSS positioning », 2018 IEEE International Confe-
rence on Vehicular Electronics and Safety (ICVES), Madrid, Spain, September
12–14, 2018.

International Journals

K. Makkawi, N. Aittmazirte, M. E. El Najjar and N. Moubayed, « Adaptive
Diagnosis for Fault tolerant Data Fusion based on �-Rényi Divergence strategy
for Vehicle Localization », Entropy, Special Issue "Fault Diagnosis Method
Based on Information Theoretic : From Theory to Applications", MDPI :
Submitted.

N. Harbaoui, K. Makkawi, N. Aittmazirte, and M. E. El Najjar, « Deep
learning based adaptive decision making for a fail-safe, accurate and available
autonomous context adaptive navigation », International Journal of Intelligent
Robotics and Applications, Springer : Submitted.

CHAPTER 1. GENERAL INTRODUCTION 11



Chapter 2

Multi-Sensors Localisation
Architecture for High Accuracy and
Availability

2.1 Chapter Introduction

The objective of this chapter is to present the most commonly used sensors
in ITS localisation, explain how they deliver data to estimate the position,
show the limitations of each sensor by highlighting the weakness points, and
how these limitations affect the safety and/or the availability of the system.
Then, we show the effect of combining these information by different coupling
architectures through different kind of estimator and different type of criterion.

2.2 Commonly Used Sensors and their Limita-
tions

2.2.1 Global Navigation Satellites System

Since the start of the current century, due to its ability to provide a position
anywhere on the Earth without a priori knowledge, its relative accuracy, the
good performances and different uses domain, the most extensively used sys-
tem in outdoor navigation and positioning is the Global Navigation Satellite
System (GNSS). GNSS is the generic term enclosing constellations such as the
United States’ Global Positioning System (GPS), Russian’s Global Navigation
Satellite System (GLONASS), Chinese’s BeiDou Navigation Satellite System
(BDS) called also Compass, the European Union’s Galileo, and several regional
satellite navigation systems (Figure 2.1) (Rizos, 2013). Some of these systems
start as military application to serve only military projects, as the GLONASS
and the GPS devolpped by the US Department of Defense (Larsen, 2001).
Due to the fast development in technology, and the need of more and more
accurate systems in outdoor navigation application, the GNSS is now an essen-
tial sensor used not only in military, but also in aerospace navigation, water
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transportation, land applications and even available for personal civilian uses
(Dawoud, 2012). Under good conditions, these systems can deliver accurate
positioning all time, where it can suffer out of these conditions.

Figure 2.1 – Global Navigation Satellites System

Fundamentals : How it works ?

Satellites broadcast signals holding valuable information for the receivers
in order to estimate position, velocity, and time (PVT) of the vehicle, after
measuring the transit time of the received signals and computing the distance
to each satellite (Hurskainen et al., 2009). The transit time is measured as the
signal is precisely marked by a very precise synchronous clock on the satellites
(Misra et al., p. d.). This position can be estimated if the constellation ensures
that at least four satellites are visible at any point on the Earth (Makkawi
et al., 2019). In fact, three satellites are enough to calculate longitude, latitude,
and altitude (Figure 2.2), where the fourth satellite is used for solving synchro-
nization problem caused by the type of clocks used in the receiver (Dawoud,
2012).

So after receiving the three satellites signals, the possible location analysed
by the first signal from the first satellite, can be any point on the surface of
the sphere. The second sphere of the signal from the second satellite overlaps
the first sphere and reduces the possible locations of the receiver to a surface
between two points. When the third sphere signal is analysed from the third
satellite, it overlaps between the surface of the sphere and the circle of the
previous satellites. This overlapping reduces the receiver’s location possibilities
to only one point specifying the exact location of the receiver.

CHAPTER 2. MULTI-SENSORS LOCALISATION
ARCHITECTURE FOR HIGH ACCURACY AND AVAILABILITY
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Figure 2.2 – Trilateration and Triangulation

Limitations : environment-dependent

Despite all the advantages that GNSS provides, it shows limitations in the
performance under different environment and conditions. In case of an open-
sky, where many strong satellite signals are present, the task of positioning is
relatively easy. However, when navigating in harsher conditions such as urban
areas with high building, trees, tunnels. . . which constitute real problematic
environments for GNSS, a GNSS standalone solution shows the weakness of its
performances, and is inoperative when dealing with substantial requirements to
provide a safe and accurate position estimation. Indeed, in urban environment,
many problems from different types, as GNSS gap or high multipath effects,
caused by surrounding obstructions (Meng et al., 2018) will appear. These
problems are due to GNSS signals reflection, interference, jamming/spoofing
and blockage due to buildings, trees...(Figure 2.3) as well as other problems
which can cause incorrect integer ambiguity values and an incorrect positioning
solution will be provided (Huisman et al., 2010).

(a) Spoofing GNSS signals (b) GNSS multipath

Figure 2.3 – GNSS problems faced
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With the increase in the number of erroneous measurements caused by
different feared local (multipath, NLOS, intentional/non-intetional interference
...) and/or global (atmospheric errors, clocks, ...) events, it will become hard on
GNSS alone to deliver useful information to estimate the position (Mensing
et al., 2010). In such cases, the receivers are unable to provide the estimated
accuracy (Rizos, 2013).

Receiver Internal Mitigation System : RAIMs algorithms

Incorrect integrity monitoring could lead to devastating consequences for
safety-critical applications scenarios. Consequently, an algorithm bounding
the mentioned feared events must be exist to ensure their detection and avoid
their relevant effects on the position.
Receiver Autonomous Integrity Monitoring (RAIM) is based on statistical
detection theory (Brown, 2003) and deals with the position error bounding.
It is a technique, classified by the International Civil Aviation Organization
(ICAO), used to monitors the integrity of the navigation signals in order to
provide a measure of confidence that can be placed in the accuracy of the
information provided by the whole system (Hewitson et al., 2006). A RAIM
method is based on the self-consistency check (Brown, 2003), by comparing
each GNSS measurement to the other available measurements. A minimum of
five satellites is required to perform the detection of erroneous measurements
and evaluate the reliability measure (Hewitson et al., 2006). When there is
a lack of observations and no redundancy, it is said that a RAIM cannot be
performed. The best performance of RAIM algorithms is occured by achieving
high detection rates and low false alarm rates. To achieve such level, RAIM
has three basic parameters : the statistical hypothesis, the decision threshold
and the Protection Level (PL). The statistical hypothesis tests the existence
of failure, then the threshold take the decision based on specified confidence
level. The Protection Level (PL) defined by the Convention On International
Civil Aviation (ICAO) can provide the necessary bound for the position
error. Actually, it is composed of two protection levels, one bounds the error
in the horizontal plane, called Horizontal Protection Level (HPL), and the
second in the vertical plane called Vertical Protection Level (VPL) (Figure
2.4) (Zabalegui et al., 2020). The two PLs bounds the Position Error (PE)
through a level of confidence based on the integrity risk (IR) requirement.
Where, the IR is the probability of the PE to exceed a specified limit known
as, the Alert Limit (AL), at any given moment. The detection will be occurred
by RAIM after comparing the threshold with the protection level based on
the missed detection probability (Pmd) and false alarm probability (Pfa). This
threshold is specified by minimizing the Pmd (Zabalegui et al., 2020) taking
into consideration that Pfa is constant.
RAIM algorithms are used since the nineties decades (Yang et al., 2016)
for aircraft navigation applications and still getting improved by resear-
chers till nowadays and known as Advanced RAIM (ARAIM) (Nikiforov
et al., 2005, Blanch et al., 2012). In the literature, many methods can
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be considered as extension for the classical RAIM, as the Parity method,
the Carrier Phase Receiver Autonomous Integrity Monotoring (CPRAIM)
and others (Kaddour, 2016). In plus, FDI methods are used as exten-
sions for RAIM algorithms to enhance the accuracy of the estimated PVT
solution (Zabalegui et al., 2020), hence to ensure the continuity of the system.

Figure 2.4 – Protection Levels

This process uses a minimum of six satellites to not only detect the faulty
existence, but to exclude the erroneous satellite from the navigation solution,
thus to ensure the availability of the system.
In order to evaluate the provided integrity solution, one can refer to the well
known Integrity, Availability, Accuracy 2D diagram called Stanford diagram (or
Stanford plot) provided by Stanford university (Hansen, 2004). This diagram
is a representation technique that illustrates the relation of the PE versus the
PLs for a set of observations. This representation allows the distinction between
the different cases of the system performance, and evaluate this performance
through several events (figure 2.5) :

— The system operates normally when the PE is upper-bounded by the
PL and the PL does not exceed the AL (white event),

— The moment that PL exceeds the AL, the system is considered unavai-
lable (Yellow and orange events),

— If the PE exceeds the PL and still bounded by the AL, so the system
is still available but the event is considered as a Misleading Information
(pink event),

— The system becomes hazardous when the AL bounds the PL but the
PE over bounds the AL.

For more deep details about RAIM, one can refers to (Zabalegui et al., 2020).
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Figure 2.5 – Stanford Diagram

2.2.2 Odometers/Wheel Speed Sensors

The word "odometer" is derived from two Greek words "ò�ó�"��ov, hodó-
metron", and "��"��ov, métron" meaning path and measure. It is a relative
localization technique that is used for measuring the distance traveled by a
vehicle. It is a simple device that can be implemented in real-time applica-
tions. An odometer (odo) may be digital or mechanical. In this paragraph we
will explain how odometers or wheel speed sensors work and what are their
limitations.

How it works ?

Most odometers work by counting wheel rotations and assume that the
distance traveled is the number of wheel rotations times the tire circumference.
Odometer relies on the measurements provided by the incremental encoders
on the wheels to determine the vehicle’s position. Based on the elementary
displacement and the elementary rotation, the position (x,y) and orientation
(�) of the vehicle are calculated (T. Abbas et al., 2006). Noting that, the
starting position should be known.

Limitations : Susceptible to Sliding Phenomenon

Ensuring accurate odometer is still considered as challenging for researchers.
As any existing sensor, odometers have disadvantages that limit their accuracy.
These limitations are caused by different sources of errors which can be divided
into two categories : systematic errors and non-systematic errors (T. Abbas et

CHAPTER 2. MULTI-SENSORS LOCALISATION
ARCHITECTURE FOR HIGH ACCURACY AND AVAILABILITY

17



2.2. COMMONLY USED SENSORS AND THEIR LIMITATIONS

al., 2006). One of the main disadvantages of this technique is the accumulation
of errors over the time. Another problem considered as non-systematic error
is the wheel slippage caused by water, oil, and/or even because of the soil
rugosity. This kind of error leads to wheel revolution reading despite no linear
displacement occurs. For more details about odometer errors, one can refer to
(T. Abbas et al., 2006).

2.2.3 Inertial Measurements Units

Inertial Measurement Unit (IMU), is an electronic device that measures
velocity, orientation, and other gravitational forces. It is used in many type
of applications such as the navigation of aircraft, vehicles, spacecraft, subma-
rines and ships. Different types of IMU sensors exist in the literature : IMU
based on Fiber Optic Gyroscope (FOG) (Zheng et al., 2009), IMU based on
Ring Laser Gyroscope (A. Chen et al., 2012), and IMU based on the Micro
Electro-Mechanical Systems (MEMS) technology (Cardarelli, 2002). It is a
combination of accelerometers, gyroscopes, and sometimes magnetometers. An
IMU sensor can have :

1. 6 Degrees of Freedom (6 DoF) - 3 accelerometers for linear acceleration
measurement and 3 gyroscopes for angular velocity measurement, that
is to say, one per axis for each of the three vehicle axes : roll, pitch, and
yaw.

2. 9 DoF - 3 accelerometers, 3 gyroscopes, and depending on the heading
requirement 3 magnetometers,

3. 10 DoF - 3 accelerometers, 3 gyroscopes, 3 magnetometers and a baro-
metric pressure sensor that can be used to calculate altitude.

There are two ways to implement the IMU (Chiang, 2004) : 1) stable plat-
form systems called gimbaled implementation (Figure 2.6), and 2) strapdown
implementation (Figure 2.7). The two implementation differ in the frame of
reference where the gyroscopes and accelerometers operate.
In the first implementation, the inertial sensors are mounted on a gimbaled
platform fixed regardless of any external rotations. These rotations are cancel-
led by the torque motors based on the gyroscopes information, hence keeping
the platform aligned. The accelerometers calculate the position taking into
consideration the gravity corrections by subtracting the acceleration from the
vertical channel.
In the strapdown implementation, the inertial sensors are directly mounted
onto the device creating one frame. Therefore, measurements are taken from
the body frame rather than the global frame. As the stable frame, the gyro-
scopes and the accelerometers measure the rotations and the position respecti-
vely. Where, the difference between the two frames is the transformation matrix
used in the strapdown platform between the body frame and the navigation
frame.
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Figure 2.6 – Stable platform IMU - gimbaled implementation (source (Savage,
2013))

Figure 2.7 – Strapdown platform IMU (source(Kikutis et al., 2012))

The two implementations prove their performances with high accuracy and
high reliability. Despite these advantages, the INS presents relatively low noise,
but drift over time. In plus, gimbaled implementation suffers from heavy weight
and big size which makes it not practical in all applications. It is sensitive to
external shocks and vibrations which makes it less immune to the environment.
In general, the two platforms are based on the same underlying principles. But,
the strapdown IMUs are more practical and become dominant as they have
smaller size and less mechanical complexity which is reflected positively on the
cost.
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2.2.4 Other Possible Sensors

In this section, we introduce some of other possible sensors that can be
useful as input data, depending on the application itself and the percentage of
integrity needed. The chosen presented sensors are usually used in the loca-
lization applications for vehicles, robots, airplanes and other. The advantages
and disadvantages of each sensor are discussed as well.

Radars/LiDAR

Light Detection And Ranging (LiDAR or LIDAR), is a remote sensing tech-
nology for measuring distances from a laser light source. It is an active sensor
(R. Wang, 2013) with a special combination of laser and 3-D scanning. LiDAR
is a widely used technique in different domain : terrestrial, airborne, mobile,
autonomous vehicles applications (Clawges et al., 2008, Guan et al., 2016,
Lim et al., 2019), and many other (Shan et al., 2018) (Figure 2.8). It can
be adapted to detect objects in night mode conditions and can have high re-
solution with high position accuracy. It collects a georeferenced set of dense
point clouds, then by computing the differences in laser return times and wa-
velengths, a three-dimensional map with detailed shapes is produced (Shan
et al., 2018).

(a) Airborn application (b) Autonomous Vehicle application

Figure 2.8 – LiDAR applications

The time for the round-trip, between the transmitted and received pulses, is
calculated using accurate clocks. The basic equation to calculate the measured
range between the sensor and the detected object can be written as (Shan
et al., 2018) :

R =
c

na

(tr � ts)

2
(2.1)

Where : R is the range in meters, c is the speed of light, na is the index
of air refraction, tr is the time when the signal is received, and ts is the time
when the pulse is sent. One of the problem faced by LiDAR, is the scenario
of multiple reflected pulses. It can be caused by an edge of building or any
other obstacle that reflects a part of the wave and the rest may continue to
reach another object or maybe more. In present time, LiDAR technology is
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improved to be able to record many returns at each time and some of these
LiDARs can record the intensity of the returned pulses which is directly related
to the characteristics of the targets. Another important problem related to
the safety is still under improvements. Where, the LiDAR works well in good
weather conditions but, it faces many perturbations in performance in case of
bad weather or/and wet road surfaces which makes it unreliable in such cases
(Combs et al., 2019). In addition, LiDAR is considered as costly devices and
suffer from limitations in recognising non-gounded objects at very close range
which leads to lack in safety for human beings (Lim et al., 2019).

Mono/Stereo Vision

The current vision detection systems for vehicles are based on mono and
stereo vision. This type of systems allows surrounding objects to be recognized
by specifying their appearance or type of movement. Most researchers rely
on a mono vision system to provide data input for an autonomous vehicle.
Mono vision systems estimate distance using one camera, based on reference
points in the camera’s field of view (Eskandarian, 2012). This is done by
projecting the 3D view created onto a 2D image, which makes impossible to
derive conclusions on the 3D geometry of the traffic case, and a loss for the
depth information. This means that no distance values are directly available
for categorized objects. Usually, to calculate the distances, a fusion with other
sensor systems is performed, e.g. with a radar sensor or a laser scanner.

Figure 2.9 – Stereo vision system

In comparison, Stereo vision is considered as the only system that can pro-
vide an accurate information about the depth. It is a computer vision system
based on stereo-tactic banding techniques to calculate the distance by extrac-
ting depth information from the same scene, at the same time, in the same
manner as human eyes do, using two cameras acting together as one. The two
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cameras are both horizontally oriented and vertically displaced in relation to
each other. The use of this structure of the system allows to see the same scene
from two different perspectives, then calculate the depth ,created by the diffe-
rence between pixels, with high accuracy as well as determine the relation and
structure of the objects (Figure 2.9).
Although, mono vision has the advantage of shorter image processing, and the
stereo vision provides the depth information, the performance of the both sys-
tems is largely influenced by surrounding light and suffer especially at dusk
and at night. Moreover, they need a huge set of data to calculate the distances,
that includes all type of objects and models, which is probably not possible.
Another problem arises in the complexity of the chosen algorithm for objects’
classification, specifically at overlapping cases (Zaarane et al., 2020).

HD maps

As the world moves towards an autonomous future, vehicles need a new
generation of highly accurate and realistic sensors. High-Definition (HD) maps
are an important technology for autonomous driving, it is considered as critical
feature of how vehicle sensors understand their surroundings.
In particular, these maps have high precision at the centimetre level to further
improve the integrity of vehicle position estimation, specifically in urban envi-
ronments. It also provide the vehicle with the necessary information to know
exactly where it is on the road within a few centimetre of errors as well as the
road conditions miles ahead. The HD card provides the necessary redundancy
which permits the driver to take his eyes off the road for a few seconds or more.
This redundancy may be crucial in case of sensors’ failure, obscured in curves,
mud road, fog and large vehicles blocking the vision of sensors, for example. In
addition, it allows the vehicle to operate depending on the passengers’ needs
and other traffic participants.
HD maps are useful technique taking into consideration that the physical envi-
ronment is not changing. However, this technology leads to significant problems
if the HD maps are not up to date. Unfortunately, the current HD maps can
not satisfy the needs for real-time applications, especially when facing urban
environments with high traffic density. Where, in such cases the requirements
to create HD maps are considerable not only in vehicle specifications, but also
in infrastructure specifications. In addition, creating the HD maps is very costly
and can creates problems concerning the transfer of data, where it is practically
not possible to send huge amounts of data over networks in a very short periods
of time. This will lead to computational load and transmission latency causing
a significant drawbacks in performance. In order to overcome such difficulty,
the necessary part of the HD maps can be loaded into the autonomous ve-
hicles or by classifying information that needs to be shared in real time against
information that does not need to be shared in real time.

22 CHAPTER 2. MULTI-SENSORS LOCALISATION
ARCHITECTURE FOR HIGH ACCURACY AND AVAILABILITY



2.3. SENSOR FUSION TO COMBINE THEM

2.3 Sensor Fusion To Combine Them

As shown in the previous sections, the robust localization of the vehicle
and its surroundings remain a challenge. Every sensor suffers from one or
more problems in different areas and conditions. The GNSS is not accurate
enough, and has difficulty in situations such as urban canyons, IMUs are
much more accurate than GNSS for short periods of time, until it reaches
a high level of drifting. On the other hand, one can’t rely on wheel enco-
ders because of wheel slippage, diameter change and other factors (figure 2.10).

Figure 2.10 – Benefits expected when merging different sensors observations

For best results, the combination of these sensors leads to a more robust
localization (figure 2.11).

Figure 2.11 – Combination of sensors for a robust localization system -
(source :www.outsight.tech)

Multi-sensors data fusion is a technology that provides unified, coherent,
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and consistent picture, by combining different types of information from mul-
tiple sensors. It aims to deliver accurate, robust, and reliable estimation, and
to overcome the limitations of standalone sensor (Hu et al., 2005). The main
advantages of multi-sensor data integration are resumed by (Mitchell, 2007) :

— More accurate representation of information,
— Greater certainty in the data and results,
— Enhanced confidence and reliability of measurements,
— Enhanced continuity and availability of the localization function,

This leads to a better global view of the environment.

2.3.1 Coupling Architectures

In the literature different levels of integration are proposed (Lashley et al.,
2010). They mainly differ on their ways of fusion which lead to different depth
in integration with their corresponding advantages and disadvantages. There
exist three levels with respect to fusion namely loosely coupled, tightly coupled
and ultra-tightly coupled system called also deeply coupled.
The fusion algorithm takes into consideration the error characteristics of the
sensor, the non-linearity of the position solution, and the user dynamics and it
is usually realized throw stochastic filters (Kalman filter or particle filter).

Loosely Coupling

This is the simpler coupling of the three levels of integration and is com-
monly used to equip older inertial systems with GNSS. The integration is nor-
mally done in the position domain. The main advantages of the loosely coupled
integration are :

— The simplicity of the algorithm of fusion,
— The fused systems are totally separated,
— The components are less constrained to the platform.

These advantages prevent the influence of a fault in one system to affect the
others, and reduce the inter-dependencies between components of a system and
hence, it is easy to be replaced by other implementations providing the same
services.
In the other hand, this type of integration suffers from several drawbacks.
For example, the cascading architecture leads to a degradation in performance
(Lashley et al., 2010). Furthermore, additional protocols for providing inte-
grity are needed in case of systems are decoupled over time. Moreover, maintai-
ning consistency when replicating data between different systems is a problem.
Taking the GNSS/IMU loosely integration as example, it simply combines the
output of the GNSS receiver with the measurements of the IMU (figure 2.12).
Furthermore, the GNSS receiver does not benefit from the IMU with respect to
signal tracking, and the GNSS/IMU filter does not collect GNSS data in case
of less than four satellites are available.
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Figure 2.12 – Loosely coupling architecture

Tightly Coupling

Tight coupling means that components are dependent on one another. In
another meaning, any change in one component requires changes to a number
of other components, because of the high dependencies between components
of the one system.

Figure 2.13 – Tightly coupling architecture

The main difference between the simplest integration and the tight inte-
gration is the measurement type. Where, in case of GNSS/IMU fusion for
example, the position and velocity are the measurements in loosely coupled
integration, while the tightly coupled integration deals with pseudoranges and
doppler shifts. In plus, the fusion is made on pseudorange level and uses a
centralized filter (for instance the Kalman filter) that integrates the estimated
pseudoranges and Doppler shift from the GNSS receiver and the information
of position, velocity and attitude coming from the mechanization equations
of the inertial sensors (figure 2.13). In other words, the fusion filter is upda-
ted by pseudoranges and pseudorange-rates measurements rather than GNSS
based position and velocity estimates, which make the tight integration more
suitable in case of lack in number of available satellites (Falco et al., 2018).
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Deeply Coupling or Ultra-Tightly coupling

The first Deeply Integration (DI) proposing was by Abott in 2003 for
GNSS/INS fusing approach. Up now, most researchers use this type of in-
tegration for GNSS fused with INS as the main sensors, and others add extra
sensor to this combination depending on the application and the accuracy re-
quired.
The architecture that describes DI varies from one author to another. Whereas,
most researchers categorize the DI by the way of filtering as either a centralized
or federated filtering architecture. In the centralized architecture, the GNSS si-
gnals and inertial data are processed in the integrated filter (Kalman filter for
example). Although relatively simple architecture, it has some disadvantages.
With less computational burden, the performance of this structure degrades si-
gnificantly when the filter makes accurate estimates only for the random errors
of the IMU. Furthermore, reaching accurate estimation leads to much more so-
phisticated filter, hence, significant increasing in computation time. Otherwise,
the federated architecture can accurately estimate as much as the centralized
filter but with less computational time. The main difference between the two
architectures is that the federated filter design distributes the tasks to multiple
smaller residual filters, called also pre-filters, which improve the performance
of the system and make it more suitable for real-time applications.
By comparing the three types of integration,in loosely and tightly integration,
the GNSS receiver should obtain stable and strong signals in order to deliver
good performance which can be hard to obtain in urban canyon and non-line
of sight cases. Where, the DI overcomes in robustness and performance when
dealing with high dynamics and high jamming cases under weak signals, but
with relatively slow mobilisation. By implementing the replica code and carrier
generation directly by the filter, the dynamic stress is reduced by involving the
baseband signal processing of GNSS receivers. This is done through integrating
the navigation data from the filter with the satellite ephemeris to re-configured
the tracking loops (figure 2.14).

Figure 2.14 – Ultra-Tightly/Deeply coupling architecture

26 CHAPTER 2. MULTI-SENSORS LOCALISATION
ARCHITECTURE FOR HIGH ACCURACY AND AVAILABILITY



2.3. SENSOR FUSION TO COMBINE THEM

2.3.2 Stochastic Filtering

To design robust multi-sensor coupling architecture and to reach safe esti-
mation, the chosen estimator should be selected carefully. The principal objec-
tive of the estimation process is to minimize the state error estimation while
being robust to uncertainties and perturbations. In this section, we are pre-
senting the principle of well-known filter techniques that help to achieve such
needs. In the literature, the Bayesian estimation were first introduced (Mr et
al., 1763), then, the least square estimation was invented (Legendre, 1805),
followed by the Markov chain theory (Seneta, 1996). Few years later, Fi-
sher Information theory was presented (Efron, 1998). After a gap of time,
the research took a quick slope, and the Monte Carlo method was introduced
(Robert et al., 2011), followed by Wiener Kolmogorov filter (Wiener, 1949),
Kalman filter (Kalman, 1960), Particle filter (Del Moral, 1997), and finally
the Unscented Kalman filter (Julier et Uhlmann, 1997). Noting that different
extensions of the KF are formulated in case of nonlinear systems, such as, the
Extended KF (EKF) that use the first order linearization presented in (Kluge
et al., 2010), and the Second-order EKF using the second order of the Taylor
series derived in (Mei et al., 2011). The following table 2.1 presents the main
contribution theories invented chronologically.

Table 2.1 – Chronological table for estimation solution

Year Estimation Theory Name
1763 Bayesian Estimation
1805 Least Square Estimation
1906 Markov Chain
1925 Fisher Information Theory
1930 Monte Carlo Mehtod
1949 Wiener Kolmogorov Filter
1960 Kalman Filter
1996 Particle Filter
1997 Unscented Kalman Filter

Ordinary and Weighted Least Square

Ordinary least squares (OLS) is a statistical method of analysis that esti-
mates the relationship between one or more independent variables and a de-
pendent variable in a regression model ; the method aims to solve an equation
with no exact solution through estimating the relation by minimizing the sum
of the squared residuals difference between the observed and predicted values
of the dependent variable.
Consider the following no solution system :

AX = Z (2.2)

Where A is considered as design matrix with m�n dimensions and m > n,
X is a random variable with n� 1 dimension, Z is the observation vector with
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n � 1 dimension and, X is the estimator that minimizes the estimation error
ê, which is calculated as vector using :

ê = Z � AX (2.3)

and its length is measured through the summation of squared residuals
(SSR) :

kek2 =
nX
i=1

(zi � AxTi )
2 = (Z � AX)T (Z � AX) (2.4)

This quadratic kek2 has a unique global minimum calculated using the gain
k as :

X = kZ (2.5)

Where k is the pseudo-inverse matrix given by :

k =
�
ATA

��1
AT (2.6)

As OLS produces biased and unreliable estimators in stochastic equations
in a complete linear system, a generalization of the OLS called the Weighted
Least Squares (WLS) is presented. In WLS both the design matrix A and the
observation vector Z should be multiplied by the weighting factor wi (a greater
value of W indicates a more trusted data point). Hence, the WLS estimates
the position with the inverse of the variance-covariance matrix R = 1

W
of the

observations, called confidence criterion on the observations.
Thus, the solution can be represented using the new weighted gain kw :

X = kwZ (2.7)

Where kw is solved through the weight matrix W as :

kw =
�
ATWA

��1
ATW (2.8)

Kalman Filter and Variants

In this section, we introduce the Bayesian filters mostly used in multisen-
sor data fusion. The Kalman filter (KF), named after the Hungarian electrical
engineer Rudolf E.Kálmán, and its information form (canonical form) the in-
formational filter are represented with their extensions and generalizations for
the nonlinear systems, such as the Extended Kalman Filter and the Non-linear
Information Filter (NIF).

Kalman Filter The KF is a recursive estimator that estimates the current
state based on the previous step and the current measurement(s). One of the
principles of KF is that it assumes errors as Gaussian and can deal perfectly
with linear model. Its performance may degrade significantly for nonlinear sys-
tems. Consider the following linear system :
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Xk = FkXk�1 +Bkuk + wk (2.9)

Zk = HkXk + �k (2.10)

where, Xk is the state vector, Fk is the state transition model, uk is the
input vector, Zk is the observations vector, wk � N (0; Qk) is the model noise
considered as white Gaussian noise of zero mean value and covariance matrix
Qu
k , and �k is the observation noise vector considered as white Gaussian noise

of zero mean value and covariance matrix Rk = E[�k�
T
k ].

The KF alternates between two main steps called the prediction step (a priori)
and the correction or update step (a posteriori). In the two steps, the infor-
mation matrix and information vector are calculated. Where, in the prediction
step the estimation is calculated using the previous state estimation and the
observations are not included at this stage. This estimation is corrected using
the observations received at the current step through the correction step. The
prediction step equations are written as :

Xk=k�1 = FkXk�1=k�1 +Bkuk (2.11)

Pk=k�1 = FkPk�1=k�1F
T
k +Qu

k (2.12)

The correction step equations are written as :

Xk=k = Xk=k�1 +Kk eyk (2.13)

Pk=k = Pk=k�1 �KkSkK
T
k (2.14)

Where eyk is the innovation calculated as :

eyk = Zk �HkXk=k�1 (2.15)

Kk is seen as the gain of the KF written as :

Kk = Pk=k�1H
T
k S

�1
k (2.16)

And Sk is the innovation matrix calculated as :

Sk = HkPk=k�1H
T
k +Rk (2.17)

One of the disadvantages of the KF is the computing time required in the
correction step caused by the inversion of a matrix Sk. In addition, the structure
of the conventional KF (same for EKF) does not permit to easily isolate an
observation when implementing a diagnostic strategy. Indeed it is necessary to
recompute the whole matrices.
In order to avoid such problems, the information form of the KF is introduced.
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Information Filter As the KF the Information Filter (IF) consists of
prediction and correction steps. It uses the Fisher matrix, the inverse form of
the information matrix.

The equations that represent the prediction in the information state space
are given :

Yk=k�1 = [Pk=k�1]
�1 = [FkPk�1=k�1F

T
k +Qu

k ]
�1 (2.18)

yk=k�1 = Yk=k�1Xk=k�1 (2.19)

Following, the update step equations :

Yk=k = Yk=k�1 +
NX
i=1

gIi(k) (2.20)

yk=k = yk=k�1 +
NX
i=1

pIi(k) (2.21)

Where gIi(k) and pIi(k) are seen as information contribution (Tmazirte et al.,
2014) calculated as :

gIi(k) = HT
i;kR

�1
i (k)Hi;k (2.22)

pIi(k) = HT
i;kR

�1
i (k)Zi;k (2.23)

And N is the number of observations at instant k.

Despite the advantages that bring this type of filter in the correction step
and dealing with the faulty measurements by offering the possibility of remo-
ving only the information related to the error from the calculation process,
it still cannot provide good performance when dealing with non-linearity sys-
tems. In the following section, NIF is presented as a solution for non-linearity
systems.

Nonlinear Information Filter The information form of the EKF called NIF
(Tmazirte et al., 2014) is presented. As the EKF, the NIF consists of two main
steps called the prediction and correction steps using the covariance matrix as
information matrix and the state vector as information vector.
Consider the following non-linear system :

Xk = f(Xk�1; uk) + wk (2.24)

where, Xk is the state vector, f(:) is the non-linear function, uk is the input
vector, and wk � N (0; Qk) is the model noise considered as white Gaussian
noise of zero mean value and covariance matrix Qk.
The non-linear observation model has the following form :

Zk = h(Xk; �k) (2.25)

where, Zk is the observations vector and �k is the observation noise vector
considered as white Gaussian noise of zero mean value and covariance matrix
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Rk = E[�k�
T
k ].

The first step of the NIF is called the prediction step and uses the following
information matrix and information vector to predict the position :

Yk=k�1 = [FkPk�1=k�1F
T
k +BkQ

u
kB

T
k +Qk]

�1 (2.26)

yk=k�1 = Yk=k�1Xk=k�1 (2.27)

taking as :
Qu
k is the input vector variance-covariance matrix,

Fk is the Jacobian matrix of f : Fk = @f
@X
jX=Xk�1=k�1

,
Bk is the Jacobian matrix calculated as : Bk =

@f
@u
ju=uk .

These equations are written in the second step called the correction step as
follow :

Yk=k = Yk=k�1 +
NX
i=1

gIi(k) (2.28)

yk=k = yk=k�1 +
NX
i=1

pIi(k) (2.29)

Where gIi(k) and pIi(k) are seen as information contribution calculated as :

gIi(k) = HT
i;kR

�1
i (k)Hi;k (2.30)

pIi(k) = HT
i;kR

�1
i (k)[(Zi;k � Ẑi;k) +Hi;kXk=k�1] (2.31)

And N is the number of observations at instant k.

Unscented Transformation-based Filter Dealing with high nonlinearity
systems can affect the performance of the KF and IF as well as the EKF and
NIF (Julier et Uhlmann, 1997). This degradation in performance is transla-
ted by the linearization of the underlying nonlinear model.
The Unscented KF (UKF) and the Unscented IF (UIF) offer an new concept
in linearization through determenistic sampling technique called the Unscen-
ted Transformation (UT). The UT is a method calculating the statistics of a
random variable that has been subject to a nonlinear transformation (Brown,
Hwang et al., 1992). The UT, approximates the probabilistic distributions by
using a deterministic choice of sampling points, called sigma points. This me-
thod provides estimates of the mean and covariance of the random variable
based on discrete samples projected exactly through the associated nonlinear
transform (Van Der Merwe et al., 2004). Each of these sample points are
propagated through the nonlinear transformation of the nonlinear function to
a corresponding set of sample points (Figure 2.15).
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Figure 2.15 – Main Idea of the unscented transform

This set of weighted sigma points �i;k�1 are calculated as :

�0;k�1 = Xk�1;k�1

�i;k�1 = Xk�1=k�1 +
�q

(n+ �)Pk�1;k�1

�
i

�i;k�1 = Xk�1=k�1 �
�q

(n+ �)Pk�1;k�1

�
i

(2.32)

Where � = 2(n+k)�n, describes how far the points are from the mean, 0 6
 6 1 determines the spread of sigma points, n represents the dimensionality
of Gaussian distribution and k describes the influence how far the sigma points
are away from the mean.
The corresponding weights for the mean and the covariance can be calculated
using :

W
(m)
0 = �=(n+ �)

W
(c)
0 = �=(n+ �) + (1� 2 + #)

W
(m)
i = W

(c)
i = 1=(2(n+ �))

(2.33)

Where i = 1; � � � ; 2n, and # is the third parameter for incorporating extra
higher order effects.

As the UIF is one of the family of the KF, it consists of the two main
prediction and correction steps to estimate the new state. In the prediction step
the state vector is estimated through the UT using the information matrix :

Yk=k�1 = [Pk=k�1]
�1 (2.34)

Where the predicted state covariance matrix is :

Pk=k�1 =
2naX
i=0

W
(c)
i

h
�xi;k �Xk=k�1

i h
�xi;k �Xk=k�1

iT
(2.35)

The information vector is obtained through :

yk=k�1 = Yk=k�1
2naX
i=0

W
(m)
i �xi;k (2.36)
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The corrected information matrix Yk=k and vector yk=k are respectively re-
presented as :

Yk=k = Yk=k�1 +
NX
i=1

gIi(k) (2.37)

yk=k = yk=k�1 +
NX
i=1

pIi(k) (2.38)

Where :
gIi(k) = HT

i;kR
�1
i (k)Hi;k (2.39)

pIi(k) = HT
i;kR

�1
i (k)[(Zi;k � Ẑi;k) +Hi;kXk=k�1] (2.40)

Particle Filters

Unlike the Kalman filters, where the state of the system is represented using
only single Gaussian, this hypothesis is no longer necessary dealing with the
Particle Filters (PF). This type of filters is based on sequential Monte Carlo ap-
proach (Howard, 2006), and a solution to solve non-Gaussian noises by using
a set of weighted particles (samples), to reproduce the a posteriori distribu-
tion of a given stochastic process based on noisy and/or partial observations.
PF techniques offer a methodology for generating particles from the required
distribution without previous knowledge about the state model or state distri-
butions. PF can keep track of as many hypotheses as there are particles, thus,
if new information emerges that leads to a complete change towards the best
hypothesis, it is easy to do so.
Firstly, the new state is predicted by the filter using the state transition, then
it is corrected in a statistical manner, where the noise information is integrated
into the correction stage (figure 2.16). At each stage a set of weighted particles
are generated to represent the sampling probability of the sample from the
probability density function (pdf ). The weighted particles produce a discrete
approximation to the a posteriori distribution of the state history. The bad
particles are then eliminated through the re-sampling process, and the good
particles are multiplied and propagated through time according to the dyna-
mics of the states. Finally, the weights are corrected taking into account the
information from each measurement.
In summary, the superiority of PF algorithm can be noticed in nonlinear and
non-Gaussian systems. However, these type of algorithms do not perform well
when applied to very high dimensional systems and some disadvantages can
be noticed :

— The performance is directly related to the number of particles, where
the higher number of particles is, the better estimation will be, but it is
more costly.

— Its particles degeneracy and sample impoverishment are disadvantages
that can restrain its performance (Tong et al., 2006).

— Disparity of weights leads to weight collapse, particle depletion (one
particle with a way higher likelihood than any of the other particles),
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and areas in a posteriori with high probability not represented well.
However, it can be attenuated by including a re-sampling step before
the weights become very uneven which lead to very computational time
makes it unsuitable in real-time for some applications.

— In terms of parameter estimation, fixed parameters are generally consi-
dered to be part of the extended state vector, but since the parameters
are static, particles will rapidly degrade into sample.

Figure 2.16 – Particle Filter algorithm

2.4 Chapter Conclusion

In this chapter, we introduced the used sensors with their advantages and
disadvantages for localization purpose. Then, the idea and benefits of com-
bining their observations is explained and the different possible architectures
were presented. To achieve such combination or fusion sensors, some popular
stochastic filters were discussed, among them the well-known Kalman Filter
and its canonical version the NIF. In chapter 4, we introduce a more robust
criterion for a much more robust filter.
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Chapter 3

Adaptive Fault-Tolerant Fusion
Framework to Ensure Fail-Safe and
Available Localisation System

3.1 Chapter Introduction

Safety, integrity, dependability, availability, accuracy, and precision, va-
luable terms becoming essential demands in every safety-relevant navigation
system. These requirements should be provided in high quality, hence, there
must be a way to monitor the system and take appropriate decision in case of
faults’ existence.
The diagnostic layer is a procedure of testing, designed to provide information
on the general condition of the system and/or reveal localization of poten-
tial problems. The main objective of diagnostic technologies is to ensure the
correctness of the provided service during the operation of a system. In safety-
relevant application, diagnostic is associated to a supervision system enabling
the quality of decisions to be checked and its status to be evaluated, where any
suspicious decision should trigger an alarm. Therefore, problems and faults
due to feared events can be detected and corrected while the system is still
available and safe. This avoids future failures in the system as well as costs
resulting from repairs.
In navigation systems, detecting the fault is not enough to ensure the availa-
bility, hence, the fault must be monitored, and evaluated in order to isolate or
identify the error.

3.2 A Brief State Of Art Of Diagnostic In State
Estimation

Fault tolerance is a feature that allows the system to continuously operate
safely in the case of failure of some of its components. Advanced methods of
diagnostic, fault tolerance and fault management called Fault Detection and
Isolation (FDI) (Isermann, 2006), are valuable tools for satisfying such needs.
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FDI methods can be classified into model based methods and model free me-
thods (called data based) (Gertler, 1998). The process of FDI consists of
the generation of residuals, their interpretation and a decision making policy.
Through FDI techniques, the system aims at achieving a given objective not
only in normal conditions, but also in given faulty situations.
In the literature, FDI methods are widely used, and proved their efficiency in
many different domains (Z. Chen et al., 2019, Geng et al., 2017, Escobar
et al., 2011).
In navigation localisation applications, needs are growing more and more and
should be ensured. The particle Filter with a multi-sensor fusion approach, are
proposed in (Canedo-Rodriguez et al., 2016), and show good results. Ho-
wever, the use of cameras with other sensors for increasing the accuracy will
lead to high cost in localisation system. A Fault Detection (FD) algorithm,
based on the EKF to track the outputs from the localization methods followed
by the CUmulative SUM (CUSUM) to test the filter’s residual, is proposed in
(Sundvall et al., 2006) to identify any unexpected large deviation. Authors
in (Morales et al., 2008) propose an FD method for a woodland vehicle loca-
lization. A data fusion is occurred using GPS, encoders, and IMU under EKF
estimator after a Normalized Innovation Squared (NIS) tests to deal with GPS
measurements.
In the rest of this chapter, we will introduce and explain the new concept we
propose for the diagnosis, and show how it will affect the way of understanding
things from a new perspective.

3.3 Towards the New Concept of Adaptive Diag-
nostic for Safety

3.3.1 The Philosophy Behind Adaptive Diagnostic

Outdoor navigation, and by consequence outdoor localization is a field of
research that does not stop, insofar as the problems encountered have never
been so topical. For many years, the addition of sensors and new technologies
made it possible to meet industrial demands for concepts whose cost could be
high. But nowadays, in order to be commercialized, technologies must reach
a cost allowing a mass deployment. Localization is one of those technologies
that aims to achieve this goal. The sensors considered, such as GNSS, IMU
and odometers, must therefore be inexpensive sensors. All the added value
being moved into the algorithms developed for integration, diagnostics and
integrity monitoring. These algorithms are more and more advanced, but must
be certifiable for applications requiring the agreement of regulatory authorities
before being placed on the market. For localization, the evolution of algorithms
tends to take into account what is called context-adaptive navigation. In this
subsection we detail the impact of taking into account contextual navigation
on the diagnostic layer and develop a framework based on �-Rényi divergence,
parameterizing the synthesis of residuals.
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Change In Environment Conditions

The main difficulty, when it comes to ensuring the safety of a localization
block in a safety-relevant application integrating GNSS data, is the impossibi-
lity of considering this technology as a sensor with a single operating point. It
is unthinkable to consider a single value for the system failure rate. This rate is
highly variable, depending on the number of visible satellites, their geometric
arrangement, the local reception conditions (obstacles, interference), and other
parameters that would take too long to list. It is therefore a sensor that is
very sensitive to the context in which it operates. Adopting a diagnostic layer
that would consider constant statistics of the presence of faults would not be
rigorous.
Normally, localisation systems assume that the surrounding environment is sta-
tic, without taking into consideration the dynamics inherited from most real-
world situations. Corresponding scenarios include buildings, trees and bridges,
where the location of certain objects such as vehicles, obstacles or pedestrians
change through time. Not only the change of objects, but also the change in
atmosphere as temperature, humidity (Salmanpour et al., 2017), and wind
or/and the change in the surrounding geographic area as valleys or mountain
slopes, in the same mission lead to unexpected measurements. Thus, it de-
creases the accuracy (Tipaldi et al., 2013) of the location measure, due to
reflections which generate multi-path signals arriving with a variable time de-
lay to the receiver, or even prevent the localization of the vehicle caused by
blocking completely the signals.
In order to avoid such problematic issues, the adaptive diagnostic is able to
evaluate each case by case, then take the suitable decision based on the avai-
lable information. In cases where the reception of the measurements is optimal,
the diagnostic layer must be able to give a high level of confidence to the mea-
surements in the residual, which will allow the detection of faults related to the
models. In the opposite case where the reception of the measurements cannot
be done in good conditions, the residual will be able to take advantage of the
model.

Change in KPI Requirements

Other elements lead to think about the development of an adaptive diag-
nostic layer. Among them, an element which requires a macroscopic view of
the system. Indeed, when one does not think only of the vehicle but of the
environment in which it operates, it becomes obvious that the operational re-
quirements expected from the positioning system are also variable over time. In
fact, whether the vehicle is traveling in the countryside or whether it is trave-
ling in an urban canyon, the requirements on the expected accuracy or on the
continuity are not the same. These operational requirements, through a pro-
cess explained later, impact metrics related to the Protection Level or even the
probabilities of false alarms and miss-detections of observations inconsistencies.
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Trade-Off Policy between Availability and Safety Requirements

A trade-off is a situational judgement resulting in the reduction or loss of a
quality, quantity or property of a set or design in exchange for gains in other
features. Simply defined, a trade-off is a situation in which one thing increases
and another should decrease.
Requirements related to safety and those related to availability are typically
the type of conflicting requirement that leads to this type of situation where a
compromise must be found. Obviously, the term compromise may seem inade-
quate, and should not be added to the term safety. Generally, the requirements
related to safety are expressed in terms of Tolerable Hazardous Rate which
represent a limit of failure rate to be reached per maximum hour.In order to
be achieved, they require a very conservative diagnostic policy, which at the
slightest suspicion of error will prefer to make the observation unavailable. We
can see here the negative impact that this type of overly conservative policy
can have on the availability and continuity of service. Having an adaptive diag-
nostic makes it possible to consider relaxing the constraints on safety while
ensuring that the requested THR is not exceeded in order to improve avai-
lability. In other words, a standard diagnosis allows only one objective to be
reached (depending on whether the Probability of False Alarm or the Probabi-
lity of missed detection is taken into account) where an adaptive diagnosis adds
a degree of freedom allowing according to the change of environment and/or
KPI to achieve a compromise between these two objectives.

3.3.2 How to Design an Adaptive Diagnostic Layer

The analysis in the past sections shows the need for an diagnostic method
to cope with the changing in the environment and the KPI requirements. In
this section, we will explain how the proposed diagnostic method can be adap-
tive and what are the tools and/or metrics needed.
The whole proposed approach is composed of three main elements : the in-
formational filter, the diagnostic layer, and the exclusion step. After the in-
formational filter is chosen (NIF, MCCNIF ...) to estimate the state of the
system, the diagnostic layer based on FDI uses what called residuals to test
and evaluate this estimation. The residuals are designed through a bank of
the chosen Informational Filter using the �-RD as test between the predicted
and the corrected distributions of the chosen estimator. These residuals can be
created by different existing metrics. Starting by the euclidean metric called
also euclidean distance (Ay et al., 2015), which is considered the simplest way
to compare the two distributions using the distance between their means. But
taking only the mean as comparison factor leads to a big lose in information re-
lated to the characteristics of the distributions, such the volume, the form and
the orientation. Claude Elwood Shannon proposes in 1948 (Shannon, 1948)
a new concept dealing with information, called Shannon’s entropy. This infor-
mation theory allows to generate residuals taking into consideration the means
as well as the uncertainty as an important factor. Recently, in order to reach
higher integrity and accuracy through FDI methods, researchers resorted to
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involve information metrics as support for the design in the residuals in FDI
methods. The MI in (H.-M. Chen et al., 2003) and (Tmazirte et al., 2014),
is used as similarity measure for the residual created and shows higher accu-
racy and better results comparing with other methods. In (Mondal et al.,
2008), a robust unknown input observer for a class of nonlinear systems is
designed for an FDI methods through the Bhattacharyya Distance (BD). The
Quantum Jensen-Shannon divergence (QJSD) is used in pattern recognition
(Bai et al., 2015), chemical physics (Antolin et al., 2009), and other applica-
tions (Radhakrishnan et al., 2016),(De Domenico et al., 2015). As well, the
Kullback-Leibler Divergence proved its efficiency in different domains, in FTF
approach with FDI method for multi-robots localization in (Al Hage et al.,
2017). A general survey for the various informational divergences and measures
used in the literature can be found in (Basseville, 2013).
In the work cited above, in order to design residuals, the hypothesis, through
the chosen information metric, is that the evolution model is always considered
as a reference with respect to the observation model, despite the relevance of
the cases where the observations are very reliable. Besides, in cases where the
uncertainty may be high on both models, this assumption may lead to pro-
blems of missed detection in cases of possible faulty cases.
In this thesis, we propose a new way to generate these residuals by weighting
with a suitable way the two covariance matrices of the models using � as a
weight in the �-RD. Through the variation of � 2 [0;1], the �-RD generalizes
a large number of possible informational measures. Corresponding residuals
are then created based on proposed models for the fault-free cases and the
faulty cases. After residual creation, an adaptive thresholding method based
on �-Rényi criterion (�-Rc) is proposed in order to make decisions. In case
of error detection, an isolation algorithm based on UIO is used to remove the
error from the correction step of the chosen estimator.
In summary, to design an adaptive diagnostic layer, residuals must be com-
patible with system information as long as the system is activated, regardless
of environmental conditions. The proposed �-RD can provide this coherence
through its parameter �.
Before introducing �-RD and present the advantages, well known divergences
as the Kullback-Leibler, Bhattacharyya and others will be briefly presented.

Flash Back : Kullback-Leibler and Bhattacharyya Divergences as Re-
siduals

1. Kullback-Leibler Divergence
Note that this section is inspired from (Al Hage, 2016).After two years

of presenting the Shanon’s entropy, Solmon Kullback and Richard Leibler
invent the KLD at 1951 as the directed divergence between two probability
distributions P and Q (Kullback et Leibler, 1951). Then, the divergence is
discussed in Kullback’s book at 1959 (Kullback, 1959).
Consider two probability distributions P and Q. Normally, P represents data,
observations, or a computed probability distribution and Q distribution nor-
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mally represents a theory, model, description, or approximation of P . So the
KLD can be seen as the informational surprise provided by the observations :

For continuous case :

KLD(P jjQ) =
Z
x
p(x)log

 
p(x)

q(x)

!
(3.1)

For discrete case :

KLD(P jjQ) =X
x

p(x)log

 
p(x)

q(x)

!
(3.2)

It is also defined as the expectation of a log likelihood ratio which plays an
essential role in detection theory, and in realizing the detectability of change
(Tartakovsky et al., 2014), where it can be written as :

KLD(P jjQ) = Ep

 
p(x)

q(x)

!
(3.3)

In case of P and Q are two Gaussian distributions with means �p and �q
and covariance matrices �p and �q respectively, the KLD is written as :

KLD(P jjQ) =
1

2

"
trace(��1

q �p) + log

������q

�p

������M + (�p � �q)
T��1

q (�p � �q)

#
(3.4)

Where M is the dimension of distributions.
Based on the equation 3.4, the KLD can be interpreted as the sum of two
tests : 1) the test of averages represented by (�p��q)

T P�1
q (�p��q). And this

test assimilated to the Mahalanobis distance. 2) the test on the covariance
matrices illustrated by trace(��1

q �p)+ log
����q

�p

����M , and this test has the form
of the Bregman divergence and includes the mutual information between two
Gaussian distributions represented by log

����q

�p

���.

2. Bhattacharyya Distance
Like the KLD, the Bhattacharyya Divergence also called the Bhattacharyya

distance is a metric that measures the similarity between two discrete or conti-
nuous distributions. The BD between two probability distributions P and Q is
written as (Bhattacharya, Kar et al., 2009) :

BD(P jjQ) = � logBC(P jjQ) (3.5)

Where log represents the natural logarithm, and BC is the Bhattacharyya
coefficient described as :

BC(P jjQ) =
Z q

p(x) ·
q
q(x)dx continous case (3.6)
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BC(P jjQ) =Xq
p(x) ·

q
q(x)dx discreet case (3.7)

The BC itself is related to the squarred Hellinger distance through the
following relation :

Hell2(P jjQ) = 1

2

Z �q
p(x)�

q
q(x)

�2
dx

=
1

2

�Z
p(x)dx+

Z
q(x)dx� 2

Z q
p(x) ·

q
q(x)dx

�
= 1�BC(P jjQ)

(3.8)

The BD is also related to different other divergences as Chernoff and Rényi,
where for more details about Bhattacharyya one can refers to (Boussad,
2019).
One of the important advantages of BD is that there is no need to specify a
reference distribution, which is not the case for the KLD.

3. Chernoff Divergence
The Chernoff divergence known as Chernoff Information and Chernoff �-

divergence was first introduced by Chernoff in 1952. It is well known in infor-
mation theory for upper bounding the error probability of the Bayesian decision
rule. In the literature, it is used as a concept of symmetric distance in different
domains and applications, such as sensor networks (Julier, 2006), face recog-
nition (Zhou et al., 2005), and many others (Nielsen, 2013, Nielsen, 2011).
The Chernoff information between two pdfs P and Q is calculated through :

ChD(P jjQ) = � log min
�2(0;1)

Z
p�(x)q1��(x)dv(x) (3.9)

Where p and q are the Radon-Nikodym densities for P and Q with respect
to v, which is known as dominating measure (Nielsen, 2013).
When the P and Q distributions belong to the same exponential family, equa-
tion 3.9 can be written as follow :

ChD(P jjQ) = � logChC(P jjQ) (3.10)

Where ChC is called the Chernoff coefficient and written as :

ChC(P jjQ) =
Z
p�(x)q1��(x)dx (3.11)

Chernoff information is defined as the maximal ChD by minimizing the
ChC in the Bayes error upper bound, with 0 < ChC(P jjQ) � 1.
For multivariate Gaussian distributions, the Chernoff divergence between P
and Q with means �p and �q, and covariance matrices �p and �q respectively
can be seen if � > 0 as (Zhou et al., 2005) :
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ChD(P jjQ) =1

2
log

j��p + (1� �)�qj
j�pj�j�qj1�� +

�(1� �)

2
(�p � �q)

T (��p + (1� �)�q)
�1 (�p � �q)

(3.12)

One of the advantages that brings the Chernoff concept is that the Chernoff
distance generalizes many other distances, such as the Bhattacharyya distance
which is achieved through � = 1

2
, and the Bregman distance with few conditions

cited in (Nielsen, 2013). However, the Chernoff bound is considered difficult
to calculate or even approximate in practice (Nielsen, 2011).

3.3.3 Threshold Optimization

After defining the residual, it must be evaluated in order to make the opti-
mal decision for each case and assure the extraction of the faulty measurements
in case of existence. To do so, two hypotheses should be defined to represent
the faulty and non-faulty cases. By supposing that H0 and H1 represent the
hypothesis of non-faulty and faulty cases respectively (Al Hage et al., 2017),
Figure 3.1 illustrates the probability of each possible decision that can be made.
Where, u0 is the decision of choosing H0 and u1 is the decision of choosing H1.

Figure 3.1 – Information transmission model

based on figure 3.1 and 3.2, we can define the following probabilities :

— PD : the probability of detection is the decision of choosing H1 where
H1 is true :

PD = p(u1=H1) =
Z 1

th
p (x=H1) dx (3.13)

— PF : the probability of false alarm is the decision of choosing H1 where
H0 is true :

PF = p(u1=H0) =
Z 1

th
p (x=H0) dx (3.14)

— Pmd : the probability of missed detection is the decision of choosing H0

where H1 is true :

Pmd = p(u0=H1) =
Z th

0
p (x=H1) dx (3.15)
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Figure 3.2 – Different scenario probabilities

As we can see in figure 3.2, the overlapping between the probabilities, es-
pecially the zone that concerns the Pmd, is a very precise zone, which makes
decision making very sensitive. In the next sections we will briefly present some
of the existing criterion for decision making, then we will introduce the new
adaptive criterion as a new contribution, in the next chapter, in order to choose
the optimal threshold.

Kullback-Leibler criterion

In this paragraph, the Kullback-Liebler criterion (KLc) introduced by
(Al Hage et al., 2017), is presented briefly.

Using the information surprise, the optimization problem when a particular
value is observed can be done. The informational gain associated with a decision
uj corresponds to KLD between aposteriori and apriori distributions is :

KLD(p(H=uj)jjp(H)) =
X

i=f0;1g

p(Hi=uj) log
p(Hi=uj)

p(Hi)
(3.16)

Note that : p(H0) = P0, p(H1) = P1 = 1� P0

By defining the KLc as the summation of the KLD between the prior and
posterior distributions of chosen IF, one can write as following :

KLc = KLD(p(H=u0)jjp(H)) +KLD(p(H=u1)jjp(H)) (3.17)

Which can be written as :
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KLc =
�0

�0 + �0
log

�0

P0(�0 + �0)

+
�0

�0 + �0
log

�0
(1� P0)(�0 + �0)

+
�1

�1 + �1
log

�1

P0(�1 + �1)

+
�1

�1 + �1
log

�1
(1� P0)(�1 + �1)

(3.18)

Where,

�0 = P0(1� PF )

�1 = P0PF

�0 = (1� P0)(1� PD)

�1 = (1� P0)PD

P0 = p(H0)

(3.19)

The optimization of the threshold can be occurred by minimizing the pro-
bability of missed detection Pmd and maximizing the probability of detection
PD which are equivalent to maximizing KLc. This maximization is reached by
getting the derivative of KLc equal to zero : �KLc

�th
jth=� = 0, where th represents

the threshold, and written as follow :

@KLc

@v
=

X
i20;1

"
@�i
@v

"
�i

(�i + �i)2
log

 
1� P0

P0

�i
�i

!#
+
@�i
@v

"
�i

(�i + �i)2
log

 
P0

1� P0

�i
�i

!##
(3.20)

The derivative of KLc is detailed in (Al Hage et al., 2017). P0 is calculated
using the following equation :

P̂0 = 1�
Pn

i=1 h
i

n
(3.21)

Where hi = 0 if the decision is H0 or hi = 1 if the decision is H1. So
Pn

i=1 h
i

represents the windows taken for n past hypotheses.

Bhattacharyya Criterion

As the KL, the Bhattacharyya has its own criterion that will be presented
in this section.
The informational gain associated with a decision uj corresponds to Bhatta-
charyya divergence (BD) between aposteriori and apriori distributions is :

BD(p(H=uj)jjp(H)) = � log
X

i2(0;1)

p(Hi=uj)
1

2 q(Hi)
1

2 (3.22)
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Thus, the summation of BD associated with decisions u0 and u1, is given
by the following equation :

Bc = BD(p(H=u0)jjp(H)) +BD(p(H=u1)jjp(H)) (3.23)

By minimizing the summation of BD the threshold is optimized, the Bc can
be written as :

Bc = �
�
log(�0 + �0) + log(�1 + �1)� 1

2
log(0)� 1

2
log(1)

�
(3.24)

Where :

0 =
�2
0

P0
+

�2
0

1� P0

1 =
�2
1

P0
+

�2
1

1� P0

�0 = P0

q
1� PF

�1 = P0

q
PF

�0 = (1� P0)
q
1� PD

�1 = (1� P0)
q
PD

(3.25)

3.4 Fault Tolerance For Availability

3.4.1 Definition of Fault Tolerance

Before defining the term Fault Tolerance (FT), we must differentiate bet-
ween three overlapping terms : failure, fault, and error.

— Failure : a failure is a permanent interruption event that occurs when the
system breaks its specifications and becomes unable to properly perform
its mission under specific conditions. One or more faults may cause the
system failure, resulting in the termination of system operation, as well
the failure of a component leads to an error creation that appear as a
fault in the system.

— Fault : a fault is an unauthorized behavior of at least one system cha-
racteristic that disrupts normal standard operation, that may not affect
the overall system operation but degrades system performance, or that
may eventually lead to a failure, but which may be tolerable. A failure
is the assumed cause of an error, it is said to be active when it produces
an error, and latent when it has not yet been enabled. A latent error
is usually undetectable and can only be detected once it generates an
error or after a detailed analysis.

— Error : an error is incorrect information that, when processed by the
system’s normal algorithms, results in a subsequent failure. It does not
always lead to failure, but it can also cause other errors in the system,

CHAPTER 3. ADAPTIVE FAULT-TOLERANT FUSION
FRAMEWORK TO ENSURE FAIL-SAFE AND AVAILABLE LOCALISATION SYSTEM

45



3.4. FAULT TOLERANCE FOR AVAILABILITY

until this propagation finally causes a failure by deviating the system
from its proper function.

The existence or the generation of some faults and failure is something that
can be avoided totally. Whereas, these faults must be tolerated and compen-
sated to not cause a failure system. This can be achieved by the principle of
fault-tolerance.
Fault tolerance is the property that allows a system to continue to operate with
satisfactory performance despite the presence of one or more faults or, more
seriously, the failure of certain system components. The quality of performance
is directly proportional to the severity of the failure, where even a small failure
can result in total breakdown. The concept of fault tolerance can be seen as
an assurance of system reliability through testing and diagnostics, this concept
is concluded from the paper (Denning, 1976) when author said : "Reliabi-
lity means not freedom from errors and faults, but tolerance against them".
At a deeper level, fault tolerance not only tolerates faults caused by physi-
cal hardware degradation, software defects or environmental disturbances, but
also includes the ability to tolerate design faults that have not been detected
to date. Strictly speaking, a system is said to be fault-tolerant only if it does
not require external assistance for its fault tolerance.
Finally, and in order to design a fault tolerant system, one must be rigorous
dealing with three key features of fault tolerance :

1. the systematic identification and characterization of all the faults to be
tolerated,

2. development and choice of the technique(s) that provide protection
against detected faults,

3. analytical or experimental prediction of the effectiveness of the chosen
technique(s).

3.4.2 Fault Tolerance Applied To Fusion

In order to apply fault tolerance to data fusion, the specificity of the fusion
algorithms and how to choose the appropriate FT algorithm must be studied.
Before going into details, the purpose of FT needs to be clarified.
The FT attempts to react to the failure, where it normally contains a specific
strategy that monitors the state of the system and alerts a secondary algo-
rithm at the failure or damage level. This algorithm is called Fault Detection
and Diagnosis (FDD), which can be either Fault Detection and Isolation (FDI)
or Fault Detection and Identification (FDI).
Fault Detection detects the occurrence of a fault in the system. Then, fault iso-
lation locates the fault in the system upon detection. Where, fault identification
estimates the amount of the fault in the system. Once the fault is detected,
isolated or identified, suitable separation procedures can be implemented to mi-
nimize or remove its impact on the system. Thus, the main advantage of FDI
algorithm is that it keeps the system available and safe wherever the source of
disturbance was. On the other hand, the most important feature is to avoid
choosing a slow detection procedure in order to avoid one or more failures.
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Specificity Of Fusion Algorithms

Information fusion is the combination of information through different
sensors. Hence, as much as the number of sensors increases, the probability
to detect fault(s) increases. Thus, the need for a fault tolerant method
becomes necessary in order to avoid any system failure. The exciting
approaches in the literature are based on the duplication and comparison
techniques which can be divided into two categories (3.3) (Bader et al., 2017) :

— Hardware Redundancy approaches
The basic concept of the hardware redundancy approaches is to
measure a single crucial input parameter with two or more sensors
(usually three or more), then the operation of detection is done through
consistency checking provided by the redundant sensor measurements,
and the isolation for the faulty sensor using majority voting process. As
advantage, the hardware redundancy approaches are easy to implement,
and can provide a high degree of certainty for FDI. Nevertheless,
the use of redundant sensors is not always possible due to cost and
space restrictions.In addition, there is a quite probability for failure
as the redundant sensor are working in the same environment and
exposed to the same conditions which lead to the same expectation for
measurements.

— Analytical Redundancy approaches
Analytical redundancy also known as functional, inherent, or artificial
redundancy. This idea of this approach is achieved based on the func-
tional relationships between the measurements itself, providing a model
for the system. The approach finds the relation between the measured
inputs based on mathematical model, and generates residuals in order
to detect and isolate the faulty sensor (Jiang, 2011). Where, the ma-
thematical model is created using the underlying physics or deduced
from the measurements. And the generated residuals are in the form of
differences between the model outputs created and the actual received
measurements, taking into account the chosen techniques for FDI that
does not need any additional redundant sensors. After the residuals ge-
neration, a decision is made through thresholding technique to evaluate
the residuals and make the final decision for detection and isolation.
The analytical redundancy approaches can be applied using three dif-
ferent theory (figure 3.3) :

1. Model-based methods
2. Knowledge-based expert systems
3. Data-driven methods

As we are interested in model-based methods, one can refer to (Jiang,
2011) for more details about knowledge-based expert systems and data-
driven methods.
A model-based method with its three different way : 1) parity relations,
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2) Luenberger observers and Kalman filter, and 3) parameter estima-
tion, requires a strict mathematical model of the target system. Then,
the residuals (r) are generated based on the difference between the es-
timation of the model (ŷ), and the actual sensor measurements (y), as
follow :

rk = yk � ŷk (3.26)
Noting that, the FDI layer added between the a priori and a posteriori
play a critical rule in the decision of detection and isolation depending
on the coherence between the chosen divergence and the environmental
around which affect directly the residual.

Figure 3.3 – FDI categories and approaches

3.4.3 Impact Of An Adaptive Diagnostic Layer In A Fault
Tolerant Fusion Approach

In the previous sections, we mentioned the importance to design a suitable
fusion architecture for a fault tolerance approach, and we also discussed the
necessity to use adaptive diagnostic to deal with the different factors that can
affect the system performance. In this section, we explain in detail the impact
of adaptive diagnostics in a FTF architecture, and the points to focus on in
order to progress towards the robust choice.
The problem of robustness can be solved by defining the independent sensiti-
vities of the residual to uncertainties and faults. Hence, a robust FDI approach
is one in which the residual is insensitive to uncertainties while being sensitive
to faults (J. Chen et al., 2012). In analytical redundancy approaches, residuals
are the difference resulting from the consistency checking of the different va-
riables. In case of normal operation for the system, the residual has a zero
value, where it deviate from zero in case of fault existence. Through this resi-
dual propriety, the fault can be detected in the system. More general definition,
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residual can be seen as fault indicator or emphasis signal reflecting the faulty
status or behavior of the system being supervised. Through these definitions,
we conclude that one of the key characteristics of the residual, in ideal case,
is its independence from the inputs and outputs of the system. However, in
practical systems, and due to the different problems to which it is exposed by
the environment, and taking into consideration the type of applications and the
number of sensors used, these are factors that can force the system to accept
the failure at a certain level but keep it tolerated so as not to cause a failure.
In addition, the diagnosis of hard and sudden faults is considered particularly
easy due to their heavy impact on the FDI system and can be detected by ap-
plying an appropriate threshold to the residue. Nevertheless, incipient and/or
light defects have a small effect on the residue and can be considered as an
uncertainty in the modeling of the supervised system. Furthermore, it often
develops continuously and can grow slowly with very serious consequences.
This will not necessarily lead to a significant decrease in system performance,
but these faults will indicate that the sensor needs to be replaced before more
serious malfunctions appear. Although it may be tolerable in its initial phase.
Based on these points, the generation of residual is now considered as a key
solution for a robust FDI method, that carries fault information. Thus, a good
residual design reduces the loss of some fault information which must be as
small as possible. Finally, we can resume that an adaptive diagnostic based
on robust FDI approach through a good residual design will have a good im-
pact on the FTF architecture, by tolerating such types of faults whatever the
conditions surrounding the system environment.

3.5 Chapter Conclusion

The goal of the chapter is to present a diagnostic concept for fault tolerant
fusion approach. The main idea is to create a diagnostic layer that will be
sensitive to the system environment and able to adapt to the surrounding
problems. The main objectives of the fault tolerant fusion system is to provide
the following points :

— Fast response to faults,
— The FTF system will be at the maximum feasible performance level

considering the current state of the system’s functionality,
— The FTF system must deals with the maximum simultaneous faults can

reached,
— The FTF system should handles multi-faults as much as possible.
In order to achieve these points, the concept of adaptive diagnostic is intro-

duced gradually. Starting by the explanation of the reasons to use "adaptive",
where we present different factors that affect the diagnostic, such as the sur-
rounding environment, the key performance indicators requirements, and the
need of the trade-off between the attributes of dependability. After that, the
way to design an adaptive diagnostic layer is detailed, where different diver-
gences are presented.
Going to the heart, we explained the importance of the FT to be applied in
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fusion and the two existing approaches in the literature were presented then
detailed. The conclusion was that the impact of residuals is very important in
both detection and isolation parts, and an FDI method is considered a robust
method if the residuals are well generated and well related to surrounding en-
vironment around the system. Finally, the impact of the adaptive diagnostic,
that brings in an FTF architecture, highlighted its importance and its effect
on the residuals generation with the minimum loss of information.
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Chapter 4

Adaptive Fault Tolerant Fusion
Framework for Performing a
Robust, Precise, Available and
Fail-Safe State Estimation

4.1 Chapter Introduction

The main goal of this chapter is to deliver a concept of fault tolerant fusion
for a robust and fail-safe outdoor localisation of an autonomous vehicle. The
principle objectives that we aim, can be listed in :

— The proposed approach must have the ability to run in real time at any
conditions,

— The proposed approach should ensure the availability and the needed
safety,

— The FDI approach should provide good performance regardless of the
problems encountered in adapting to the surrounding environment,

— As the residuals are adaptive to the environment, the decision should
also be adaptive and take into consideration the multiple conditions that
affect the level of the decision, for example, the number of available
sensors, the type of application itself,...,

— All type of faults as sudden faults, soft faults, external and/or inter-
nal faults should be detected, and isolated from the final estimation step.

In order to achieve such needs, different problems should be solved. The
proposed approach deals with these problems by different strategies in different
levels. In term of data fusion, we propose a multi-sensor fusion (section 2.3)
approach based on the informational framework to overcome the problem of
availability of the system and its accuracy. Non-linearity problems are faced
through the non-linear Kalman filter in its informational form. As well, the
Maximum Correntropy Criterion (section 4.3.2) performs well dealing with
non-Gaussian noises. In term of fault tolerance, the unpredictable environment
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and conditions, as well the problem of coherence between the evolution
model and the observations are treated with the use of adaptive diagnosis
level, based on weighted �-RD residuals (section 4.4) created in the FDI
layer. The weighted �-RD residuals calculated between the predicted and the
corrected distributions of the MCCNIF are developed to discriminate between
normal and abnormal sensors behavior. In the thresholding level, basically
the decision is then taken by a threshold by considering a fixed false alarm
probability (Harmouche et al., 2015), or by using a fixed threshold like in
(Makkawi et al., 2019), through the Receiver Operating Characteristic (ROC)
curve. (Qian et al., 2015) proposes the MI criterion, in order to evaluate
candidate features in an incomplete information system. The maximization
of MI criterion is proposed in (Hoballah et al., 1989), in order to minimize
the ambiguity between the hypothesis and the decision. As well, the Bayes
criterion, and the maximization of PD in Neyman-Pearson criterion, are
presented in (Varshney, 2012). In Al Hage et al., 2017, the KLc is proposed
in order to select an optimal threshold from an interval of thresholds. In this
work, an adaptive threshold based on �-Rc is proposed. The �-Rc (section
4.4.5) selects the optimal threshold, which lies in an interval, related to the
historical behavior of the system, using the Maximum Likelihood Estimation
(MLE). The proposed framework for the multi-sensor AFTF approach consists
of four main parts (Figure 4.1) :

Figure 4.1 – The proposed architecture for fault tolerant multi-sensor fusion

— In the first part, the nth number of sensors data are combined using the
chosen estimator through the corresponding model.

— The detection stage of the FDI method represents the second main part.

52 CHAPTER 4. ADAPTIVE FAULT TOLERANT FUSION FRAMEWORK
FOR PERFORMING A ROBUST, PRECISE, AVAILABLE AND FAIL-SAFE STATE ESTIMATION



4.2. GENERAL APPROACH BLOCK DIAGRAM

Where, a global residual is designed based on the �-RD after calculated
the weighted value of �.

— The third part consists of an adaptive threshold, optimized by the �-Rc
in order to find the optimal missed detection (Pmd) and detection (PD)
probabilities.

— The fourth part is only activated if the threshold in the third part
indicates the fault(s) existence. This part is based on the UIO, where a
bank of the chosen IF is created for different observations combinations
at each instant k. Then, a set of �-RD residual is calculated for each
sub-filter and a decision-making step realized to indicate the existence
or not of fault(s).

In summary to the faced problems in localization and how it is proposed
to be solved, one can refer to table 4.1.

Table 4.1 – Problems faced in localization and proposed solutions

Problems faced Proposed solutions
System availability and accuracy Multi-sensor data fusion
Non-linearity state estimation pro-
blems

Nonlinear Kalman Filter in in-
formational form

Non-Gaussian noises Maximum Correntropy Criterion
as criterion

Changing in environment and KPI
requirements

Adaptive diagnostic layer

Multipath/NLOS, and other local
feared events causing safety issues

Fault Detection (FD) layer using
information metrics

Multipath/NLOS, and other local
feared events causing poor accuracy
and availability problems

Fault isolation layer using solu-
tion separation method

Misestimation of evolution and/or
observation covariance matrices

Residuals design using �-Rényi
Divergence

Difficulty to choose between False
alarm and missed detection rate

Adaptive thresholding using �-
Rényi criterion

4.2 General Approach Block Diagram

In this section, we detail the proposed approach in its different levels. In
this diagram, we used general terms like "chosen IF", "�-RD", and "�-Rc"
without specifying the chosen information filter or the value of �, in order to
explain after the importance of the proposed filter and � value.
The proposed fault tolerant multi-sensor fusion approach is illustrated in figure
4.2. The algorithm is applied by fusing GNSS observations (pseudo-ranges) and
odometer data using the chosen IF as the main estimator.
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Figure 4.2 – Detailed general diagram for the proposed approach

After specifying the value of � (detailed in the next sections), all the re-
ceived observations are involved in the calculation of the global �-RD. The
global residual is then tested with the threshold provided by the �-Rc. The
�-Rc is used in order to provide the optimal missed detection and detection
probabilities for each case. If the global residual is below the specified thre-
shold, so the use of all observations in the correction step of the chosen IF is
safe to estimate the position. Where in the opposite case, the isolation step
is activated to remove the erroneous measurements. The isolation method is a
hierarchical algorithm based on the UIO, where at each level, sets of the chosen
IF sub-filters are created using the number of observations available at the pre-
vious level minus one (n�1). At each level, local �-RD residuals are calculated
for each sub-filter and one erroneous satellite measurement is removed from
the next level. This process continues until all erroneous measurements are re-
moved and the final subset of observations has an �-RD below the threshold.
Finally, the final safe subset is used in the correction step of the chosen IF and
the estimated position is calculated.
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Noting that, during the whole process, the number of satellites is taken into
consideration. As it should not be less four satellites at instant k in order to
deliver a position (Lewandowski et al., 2010).

4.3 Toward a More Robust Criterion in Filtering

The estimation task comes from the need to find the expected monitoring
parameters of a "black" system from its outputs (measurements), which is
essential for many type of applications such as : wireless communication, signal
processing, image reconstruction, and etc.
Linear and Gaussian MMSE capabilities are a popular choice because they are
easy to use, easy to calculate and flexible. It has given rise to many famous
estimators such as the Wiener-Kolmogorov filter and the Kalman filter.

4.3.1 MMSE : The Ordinary KF Optimality Criterion

The Minimum Squared Error (MSE) criterion is an estimator with mini-
mum squared errors (which means that it is perfect in terms of statistics). In
the Bayesian perspective, the MMSE concept refers more specifically to the es-
timation based on the square loss function. Popularly, the Linear and Gaussian
MMSE is a frequently used choice because it is easy to use, easy to calculate
and flexible. It has given birth to many well-known estimators such as the
Wiener-Kolmogorov filter and the Kalman filter. Where, KF technique uses
the MMSE as a linear processing algorithm to recursively solve estimation pro-
blems.
Let x and z be two jointly distributed random vector variables with different
dimensions. Taking z as the observation known vector, and the estimator x̂(z)
of x as any function of the measurement z. Hence, the estimation error vector
is given by e = x̂� x and its mean squared error (MSE) is given by the trace
of error covariance matrix as :

MSE = tr
h
E(x̂� x)(x̂� x)T

i
= E

h
(x̂� x)T (x̂� x)

i
(4.1)

Taking into account statistical information such as the a priori p(x), the
MSE can be written as :

MSE =
Z
x
p(x=z)(x̂� x)T (x̂� x)dx (4.2)

Where, the a posteriori p(x=z)) is calculated through Bayesian chain rule
as :

p(x=z) =
p(z=x)p(x)

p(z)
(4.3)

Thus, the optimal MMSE estimator is then defined as the estimator by
finding minimal MSE :

x̂MMSE(z) = argminx̂MSE (4.4)
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Regardless of all the advantages of MMSE criterion, as it is easy to un-
derstand, and deal well with many types of applications, it still very sensitive
to heavy disturbances. Where in highly non-linear and heavy non-Gaussian
conditions, the well-known KF and its extensions show drop of the robustness
when dealing with large outliers caused by the MMSE criterion (Wu et al.,
2015).

4.3.2 MCC : A More Robust Criterion

Despite all the advantages that KF (or its informational form) has, its per-
formance can decline significantly under non-Gaussian noises in a non-linear
system. In this section, we introduce the Maximum Correntropy Criterion
(MCC) as a proposed solution to overcome this strong limitation.

Correntropy Definition

The correntropy defines a metric in the data space and is directly related to
information entropy. It is defined as a generalized correlation function, which
is directly related to the similarity probability of two scalar random variables
X and Y (Izanloo et al., 2016) defined by :

C(X;Y ) = E [ker(X;Y )] =
Z Z

ker(x; y)fXY (x; y)dxdy (4.5)

Where, E is the expectation and fXY (x; y) is the joint probability density
function of X and Y , which is unknown, and a finite number of sample data
are available. Therefore, the correntropy can be estimated by the sample mean
estimator as the summation of all statistical instants generated by the kernel :

C(X;Y ) =
1

N

NX
i=1

ker(xi; yi) (4.6)

Where N samples drawn from fxy(x; y) and ker is the positive definite
translation-invariant Gaussian kernel function calculated as the most popular
kernel called Mercer kernel under the form of :

ker(x; y) =
1p
2��

exp

 
� e2

2�2

!
(4.7)

with e = jjx� yjj and � is the kernel bandwith.
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Figure 4.3 – Kernel principal

The basic idea of kernel algorithms is to transform the data from the input
space to a high dimensional feature space (Santamaria et al., 2006). It is a
way of placing two dimensional plane into a higher dimensional space, so that
it is curved in the higher dimensional space. In general, what the kernel does is
that any plane in the three-dimensional space intersects the two-dimensional
plane that contains the data in a curved line rather than a straight line giving
more flexibility to choose the curve that separates the data (figure 4.3).

Maximum Correntropy as a Criterion

Given X a random vector variables with n � 1 dimensions, Z as the ob-
servation known vector with m � 1, the estimator X̂(Z) = f(Z) of X as any
function of the measurement Z, and the estimation error vector is given by
e = X̂ � X with a pdf pe(�). Hence, by maximizing the correntropy between
X and X̂ under the MCC, the estimator f can be written as :

fMCC = argmax
f2F

Cr(X; X̂) = argmax
f2F

E [ker(X � f(Z))] (4.8)

Where, the term maximization is chosen as the MCC estimator has been
shown to be a smoothed estimate of the maximum posterior probability, where
the PDF reaches its maximum value (B. Chen et Principe, 2012). F represents
the set of measurable functions of Z, and pe(�) is calculated through :

pe(�) =
Z
Rm

pXjY (�+ f(y)jy) dGY (y) (4.9)

With GY the distribution function of Y and pXjY (xjy) is the conditional
pdf of the variable X.
Finally, the estimator f under the MCC is written as follow :

fMCC = argmax
f2F

Z
R
ker(�)

Z
Rm

pXjY (�+ f(y)jy) dGY (y)d� (4.10)
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4.3. TOWARD A MORE ROBUST CRITERION IN FILTERING

The MCC shows a superiority in performance over other similarity mea-
sures, as the MMSE and the correntropy. These advantages can be summarized
as follows (B. Chen et Principe, 2012) :

— It is always bounded for any distribution,
— It includes all even-order moments, and the Kernel size plays a signifi-

cant role in the behavior of correntropy filters by weighting high-order
moments,

— Deals with high non-linearity and very useful for the case where the
signals are contaminated by heavy non-Gaussian noises,

— It is a measure of local similarity, and is very robust to aberrant points.

4.3.3 Development of MCC NIF

The filters which adopts the MCC, utilize correntropy between two random
variables as a cost function for designing the estimation (Izanloo et al.,
2016). This kind of filters based on MCC can achieve high performance in
highly non-linear and heavy non-Gaussian conditions (B. Chen, X. Liu et al.,
2017).

To overcome such problems, we introduce an original filter called the Non-
linear Information Filter (NIF) under the MCC (MCCNIF). The NIF deals
well with Gaussian noises but, its performance decreases when abruptly facing
heavy non-Gaussian noises causing a divergence. Conversely, the NIF deals
fairly with nonlinearity problems. Hence, to deal with non-Gaussian noises,
the MCC shows good performance especially with shot noises and Gaussian
mixture noises.
To estimate the position, MCCNIF uses two main steps :
The prediction step calculates the information matrix, represented by :

Yk=k�1 = [FkPk�1=k�1F
T
k +Bk(Qu)kB

T
k +Qk]

�1 (4.11)

Where :
Qu is the input vector variance-covariance matrix,
Qk is the model noise variance-covariance matrix,
Fk is the Jacobian matrix calculated as : Fk = @f

@X
jX=Xk�1=k�1

,
Bk is the Jacobian matrix calculated as : Bk =

@f
@u
ju=uk .

And the information vector by using :

yk=k�1 = Yk=k�1Xk=k�1 (4.12)

The corrected information matrix Yk=k�1 vector yk=k�1 are now calculated
through the chosen kernel respectively as :

Yk=k = Yk=k�1 +
NX
i=1

gIi(k) (4.13)
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yk=k = yk=k�1 +
NX
i=1

pIi(k) (4.14)

Where :

gIi(k) = keri;kH
T
i;kR

�1
i (k)Hi;k (4.15)

pIi(k) = keri;kH
T
i;kR

�1
i (k)[(Zi;k � Ẑi;k) +Hi;kXk=k�1] (4.16)

Where, R(k) is the covariance matrix of the observation noise "k, related to
the kind of noise in each case as follow :

— For white Gaussian noise :

R(k) = E
h
"k"

T
k

i
(4.17)

— For mixture Gaussian noise (MGn) (Izanloo et al., 2016) :

R(k) = �N(�y1; R1) + (1� �)N(�y2; R2) (4.18)

4.4 A Diagnostic based on �-Rényi Divergence

After a robust sensors fusion, an effective diagnostic layer has to be presen-
ted. In this work, we propose the �-RD for residual design, and we present in
details the features, and the advantages for this divergence.
The �-RD choice is based on the wide range of divergence measures offered,
by changing the value of � (Histace et al., 2015), which makes the divergence
more flexible with the type of application.
In chapter 5, we will see, that changing the parameter � has an important
impact on the residual design, which affect the detection layer, the decision-
making part, and the estimation.

4.4.1 �-Rényi Divergence as a Parametric Residual

For two probability distributions P and Q, the �-RD between P and Q is
non-decreasing as a function of its order �, and it is continuous on the set of
� for which it is finite. It can be written as :

RD�(P jjQ) = 1

�� 1
ln
Z
P�(x)Q1��(x)d(x) (4.19)

Where � 2 R+f1g (Van Erven et al., 2014).

As � approaches to zero, the Rényi entropy weights all possibilities more
equally, regardless of their dissimilarities. In the limit �! 0, the �-RD slides
to the negative log probability under Q that P is non-zero (Rényi et al., 1961) :

RD0(P jjQ) = lim
�!0

RD�(P jjQ) = � logQ(p > 0) (4.20)
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4.4. A DIAGNOSTIC BASED ON �-RÉNYI DIVERGENCE

If the two distributions have the same support then the
lim�!0RD�(P jjQ) = 0

This divergence is symmetric only in its arguments when � = 0:5, which
yields to the Bc and BD seen in equation 3.5 (Bhattacharya, Kar et al.,
2009) :

RD 1

2

(P jjQ) = �2 log
Z q

P (x) ·
q
Q(x)dx = 2BD(P jjQ) (4.21)

We recover the relativity entropy in the limit of � ! 1, where the re-
lation between �-RD and the KLD appears using the Hospital theorem
(Bhattacharya, Pati et al., 2019). This relation can be shown by the fol-
lowing equation :

RD1(P jjQ) = lim
�!1

(RD�(P jjQ)) = KLD(P jjQ) (4.22)

Note that, the RD�(P jjQ) is non-decreasing in � on [0; 1] [ f� 2
[1;1]jRD� <1g.

The RD�(P jjQ) is skew symmetry for 0 < � < 1 where it can be written
as RD�(P jjQ) = �

��1
RD1��(QjjP ), and for � = 2 the divergence becomes

related to the �2 (Bobkov et al., 2019).

Studying the convexity of Rényi entropy, it is neither convex nor concave but
considered as pseudo-concave for � > 1, where it is Schur concave for � > 0
(Ho et al., 2015). Its divergence RD�(P jjQ) is jointly convex in (P;Q) for
� 2 [0; 1], convex in Q for � 2 [0;1] and jointly quasi-convex in (P;Q) for
� 2 [0;1] (Erven et al., 2010).

The generation of residuals through �-RD makes the residual more flexible
and adaptable with the environment, the dynamic and the kind of errors.
Hence, to calculate the divergence between the two probability distribution
functions (pdfs) g(k=k� 1) � N (Xk=k�1;�k=k�1) and g(k=k) � N (Xk=k;�k=k),
representing the two covariance matrices of the prediction and the correction
steps provided by the chosen IF estimator, the �-RD can be written as the
following equation (Hobza et al., 2009) :

RD�(g(k=k � 1)jjg(k=k)) =
�

2
(Xk=k�1 �Xk=k)

T (��)
�1 (Xk=k�1 �Xk=k)� 1

2(�� 1)
log

j��j
j�k=k�1j1��j�k=kj�

(4.23)
Taking into consideration that �� = ��k=k+(1��)�k=k�1, �k=k�1 =

1
Yk=k�1

,
and �k=k =

1
Yk=k

. And, by considering that �
2
(Xk=k�1 �Xk=k)

T (
P

�)
�1(Xk=k�1 �

Xk=k) is the term A, and � 1
2(��1)

log
j
P

�
j

j
P

k=k�1
j1��j

P
k=k

j�
is the term B :
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Term A can be written as :
�

2
(Xk=k�1 �Xk=k)

T (��)
�1 (Xk=k�1 �Xk=k)

=
�

2
(Xk=k�1 �Xk=k)

T

0@ 1
�

Yk=k
+ 1��

Yk=k�1

1A (Xk=k�1 �Xk=k)

=
�

2
(Xk=k�1 �Xk=k)

T

 
Yk=k�1Yk=k

�Yk=k�1 + (1� �)Yk=k

!
(Xk=k�1 �Xk=k)

(4.24)

Term B can be written as :

� 1

2(�� 1)
log

j��j
j�k=k�1j1��j�k=kj�

=� 1

2(�� 1)
log

24������Yk=k�1 + (1� �)Yk=k
Yk=k�1Yk=k

����� 1

j 1
Yk=k�1

j1��j 1
Yk=k

j�
35

=� 1

2(�� 1)
log

������Yk=k�1 + (1� �)Yk=k
Yk=k�1Yk=k

������ 1

2(�� 1)
log

jYk=kj�
jYk=k�1j��1

=
1

2(�� 1)
log

����� Yk=k�1Yk=k
�Yk=k�1 + (1� �)Yk=k

�����+ 1

2(�� 1)
log

jYk=k�1j��1
jYk=kj�

(4.25)

Hence, the equation 4.23 can be written in the following form :

RD�(g(k=k � 1)jjg(k=k)) =
�

2
(Xk=k�1 �Xk=k)

T

 
Yk=k�1Yk=k

�Yk=k�1 + (1� �)Yk=k

!
(Xk=k�1 �Xk=k)+

1

2(�� 1)
log

����� Yk=k�1Yk=k
�Yk=k�1 + (1� �)Yk=k

�����+ 1

2(�� 1)
log

jYk=k�1j��1
jYk=kj�

(4.26)

This residual consists of three kind of tests that deal with the two pdfs in
different ways :

1. The first test : (Xk=k�1 �Xk=k)
T (

Yk=k�1Yk=k
�Yk=k�1+(1��)Yk=k

)(Xk=k�1 �Xk=k)

represented by the weighted Mahalanobis distance, is to measure the
distance between the means, taking into the consideration the � value
which weights distance through its impact on the covariance matrices,

2. The second test : log j Yk=k�1Yk=k
�Yk=k�1+(1��)Yk=k

j
can be compared to the weighted Bregman, taking into account the
weight of � for each covariance matrice,

3. The third test : log jYk=k�1j
��1

jYk=kj�

represented by the weighted MI, where in this test, the two pdfs are
compared based on their weighting value related to the value of �.

These tests creating the generalized �-RD residual, show a weighty flexibi-
lity related to the value of �.
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4.4.2 Physical Interpretation of �-Parameter

To interpret the impact of using � in the �-RD residual and its effect on
the residual by a physical interpretation, let’s take the pdfs of the prediction
and correction covariance matrices to judge them on the balance of �.

Fig.4.4 explains the effect of � on the residual by rebalancing the confidence
between the pdfs of prediction and correction covariance matrices in different
cases.

Figure 4.4 – illustration of the adjusting effect played by alpha in the residual
rebalancing the probability distributions

In case if the covariance matrice pdfs of prediction and correction are
equal and � = 1� � = 0:5, so the equilibrium is achieved, and the confidence
is equally distributed between the covariance matrices representing the
prediction and correction (case one). But if this � becomes greater than 1� �
so the confidence tends to the prediction, and it is converted to the correction
if � is less than 1� �.

Another case is also treated by �, where even if the prediction is greater
than the correction, the confidence will not remain by the side of prediction,
but it is shifted to the correction side if the � is less than the 1�� (case two).
The same scenario can be applied in case the prediction is less than the
correction. Where the confidence is not on the side of the correction but it
is transmitted to the prediction side if the � is higher than the 1�� (case three).

The suitable � and its effect on the �-RD make the weighting much ea-
sier, by changing the value of �. This property in �-RD opens the capability
to create residuals more robust and reliable to the modeling error vs: sen-
sors faults, where the value of � adjusts the residual according to the type of
application.
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4.4.3 Establish A Residuals Parameterization Policy Ba-
sed On Operational Requirements And Changes In
Navigation Context

Taking into account the different purposes for the use of an adaptive
diagnosis explained in section 3.3.1, the adaptive diagnosis is proposed in this
section based on multiple reasons. First, we are dealing with two models, the
evolution model and the observation model. The limitations that restrain the
odometer sensor, as well as the limitations of GNSS, due to many different
causes listed in section 2.2.2 and 2.2.1 respectively, lead us to rely on neither of
the two models. On the other hand, we cannot avoid the fact that observations
in good environment (open sky and/or LOS for example) can be very useful
for an accurate estimation. In order to avoid such suspicion in the decision of
the reference model, the adaptive diagnosis is proposed as a solution to the
problem encountered.

For the choice of the � value at each instant k, and knowing that there is
no reliable reference between the two models, we propose a solution to weight
the two models equally through � balance. The following equation take into
consideration the covariance matrix �k=k�1 of the prediction step representing
the evolution model, and the covariance matrix �k=k of the correction step
representing the observation model, then weight equally the matrices.

�j�k=k�1j = (1� �)j�k=kj (4.27)

this equation leads to the weighted value of � :

� =
j�k=kj

j�k=k�1j+ j�k=kj (4.28)

which is written in informational form as :

� =
jYk=k�1j

jYk=kj+ jYk=k�1j (4.29)

One can notice that regardless of their original weights, using the equality
in equation 4.29, the weight is equally distributed between the prediction and
correction pdfs. The adaptive � avoids the problem of model’s reference faced
along the trajectory by proposing a new residual at each instant k.
Based on the interpretation in figure 4.4, our proposed equation 4.29 for calcu-
lating � can be interpreted in the same balance. Where, in figure 4.5, we can
see that whatever the case is, equilibrium will surely occur. This equilibrium
is achieved by � which redistributes the difference between the two edges of
the balance to equalize the two sides.
Through this proposed solution, the problem at the level of model reference is
solved, but the divergence used at each instant k will create its corresponding
residuals related to the value of �. In such way, the generation of the two pdfs
representing the faulty-free and the faulty cases will be another problem to be
solved.
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Figure 4.5 – Physical interpretation for � balanced

4.4.4 An Infinity Of Residuals Implies An Infinity Of Sta-
tistical Characterization ... How To Solve ?

The policy chosen in treating the adaptive diagnosis leads to an infinity
of residuals, which implies an infinity of statistical characterization. In fact,
creating the two pdfs for an infinite values of � will be hard and will take a lot
of time. So, to avoid such problems, we propose a simple solution by creating
mathematical models able to estimate the two pdfs. The diagram in figure 4.6
shows the procedure used to create these models.

Figure 4.6 – Diagram to create two probability distributions

Using real sensors data, for many values of �, residuals are calculated
and the two pdfs for faulty and non-faulty cases are created through a non-
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supervised learning method for each value of �. Then, the means and the
variances are extracted and plotted with respect to �. Hence, a function that
approximates these values is created. This function represents the mathemati-
cal model to estimate a new value of � (figure 4.7).

(a) Estimated and real means (b) Estimated and real variances

Figure 4.7 – Extracting estimated means and variances from real values

Mean and variance Models created take the following mathematical form :

1. For non-faulty cases :
Mnf =

X
i=1;n

ai�
i

Vnf =
X
j=1;n

bj�
j

(4.30)

2. For faulty cases :
Mf =

X
k=1;n

ck�
k

Vf =
X

m=1;n

dm�
m

(4.31)

Where a, b, c, and d are considered as constant values. Using the above
models, one is able to approximate the mean and variance for the new value
of � in order to create the two pdfs.

4.4.5 �-Rényi Criterion Generalizing Threshold Optimiza-
tion

a. �-Rc design

Based on the equation (4.19), the informational gain associated to the
decision uj, represents the �-Rényi divergence between the a priori and a
posteriori distributions. This gain can be written as :

RD�(p(H=uj)jjp(H)) =
1

�� 1
log

X
i2f0;1g

(p(Hi=uj))
�(p(Hi))

1�� (4.32)
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Therefore, the �-Rényi criterion represented by the summation of the informa-
tional gain corresponding to decisions u0 and u1, is written as :

Rc� = RD�(p(H=u0)jjp(H)) +RD�(p(H=u1)jjp(H)) (4.33)

which leads to :

Rc� =
1

�� 1

X
i2f0;1g

log
X

j2f0;1g

 
p(uj=Hi)

p(uj)

!�
p(Hi) (4.34)

Thus, the �-Rényi criterion is written as :

Rc� = 1
��1

logP0(1� P0)

+ 1
��1

log [[P010 + (1� P0)�10]
� + [P010 + (1� P0)1�0]

�]

+ 1
��1

log [[P0�10 + (1� P0)�1�0]
� + [P01�0 + (1� P0)�1�0]

�]

� 2�
��1

log [P00 + (1� P0)�0]

� 2�
��1

log [P01 + (1� P0)�1]

(4.35)

where : 0 = 1� PF , �0 = 1� PD, 1 = PF , and �1 = PD.

b. Variation of �-Rc

The variation of �-Rc is studied through the derivative of the �-Rc with
respect to a given variable v. This derivative is calculated based on equation
(4.35) and written as :

@Rc�

@v
=

�

�� 1

�
P

i2f0;1g 
��1
i [P0�i + (1� P0)��i]

��1
h
(P00 � P01 + (�1)i+1(1� P0)��i)

@1
@v

+ (�1)i+1(1� P0)i
@�1
@v

i
P

i2f0;1g 
�
i [P0�i + (1� P0)��i]

�

+

P
i2f0;1g �

��1
i [P0�i + (1� P0)��i]

��1
h
((�1)i+1�i + (1� P0)�0 � (1� P0)�1)

@�1
@v

+ (�1)
�i+1�i

@1
@v

i
P

i2f0;1g �
�
i [P0�i + (1� P0)��i]

�

� 2
X

i2f0;1g

P0
@i
@v

+ (1� P0)
@�i

@v

P0i + (1� P0)�i

�
(4.36)

1. for PF = constant, the derivative of �-Rc with respect to PD is written
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as :

@Rc�
@PD

=
�

�� 1

"
(1� P0)

P
i2f0;1g(�1)i+1��i [P0i + (1� P0)�i]

��1P
i2f0;1g 

�
i [P0�i + (1� P0)��i]

�

+

P
i2f0;1g �

��1
i [P0�i + (1� P0)��i]

��1
h
(�1)i+1P0�i + (1� P0)(1� 2�1)

i
P

i2f0;1g �
�
i [[P0�i + (1� P0)��i]

�]

� 2
X

i2f0;1g

(�1)i+1(1� P0)

P0i + (1� P0)�i

#
(4.37)

Based on equation (4.37) :

@Rc�
@PD

= 0 if PD = PF ,
@Rc�
@PD

> 0 if PD > PF ,
@Rc�
@PD

< 0 if PD < PF .

We conclude that, �-Rc is a decreasing function on [0; PD[ and an in-
creasing function on ]PD; 1] with a minimum point reached at PD = PF .
So, by maximizing the �-Rc, the PD is maximized when PF is fixed.

2. for PD = constant, the derivative of �-Rc with respect to PF is written
as :

@Rc�
@PF

=
�

�� 1

"
P0

P
i2f0;1g(�1)i+1���i [P0i + (1� P0)�i]

��1P
i2f0;1g(�1)i+1��i [P0�i + (1� P0)��i]

�P
i2f0;1g 

��1
i [P0�i + (1� P0)��i]

��1
h
P0 + (�1)i+1(1� P0)��i � 2P01

i
P

i2f0;1g 
�
i [P0�i + (1� P0)��i]

�

� 2
X

i2f0;1g

(�1)i+1P0

P0i + (1� P0)�i

#
(4.38)

Based on equation (4.38) :

@Rc�
@PF

= 0 if PF = PD,
@Rc�
@PF

> 0 if PF > PD,
@Rc�
@PF

< 0 if PF < PD.

We conclude that, �-Rc is a decreasing function on [0; PF [ and an increa-
sing function on ]PF ; 1] with an minimum point reached at PF = PD.
So, by maximizing the �-Rc, the PF is minimized when PD is fixed.

As conclusion, in order to minimize the false alarm probability and to
maximize the detection probability, it is equivalent to maximizing the
�-Rc which is achieved where PD = PF .
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4.4.6 Threshold Optimization Algorithm

As we are interested in minimizing the missed detection probability and
maximizing the detection probability, the threshold corresponding to these
conditions is found by the maximization of �-Rc.

Starting from the Bayes rule :

p(x=H1)p(H1)

p(x)

H1

≷
H0

p(x=H0)p(H0)

p(x)
(4.39)

which leads to the likelihood ratio test written as :

� =
p(x=H1)

p(x=H0)

H1

≷
H0

p(H0)

p(H1)
(4.40)

and by setting the derivative of �-Rc in equation 4.36 to zero (@Rc�
@v
jv=th = 0),

the likelihood ratio, linked to the threshold @PD
@PF

= �, that maximizes the �-Rc
is written as :

�
H1

≷
H0

a(A01 + A10) + b(B01 +B10) +
PM
V
)

C01(A01 � A10)� C10(A01 + A10) + d(B01 +B10) +
PN
V
)

(4.41)

where :

lij = P0�ji + (1� P0)�j�i

nij = P0ij + (1� P0)�ji

Aij = l�ij; Bij = n�ij; Cij = n��1ij (1� P0)0

a = [�P0(0 � 1) + (1� P0)�1]n
��1
ij + [�P0(0 � 1)� (1� P0)�0]n

��1
ji

b = l��1ij P0�1 � l��1ji P0�0

d = P00 � (1� P0)(�0 + �1)l
��1
ij � P01 + (1� P0)(�0 � �1)l

��1
ji

P = (n�ij + n�ji)(l
�
ij + l�ji)

M = 2P 2
0 (0 � 1) + 2P0(1� P0)(�0 � �1)

N = 2(1� P0)(1 � 0) + 2(1� P0)
2(�1 � �0)

V = P 2
0 01 + (1� P0)P00�1 + (1� P0)P0�01 + (1� P0)

2�0�1
(4.42)

with :

i = j 2 f0; 1g
The threshold optimization algorithm is given as follows :

4.5 A Fault Tolerant Architecture based on UIO

In the field of diagnostic and monitoring, the FDI methods are considered as
the robust solution for uncertainties and unknown disturbances in a complex
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Algorithm 1: Threshold optimization based on �-Rc
Estimate P0;
�-Rcmax = 0;
for � = �min to �max do

calculate the corresponding P �
D and P �

F

calculate �-RD�

if �-RD� > �-Rcmax then
�-Rcmax = �-RD�;
P opt
D = P �

D;
P opt
F = P �

F ;
�opt = ��;

end
end

dynamic systems. As mentioned in the previous sections, there are a great
variety of model based FDI methods in the literature. Therefore, model-based
FDI is in fact designed on a number of idealised hypotheses. First, concerning
the mathematical model used as an accurate replica of the dynamic system.
And second the inability to anticipate problems arising from practical systems
as inescapable perturbations and model uncertainties, which lead to bias in the
residual, hence, a wrong response to unexciting fault in the sensor. Based on
this point, the robustness in FDI is directly related to the impact of system
uncertainties on the FDI method performance. Thus, a robust FDI method
must generate residuals sensitive to faults and not to uncertainties and/or
unknown perturbations. One of the most used implementations is the concept
of the disturbance decoupling principle. Where the Unknown Input Observers
has been widely studied and has been successfully applied in several fields of
application.
UIO is defined in (J. Chen et al., 2012) as : "An observer is defined as an
unknown input observer for the system, if its state estimation error vector
approaches zero asymptotically, regardless of the presence of the unknown
input (disturbance) in the system".
The general concept of the UIO design is to decouple the perturbations from
the state estimation error. In other words, the idea is to extract an observable
subsystem from the original system, and in this sub-system the fault(s) of
interest are revealed, while the rest of the fault(s) are not. Then an observer
gain is obtained through Kalman filter family (figure 4.8). Therefore, the choice
of the information filter makes a lot of sense and is more suitable for this type
of architectures. Where in the informational form, it will suffice to remove the
contribution of each observation in order to isolate the fault.
Before any UIO based FDI design, three questions should studied :

1. what are the suitable conditions to achieve multi-fault isolation ?

2. what is the limit of faults removed simultaneously ?

3. What is the best design for multi-fault isolation method ?
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In the literature, two different type of UIO design approaches are exist.The
first study supposes some a priori information about the immeasurable inputs,
where, the second suggests to reconstruct the state of the linear system through
an observer able to deal with the presence of unknown inputs.
Noting that, UIO methods are designed for a linearized system around an
operating point. Hence, for a good performance results the linearization should
not lead a large difference between the linear created model and the non-linear
behavior. Thus, in order to design a non-linear UIO method, three main points
should be taken into consideration :

1. Techniques based on non-linear state transformation,

2. Techniques based on linearization,

3. observers for particular classes of nonlinear systems.

Figure 4.8 – UIO architecture design

A brief example in figure (figure 4.8) of the UIO architecture is presented.
Where, the MCCNIF is chosen as the main estimator, then, subsets of MCC-
NIF are used for each possible combination of satellites. Thus, a residual is
calculated for each subset and compared with the optimized threshold. The
details of the process are presented in chapter 4, and 5.
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4.6 Chapter Conclusion

In this chapter, we presented the proposed approach. Where, the role of
each part in the approach is discussed in different sections, in order to highlight
each proposed contribution. First, an introduction to the proposed framework
is presented, and a table summarizing the problems that may be encountered
in an experiment is shown, along with proposed solutions. Next, the approach
is described through a block diagram showing the details of each part of the
algorithm. The first one is focusing on the fusion sensors part, and the rele-
vance of choosing robust criterion for a robust estimator. Based on the given
explanation, a filter called MCCNIF is proposed and developed. Going to the
diagnosis section, we proposed a parametric residuals design based on �-RD,
followed by an interpretation for the impact of the parameter � on the resi-
duals. The originality that �-RD offers is that the residuals can be related to
the environment through the � parameter. One of the solutions to select the
value of � is proposed by the concept of � balance, that assure the equili-
brium between the evolution and observation models. By proposing an infinity
of residuals, an infinity of faulty and non-faulty distributions must be created.
Hence, a mathematical models were proposed to solve such problem. Going to
the decision part, �-Rc for adaptive thresholding is proposed and developed. In
addition, the design of the �-Rényi criterion for an optimized decision making
is shown. Finally, and after the decision is made, a fault tolerant architecture
based on separation algorithm is proposed. The UIO design was proposed and
the reason of the choice was explained.
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Chapter 5

Application : Robust and Fail-Safe
Outdoor Localisation of an
Autonomous Vehicle

5.1 Chapter Introduction

The previous chapters were dedicated to the explanation of the concept of
proposed AFTF approach as well as relevant terms were defined. This algorithm
is applied in this chapter on a real application and the results are presented in
a way to highlight the effect of each main part of the algorithm. The whole fra-
mework is tested in real conditions using an autonomous vehicle multi-sensor
localization task in different stringent environments. Where, a combination of
the GNSS with the odo data by a tight coupling, through a robust optima-
lity criterion, the maximum correntropy criterion, and a fault detection and
isolation strategy, for a robust and fault tolerant multi-sensor fusion approach
is presented, taking advantage of the information theory. The new estimator
filter will be presented and discussed combining the advantages of the NIF
under the MCC. Where, the NIF deals fairly with nonlinearity problems, and
the MCC shows good performance with non-Gaussian noises, especially with
shot noises and Gaussian mixture noises. To detect and isolate the erroneous
measurements, an adaptive diagnosis approach through an FDI layer, based on
�-RD between the a priori and a posteriori probability distributions, is propo-
sed. Then, an adaptive threshold is calculated as a decision-making part of the
proposed framework based on the �-Rc.

5.2 Technical Aspects

In this section and before introducing the experimental results and how the
proposed algorithm is applied using GNSS/odo fusion, a brief introduction, for
the type of data and the main tools used for the experiments, is presented.
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5.2.1 Data Acquisition Equipment Details

The equipment needed and used for data acquisition in the experimental
results are detailed as following :

1. odometer data

Data are mainly calculated from the encoder, related to the vehicle
wheels, that acquires the data from the Can-Bus of the car, with a
frequency of 50Hz, in the form of (�; !), representing the elementary
displacement and elementary rotation respectively.

2. References data (ground-truth)

In order to create trajectory references, an accurate GNSS receiver must
be used. In our experiments, we were based on the Septentrio receivers in
certain trajectories, and on the PwrPak7 of Novatel in the others. They
both use RAIM solution, and are multi-constellation, where, tracks all
known and future GNSS signals from GPS, GLONASS, Galileo, BeiDou,
IRNSS, QZSS, and SBAS.
— Septentrio receivers

The AsteRx4 (figure 5.1a) and the PolaRx5 (figure 5.1b) are two
types of Septentrio receivers used for ground-truth creation. Both
are multi-frequency engine receiver, that provide high accuracy and
functionality, with up to 20 Hz data output rate. In addition, the
AsteRx4 is a triple-frequency engine with dual antenna receiver, and
can deliver high accuracy scalable to cm (centimeter) level using RTK
(Real-time kinematic) solution, and dm (decimeter) level through
PPP (Precise Point Positioning).

(a) AsteRx4 receiver (b) PolaRx5 receiver

Figure 5.1 – Septentrio receivers

— PwrPak7 receiver

PwrPak7 is also a high accuracy receiver offered by NovAtel. It de-
livers scalable GNSS with internal storage (16 GB) and INS options
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with up to 100 Hz maximum data rate, and can reach an RTK ac-
curacy level of 1cm+ 1ppm(parts� per �million).

Figure 5.2 – PwrPak7 - NovAtel receiver

3. U-blox receiver

EVK-M8P receiver is one of the lowest cost and most available option
offered by u-blox, that provides access to the raw GNSS position signals
(pseudo-range and carrier phase). It is used to apply our proposed ap-
proach, in order to see how we are able to deliver, and reach the accuracy,
and the precision provided by the Septentrio and NoVatel.

5.2.2 Trajectories details

The equipment mentioned above are used in different trajectories for data
collection and experiment tests. We present the real 2D view, using Google
Earth software, in figure 5.3 illustrating the trajectories. Where for collecting
the statistical data needed to create the distributions (faulty and non-faulty),
we used the same installation with the same receivers and equipment using
all the six trajectories (C1, C2, C3, C4, C5, and C6). Then, some of these
trajectories (C1, C3, C4) interesting in term of faults are chosen in order to
implement, and present the results. It is possible to provide the results for each
of these trajectories, but this will be redundant because the same behavior
in the results is repeated in each of them. Then, we detailed the acquisition
information for each trajectory in the table 5.1.
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(a) 2D C1 trajectory (b) 2D C2 trajectory

(c) 2D C3 trajectory (d) 2D C4 trajectory

(e) 2D C5 trajectory (f) 2D C6 trajectory

Figure 5.3 – Trajectories references

Table 5.1 – Data acquisition information for trajectories

Trajectory name Acquisition lo-
cation

Number of epochs Trajectory length

C1 Villeneuve-d’Ascq 261 1134.2 meters
C2 Villeneuve-d’Ascq 610 3444.6 meters
C3 Villeneuve-d’Ascq 1477 9844.71 meters
C4 Villeneuve-d’Ascq 370 348.85 meters
C5 Villeneuve-d’Ascq - 467.45 meters
C6 Villeneuve-d’Ascq - 2473.02 meters

5.2.3 Development And Processing Tools

Within the framework of our developments, we have adopted the use of a
software whose purpose is to perform GNSS positioning with different types
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of open GNSS receivers, called "goGPS". The goGPS is a positioning software
application designed to process GNSS observations for absolute or relative po-
sitioning (Herrera et al., 2016). It is published under a free and open-source
license dedicated to the processing of GNSS raw data. The first version of
goGPS was released in 2009, and was initially created for low-cost single fre-
quency GPS receivers, but today it can fully exploit multi-constellation, multi-
frequency and multi-track observations. The goGPS implements multiple algo-
rithms to analyze the data and can currently produce epoch-by epoch solutions
by Least Squares Adjustment (LSA), or multi-epoch solutions by Kalman filte-
ring. Starting with the original version of goGPS, we integrated our algorithms
as well different tested filters like the NIF, UKF, UIF, MCCEKF, MCCNIF,
MCCUKF, and MCCUIF (figure 5.4). The goGPS collects input observations
either by reading standard RINEX files, from low-cost or geodetic receivers,
or by decoding receiver-specific binary formats. Currently, only the MATLAB
version provides a graphical user interface.

Figure 5.4 – goGPS interface

As we can see in figure 5.4, the MATLAB interface provided by the goGPS
allow to user to choose between different weighting model : 1) weight all the
observations equally, 2) as function of elevation of the satellites, 3) as function
of Signal-to-Noise Ratio (SNR), and 4) as a combination of the elevation with
the SNR. It also offers the possibility to run either in real-time mode, or in
post-processing mode. In real-time mode the data are collected via USB port
from the receiver and the master station data via internet. Otherwise, in post-
processing mode the reading master and rover RINEX files are saved during
the real-time acquisition data. The new incarnation of goGPS limits most of
the effort required to process RINEX files.
Noting that, the philosophy of Receiver Independent Exchange Format (RI-
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NEX) has been developed by the Astronomical Institute of the University of
Berne for the easy exchange of the GPS data to be collected during the large
European GPS campaign "EUREF 89". RINEX is the standard format that
allows the treatment and elimination of measurements generated by a receiver.
It allows the storage of pseudorange, carrier phase, Doppler and GNSS SNR
measurements. This set of received data are defined as :

— Pseudo range measurement (or code measurement) is a measure of the
propagation time required for a time mark transmitted by a satellite to
reach the receiver on Earth,

— The principle of carrier phase measurement is the comparison of the
phase of the wave received by the receiver with the phase of a wave
generated inside the receiver, which is a replica of the satellite signal,

— Signal-to-Noise Ratio is a ratio of signal power to the noise floor of the
GNSS observation, the measured SNR are directly related to carrier
phase errors due to multipath (Bilich et al., 2007),

— Doppler measurement provides information on the relative speed of the
receiver with respect to the satellite. It is the difference between the fre-
quency of the received signal measured by the receiver and the frequency
of the source signal emitted by the satellite.

5.3 MCCNIF Versus Classical MMSE-Based NIF
Robustness Against Non-Gaussian Noises

After presenting the tools and the equipment used in our experiments, we
illustrate in this section the results of the proposed algorithm by highlighting
the importance of each main part in details.
The first presented results focus on the fusion part and how the filter can affect
the robustness of the system. In this section, we propose a filter named "MCC-
NIF". This combination allows to deal with the non-linearity problems through
the NIF, and to treat the non-Gaussian noises with the MCC. To ensure an
accurate and a robust estimated position, its robustness against non-Gaussian
noises and in sensors fusion are tested in the following sub-sections. Where
after studying the sensor fusion, an experiment of the localization system is
stressed by injecting Gaussian mixture noises (MGn) in order to highlight the
interest of the MCC facing non-Gaussian noises.

5.3.1 Tight GNSS/Odometer Intergration Through MCC-
NIF

The fusion of GNSS pseudo-ranges and odo measurements is presented and
occurred under the MCCNIF. The vehicle position and orientation are illus-
trated with the offset of the receiver clock and its variation in the state vector
represented by :
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Xk = [xk yk zk �k c�tr;k c
@�tr;k
@k

]T (5.1)

Where : [xk yk zk]T is the position given at instant k in the Earth Centered
Earth Fixed frame. c is the speed of light, �k the vehicle’s heading, �tr;k is the
clock shift of the receiver with respect to GNSS reference time and k is the
sampling time.

The multi-sensor fusion is assured through two main steps that compose
the MCCNIF :

1. The prediction step estimates the state vector, through the NIF, it is
estimated using :
— the information vector obtained by :

yk=k�1 = Yk=k�1Xk=k�1 (5.2)

— the information matrix calculated using :

Yk=k�1 = [FkPk�1=k�1F
T
k +Bk(Qu)kB

T
k +Qk]

�1 (5.3)

Considering :
Qu is the input vector variance-covariance matrix,
Fk is the Jacobian matrix of f : Fk = @f

@X
jX=Xk�1=k�1

,
It can be written as :

Fk =

2666666664

1 0 0 ��k sin(�k�1=k�1 +
Te!k
2

) 0 0
0 1 0 �k cos(�k�1=k�1 +

Te!k
2

) 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 Te
0 0 0 0 0 1

3777777775
(5.4)

Bk is the Jacobian matrix calculated as : Bk =
@f
@u
ju=uk .

It can be written as :

Bk =

2666666664

cos(�k�1=k�1 +
Te!k
2

) �1
2
�k sin(�k�1=k�1 +

Te!k
2

)
sin(�k�1=k�1 +

Te!k
2

) 1
2
�k cos(�k�1=k�1 +

Te!k
2

)
0 0
0 1
0 0
0 0

3777777775
(5.5)

The predicted state Xk=k�1 is computed using the state transition mo-
del :

Xk=k�1 = f(Xk�1=k�1; uk) + bk (5.6)

where :
f(Xk�1=k�1; uk) = TXk�1=k�1 + Akuk (5.7)
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T is the model transition matrix defined by :

T =

2666666664

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 Te
0 0 0 0 0 1

3777777775
(5.8)

Te is the sampling time. Ak is the input matrix defined by :

Ak =

2666666664

cos(�k�1=k�1 +
Te!k
2

) 0
sin(�k�1=k�1 +

Te!k
2

) 0
0 0
0 1
0 0
0 0

3777777775
(5.9)

uk is the input vector consisting of the elementary translation � and
rotation ! of the vehicle : u = [�; !]. And bk is the model noise consi-
dered to be a Gaussian white noise of zero mean value and covariance
matrix Qk.

2. After pseudo-ranges reception, the equations of the correction step can
be evaluated. The estimation of state vector is corrected by taking into
consideration the GNSS pseudo-ranges observations. These observations
measurements can be described as :

Zk = HkXk + �k (5.10)

Where Zk is the pseudo-range observations vector,
Hk is the observation matrix which seen as :

H =

2666666664

rHxs
1

xpr 0 rHys
1

ypr 0 rHzs
1

zpr 0 1 0
...

...
...

...
...

...
...

...
rHxsi

xpr 0 rHysi
ypr 0 rHzsi

zpr 0 1 0
...

...
...

...
...

...
...

...
rHxsn

xpr 0 rHysn
ypr 0 rHzsn

zpr 0 1 0

3777777775
(5.11)

With :

rHxsi
xpr =

@�x
s
i

@x
= �(xsi � x̂pr)

�si

rHysi
ypr =

@�y
s
i

@y
= �(ysi � ŷpr)

�si

rHzsi
zpr =

@�z
s
i

@z
= �(zsi � ẑpr)

�si

(5.12)

and �k is the observation noise with a covariance matrix Rk represented
as :
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— For Gaussian noise :

R(k) =

2664
�2�1 � � � 0
... �2�j

...
0 � � � �2�n

3775 (5.13)

— For mixture Gaussian noise (MGn) :

R(k) = �N(�y1; R1) + (1� �)N(�y2; R2) (5.14)

Where � is the pseudo-range that can be calculated through :

�si =
q
(xsi � x̂pr)

2 + (ysi � ŷpr)
2 + (zsi � ẑpr)

2 (5.15)

and �2 is the variance of noise measurements.
Hence, the corrected information vector yk=k and matrix Yk=k are res-
pectively calculated through the Mercer kernel as it is the most used
(Santamaria et al., 2006) using :

yk=k = yk=k�1 +
NX
i=1

pIi(k) (5.16)

Yk=k = Yk=k�1 +
NX
i=1

gIi(k) (5.17)

Where N is the number of viewed satellites at instant k and gIi(k)
and pIi(k) are seen as information contribution Tmazirte et al., 2014
calculated as :

gIi(k) = keri;kH
T
i;kR

�1
i (k)Hi;k (5.18)

pIi(k) = keri;kH
T
i;kR

�1
i (k)[(Zi;k � Zi;k=k�1) +Hi;kXk=k�1] (5.19)

With

ker(Zi;k; Zi;k=k�1) =
1p
2��

exp

0B@�jjZi;k � Zi;k=k�1jj2
R
�1

i;k

2�2

1CA (5.20)

Where � is the kernel bandwidth. This parameter has a significant in-
fluence on the convergence of the filter as mentioned in (B. Chen, X.
Liu et al., 2017) in the theorem 4. In the literature, different method
exist to calculate the kernel bandwidth. (B. Chen, X. Liu et al., 2017)
says that the kernel bandwidth can be set manually or optimized by
trial and error methods. In (G. Wang et al., 2017), authors provide a
new adaptive way to calculate the kernel bandwidth. In our application,
and based on the statistical knowledge of the received pseudo-ranges er-
ror behavior the kernel bandwidth is estimated using the most common
optimally criterion used to select this parameter, the mean integrated
squared error (MISE).
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5.3.2 Impact Of GNSS/Odo Fusion

This section is dedicated to show the impact of the multi-sensor fusion on
the whole algorithm. Therefore, a comparison between the GNSS standalone
and the GNSS/odo performances is conducted. The comparison is done without
the FDI approach for both GNSS standalone and GNSS/odo.
Details for the used trajectory C1 (figure 5.3a) can be found in the table 5.1.
The performance of fusion can be noticed, especially with respect to the z-axis
in 3D picture, by comparing the average of error on the position seen in figure
5.5 and by using table 5.2, where the mean error in the whole trajectory is
much less than using GNSS/odo.
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Figure 5.5 – GNSS vs GNSS/odo without FDI

Table 5.2 – Mean error for GNSS and GNSS/odo without FDI

Error type in meters GNSS without FDI GNSS/odo without FDI
Mean error 28.2575 17.0766

5.3.3 Impact Of MCC Compared To MMSE Criterion on
non-Gaussian noises

To highlight the effect of MCCNIF when dealing with non-Gaussian noise,
a heavy Mixture Gaussian noise (MGn) is injected from the epoch 204 to the
epoch 254 in the trajectory "C3". Then, a comparison is made between the
MCCNIF, which adopts the maximum correntropy criterion, and the UIF which
adopts the minimum squared error criterion. This comparison is to show the
superiority of the MCC on the MMSE when dealing with heavy MGn. Hence,
the MCCNIF and the UIF are tested using GNSS/odo fusion data without the
proposed FDI method.
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(a) 3D representation (b) 2D with MGn zoom

Figure 5.6 – MCCNIF vs UIF without FDI

The effect of the MCC on the MGn treatment can be noticed by comparing
the performance of MCCNIF and UIF in the figure 5.6. Where the UIF totally
diverges during the MGn injection. The MCCNIF was able to deal with this
heavy MGn without any diverging and gave a better estimated position.
To evaluate the performance of MCC by a different way, the average position
error, represented by the median and the mean, at each epoch during the MGn
injection is calculated in table 5.3.

Table 5.3 – Median and mean error for MCCNIF and UIF without FDI

Data type (meters) UIF GNSS/odo MCCNIF GNSS/odo
Median error (MGn area) 660.3594 17.8477
Mean error (MGn area) 1.6204e+04 16.4594

This comparison ensure the ability of MCC to deal with heavy MGn and
able to keep out of divergence for a robust fusion system.

5.4 Results of the Adaptive FTF proposed Fra-
mework

A robust filter for sensors fusion can ensure the availability of the system
and in the most of cases the accuracy as well. But, for an autonomous vehicle
navigation system, the need of the safety attribute is out of questions. Hence,
in this section, we focus on the diagnosis part explained in chapter 3 and 4,
to deliver the safety and avoid accuracy problems caused by feared events.
Thus, two scenarios are presented based on the proposed �-RD for residuals
generation. The first scenario deals with fixed � value in the whole trajectory,
where the second one deals with balanced �. The results are shown and a result
comparison is done in the end of the two presented scenarios.
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Noting that in both scenarios, the same trajectory is compared with the same
conditions and the same collected data sensors.

5.4.1 �-RD Residual Based On Unsupervised Clustering

For a fixed value of �, two pdfs representing the faulty and faulty free
cases must be created. Hence, several kilometers of data collection are realized
in different trajectories with different types of weather and through different
types of environments, such as open sky, buildings, and raw of trees using
the same sensors. In order to classify these residuals as faulty and non-faulty
distributions, supervised learning (Kotsiantis et al., 2007), semi-supervised
learning (X. J. Zhu, 2005) and other machine learning algorithms are proposed
in the literature (Sun, 2013).
In the proposed application, there is not any information about the correct
classes because of different type of errors which can occur. Our aim is to
cluster input residuals that are similar together automatically without being
explicitly told that these residuals belong to one class and those to a different
class. The unsupervised learning, which uses the dimensionality reduction,
and hence clustering of similar data points together (Marsland, 2014) is the
appropriate choice for our application.

Figure 5.7 – Experimental data PDFs of fixed � for the cases without/with
faults

In order to cluster our residuals, many methods are proposed in the lite-
rature (O. A. Abbas, 2008),(Nagpal et al., 2013). The �-RD residuals are
clustered using the Expectation Maximization (EM) algorithm, which is a ge-
neralization of MLE to the incomplete data case (Ganchev et al., 2008). The
EM algorithm alternates between the E-step by guessing a probability distribu-
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tion over completions of missing data given the current model and the M-step
by re-estimating the model parameters using these completions (Moon, 1996).
Figure 5.7 illustrates the two classes of non-faulty (blue) and faulty distribu-
tions (red) created using the EM clustering algorithm.

5.4.2 Impact of �-Rényi On The Detection

After the two pdfs are created, the threshold can be specified. In this
section, and in order to illustrate the influence of the value of � on the residual,
and how this value affects the detection, we used a simple fixed threshold
optimized by the ROC curve. Noting that in this section, the results represent
the experimental data of trajectory C4 (figure 5.3d). This curve is created
by plotting the true positive rate against the false positive rate at various
threshold settings (Kumar et al., 2011), allows the comparison of diagnostic
tests carried out on the same data-set. It allows to set an optimized detection
threshold.
The slope at any point on the ROC curve is equal to the maximum likeli-
hood ratio of the probability densities of the two distributions ("with" and
"without" faulty data) (Vexler et al., 2008). Then, the AUC (Area Under
Curve) of the ROC curve is then calculated and the threshold is specified.
Figure 5.8 shows the �-Rényi residual before the fault detection and isolation
method. Where from the epoch 197 to the epoch 204, an observation error is
increasing slightly in time (The error is injected manually for the test). This
kind of error usually is one of the most difficult errors to detect as it will be
detected after it will has a big effect. One of the advantages of �-Rényi is
a solution for a fast detection of this type of faults, where a different value
of � are tested in order to illustrate their impacts on the Residual. For the
value of � equals to 0:1, one can remark that is more complicated to detect
this error in the first four epochs as well for the value of � equals to 0:2 for
the first three epochs. But, for the values of � equal to 0:5, 0:8 and tends to
1, the slope becomes steeper each epoch, so the detection of error is much easier.

Figure 5.8 – Effect of �-Rényi variation on the residuals
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Using the same algorithm and thresholding method for each value of �,
figure 5.9 illustrates the effect of �-RD between the epochs 197 to 204, where
for � = 0:1 the error is detected in the epoch 201 and for � = 0:8 the error is
detected in the epoch 200. In plus, an error is also detected in the epoch 194
for � = 0:8, where it is not detected using the � = 0:1. Hence, based on the
two figures 5.8 and 5.9, one can see that the sensitivity of residuals is directly
linked to the fault detect-ability.

Figure 5.9 – Effect of � variation on the detection

5.4.3 Results using different � Strategy Scenarios

After presenting the effect of � on the residual and its impact on the de-
tection, one can ask "how can one choose the best � value ?". In chapter 3,
we presented, from our point of view, the importance of the adaptive diagno-
sis, and why it is important to adapt the residuals taking many factors into
consideration. Then, we proposed in chapter 4 the � balance as solution to
adapt the value of �. In this section, we will adopt the proposed � balance,
and present a comparison of the results with fixed � value (�! 1, so the KLD
appears).
Noting that : The place of all the legends in the pictures provided don’t
cover any information.

Results without FDI approach

The following results in figure 5.10 illustrate the positioning estimation
without any FDI algorithm on the trajectory C3 (figure 5.3c). In both views,
one can see the level of error presenting especially in the z-axis.
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Figure 5.10 – Positioning estimation without FDI algorithm vs reference in
3D/2D views

These errors are due either to the multi-paths, signals reflection, NLOS,
or related to the low elevation of the satellites available at the instant k. The
elevation of all satellites available in this trajectory can be seen in figure 5.11.
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Figure 5.11 – Elevation of each satellites during the whole trajectory

In order to detect and isolate these errors, we will provide the results with
the FDI proposed algorithm with the fixed and balanced �. But, before going
to the next section, figure 5.12 illustrates the global �-Rényi residuals for the
fixed and balanced �. These residuals calculated without the FDI approach
show a disarrayed alignments which indicate the presence of faults.
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Figure 5.12 – �-Rényi Residuals without FDI

Results with FDI approach

As mentioned in section 3.4.3, a good residual design reduces the loss of
some fault information. From this point, we will deliver two different scenarios
for residual design. The first scenario residuals are generated through fixed �
for �! 1, where the second using the balance �.

1) Residual design using fixed �

The residuals generated by the KLD for each satellites during the
whole trajectory can be seen in figure 5.13.
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Figure 5.13 – Partials KLD observation for identification

The behavior of each satellite is monitored at each epoch during the whole
trajectory. The detection of any erroneous behavior is carried out using the KL
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criterion by optimizing the threshold value. This threshold is illustrated with
the global residuals of KLD, without and with the FDI approach, in the figure
5.14.
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Figure 5.14 – KLD divergence without/with FDI with adaptive threshold

As we can see, the threshold is adaptive to the residuals, which mean that
it is calculated based on a variable related to the decisions. This variable is
P0, that takes into consideration the last 10 decisions during the past epochs,
and can be calculated using equation 3.21. The P0 representing the threshold
in figure 5.14 can be seen in figure 5.15.
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Figure 5.15 – P0 during the whole trajectory

The behavior of P0 indicated the low probability to not have a detection in
the most of the epochs. Where, the value decreases as much as isolation exists
in the past epochs, and vice versa.

2) Residual design using � balanced
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The same structure of the fixed � will be followed in this section
using the � balanced. Where, the �-Rényi residuals for each satellite are
presented in the figure 5.16.
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Figure 5.16 – Partials Rényi observation for identification

Many of the available satellites carry an erroneous information should be
isolated from the final estimation, like satellites 7 (dark blue), 15 (mauve), and
8 (orange). Unlike KLD where the prediction is fully weighted by fixing �,
these residuals are generated by equally weighting the prediction and correc-
tion covariance matrices. The value of � calculated to weight equally the two
matrices, using equation 4.29, can be seen in figure 5.17.

0 500 1000 1500

epochs

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

A
lp

h
a
 v

a
lu

e

Figure 5.17 – Weighted Alpha balance

Then, the detection is occurred using an adaptive threshold optimized by
the �-Rc, where each residual is judged with his corresponding criterion. Hence,
referring to the problem discussed in section 4.4.4, where an infinity of residuals
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implies an infinity of statistical characterization, we used the proposed models
in order to estimate the mean and the variance for the corresponding value of
�.
In our application, the models for estimating the means and the variances
of faulty and non-faulty distributions are created by fitting the real samples
(figure 5.18).
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Figure 5.18 – Estimated and real means & variances for faulty and non-faulty
distributions

The fitting functions for the real means and variances lead to the following
mathematical models for estimating the two distributions of other value of � :

— For non-faulty cases :

Mnf =� 1:2482�6 + 4:2123�5 � 5:6404�4

+ 3:8677�3 � 1:5455�2 + 0:54279�+ 0:00039907
(5.21)

Vnf =� 0:24207�6 + 0:91051�5 � 1:4299�4

+ 1:2507�3 � 0:72262�2 + 0:3587 � �+ 6:3904e�06
(5.22)

— For faulty cases :

Mf =0:11628�5 � 0:4186�4 + 0:62826�3

� 0:61309�2 + 0:58827�+ 9:2291e�05
(5.23)
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Vf =0:29775�6 � 0:9601�5 + 1:2201�4

� 0:77397�3 + 0:22616�2 + 0:028363�� 7:1952e�05
(5.24)

These models are created by fitting the real values of means and variances,
taking twenties value of � between [0; 1]. Where, the real means and variances
are extracted using real experimental pdfs.

After generating the statistical characterization used for �-Rc optimization,
the adaptive threshold with the global �-Rényi residuals are presented in figure
5.19.
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Figure 5.19 – Rényi divergence without/with FDI with adaptive threshold

The P0 related to the previous threshold is seen in figure 5.20.
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Figure 5.20 – P0 during the whole trajectory

The difference in behavior between the two P0, and the two threshold related
to the fixed and balanced �, is an indicator of a difference in the decision, which
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will affect surely the final estimation.
In the next section, we will compare the final results and try to highlight the
source of the differences.

3) Results comparison

In order to judge between the two scenarios, we have to see the im-
pact of the residuals design and the resulting decisions on the estimation
position. Let’s first look at the effect of the two design architecture on
the isolated measurements. The isolated satellites based on the fixed � are
illustrated in figure 5.21.
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Figure 5.21 – index of isolated satellites using fixed �

In addition, figure 5.22 shows the isolated satellites using the � balanced
scenario.
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Figure 5.22 – index of isolated satellites using � balance

The two figures show a lot of commune isolation satellites, as well many
differences present in different epochs and/or in the same epoch. Figure 5.23
shows only the differences between the isolated satellites in the two scenarios.
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Figure 5.23 – The difference in decisions between fixed � and � balance

For example, in the fixed � scenario the decision was to isolate satellite 10
from epoch 215 to 278 (pink zone). Where in � balance scenario, the satellite
10 is considered non-faulty and the decision was to isolate satellite 26. The
same scenario is repeated in epoch 887 with two satellites in difference, and
in many different epochs. On the other hand, the fixed � in many epochs
decides to isolate some satellites, where using � balance no isolation occurred.
As example, from epoch 676 to epoch 681 (green zone), satellites 8 and 15 are
isolated using the KLD, and used in the final estimation by the � balance.
In order to judge fairly these decisions, we will presents the final positioning
estimation for both scenarios in 3D and 2D views comparing each one separately
to the reference using figure 5.24.
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CHAPTER 5. APPLICATION : ROBUST AND FAIL-SAFE
OUTDOOR LOCALISATION OF AN AUTONOMOUS VEHICLE

93



5.4. RESULTS OF THE ADAPTIVE FTF PROPOSED FRAMEWORK

In order to compare these results, and to deliver a clear view, we are pro-
viding in figure 5.25 the 2D view of the trajectories for the fixed and balanced
� in one picture compared to the reference. In plus, we zoomed on the area
corresponding to the pink zone in figure 5.23 to see the effect of each decision
on the position. Noting that, the fixed � trajectory is plotted in magenta color,
and the blue trajectory correspond to the � balanced.

Figure 5.25 – The effect of the decisions between fixed � and � balance on
the position

In order to evaluate the results in numerical way and show the effect of the
two FDI approaches on the position estimation, table 5.4 presents the median
error, the mean error, and the max error removed during the whole trajectory.

Table 5.4 – Type of errors removed

Error type in
meters

Error removed
by � balance

Error removed
by fixed �

difference

Median error 5.8883 4.4228 1.4655
Mean error 5.6866 4.6615 1.0251
Max error 61.7337 55.0582 6.6755

These results underline the performance of adaptive diagnosis between the
two proposed scenarios. In addition, they show that, it is not always a good
policy to remove measurements from the final estimation, and to do so, adaptive
diagnosis must be used taking into account different factors such as KPIs and
environment. While in some cases, adaptive diagnostics can act like normal
diagnostics, such as, when the vehicle is moving in the open sky over its entire
trajectory. In this way, the adaptive diagnosis will provide a high degree of
confidence in the observations at all times, and vice versa.
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5.5 Chapter Conclusion

In this chapter, the proposed approach were tested with real experimen-
tal GNSS/odo data merging. First, the technical equipment used in the data
acquisition were detailed, and the test trajectories, were presented. Then, in
order to analyse and manipulate the real data, the goGPS software is used as it
is a free-license software and able to deal with different type of data, especially
RINEX files. Then, we presented the obtained results in order to highlight
the importance and the effect of proposed algorithms in the whole approach.
Starting by a discussion and illustration of the impact of the sensors fusion
comparing with GNSS standalone. The comparison is made without diagnosis
to focus on the impact of the sensors fusion. Later, a dedicated section that
underlines the MCC impact for a robust fusion system is presented. A compa-
rison is made in order to show how the MCC deals with heavy non-Gaussian
noises in comparison with the MMSE.
For the diagnosis part, the reason of choosing �-RD for residual deign is dis-
cussed by showing the impact of the �-Rényi on the fault detection. Hence,
an unsupervised clustering algorithm is used in order to create the faulty and
non-faulty pdfs. Finally, the results were detailed through two scenarios. The
first scenario uses a fixed � for residuals generation, where the second uses the
� balance. The results show a difference in the decisions in order to judge which
satellites should be removed. Thus, a comparison between the two scenarios is
done showing the advantage of the adaptive diagnosis in the final positioning
estimation.
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Chapter 6

Conclusion

6.1 General Conclusion & Perspectives

6.1.1 Conclusion

In this thesis, we treated the problem of fault-tolerant localization system
for autonomous vehicle. First, we introduced the concept of key performance
indicators, well known in the domain of diagnostic, and also several definitions
of vocabulary, acronyms and terms usually encountered in diagnostic domain.
In addition, the interaction between these terms is described. Then, we high-
lighted the role of the multi-fusion architecture, to reach a good performance
with high level of accuracy and continuity, by presenting different types of well-
known sensors with their advantages and limitations. As well, we highlighted,
the need of a robust estimator regarding non-linearity, and non-Gaussian pdfs.
Hence, a presentation was done for the well-known filters in the literature, as
the Kalman filter and its canonical form the non-linear information filter, the
Unscented filters and the Particle filter. In chapter 3, the adaptive fault tolerant
fusion was presented. After explaining the relevance of the adaptive diagnos-
tic concept, and how the fail-safe design architecture should be related to the
changing environment of a vehicle, and able to provide the KPI requirements
at each moment, the target to design an adaptive diagnostic layer through resi-
dual design was shown and detailed. Different information measurements were
presented for residual generation between the a priori and a posteriori distri-
butions of the chosen estimator, and for decision-making part using threshold
optimization through a suitable criterion. Before, proposing the framework, the
fault tolerance concept in the multi-sensor fusion domain had to be defined.
After choosing the suitable fusion architecture for the fault tolerance approach,
the impact of the adaptive diagnostic was discussed. We shown that the design
of a robust fault detection and isolation method can form an interesting solu-
tion. Indeed, for a changing environment of the vehicle, an adaptive residual
design in a diagnostic layer has a relevant impact on the FTF architecture. The
proposed approach is then detailed in chapter 4. Where, the block diagram was
presented, and the problems faced with the proposed solutions were illustrated.
Hence, the non-linearity and the non-Guassian noises are faced by a proposed
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filter called the nonlinear information filter under the maximum correntropy
criterion. This filter adopt the MCC instead of the MMSE criterion which
make it more robust against non-Gaussian noises such the mixture-Gaussian
and shot noises.

Then, an adaptive FTF approach was proposed using a parametric
residuals generated through the �-Rényi divergence. To adapt this parameter
�, we proposed a solution called the � balance. This proposition led to a
big number of statistical characterization in order to create the faulty and
non-faulty distributions. A solution is proposed to this problem using a
mathematical model based on non-supervised real data. For decision-making
through a thresholding method for the residuals, a new criterion design
based on �-RD called �-Rényi criterion was developed. This criterion holds a
large choice of criterion, where we linked the criterion to the corresponding
calculated divergence. For the isolation part of the diagnostic, we showed
the efficiency of using the unknown input observers as separation method
to isolate erroneous measurements. Finally, the whole algorithm was tested
using real GNSS/odometer data using different tests trajectories. The results
show good performance for the MCCNIF in the fusion part, for the adaptive
diagnostic, and finally with the decision-making part.

6.1.2 Perspectives

The encouraging obtained results confirm our motivations for the choice
of the methodological proposed tools, in particular the adaptive diagnostic
in the informational framework. These results give suggestions for some
improvements and several future research. We list below several but not
exhaustive points to be treated or investigated as perspective of this work :

— Regarding the multi-sensor fusion part, like a short term perspective,
we can consider the use of the INS with the GNSS/odo in tight coupling
in order to reach higher level in accuracy and availability. The design
of the architecture has begun in a ongoing study at the lab. We think
that the use of other sensors can show more clearly the relevance of the
AFTF concept. Unfortunately, in this thesis, we were not able to do
it due to circumstances beyond our control linked to the access to the
experimental platform in the last 8 months.

— There exist also several interesting characteristics of the Maximum Cor-
rentropy Criteria for the state estimation, specifically the managing of
multi-hypothesis estimation while using non-Gaussian noise. This cha-
racteristic should be considered, and used in fault tolerant multi-sensor
data fusion method when managing complex uncertainty of measure-
ments.

— In the proposed approach, the way for selecting the parameter � for re-
siduals generation in the adaptive diagnosis can be otherwise designed
in integrating Artificial Intelligence tools like Deep Neural Network. Ac-
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tually, we are working on a data driven methods to choose the suitable
� corresponding to the context. The work has already launched in the
frame of a PhD work in the lab.

— Regarding the decision part, we have seen that the threshold is calcula-
ted using the variable P0. The P0 is calculated on the basis of the win-
dowing method, which has some limitations regarding the rapid adapta-
tion to each case and the heuristic way in choosing the dimension of the
window. Work has started on the calculation of P0 based on artificial
intelligence tools with a joint work in the frame of a ongoing PhD in the
lab, and encouraging results shall be published nearly.

— The diagnosis approach proposed is based on the fault detection and
isolation. We intend to move towards the identification of sensor faults,
in order to identify the amplitude of these one, and to correct them
without going as far as an isolation from the fusion procedure. This
aspect can be very interesting in the case where observations are limited.

— We think that the proposed framework can be applied for many dif-
ferent applications in different domains. In this thesis, the framework
was applied on the GNSS application for single vehicle. In future work,
we are planning to show the interest of the proposed framework for
multi-vehicles autonomous system.

— In test and validation step of proposed approach, in some case, we
were obliged to inject some additional faults and create some scenarios
of faults specifically the case of multiple simultaneous faults cases.
But several types of erroneous measurements and combination of
simultaneous measurements errors are still not tested, because of the
difficulties linked to faults labeling in real data. A new simulator that
permit to reconstructs the real data with the ability of errors injection
and labeling will be soon available at CRIStAL lab that will permit to
test and evaluate developed approach with more suitable way.

Finally, we think that one of the important contributions of this work is
that it prepares the ground well for future research works with a significant
impact in the short and medium term.
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