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Résumé en Français

La Résonance Magnétique Nucléaire (RMN) est une spectroscopie permettant l’analyse de la

matière sur un large panel d’applications, allant de l’étude de piles à combustibles (RMN solide)

[1] à l’imagerie biomédicale (Imagerie par Résonance Magnétique, IRM) [2], en passant par

l’analyse de produits agroalimentaires [3]. Quel que soit son domaine d’application, la RMN

consiste à mesurer un signal produit par des spins après avoir appliqué une série d’impulsions

radio-fréquences et de délais, et en présence d’un champ magnétique intense généré par l’aimant

du spectromètre RMN. Plus ce dernier est intense, plus le signal detecté est intense et résolu,

c’est-à-dire plus les signaux qui émanent de spins distincts peuvent être distingués. Avec le gain

de sensibilité apporté par l’augmentation des champs magnétiques produits par les aimants,

ainsi que grâce aux progrès électroniques qui ont permis le développement de sondes RMN plus

sensibles [4], la RMN a trouvé sa place parmi les méthodes de tout premier plan pour l’étude

de la structure, dynamique et fonction des biomolécules [5, 6, 7].

RMN et dynamique des biomolécules

À ce jour, la diffraction des rayons-X, et, plus récemment, la cryomicroscopie électronique (Cryo-

EM), se sont imposées comme les techniques de choix pour la détermination de la structure de

biopolymères (protéines et acides nucléiques) [8]. Pour ces deux techniques, la mesure se fait

dans un état figé (le crystal en diffraction des rayons-X, une glace amorphe en Cryo-EM), à

la différence de la RMN qui permet de sonder les molécules notamment en solution, une car-

actéristique particulièrement intéressante car plus proche de leur environnement natif. Il est

aujourd’hui généralement admis que la fonction des biomolécules, et en particulier celle des

protéines, ne peut être totalement comprise à l’aide de la structure tri-dimensionelle, et que la

dynamique des atomes qui la composent est essentielle aux phénomènes biologiques en jeu [9].

Dès lors, la RMN constitue une méthode de choix pour l’étude de biomolécules complexes.

En RMN, c’est l’étude de l’évolution des spins vers leur état d’équilibre thermique,

phénomène appelé relaxation des spins nucléaires, qui permet de sonder les mouvements des li-

aisons chimiques [10, 11]. Ces mouvements peuvent être de plusieurs natures et avoir différentes

échelles de temps : quelques picosecondes pour la rotation d’un groupe méthyle, quelques cen-

taines de picoseconde à quelques nanosecondes pour les mouvements locaux de chaines latérales
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dans les protéines, plusieurs nanosecondes pour la diffusion rotationnelle, microsecondes et plus

pour les réarrangements conformationnels, la liaison d’un ligand, etc... Pour chacune de ces

échelles de temps, la RMN offre une ou plusieurs expériences permettant de les caractériser

au moyen de vitesses de relaxation. Dès lors, la compréhension du processus de relaxation des

spins est essentielle pour interpréter les résultats RMN en terme de dynamique.

Les vitesses de relaxation peuvent s’exprimer analytiquement en utilisant la théorie

Bloch-Wangsness-Redfield (BWR) comme des combinaisons linéraires de la fonction de densité

spectrale évaluée à différentes fréquences [12, 13, 14]. La fonction de densité spectrale est une

densité de probabilité de mouvement pour une fréquence donnée et s’écrit, en général, comme

une somme de fonctions Lorentziennes [15]. Lors de la mesure de la vitesse longitudinale d’auto-

relaxation (R1) d’un azote-15 dans une paire 15N-1H d’une liaison peptidique, la fonction de

densité spectrale est "mesurée" simultanément aux fréquences ωH − ωN , ωN et ωH + ωN , avec

ωX = γXB0 la fréquence de Larmor au champ magnétique B0 de la mesure et γX le rapport

gyromagnétique du noyau X [16]. Aux champs magnétiques couramment utilisés en RMN des

biomolécules (B0 > 9T), la fonction de densité spectrale n’est donc pas caractérisée à des

fréquences non nulles inférieures à 40MHz (on note que les vitesses de relaxation transversales

dépendent de la fonction de densité spectrale en ω = 0). Or, de nombreux mouvements internes

dans les biomolécules ont des fréquences plus basses. La plupart de la variation de la fonction

de densité spectrale n’est pas déterminée par des mesures à haut champs, comme le montre la

fonction de densité spectrale en Figure 1 (trait plein) et calculée en utilisant un exemple très

simple et l’approche Model Free (MF) [15]:

J (ω) = 2
5

[
S2 τc

1 + (ωτc)2 + (1− S2) τ ′i
1 + (ωτ ′i)2

]
, (1)

où τc est le temps caractéristique pour la diffusion rotationelle, τ ′−1
i = τ−1

c +τ−1
i avec τi le temps

caractéristique pour le mouvement de la liaison N-H avec une amplitude du mouvement reliée

au paramètre d’ordre S2. Ainsi, la mesure de vitesses de relaxation aux champs utilisés en RMN

des biomolécules offre a priori une faible précision quant à la caractérisation des mouvements

internes. Une solution serait de réaliser la mesure à des champs plus faibles, comme suggéré

par la Figure 1. Cependant, jusqu’à très récemment, la très faible sensibilité et résolution liée

à l’utilisation de tels champs magnétiques pour la détection du signal en RMN biomoléculaire

rendaient ces mesures impossibles.
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Figure 1: Fonction de densité spectrale et fréquences sondées par la vitesse de relaxation R1
de l’azote-15 dans une paire de spins 15N-1H. Les fonctions de densité spectrale sont calculées
en utilisant Eq. 1 et un temps de corrélation pour la diffusion rotionnelle τc = 25ns. Dans le
cas où un mouvement interne est considéré (trait plein), on a S2 = 0.8 et τi = 20ns. Dans
le cas où le mouvement interne n’est pas inclu (pointillés), on a S2 = 1. Les fréquences qui
contribuent à la vitesse de relaxation longitudinale R1 de l’azote-15 sont indiquées par les lignes
verticales pointillées pour deux champs magnétiques: 14.1T (fréquence de Larmor du proton
de 600 MHz) en orange, et 0.33T (fréquence de Larmor du proton de 14 MHz) en vert.

Une solution à ce problème de sensibilité a été apportée par le laboratoire et consiste à

déplacer l’échantillon le long du champ de fuite produit par l’aimant : l’échantillon est déplacé

vers le haut et stabilisé à une certaine position pendant le délais de relaxation, puis ramené au

cœur de l’aimant pour la détection du signal [17]. Ainsi, les propriétés de relaxation peuvent

être mesurées à bas champ, tout en conservant une bonne sensibilité pour la mesure du signal.

Les vitesses de relaxation mesurées par cette méthode, appelée relaxométrie à haute résolution

(RHR), contiennent des contributions d’autres chemins de relaxation qui sont habituellement

supprimées par l’utilisation d’impulsions radio-fréquences dans les expériences de relaxation

classiques. Dès lors, comment prendre en compte ces contributions pour obtenir une analyse

fine de la dynamique des biomolécules ?

Nous avons mis en place une feuille de calcul Mathematica [18, 19] appelée RedKite et

utilisant des fonctions implémentées dans SpinDynamica [20]. Cet outil a été mis à profit
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pour l’étude de la dynamique des groupes méthyles δ1 des isoleucines marqués sélectivement
13C1H2H2 dans la protéine Ubiquitine [21]. RedKite nous a permis de calculer analytique-

ment les vitesses de relaxation pour le système de spin d’intérêt (i.e. 13C1H2H2) comme une

combinaison linéaire de la fonction de densité spectrale évaluée à différentes fréquences. Red-

Kite peut également être utilisé pour l’étude d’un grand nombre de système de spins. Une fois

les expressions des vitesses de relaxation obtenues, nous étions en mesure d’analyser les données

de relaxation mesurées : les vitesses de relaxation du carbone-13 longitudinale (R1), transverse

(R2), et les vitesses de relaxation croisée carbone-proton enregistrées à l’aide de spectromètres

conventionnels à 4 champs magnétiques différents, ainsi que 27 données de RHR enregistrées

à bas champs. Afin d’analyser précisément les vitesses de relaxation enregistrées en déplaçant

l’échantillon au-dessus de l’aimant, il nous faut prendre en compte les effets de la relaxation

croisée lorsque les chemins de relaxation ne sont plus contrôlés par l’application d’impulsion

radio-fréquence.

Pour cela, nous avons développé une première approche, appelée ICARUS (Iterative

Correction for the Analysis of Relaxation Under Shuttling), qui repose sur la correction des

données de relaxométrie au moyen d’une successions d’itérations. Pour se faire, les données de

relaxation enregistrées de façon conventionnelles, dites ’exactes’, sont analysées afin d’extraire

un premier jeu de paramètres pour la dynamique (i.e. paramètre de la fonction de densité

spectrale) qui va être utile à l’initialisation des itérations. Ce premier jeu de paramètres est

utilisé pour simuler les expériences de relaxométrie et ainsi calculer une décroisance de l’intensité

du signal selon une vitesse de relaxation dite ’simulée’. Ces simulations consistent à calculer

l’évolution du système pendant le déplacement de l’échantillon vers la position du bas champ,

pendant le délai de relaxation, puis le retour vers le cœur de l’aimant avant la détection, ainsi

que toutes les périodes de stabilisation de l’échantillon. Les vitesses simulées sont comparées

aux vitesses calculées aux bas champs auxquels la relaxation a lieu. En l’abscence de relaxation

croisée, les vitesses simulées et calculées seraient identiques. Le ratio des vitesses calculées et

simulées défini un facteur de correction pour chaque bas champ auquel une vitesse de relaxation

a été mesurée. Le facteur de correction est appliqué aux données expérimentales pour générer

des données ’corrigées’ qui sont analysées, avec les données exactes, pour conduire à un deux-

ième jeu de paramètres pour la dynamique. Celui-ci sera utilisé dans la deuxième itération de

la boucle, pour conduire à un troisième jeu de paramètres. La convergence des facteurs de cor-

rection permet l’arrêt de la boucle, et ainsi d’obtenir des données corrigées pour les bas champs.

L’utilisation de la méthode de Monte-Carlo par chaînes de Markov (MCMC) sur les données
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exactes et corrigées conduit à des distributions pour les paramètres de la fonction de densité

spectrale et permet une interprétation biophysique et fonctionnelle des mouvements dans la

biomolécule d’intérêt.
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Figure 2: Mouvements nanosecondes dans l’Ubiquitine. a)Distributions du temps de corrélation
τs décrivant les mouvements lents et obtenues après analyse avec la méthode MCMC de données
de RHR sur les groupes méthyles δ1 de l’isoleucine 13 (haut), 36 (milieu) et sur les groupes
N-H du squelette peptidique pour les résidues 7 à 11 (bas). La moyenne des distributions
est indiquée sur chaque panel. La distribution pour les résidues 7 à 11 est obtenue selon
P7−11(τs) =

∏i=11
i=7 Pi(τs) avec Pi(τs) la distribution de temps de corrélation pour le résidue

i. b) Structure de l’Ubiquitine montrant la boucle β1-β2 (rouge) et les chaînes latérales des
isoleucines 13 et 36. Figure adaptée de [21].

Nous présentons ici des résultats obtenus pour l’analyse des isoleucines 13 et 36 de

l’Ubiquitine. Ces isoleucines sont soumises à des mouvements complexes sur des échelles de

temps variant de la pico-seconde (rotation du groupe méthyle autour de son axe de symmétrie)

à plusieurs nanosecondes (mouvements des liaisons C-C) [21]. En particulier, la relaxométrie

permet de détecter un mouvement nanoseconde pour ces deux résidus sur des échelles de temps

similaires (Fig. 2a). De plus, l’analyse des données de relaxométrie enregistrées précédemment

sur les paires 15N-1H des liaisons peptidiques montre que les résidus 7 à 11 de la boucle β1-

β2 (Fig. 2b) adoptent également un mouvement lent avec un temps caractéristique global du

même ordre que ceux des groupes méthyles des isoleucines 13 et 36 (Fig. 2a). Des données de

RMN et de dynamique moléculaire (MD) ont suggéré que ces deux régions (la boucle β1-β2



xiv Résumé

et la boucle α1-β3 à laquelle appartient Ile36) ont des mouvements concertés, ce que semblent

corroborer nos résultats, même si nous ne pouvons pas, par notre analyse, clairement indiquer

si les distributions de temps de corrélations similaires sont une coincidence ou réellement dûes

à des mouvements concertés.

L’approche ICARUS présente néanmoins deux défauts. Le premier réside dans le fait

qu’il n’est à ce jour possible de vérifier expérimentalement la qualité de la correction qu’à une

poignée de champs magnétiques. Une seule mesure de vitesse de relaxation ’exacte’ a été réal-

isée à bas champ dans le laboratoire en utilisant un spectromètre à deux champs [22], ce qui

a permis de vérifier l’accord entre les vitesses corrigées et exactes à 0.33T, mais rien n’a été

fait aux champs intermédiaires (de 9.4T à 0.33T). Le second provient de l’hypothèse que les

décroissances en intensité mesurées expérimentalement en RHR peuvent être reproduites par

une fonction mono-exponentielle pour obtenir une vitesse de relaxation. Sur les données que

nous avons enregistrées, nous n’avons pas observé de déviations entre ce type de modèle et

les mesures expérimentales, mais il est possible que pour des systèmes de spin avec une forte

relaxation croisée, des déviations significatives soient obtenues. Pour ces raisons, nous avons

développé une autre approche pour l’analyse des données de relaxométrie.

Cette deuxième méthode, appelée MINOTAUR (Matching INtensities to Optimize Time-

scales and AmplitUdes of motions from Relaxometry) ne repose pas sur l’utilisation de vitesses

de relaxation à bas champ. MINOTAUR est un programme utilisant la méthode de MCMC

sur les vitesses de relaxation exactes (enregistrées avec des spectromètres conventionnels) et

les décroissances en intensité obtenues par RHR pour conduire à des distributions pour les

paramètres de la fonction de densité spectrale. Ainsi, alors que dans ICARUS les décroissances

simulées étaient utilisées pour simuler une vitesse de relaxation, dans MINOTAUR elles sont

utilisées directement pour reproduire les données expérimentales. Cette approche n’est donc pas

itérative (ormis pour les itérations de la méthode MCMC), et permet une analyse immédiate des

données en terme de dynamique (pas d’intermédiaire entre les données et la méthode MCMC).

Modèles de mouvements atomiques

La RMN, tout comme la diffraction des rayons-X et récemment la Cryo-EM, offrent une réso-

lution atomique de l’information : un pic dans un spectre RMN correspond à un nombre limité

de noyaux de la molécule étudiée. Il est donc a priori possible de caractériser avec précision
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les mouvements de chaque résidue d’une protéine, et relier ces informations à des propriétés

thermodynamiques telles que l’entropie conformationnelle [23, 24]. Pourtant, les modèles de

mouvements utilisés restent basés sur l’approche MF (Eq. 1) [15], qui ne donne aucune infor-

mation sur le type de mouvement en jeu. De plus, ce modèle de fonction de densité spectrale et

ceux qui en ont découlé ont été sujets à de nombreuses controverses en lien avec leur simplicité

mathématique [25, 26, 27, 28, 29]. Cependant, choisir un modèle pour analyser des données de

RMN nécessite une connaissance de la nature des mouvements. Les simulations de MD per-

mettent d’aller en ce sens, pour obtenir une description plus précise de la dynamique interne

des biomolécules par l’analyse simultanée des trajectoires de MD et des vitesses de relaxation

[30, 31, 32]. De plus, l’utilisation de la RHR permet d’étendre les échelles de temps accessibles

par la RMN [33] et ainsi avoir une description plus fine et plus complètes des mouvements.

Dès lors, pouvons-nous étudier la dynamique des chaînes latérales des protéines en utilisant des

modèles de mouvements plus explicites que les approches de type MF et des informations tirées

de la dynamique moléculaire ?

La fonction de densité spectrale, composante décrivant la dynamique des atomes dans la

théorie BWR, est la transformée de Fourier de la fonction de corrélation pour l’orientation des

interactions participant à la relaxation. Nous avons repris l’approche initialement proposée pour

le calcul de ces fonctions de corrélation [34] et qui consiste à résoudre l’équation de diffusion

adaptée au modèle de mouvement considéré. Pour les 4 types de mouvement étudiés (diffusion

rotationelle, échange entre conformères, diffusion sur un cône, diffusion dans un cône), les équa-

tions de diffusion ont déjà été résolues. Nous avons donc repris ces résultats pour les combiner

et former des modèles de mouvement incluant plusieurs composantes. Seules les équations pour

la diffusion dans un cône ont dû être modifiées pour les rendre généralisables à des cas plus

complexes que ceux pour lesquels elles ont été initialement développées.

Nous avons ensuite questionné la capacité du MF à évaluer les temps caractéristiques

et amplitudes de mouvement avec exactitude. Pour cela, nous avons utilisé des données syn-

thétiques, ce qui nous a permis de montrer que le MF constitue une bonne approximation pour

les fonctions de corrélation des mouvements de type diffusif (diffusion sur un cône, diffusion

dans un cône). La correspondance entre temps de corrélation (obtenu via l’analyse MF) et

coefficient de diffusion (la grandeur physique décrivant la dynamique du système) peut néan-

moins être complexe. De plus, les fonctions de corrélation de type MF ne permettent pas, en

général, de décrire correctement la dynamique des sytèmes dans le cas de transition entre po-
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sitions discrètes, c’est-à-dire la dynamique des chaînes latérales qui s’échangent entre rotamères.

Avant d’analyser les données de RHR enregistrées sur les groupes méthyles δ1 des

isoleucines de l’Ubiquitine, nous avons obtenu des informations sur le type de mouvement de ces

chaînes latérales grâce à une simulation de MD. Les diagrammes de Ramachandran extraits de

la MD montrent que les liaisons C-C adoptent des conformations privilégiées qui changent au

cours de la trajectoire. Au sein de la protéines, les isoleucines se distinguent de part le nombre,

la nature et les distributions de population des conformations qu’elles adoptent. Dans l’analyse

des données de RHR, nous avons donc opté pour un mouvement d’échange entre rotamères en

plus de la rotation du groupe méthyle autour de son axe de symmétrie, modélisée en utilisant

les équations de diffusion sur un cône. Nous nous sommes également intéressé à l’évolution des

tenseurs de déplacement chimiques pour chacun des 9 rotamères du diagramme de Ramachan-

dran des isoleucines, et en particulier l’anisotropie de déplacement chimique (CSA) qui constitue

un mécanisme de relaxation. Nous avons donc calculé ces CSA en utilisant la DFT (Théorie

Fonctionnellle de la Densité) pour les 9 géométries possibles. Nous avons ainsi pu constater

que les CSA des carbones δ1 pouvaient varier jusqu’à 10 ppm d’un conformère à l’autre, ce qui

représente des variations significatives alors que la moyenne est à 19 ppm. En conséquence, nous

avons modifié la fonction de corrélation modélisant les mouvements des chaînes latérales des

isoleucines pour inclure, en plus de la variation des orientations des liaisons chimiques, la vari-

ation de l’intensité des interactions conduisant à un mécanisme de relaxation et en particulier

du CSA. Nous avons également pu montrer que le fait de considérer un CSA moyen et des CSA

distincts conduit à des différences importantes dans les vitesses de corrélations croisées entre le

CSA du carbone et l’intéraction dipolaire entre le carbon et le proton.

L’analyse des données de relaxation avec des modèles de mouvement explicites s’est faite

en utilisant les vitesses de relaxation R1 et R2 du carbon-13 et les vitesses de relaxation dipolaire

carbon-proton enregistrées à haut champ, et les données de RHR corrigées par ICARUS. Les

modèles de mouvement utilisent les informations obtenues de la MD de telle sorte que seuls

les rotamères peuplés au cours de la trajectoire ont été considérés pour construire la matrice

d’échange. Ainsi, la MD indique que pour l’isoleucine 61, seuls les rotamères 6 et 9 sont

significativement peuplés (Fig. 3a). Un modèle d’échange à 2 états à donc été utilisé pour

reproduire les vitesses de relaxation du carbone-13 par la méthode MCMC (Fig. 3b,c). Les

paramètres obtenus ont des distributions étroites et bien définies (Fig. 3d), et les vitesses de

relaxation sont bien reproduites par ce modèle à 4 paramètres libres (dans l’analyse MF, 6
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Figure 3: Résultats pour l’analyse de la dynamique de l’isoleucine 61 par RMN et MD. a)
Diagramme de Ramachandran de Ile-61 obtenu après analyse de la trajectoire de dynamique
moléculaire sur l’Ubiquitine. Les 9 rotamères sont numérotés comme indiqué sur chaque cadran,
ainsi que la population (en pourcentage) observée au cours de la MD. Reproduction des données
de relaxation longitudinale (b), transverse pour le carbone (c, bleu) et de relaxation croisée
carbon-proton (c, marron) apres analyse par la méthode de MCMC. Les résultats de l’analyse
MF précédemment publiés sont également indiqués [21]. HC: Haut Champs. BC: Bas Champs.
d) Histogrammes des paramètres libres au cours du MCMC. Drot est le coefficient de diffusion
pour la rotation du groupe méthyle autour de son axe de symmétrie, p(6) la population du
rotamère 6, log(k96) le logarithme de la constante d’échange (exprimée en s−1) du rotamère 6
au rotamère 9 et αCSA un coefficient de mise à l’échelle pour les CSA calculés en DFT. e) Vitesse
de corrélation croisée longitudinale (blue) et transverse (marron) entre le CSA du carbone-13
et l’interaction dipolaire carbone-proton. Ces vitesses ne sont pas inclues dans la méthode de
MCMC.

paramètres étaient laissés libres). Le coefficient de diffusion pour la rotation du groupe méthyle

est de 3.2× 1010 s−1 ce qui correspond à un temps caractéristique de l’ordre de 15 ps, en accord

avec les résultats obtenus par analyse MF [21]. Les populations pour le rotamère 6 obtenues

par l’analyse de la trajectoire de MD et des données de relaxation sont en très bon accord

(0.815 et 0.82 respectivement), et la vitesse d’échange du rotamère 6 à 9 est de 109.2 s−1. Pour

prendre en compte l’écart entre les CSA calculés par DFT et déterminé expérimentalement, un

facteur commun pour les tenseurs de CSA des deux rotamères a été introduit (paramètre αCSA
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dans la Fig. 3d). De façon remarquable, ce modèle nous a permis de reproduire les vitesses

de corrélation croisée CSA-dipole du carbone-13, alors que les vitesses obtenues à partir de la

fonction de corrélation de type MF présentaient un écart significatif par rapport aux données

expérimentales (Fig. 3e).

La RMNmulti-champs comme alternative aux très hauts champs

La relaxation des spins est un phénomène inévitable qui renseigne sur la dynamique globale

(diffusion) et locale des liaisons chimiques, et qui affecte le signal mesuré en RMN. Du fait

qu’elle induit le retour des spins vers leur état d’équilibre, elle conduit à une diminution de

l’intensité du signal mesuré, jusqu’à ce qu’il ne puisse plus être distingué du bruit lié à la

mesure. Chaque état d’un système de spin donné a ses propres propriétés de relaxation, si

bien qu’il est possible d’optimiser les expériences RMN pour ne sélectionner que ceux qui ont

des propriétés de relaxation favorables. C’est dans cette optique que les expériences de type

TROSY (Transverse Relaxation Optimised SpectroscopY) ont été développées, dans un pre-

mier temps pour les paires de spins 15N-1H des liaisons peptidiques [35], puis pour les groupes

méthyles 13C1H3 des chaînes latérales aliphatiques [36]. Au-dela de l’intérêt particulier d’étudier

la dynamique des molécules, l’étude de la relaxation des spins trouve donc également des ap-

plications dans le développement d’expériences plus sensibles. En particulier, certains noyaux,

comme le carbon-13 dans les groupes carbonyles des liaisons peptidiques, ont des propriétés

de relaxation très défavorables à haut champs magnétiques, au point qu’il est probable que

les expériences multi-dimensionnelles mettant en jeu ces noyaux devront être revisitées sur les

nouvelles génération d’aimants actuellement accessibles (1.2GHz). Le mécanisme de relaxation

associé est l’anisotropie de déplacement chimique (CSA), dont la contribution à la relaxation

transversale augmente quadratiquement avec le champ magnétique, si bien que certains noyaux

ayant des CSA élevés peuvent avoir des propriétés de relaxation favorables à des champs très

faibles, comme c’est le cas du fluor-19.

Afin d’apporter une solution aux propriétés de relaxation pouvant être défavorables à

haut champ, le laboratoire a récemment introduit le concept de spectroscopie à deux champs

[39, 37]. Tout comme pour la RHR, son principe repose sur le déplacement de l’échantillon

au sein du spectromètre, la différence majeure étant que la position d’arrivée au champ plus

faible est fixe et se fait dans une deuxième sonde placée au-dessus de l’appareil (Fig. 4a). Cela

permet de contrôler les systèmes de spin à bas champ, et de réaliser des expériences multi-
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Figure 4: Principe de la spectroscopie RMN à deux champs. a) Schéma montrant le fonc-
tionement d’un spectromètre à deux champs. Deux sondes sont placées de telle sorte à pouvoir
appliquer des implulsions radio-fréquences aux niveaux des régions de champ magnétique ho-
mogène créées par l’aimant (vert) du spectromètre et les ferroshims (orange). L’échantillon est
déplacé d’un point à l’autre via le stabilisateur de trajectoire (jaune) à des vitesses pouvant aller
jusqu’à 10m.s−1 grâce à de l’air comprimé. b) Spectre des groupes méthyles δ1 des isoleucines
de l’Ubiquitine avec un marquage isotopique 13C1H3. Sur ce spectre, le déplacement chimique
du carbone a été édité à bas champ (0.33T) par une évolution zéro quantum alors que la di-
mension associée au déplacement chimique du proton a été détectée à haut champ (14.1T). Les
artefacts apparaissant à 2.7 ppm des pics principaux ne sont pas compris à ce jour. c) Section
du spectre montré en b selon la ligne pointillée rouge montrant le spectre enregistré (blue), le
spectre simulé en utilisant la théorie du méthyle-TROSY pré-existente (vert) et la théorie du
méthyle-TROSY que nous avons généralisé (rouge). Figure adaptée de [37] et [38].

dimensionnelles où l’une des dimensions est associée à un bas champ tout en concervant la

sensibilité du haut champ de l’aimant sur une autre dimension (Fig. 4b). Sur ce spectre de

groupes méthyle 13C1H3, la bonne résolution obtenue dans la dimension du bas champ était

particulièrement surprenante car en désaccord avec les prédictions que nous pouvions faire en

utilisant la théorie du méthyle-TROSY [36]. C’est seulement en s’affranchissant des hypothèses
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avec lesquelles cette théorie a été intialement développée, et en considérant toutes les transitions

entre niveaux d’énergie indépendamment les unes des autres, que nous avons pu généraliser la

théorie du méthyle-TROSY dans les conditions dans lesquelles le spectre à deux champ a été

enregistré [38] (Fig. 4c).

Aucune des expériences existantes à ce jour ne permettent de résoudre le problème de la

relaxation liée aux grands CSA à hauts champs magnétiques. Peut-on utiliser la spectroscopie

RMN à deux champs pour enregistrer le spectre de noyaux ayant des CSA élevés tout en

préservant la sensibilité des hauts champs ? Nous avons mené une étude théorique en prenant

pour système modèle une paire de spin 13C-19F pour une tyrosine sur laquelle un des protons

en position 3 du cycle a été remplacé par un fluor-19. Une expérience TROSY a récemment été

développée pour ce type de système, mais la forte valeur du CSA du fluor conduit néanmoins à

des raies larges [40]. Nous avons proposé une expérience alternative où la dimension associée au

déplacement chimique du fluor est éditée à bas champs et la composante TROSY du carbon-13

est détectée à haut champ [41]. Nos simulations ont suggéré qu’un bas champ de 2.5T et une

détection à 21.15T conduisent à une intensité optimale dans le cadre d’une expérience à deux

champs. À ce bas champ, la relaxation liée au CSA est significativement réduite par rapport à

une expérience réalisée à haut champ. Afin de déterminer si la perte de polarisation liée au fait

que les spins sont soumis à un champ faible pendant une partie de l’expérience ne se fait pas au

détriment de la qualité du spectre, nous avons comparé les spectres simulées pour les expériences

un champ et deux champs. Que ce soit en terme de résolution dans la dimension fluor ou en

terme de rapport signal sur bruit, nous prédisons que l’expérience à deux champs conduit à

des spectres de meilleure qualité. En l’état, nous n’avons cependant pas les moyens de vérifier

ces préfictions : en effet, notre système à deux champs opère à des champs trop faibles (0.33

et 14.1T). Cela nous a néanmoins permis d’introduire le concept de TROSY à deux champs.

Dans le TROSY tel qu’il a été initialement développé, les transitions ayant des propriétés de

relaxation favorables sont sélectionnées au cours de l’expérience. Ici, nous proposons également

de sélectionner le champ magnétique pour l’évolution de ces opérateurs, ceux-ci pouvant être

différent d’une dimension de l’expérience à l’autre.
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Conclusion et perspectives

Ma thèse a tourné constamment autour d’une équation : l’équation du super-opérateur de re-

laxation donnée par la théorie BWR. Cette équation en a constitué la pierre angulaire, que ce

soit pour comprendre des propriétés de relaxation favorables sur des expériences multi-champs,

calculer des vitesses de relaxation pour analyser des données expérimentales, ou encore mettre

au point des modèles pour l’analyse des mouvements de chaînes latérales aliphatiques dans les

protéines. À mon sens, ma thèse montre deux choses. La première, et cela a déjà été souligné

dans d’autres thèses du laboratoire et les papiers qui en ont découlés, la RMN à deux champs

peut s’imposer comme une alternative à la RMN ’conventionnelle’ face aux problématiques que

la RMN à très hauts champs posent dans l’étude de systèmes biomoléculaires complexes. Pour

atteindre cet objectif, il faudra néanmoins qu’un effort soit fourni dans le développement d’une

nouvelle génération d’instruments. La seconde est plus nuancée et réside dans le fait que la

relaxométrie haute résolution telle que pratiquée dans le laboratoire a effectivement cette ca-

pacité de sonder les mouvements atomiques avec une grande précision, mais que l’extraction

de paramètres biophysiques pertinents peut s’avérer (très) complexe. L’accès aux bas champs

magnétiques tout en concervant la sensibilité et résolution des hauts champs magnétiques a

néanmoins conduit à de nouvelles découvertes et ont montré que l’édifice que constitue la théorie

de la relaxation est perfectible.

Pendant ces 3 années de recherche, j’ai cherché à répondre à des questions en lien avec des

problèmes très spécifiques et liés au phénomène de relaxation. La plupart des travaux sont à ce

jour publiés si bien qu’il serait tentant de déclarer que ces questions ont été répondues. Pourtant,

un certain nombre de points restent encore en suspens ; les pics additionels observés sur le spectre

des groupes méthyles des isoleucines de l’Ubiquine (Fig. 4b) sont-ils des artefacts liés au système

expérimental ? Les prédictions faites quant aux bénéfices de la RMN à deux champs pour les

paires de spins 13C-19F dans les résidus aromatiques sont-elles exactes ? Comment concilier

MD et relaxation ? Ce dernier point me parait critique. La MD et la RMN apportent des

informations à la fois complémentaires et similaires, et pourtant il n’est pas rare d’observer des

différences significatives entre les résultats obtenus par l’une ou l’autre de ces techniques. Les

calculs que j’ai menés recemment m’ont convaincu que les approches MF ne peuvent permettre

de caractériser la dynamique des chaînes latérales aliphatiques pour lesquelles des modèles

complexes doivent être utilisés. Poursuivre ces travaux préliminaires permettra d’aboutir à des

modèles plus adaptés pouvant fournir des interprétations en terme de propriétés biophysiques.
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Structure and dynamics of biopolymers

Proteins and nucleic acids are the main actors in performing cellular activity, together with

other small molecules (lipids, metabolites,...). Studying their functions and regulatory path-

ways not only helps in understanding how living organisms function and interact with their

environment, but also how to design therapeutic agents to treat potential miss-functions and

deseases. These molecules have been studied with atomic details, primarily by X-ray diffraction

of the crystallized sample [42] but also with Nuclear Magnetic Resonance (NMR) (both in liq-

uid and solid states) [43] and cryogenic electron microscopy of the sample in vitreous water [44].

Obtaining the tri-dimensional organisation of the atoms that constitute the molecule has been

of great interest in the frame of the "structure-function" paradigm: the function of a protein

can be determined from its structure.

The structure-function paradigm has been challenged as it became clear that proteins

and nucleic acids exhibit dynamic properties, and that every protein functions requires protein

motions. In addition to performing critical catalitic activity in the cell [45, 46, 47], nucleic acids

and associated proteins can triger Liquid-Liquid Phase Separation (LLPS) [48], an important

process in regulating gene expression for example [49, 50]. Some proteins contain elements of few

tens up to hundreds of amino acids, called Intrinsically Disordered Regions (IDR), and char-

acterized by the abscence of a stable tri-dimensional structure which can be involved in a wide

range of functions [51]. Folded proteins also undergo motions, other than the overall rotational

diffusion that is characteristic of the hydrodynamic properties of the molecule: domain-domain

motions can be triggered by the binding of ligand and change the shape of the protein, flexible

parts of the protein (loops and turns) can wobble in the low nano-second range, hydrogen bonds

and salt bridges can be broken and replaced in the range of micro-seconds to seconds, side chains

can adopt different rotamer conformations and exchange between each of them in the tens of

pico- to nano-seconde range, chemical bonds adopt libration motions,... These dynamic features

are reporters of the energy landscapes of the biomolecules. These cannot be fully characterized

by a single or limited set of static structures.

NMR is a versatile technique that offers information at atomic resolution, can be per-
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formed in solution, i.e in conditions close to the native state of the biomolecule, and can report

on timescales ranging from the low pico-seconds to seconds and more. As such, NMR has es-

tablished itself as a powerful tool for the study of the dynamic and function of biomolecules.

The constant increase in magnetic field strength [4], has lead to an increase in sensitivity and

resolution of the recorded spectra, while isotope specific labeling strategies [36, 52, 53] allowed

the study of larger and more challenging biomolecular assemblies [54, 55].

Studying dynamics with nuclear magnetic resonance

In NMR, radio-frequency pulses are used to create coherences and perturb the system from

its equilibrium state [56]. The evolution of these coherences can produce the NMR signal and

give information about the chemical environment through the chemical shifts, but also always

includes the irreversible return of the spin system to its equilibrium state. This process is called

relaxation and relies on the local interaction of nuclear spins [57, 58, 16]. In biomolecular NMR,

these interactions are the dipolar interaction between a pair of spins (nuclear spins or unpaired

electrons), the interaction with the ensemble of electrons around the nucleus (called chemical

shift) and the interaction with the quadrupolar moment of the nucleus for isotopes with spin

quantum number higher than 1/2. Due to the re-orientations of chemical bonds originating

from the internal dynamics of the molecule, the interactions fluctuate. Thus, measuring the

relaxation properties of nuclear spins allows one to characterize these fluctuations, that is dy-

namic properties of the molecule under study [10, 59].

A time correlation-function C(t) can be defined for these interactions, which usually

corresponds to the re-orientation of the bond vectors. Its limit at infinite time relates to the

amplitudes of motions, while the decay rates inform on the associated time-scales of motions.

The Fourier transform of C(t), J (ω), is the density probability of motions at frequencies ω, and

is of great interest in NMR spectroscopy. Indeed, relaxation rates can be analytically expanded

in linear combinations of J (ω) at a limited set of frequencies [12, 13, 14]. Thus, the mea-

surement of relaxation rates at multiple magnetic fields can lead to the characterization of the

spectral density function over a wide range of frequencies and give great insights on molecular

motions [60, 61]. However, at the high magnetic fields required to obtain sufficient sentivity for

biomolecular NMR (typically higher than 9.4T), the spectral density function is probed only

at rather high frequencies, mostly corresponding to low pico- to low nano-seconds time-scales.
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High-Resolution Relaxometry (HRR) has been developped to extend the range of fre-

quencies that are probed by NMR relaxation rate measurements, and thus the time-scales of

internal motions that can be characterized [33]. It relies on moving the sample above the magnet

to use the stray field as a variable field while preserving the high-field sensivity and resolution

for detection [62, 63]. This methodology has been applied to the study of phospholipids [64],

DNA [65], and proteins backbone [66, 17] and side chains [21]. HRR relaxation rates require a

careful analysis [67] since nuclear spins are not controlled during the relaxation delays by the use

of radio-frequency pulses as in standard relaxation experiments [68]. A reliable description of

the dynamic properties thus requires an accurate understanding of the active cross-relaxation

pathways while the sample is outside of the NMR probe. The past few years have seen the

popularization of a number of tools for the study of relaxation processes [69, 70, 20], but an-

alytical tools for use in HRR and with applications to a broad range of situation are still missing.

Different models have been proposed to analyze NMR relaxation rates recorded on

biomolecules [71, 25, 27, 72, 73], but the most popular one in biomolecular NMR remains

the Model Free (MF) [15]. In this approach, the dynamic properties are characterized by an

order parameter, that relates to the amplitude of motion and conformational entropy [23, 24],

and one effective correlation time. A second time scale and order parameter were later included

[74] to yield the Extended Model Free (EMF) approach and account for the deviations ob-

served when reproducing experimental data with the MF spectral density function. However,

models based on the MF approach do not give any information about the nature of motions.

NMR measurements have to be combined with Molecular Dynamic (MD) simulations to obtain

a mechanistic description of dynamics [75, 21, 31, 32]. Relaxation rates measured using HRR

can a priori lead to a better characterization of the motions [33]. Today, MD simulations can

be used to identify which model is best to describe the dynamic properties of the system of

interest. Thus, MD can be used to build explicit models of motions [34] that can be used to

analyse HRR relaxation data in order to build a realistic picture of the motions in a combined

NMR and MD analysis.

Increasing sensitivity and resolution in NMR

Although it reports on motional properties, relaxation also leads to polarization losses in the

course of a pulse sequence that can translate into poor signal quality. During an NMR experi-

ment, different coherences can be created, each of them potentially having different relaxation
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rates and manipulating only spin coherences with favorable relaxation properties can lead to

better signal quality. TransverseRelaxation-Optimized SpectroscopY (TROSY) type of exper-

iments were developped in this logic, first on 15N-1H spin pairs of the protein backbone [35, 76],

and then on aromatic 13C-1H pair of aromatic rings [77] and 13C1H3 methyl groups [36], and

all rely on interferences between relaxation mechanisms [78, 79, 80]. The 15N-1H TROSY has

allowed the study of a 900-kDa GroEL-GroES chaperone complex [81], while the 1MDa hsp60

chaperonin was amenable to NMR studies with the methyl-TROSY approach [54]. Thus, un-

derstanding relaxation properties can help designing more sensitive experiments for the study

of challenging systems.

The increase in magnetic field strength commercially available has been justified by the

constant need for better sensitivity, in particular in biomolecular NMR experiments. However,

the Chemical Shift Anisotropy (CSA) contribution to transverse relaxation quadratically scales

with the magnetic field, leading to line broadening that can dramatically deteriorate the spec-

trum quality at high magnetic-fields. The carbonyl-13C of peptide bonds has a high CSA value

of about 140 ppm [82] and recording standard multi-dimensional experiments involving this nu-

cleus will most likely become challenging at the highest available magnetic field (1.2GHz at the

time of writing). This contribution to relaxation can potentially be decreased by recording the

spectra of high-CSA nuclei at lower magnetic fields, but this comes at the price of dramatic loss

of sensitivity. A solution could potentially consist in using a Two-Field (2F) NMR spectrometer

for the measurement [39, 37]: the dimension associated to the high-CSA nucleus could be edited

at low field while the signal generated by another type of nuclear spin would be detected at high

field. This would ensure high sensitivity during the detection, and high resolution in both di-

mension. Applications of 2F-NMR have been proposed to overcome the effect of line broadening

due to chemical exchange [37], to record TOtal Correlation SpectroscopY (TOCSY) spectrum

with broadband isotropic mixing [83] and measure low-field relaxation rates [22]. An applica-

tion to multi-dimensional experiments to overcome the unfavorable high-field CSA relaxation

is missing and can be considered.

Thesis outline

In the first chapter, the fundamentals of the Bloch-Wangsness-Redfield (BWR) relaxation the-

ory will be introduced, and its implementation in a Mathematica notebook will be presented

with an example on the 15N-1H spin pair. This notebook, called RedKite, is intended to be
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as general as possible for a broad range of applications and was used throughout the projects

conducted during this PhD.

In Chapter 2, we will investigate relaxation properties of 13C1H3 methyl groups in a two-

field version of the high-field methyl-TROSY pulse-sequence. We will provide an explanation

to the narrow linewidths that were experimentally obtained by generalizing the methyl-TROSY

theory ouside the conditions for which it was initially developped (i.e high molecular-weight pro-

teins and high magnetic-fields) [36]. We will then propose a 2F-TROSY experiment to record

the spectrum of pairs of spin with one high-CSA nucleus. These experiments rely on the use

of a 2F-NMR spectrometer to edit the chemical shift of such nuclei at low field while detecting

the signal from the spin evolution of the other nucleus at high field.

Chapter 3 is dedicated to the analysis of HRR data, with two tools that were devel-

opped and can be used in a wide range of situations: Iterative Correction for the Analysis of

Relaxation Under Shuttling (ICARUS) and Matching Intensities to Optimize Timescales and

AmplitUdes of motions from Relaxometry (MINOTAUR). These tools are used to characterize

the dynamic properties of isoleucine-δ1 methyl groups in the protein Ubiquitin.

In the last chapter of this thesis, we will review models of motions that were introduced

in the 1960s and 1970s, and use them in combination with a MD simulation on Ubiquitin to

re-analyse our HRR collected on isoleucine-δ1 methyl groups using explicit models of motions.

In addition, we will evaluate relaxation when changes of CSA tensors are correlated with jumps

between rotamer states of the isoleucine side-chains, and show that this relaxation mechanism

is relevant to reproduce the measured relaxation rates.





Chapter 1

Theory of nuclear spin relaxation
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1.1 Introduction

Standard Nuclear Magnetic Resonance (NMR) experiments consist in using radiofrequency

pulses to manipulate nuclear spins in a sample experiencing an intense, stable and homogenous

magnetic field [16]. NMR experiments are built using three successive steps: (1) a polarization

step which ensures the nuclear spins return towards their equilibrium state so the maximum

magnetization, hence maximum signal, can be obtained for a given experimental time; (2) a

pulse sequence step which contains radiofrequency pulses and delays designed to transfer the

polarization from one spin quantum state to another; (3) a detection step during which signal is

acquired. Each of these steps is influenced by the rates and pathways at which the spins return

to their equilibrium state, a process called relaxation: a long polarization step is necessary when
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the relaxation rates are small, lengthening the experimental time; fast relaxation properties of

coherences and spin orders during the preparation step can lead to dramatic signal losses with

detrimental consequences on the recorded spectra; fast relaxation properties of the coherence

producing the detected signal lead to peak broadening and, consequently, a decrease in spectrum

quality. The understanding of nuclear-spin relaxation is essential to interpret potential poor

spectrum quality, improve already existing NMR experiments, and design new pulse-sequences.

For example, the introduction of the Ernst angle [84] has lead to increased signal-to-noise ratio

by using partial excitation before detection (leading to lower signal) to significantly shorten the

polarization step allowing efficient signal-accumulation per unit of time. More recently, resolu-

tion and sensitivity gains were reached by exploiting relaxation interferences [78, 85, 79, 80] in

Transverse Relaxation-Optimized SpectroscopY (TROSY) type of pulse sequences [35, 36].

domain
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Figure 1.1: Timescales of motions in proteins and NMR experiments to probe these motions.
Local motions include both side-chains (methyl rotation, C-C bond libration, rotamer jumps)
and backbone motions. The dash arrow indicates that H-D exchange techniques can probe
slower motions. The list of experimental techniques and type of motions shown here are non-
exhaustive. CEST: Chemical Exchange Saturation Transfer. CPMG: Carr-Purcell-Meiboom-
Gill. H-D exchange: Hydrogen-Deuterium exchange. NOE: Nuclear Overhauser Effect.
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Relaxation of one nuclear spin is induced by the interaction of this spin with a fluctuat-

ing magnetic field. Thermal energy allows molecular motions, such as global rotational diffusion

or internal chemical-bond motions, which change the orientation of the spin interactions with

respect to the static field of the spectrometer magnet, and, in its turn, changes the local field

experienced by the spins. Thus, the relaxation properties of nuclear spins are not only dert-

erminant for the quality of the recorded spectrum, they are also reporters on the structural

and dynamics characteristics of the molecule under study [10, 86]. The local fluctuations of

the magnetic fields can occur on timescale varying from the picosecond to seconds and more,

making NMR a perfect tool to study a broad range of dynamic processes in biomolecules, such

as fast sub-nanosecond side-chain and slower backbone motions in the hundreds of nanosecond

range, domain-domain reorientations and chemical reactions.

A wide range of NMR experiments has been developped to measure specific relaxation

rates that report on different types of information (Fig. 1.1). In the frame of this thesis, we were

essentially interested in side-chain motions in proteins, as revealed by relaxation and relaxometry

types of experiments. The analysis of the collected relaxation rates allows an interpretation in

terms of the internal dynamics of the system under investigation. In this chapter, the Bloch-

Wangsness-Redfield (BWR) theory will be presented. This semi-classical approach allows one

to treat relaxation processes in solution [12, 13, 14]. The BWR theory has been implemented in

a Mathematica [18] notebook which will be presented next and has been used to carry most

of the calculations presented in this PhD (chapters 2 and 3).
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1.2 Fundamentals of the Bloch-Wangsness-Redfield relaxation

theory

We will review here the most important steps and approximations leading to the calculation of

the time-evolution of the density operator. More detailled descriptions of the BWR theory can

be found elsewhere [57, 79, 87, 58, 59].

1.2.1 Master equation

The evolution of the density operator σ̂(t) is described by the Liouville-von Neumann equation,

in units of ~:
dσ̂(t)

dt = −i[Ĥ(t), σ̂(t)], (1.1)

where the commutator operator applied on two operators Â and B̂ is defined as:

[Â, B̂] = ÂB̂ − B̂Â. (1.2)

The Hamiltonian Ĥ of the system can be expressed as the sum of a stationary part Ĥ0 and a

smaller fluctuating part Ĥ1(t):

Ĥ(t) = Ĥ0 + Ĥ1(t). (1.3)

This equation can be transformed in the interaction frame of the stationary Hamiltonian Ĥ0.

An operator Ô transformed into the interaction frame is labeled with a tilde:

˜̂O(t) = exp
{
iĤ0t

}
Ô(t) exp

{
−iĤ0t

}
. (1.4)

The frame transformation of the full Hamiltonian Ĥ requires the subtraction of the static

Hamiltoniean Ĥ0, so that the Liouville-von Neumann equation (Eq. 1.1) now reads:

d˜̂σ(t)
dt = i[˜̂σ(t), ˜̂H1(t)]. (1.5)

We will develop a second-order time-dependent perturbation to solve Eq. 1.5. After integration,

we obtain:
˜̂σ(t) = ˜̂σ(0) + i

∫ t

0
[˜̂σ(t′), ˜̂H1(t′)]dt′, (1.6)
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which can be inserted into Eq. 1.5 to yield the Liouville-von-Neumann equation, in the interac-

tion frame:
d˜̂σ(t)

dt = i[˜̂σ(0), ˜̂H1(t)]−
∫ t

0
[[˜̂σ(t′), ˜̂H1(t′)], ˜̂H1(t)]dt′. (1.7)

1.2.2 Hypotheses in the BWR theory

In the frame of the BWR theory, the following hypotheses are made to calculate the ensemble

average of the evolution of the density operator:

• for an ensemble average, denoted by the horizontal bar, [˜̂σ(0), ˜̂H1(t)] averages to zero;

• a time t can be found that is short enough such that the evolution of the spin system is

negligible on the interval [0, t] but that is much larger than the typical correlation times

for the fluctuations of ˜̂H1(t).

The consequences of the second hypothesis in Eq. 1.7 are that the integration can be extended

to +∞, and the density operator does not depend on the variable of integration and we can

perform the change t′ → t. The evolution of the density matrix ˜̂σ(t) over time for an ensemble

average, under a perturbation Hamiltonian ˜̂H1(t), can now be expressed as:

d˜̂σ(t)
dt = −

∞∫
0

[ ˜̂H1(t), [ ˜̂H1(t+ τ), ˜̂σ(t)]
]
dτ. (1.8)

The second hypothesis implies that Eq. 1.8 is valid only for system close to equilibrium. In his

seminal papers [13, 14], A.Redfield identifies this limitation and notes that his development is

valid in the high-temperature limit for systems with weak order (i.e. liquid with weak collisions

between particles). These conditions apply in almost all biomolecular liquid-state NMR studies.

Recently, Bengs and Levitt used Lindblad operators to introduce a new form of master equation

[88] that applies to systems far from their equilibium state, such as encountered in Dynamic

Nuclear Polarization (DNP) experiments [89].

1.2.3 Irreducible tensor representation

The master equation Eq. 1.8 can be further simplified using the irreducible tensor representation

in order to separate the angular and spin parts of the Hamiltonian. The perturbation Hamil-

tonian ˜̂H1(t) may include several interactions, identified by the label i. Each of them can be

written as the sum of the product of time-dependent spatial variables Vl,−q(t) and tensor spin
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operators T̂l,q of rank l and coherence order q (which is usually simply called order):

Ĥ1(t) =
∑
i

ζi
∑
l

l∑
q=−l

(−1)qV i
l,−q(t)T̂ il,q, (1.9)

where ζi is the amplitude of the interaction i. The irreducible tensor T̂ il,q can be expressed as a

linear combination of eigenoperators {Âil,q,p} of the superoperator [Ĥ0, ·], with eigenvalues ω(i)
l,q,p:

T̂ il,q =
∑
p

Âil,q,p. (1.10)

These eigenoperators can be written in the interaction frame as:

˜̂
Ail,q,p(t) = exp

{
(iĤ0t)

}
Âil,q,p exp

{
(−iĤ0t)

}
= eiω

(i)
l,q,p

tÂil,q,p. (1.11)

In the interaction frame, we now have:

˜̂H1(t) =
∑
i

ζi
∑
l

l∑
q=−l

∑
p

(−1)qeiω
(i)
l,q,p

tV i
l,−q(t)Âil,q,p. (1.12)

Since ˜̂H1 is Hermitian, we can also write:

˜̂H1(t) =
∑
i

ζi
∑
l

l∑
q=−l

∑
p

(−1)qe−iω
(i)
l,q,p

tV i,∗
l,−q(t)Â

i,†
l,q,p, (1.13)

where (†) denotes the hermitian conjugate of the operator, and (∗) the complex conjugate.

Substituting Eq. 1.12 and 1.13 into Eq. 1.8 gives:

d˜̂σ(t)
dt =−

∑
i,j

ζiζj
∑
l,l′

l∑
q=−l

l′∑
q′=−l′

∑
p,p′

(−1)q+q′ei(ω
(i)
l,q,p
−ω(j)

l′,q′,p′ )t×

[
Âil,q,p, [Â

j,†
l′,q′,p′ ,

˜̂σ(t)]
] ∞∫

0

〈V i
l,−q(t)V

j,∗
l′,−q′(t+ τ)〉e−iω

(j)
l′,q′,p′τdτ,

(1.14)

The correlation function Ci,j between the interations i and j is defined as:

〈V i
l,−q(t)V

j∗
l′,−q′(t+ τ)〉 = δq,q′δl,l′Ci,j(τ), (1.15)
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where δ is the Kronecker delta, such that:

d˜̂σ(t)
dt = −

∑
i,j

ζiζj
∑
l

l∑
q=−l

∑
p,p′

e
i(ω(i)

l,q,p
−ω(j)

l,q,p′ )t
[
Âil,q,p, [Â

j,†
l,q,p′ ,

˜̂σ(t)]
] ∞∫

0

Ci,j(τ)e−iω
(j)
l,q,p′τdτ. (1.16)

We assume that the functions V i
l,−q and V i

l,−q′ are statistically independent unless their coherence

orders are equal, which yields to the condition q = q′. The functions V i
l,−q are related to

spherical harmonics (details on spherical harmonics are given in AppendixA.2). The irreducible

representations of three interaction Hamiltonians are given below.

Dipole-dipole interaction The magnetic moment of a spin has an effect on the relaxation

of the neighbouring spins through its local magnetic field. This dipolar coupling decreases

as a function of r3 with r the distance between the two coupled spins, and is used in NMR

spectroscopy to obtain distance contrains, for example when solving protein structures [90, 91].

The dipolar coupling Hamiltonian between two spins I and S is given by [56, 92]:

ĤI,SDD = −µ0~γIγS
4πr3

IS

[
3
(
~I · ~rIS

rIS

)(
~S · ~rIS

rIS

)
− ~I · ~S

]
, (1.17)

where µ0 is the permeability of free space, ~ is the Planck constant divided by 2π, γX the

gyromagnetic ratio of nucleus X and rIS the internuclear distance. The Hamiltonian can be

decomposed as a product of rank-2 spherical harmonics and rank-2 tensors:

ĤI,SDD = dIS
√

6
2∑

q=−2

∑
p

(−1)qY2q(ΩL,IS)ÂDD2,q,p, (1.18)

where dIS = −µ0
4π

~γIγS
r3
IS

is the dipolar constant, Y2p are rank-2 spherical harmonics, the rank-2

tensors ÂDD2,q,p are given in Table. 1.1 together with their eigenvalues ωDD2,q,p, and ΩL,IS is the set

of Euler angles for transformation from the laboratory frame to the frame of the interaction

(whose main axis points along the internuclear vector).

Chemical-shift anisotropy interaction Electrons around the nucleus act as conducting

coils generating a small magnetic field that adds to the external field. Thus, depending on their

position on the molecules, nuclear spins are submitted to a more or less intense magnetic field

compared to the static field of the NMR spectrometer. This effect, known as chemical shift,

leads to peak separation in NMR spectra, and is associated to the chemical shift interaction
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Table 1.1: Rank-2 tensors (ÂDD2,q,p) and associated eigenvalues (ωDD2,q,p) for the decomposition of
the dipolar coupling Hamiltonian [16]. q is the coherence order of the tensor, p an index for the
decomposition, ωX = −γXB0 the Larmor frequency of spin X at magnetic field B0. Details on
spin angular momentum operators can be found in AppendixA.1.

q p ÂDD2,q,p ÂDD2,−q,p = (−1)qÂDD,
†

2,q,p ωDD2,q,p
0 0 (2/

√
6)ÎzŜz (2/

√
6)ÎzŜz 0

0 1 −1/(2
√

6)Î−Ŝ+ −1/(2
√

6)Î+Ŝ− ωS − ωI
0 2 −1/(2

√
6)Î+Ŝ− −1/(2

√
6)Î−Ŝ+ ωI − ωS

1 0 −(1/2)ÎzŜ+ (1/2)ÎzŜ− ωS
1 1 −(1/2)Î+Ŝz (1/2)Î−Ŝz ωI
2 0 (1/2)Î+Ŝ+ (1/2)Î−Ŝ− ωI + ωS

Hamiltonian [56, 93]:

ĤICS = γI~σI · ~B · ~I, (1.19)

where ~σI is the chemical shift tensor of spin I and ~B the magnetic field. The chemical shift

tensor is written, in matrix representation:

σI =


σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 . (1.20)

The tensor can be split into an isotropic (rank l = 0), anisotropic antisymmetrical (rank l = 1)

and anisotropic symmetric (rank l = 2) parts [94]:

σI = σiso


1 0 0

0 1 0

0 0 1

+


0 σ

(a)
12 σ

(a)
13

−σ(a)
12 0 σ

(a)
23

−σ(a)
13 −σ(a)

23 0

+


σ11 − σiso σ

(s)
12 σ

(s)
13

σ
(s)
12 σ22 − σiso σ

(s)
23

σ
(s)
13 σ

(s)
23 σ33 − σiso

 , (1.21)

where σiso =
∑3
i=1 σii/3, and σ

(a)
ij and σ

(s)
ij refer respectively to the antisymmetric and sym-

metric components of the chemical shift tensor and are defined as σ(a)
ij = (σij − σji)/2 and

σ
(s)
ij = (σij + σji)/2. The isotropic part (rank l = 0) is independent from the molecular orienta-

tions and does not contribute to the relaxation (unless it is affected by conformational changes

[95, 96]): it is affecting the Zeeman Hamiltonian to yield observable site-specific chemical shift

in solution NMR. The anisotropic parts (rank l = 1 and l = 2) depend on the molecular ori-

entations and contribute to the relaxation as the Chemical Shift Anisotropy (CSA) interaction.
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The rank-1 tensor part (antisymmetric) is usually neglected. Note that, in the presence

of highly anisotropic motions, the contribution of the antisymmetric CSA (rank-1 tensors) may

account for up to 10% of the contribution of the CSA rank-2 tensors to auto-relaxation [97, 98].

The rank-2 tensor part (symmetric, σ(2)
I ) can be diagonalized:

σ
(2)
I = RCSA


σx − σiso 0 0

0 σy − σiso 0

0 0 σz − σiso

R−1
CSA, (1.22)

where the σi, i ∈ {x, y, z} are the principal components of the chemical shift tensor, and RCSA
contains the eigenvectors associated to the three eigenvalues and corresponds to the rotation

matrix from the frame where σI was initially written (for example, the molecular frame) to the

frame defined by the principal axes of the interaction. In this frame, the CSA Hamiltonian is

written:
ĤICSA =1

3γI (σz − σx)
(
Bz Îz +By Îy − 2BxÎx

)
+ 1

3γI (σz − σy)
(
Bz Îz +BxÎx − 2By Îy

)
.

(1.23)

Three cases appear.

Isotropic chemical shift tensor In its simplest case, all components of the chemical

shift are equal, and there is no CSA contribution to relaxation.

Axially symmetric chemical-shift tensor When two eigenvalues are degenerate,

the CSA is axially symmetric. Let us assume σx = σy (a frame transformation can always be

applied to reach this particular situation). The anisotropy of the CSA is defined as:

∆σaxial = σz − σx. (1.24)

The CSA Hamiltonian is decomposed as:

ĤICSA,axial = ∆σaxialωI
√

2
3

2∑
q=−2

(−1)qY2q(ΩL,CSA)ÂCSA2,q,0 , (1.25)

where ωI = −γIB0 is the Larmor frequency of spin I at magnetic field B0, Y2p are rank-

2 spherical harmonics, the rank-2 tensors ÂCSA2,q,0 are given in Table. 1.2 together with their
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Table 1.2: Rank-2 tensors (ÂCSA2,q,0 ) and associated eigenvalues (ωCSA2,q,0 ) for the decomposition of
the CSA interaction Hamiltonian [16]. q is the coherence order of the tensor, p an index for the
decomposition, ωI = −γIB0 the Larmor frequency of spin X at magnetic field B0. Details on
spin angular momentum operators can be found in AppendixA.1.

q ÂCSA2,q,0 ÂCSA2,−q,0 = (−1)qÂCSA,
†

2,q,0 ωCSA2,q,0
0 (2/

√
6)Îz (2/

√
6)Îz 0

1 −(1/2)Î+ (1/2)Î− ωI
2 - - -

eigenvalues ωCSA2,q,0 , and ΩL,CSA is the set of Euler angles for transformation from the laboratory

frame to the CSA frame.

Asymmetric chemical-shift tensor When the three eigenvalues of the CSA tensors

are different, Eq. 1.25 is not valid. Without loss of generality (a frame rotation would be

sufficient to obtain such situation), we impose that σx < σy < σz. In order to write an equation

of the form of Eq. 1.25, we write the diagonalized rank-2 tensor part of the CSA (Eq. 1.22):

σ
(2)
I = RCSA



σx − σiso 0 0

0 σx − σiso 0

0 0 σz − σiso

+


0 0 0

0 σy − σx 0

0 0 0


R−1

CSA, (1.26)

From this equation, the longitudinal (∆σ‖) and orthogonal (∆σ⊥) components of the CSA

tensor are defined:

∆σ‖ = σz − σx, ∆σ⊥ = σy − σx. (1.27)

The CSA Hamiltonian for asymmetric chemical shift tensors is then:

ĤICSA,asym = ωI

√
2
3

2∑
q=−2

(−1)qÂCSA2,q,0

(
∆σ‖Y2q(ΩL,σ‖) + ∆σ⊥Y2q(ΩL,σ⊥)

)
, (1.28)

with the same definitions as above, and ΩL,σ‖ and ΩL,σ⊥ being the Euler angles for transfor-

mation from the laboratory frame to the longitudinal and orthogonal component of the CSA

frames respectively.

Quadrupolar interaction Isotopes with a quantum magnetic number higher than 1/2 pos-

sess a quadrupolar moment. The quadrupolar interaction leads often to fast relaxation at stan-
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dard magnetic fields so that such spins are rarely used in solution-states biomolecular NMR.

The quadrupolar interaction Hamiltonian is [56, 99]:

ĤIQ = eQ
6~mI

s(2mI
s − 1)

∑
α,β=x,y,z

Vαβ

[3
2
(
ÎαÎβ + Îβ Îα

)
− δαβmI

s(mI
s + 1)Ê

]
, (1.29)

where e is the electronic charge, Q is the quadrupole moment, mI
s is the quantum spin number of

spin I, Vαβ are elements of the Electric Field Gradient (EFG) tensor, δ is the Kronecker delta

and Ê is the identity operator. The Hamiltonian is decomposed using products of spherical

harmonics and rank-2 tensors as [99]:

ĤIQ = e2qQ
4~mI

s(2mI
s − 1)

2∑
q=−2

(−1)qV PAS
q Y2q(ΩL,Q)ÂQ2,q,0, (1.30)

where q is the nuclear charge, Y2q are rank-2 spherical harmonics, ΩL,Q is the set of Euler angles

for transformation from the laboratory frame to the main axis of the frame of the quadrupolar

interaction, the rank-2 tensors ÂQ2,q,0 are given in Table. 1.3 together with their eigenvalues ωQ2,q,0,

and V PAS
q are components of the EFG expressed in the Principal Axis System (PAS) of the

quadrupolar interaction and are given by [99]:

V PAS
0 =

√
6, V PAS

±1 = 0, V PAS
±2 = η, (1.31)

where η is the asymmetry of the EFG:

η =
∣∣∣∣Vyy − VxxVzz

∣∣∣∣ . (1.32)

The value of e2Qq/h has been measured in partially deuterated methyl groups of small molecules

[100] and proteins with residue-specific resolution [101], and has a value of around 168 kHz.

1.2.4 The secular approximation

Oscillating terms can be neglected when they average to zero much faster than the evolution of

the density operator under relaxation. This is the secular approximation. Thus, only secular

terms for which ω(i)
l,q,p = ω

(j)
l,q,p′ contribute to Eq. 1.16. In addition, only rank-2 (l = 2) tensors

are relevant to describe dipole-dipole, CSA (vide supra for a discussion on the rank-1 part of
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Table 1.3: Rank-2 tensors (ÂQ2,q,0) and associated eigenvalues (ωQ2,q,0) for the decomposition
of the quadrupolar interaction Hamiltonian [16]. q is the coherence order of the tensor, p an
index for the decomposition, ωI = −γIB0 the Larmor frequency of spin X at magnetic field B0.
Details on spin angular momentum operators can be found in AppendixA.1.

q ÂQ2,q,0 ÂQ2,−q,0 = (−1)qÂQ,
†

2,q,0 ωQ2,q,0
0 (1/

√
6)
(
2Î2
z − Î2

x − Î2
y

)
(1/
√

6)
(
2Î2
z − Î2

x − Î2
y

)
0

1 −(1/2)
(
Îz Î

+ + Î+Îz
)

(1/2)
(
Îz Î
− + Î−Îz

)
ωI

2 (1/2)Î+Î+ (1/2)Î−Î− 2ωI

the CSA) and quadrupolar interactions.

d˜̂σ(t)
dt = −

∑
i,j

ζiζj

2∑
q=−2

∑
p,p′

δ
ω

(i)
2,q,p,ω

(j)
2,q,p′

[
Âi2,q,p, [Â

j,†
2,q,p′ ,

˜̂σ(t)]
] ∞∫

0

Ci,j(τ)e−iω
(j)
2,q,p′τdτ. (1.33)

This equation includes the Fourier tranform of the correlation function, called the spectral

density function:

Ji,j(ω) = 2
∞∫
0

Ci,j(τ)e−iωτdτ. (1.34)

Finally, the Master equation reads:

d˜̂σ(t)
dt = −1

2
∑
i,j

ζiζj

2∑
q=−2

∑
p,p′

δ
ω

(i)
2,q,p,ω

(j)
2,q,p′
Ji,j

(
ω

(i)
2,q,p

) [
Âi2,q,p, [Â

j,†
2,q,p′ ,

˜̂σ(t)]
]
. (1.35)

Discussion on the secular approximation The secular approximation neglects the contri-

bution from eigentensors which have different eigenfrequencies, based on the assumption that

the resulting fast oscillating term average out. This holds true for eigentensors with largely

different eigenfrequencies, but not necessarily for those which are close to one another without

being exactly equal. We illustrate this here with the relaxation of the Zero Quantum (ZQ)

operator ˆZQx in a two spin-1/2 system (labelled here I and S). The relaxation rate for this

operator, without applying the secular approximation, can be calculated using Eq. 1.16:

R( ˆZQx, t) = d2
IS

8 (2J (ωI − ωS) + 3J (ωI) + 3J (ωS)

− 2 cos(2(ωI − ωS)t)J (ωI − ωS)),
(1.36)



1.2. Fundamentals of the Bloch-Wangsness-Redfield relaxation theory 19

00.00
0.01
0.02
0.03

0.06
0.07

0.05
0.04

5 10 15 20R
el
ax

at
io
n
ra
te

(s
-1
)

Time (s)

0.5 ms

@14.1 T

@14.1 T

@14.1 T

@14.1 T

@14.1 T

a)

0
0.3
0.4
0.5

0.8
0.9
1.0

0.7
0.6

5 10 15 20E
xp

ec
ta
tio

n
va

lu
e

Time (s)

b)15N-1H 15N-1H

0 20

200

400

800

600

64 8 10 12 14R
el
ax

at
io
n
ra
te

(s
-1
)

Time (ms)

c)

0
0.0

0.2

0.8

1.0

0.6

0.4

42 6 8 10 12 14E
xp

ec
ta
tio

n
va

lu
e

Time (ms)

d)1H-1H 1H-1H

0 2

m
ag

ne
tic

fie
ld

(T
)

1
3
5
7
9
11
13
15
17
19

0.0

0.2

0.4

1.0

0.8

0.6

64 8 10 12 14E
xp

ec
ta
tio

n
va

lu
e

Time (ms)

e)

0
0.0

0.2

0.8

1.0

0.6

0.4

42 6 8 10 12 14E
xp

ec
ta
tio

n
va

lu
e

Time (ms)

f)1H-1H 1H-1H
Δ
δ
(p
pm

)

0
0.025
0.05
0.1
0.5
1
2

Δδ = 0.5 ppm

Δδ = 0.5 ppm

Figure 1.2: Illustration of the secular approximation effects. Relaxation rate (a, c) and expec-
tation value (Eq. 1.38, b, d) of the ˆZQx operator for a 15N-1H (a,b) and two non-equivalent
protons (c,d) spin pairs as a function of time at 14.1T. A zoom over the first 10ms of the
evolution is shown in a. Expectation value of the ˆZQx operator in a non-equivalent 1H-1H spin
system as a function of time for different value of magnetic field (e) and chemical shift difference
∆δ between the two protons (f). In both the 15N-1H and 1H-1H cases, the internuclear distance
is the same and set to 1.02Å. This accentuates the effects in the homonuclear spins system case.
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where the time-dependence arises from the last term, ωX = −γXB0 is the Larmor frequency of

spin X at magnetic field B0, dIS is the dipolar constant and J the spectral density function

which, here, comes solely from the global tumbling:

J (ω) = 2
5

τc
1 + (ωτc)2 , (1.37)

where τc is the global tumbling correlation time (choosen in the simulations presented here to be

25 ns, which rougly corresponds to the global tumbling correlation time of a 50 kDa protein at

298K). Without the time dependent term, Eq. 1.36 is in agreement with reported rates for ZQ

operators [16]. The expectation value 〈 ˆZQx〉(t) of the operator ˆZQx can be computed using:

〈 ˆZQx〉(t+ δt) = 〈 ˆZQx〉(t)e−δtR( ˆZQx,t), (1.38)

where δt is sufficiently small so that we can approximate the decay of 〈 ˆZQx〉 to be mono-

exponential with a unique rate over the time δt. In the simulations presented here, δt is set to

1µs.

First, let us consider a 15N-1H spin system, as can be found in the peptide plane of

proteins. The Larmor frequency of the proton is about 10 times higher (in absolute value) than

the nitrogen-15 Larmor frequency so that the oscillating term in Eq. 1.36 varies extremely fast

and does not affect significantly the value of the relaxation rate (Fig. 1.2a), and the decay of

the expectation value for the operator ˆZQx is mono-exponential (Fig. 1.2b). In this case, the

secular approximation is justified.

Let us now consider a spin system composed of two non-equivalent protons. We will first

consider a 0.5 ppm chemical shift different between them. The relaxation rate at 14.1T shows

large-amplitude variations, on timescales similar to relaxation (Fig. 1.2c,d). During the relax-

ation decay, the relaxation rate changes, leading to oscillations in the decay of the expectation

value. These are particularly significant since the oscillating part involves the spectral density

function evalutaed at ωI − ωS and, for two non-equivalent protons, J (ωI − ωS) � J (ωI) ≈

J (ωS). The difference frequency between the two protons depends on the magnetic field, and

the frequency of these oscilations decreases when the magnetic field decreases. The relaxation

being faster at lower magnetic fields, the oscillations in the expectation value are not visible

(Fig. 1.2e) since the polarization decays to 0 in a time-scale much smaller than the oscillation
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period, but the decays show clear deviations from a mono-exponential behavior. These conclu-

sions also apply when, instead of changing the magnetic field, the difference in chemical shift

in changed (Fig. 1.2f). When the two protons have the same chemical shift (∆δ = 0ppm), the

relaxation is mono-exponential and occurs on a timescale three orders of magnitude longer than

the one shown in Fig. 1.2f.

In the case of non-equivalent homonuclear spin systems, the systematic use of the secular

approximation can miss some important features of the relaxation process. Such situation

presented here do not occur for the longitudinal and transverse relaxation, dipole-dipole cross-

relaxation or two-spin order relaxation. It can only be expected when the operator of interest

is expressed as a sum of operators, such as ẐQx, ẐQy, and their Double Quantum (DQ)

counterparts D̂Qx and D̂Qy.

1.2.5 Relaxation in the laboratory frame

The final step consists in transforming Eq. 1.8 from the interaction representation back to the

Schrödinger representation given in Eq. 1.1. For this, we invert Eq. 1.4:

σ̂(t) = exp
{
−iĤ0t

}
˜̂σ(t) exp

{
iĤ0t

}
, (1.39)

with time-derivative:

dσ̂(t)
dt = −i[Ĥ0, σ̂(t)] + exp

{
−iĤ0t

}d˜̂σ(t)
dt exp

{
iĤ0t

}
. (1.40)

Inserting Eq. 1.35 into Eq. 1.40 leads to:

dσ̂(t)
dt = −i[Ĥ0, σ̂(t)]− 1

2
∑
i,j

ζiζj

2∑
q=−2

∑
p,p′

δ
ω

(i)
2,q,p,ω

(j)
2,q,p′
Ji,j

(
ω

(i)
2,q,p

) [
Âi2,q,p, [Â

j,†
2,q,p′ , σ̂(t)]

]
. (1.41)

We now define the relaxation super-operator ˆ̂R as:

ˆ̂R = 1
2
∑
i,j

ζiζj

2∑
q=−2

∑
p,p′

δ
ω

(i)
2,q,p,ω

(j)
2,q,p′
Ji,j

(
ω

(i)
2,q,p

) [
Âi2,q,p, [Â

j,†
2,q,p′ , ·]

]
. (1.42)
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The relaxation rate between operators Â and B̂ is:

R(Â, B̂) = 〈B̂| ˆ̂R|Â〉√
〈Â|Â〉〈B̂|B̂〉

. (1.43)

If Â = B̂, the rate R(Â, B̂) is called an auto-relaxation rate, while if Â 6= B̂, the rate R(Â, B̂)

is refered to as a cross-relaxation rate, if i = j, it is an auto-correlated relaxation rate, and if

i 6= j a cross-correlated relaxation rate. These rates can easily be calculated analytically using

the BRW engine [70]. This tool calculates the double commutator for each pair of spin tensors

with identical eigenfrequencies and multiplies them by the spectral density function evaluated

at this frequency. The implementation of this algorithm in Mathematica [18] is detailed in

section 1.3.

1.2.6 Models of correlation function

The correlation function reports on the local and global fluctuations of the Hamiltonian opera-

tors of interactions, and hence often reorientations of bond vectors, in the fixed laboratory frame.

Analytical models to describe the correlation function are of great interest to interpret NMR re-

laxation data in terms of dynamics of the molecules under investigation. Depending on the type

of motions, different forms of correlation functions have been derived from the Master equation

of diffusion in the 1960’s-1970’s, with applications in both NMR and fluorescence spectroscopy.

Luginbühl and Wüthrich published a survey on the most important types of motions and their

associated correlation functions [34], and these will be discussed in details in chapter 4. In the

early 80’s, Lipari and Szabo pointed out that using these models to the study of biomolecules

can lead to overinterpretation of data as the analysis requires a a priori knownledge or phys-

ical intuition of the model of motions [15]. Following their argument that ’models cannot be

proven; they can only be eliminated’ (quoted from [15]), they introduced the Model Free (MF)

approach, which is now widely used in biomolecular NMR, either as it was originially proposed

[15, 102] or as a basis for more complex correlation functions [74, 103, 21]. It must be noted

that even if without internal motional model assumptions [15, 104], the MF approach is not free

of any hypothesis. One of them is the factorisation of the global rotational diffusion and inter-

nal motion correlation functions. This is mathematically rigorous when the global tumbling is

isotropic and uncorrelated with internal motions. Lipari and Szabo proposed an approximated

form of the correlation function when the tumbling is anisotropic and uncorrelated from the

internal motions [15] which has been used in a number of studies [105, 106, 107, 108, 109].
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The MF approach leads to satisfactory results for the analysis of folded proteins, but

a single effective correlation time for internal motion cannot accurately reproduce relaxation

data of Intrinsically Disordered Proteins (IDP) for which dynamics occur over a wide range

of timescale. An approach, called Interpretation of Motions by a Projection onto an Array

of Correlation Times (IMPACT) [110], as been proposed to write the correlation function of

IDPs as a distribution of correlation times. It does neither assume any particular type of

motion, nor a decorrelation of global tumbling and internal motions, nor a intra-residue corre-

lation/decorrelation of motions.

The independence of the rotational diffusion and internal motions has been questionned

in folded proteins: for example, loop motions or inter-domain motions can affect the overall

shape of the molecule and thus, the diffusion tensor. The Slowly Relaxing Local Structure
(SRLS) model aims at taking such correlations into account by modeling the interaction frame

motions as a diffusion in a potential which depends on the molecular environment [71, 25, 27].

Correlation functions in the presence of correlated global tumbling and conformers exchange

(i.e. domain jump motions) have also been proposed, for both isotropic [111] and anisotropic

[112, 113] tumbling diffusion tensors.
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1.3 Implementation of the Bloch-Wangsness-Redfield theory in

RedKite

The computation of the relaxation rates is highly efficient with the formalism of the BRW

engine [70] which does not require an explicit expression of the spherical harmonics defining the

correlation function (Eq. 1.15). Relaxation rates are first expressed as a function of the spectral

density function Ji,j(ω, θi, θj) where θk is the orientation of the interaction k in the System
Frame (SF) of the chemical moiety. This frame corresponds to an arbitrary frame in which the

orientation of the interactions are calculated. The different steps of RedKite are presented in

the flowchart shown in Fig. 1.3. We will illustrate the use of RedKite on an isolated pair of spin-

1/2 nuclei: a 15N-1H pair. RedKite notebooks for an isolated 15N-1H spin pair and 13C1H2H2

methyl group with a vicinal deuterium can be found at: https://figshare.com/articles/

software/RedKite/11745111. As will become clear in the follwing sections, RedKite consists

in a succession of commands imported from the SpinDynamica package [20]. This section is

largely based on the associated published work [19].

H0 & ΣH1
definition

SpinDynamica

a) b) c)

Spin system

Interactions

Studied
operator

analytical
matrix

analytical
ratesSecular

approximation

rates of
interest

Figure 1.3: Schematic representation of the RedKite calculation, describing input information
and the output of the Mathematica notebook. a) Initial inputs from the user are the spin
system (isotopes and geometry) and CSA and quadrupolar interactions properties. b) After
definition of the operator basis, Hamiltonian operators are defined. After indicating the operator
of the basis studied during the experiment, a reduction of the size of the basis is performed.
Rates of interest that will be calculated are defined as well. c) Calculations produce analytical
expressions for the relaxation rates and the relaxation matrix. Blue rectangles: user inputs.
Yellow rectangles: calculated outputs. Pink rectangle and purple triangles: tasks performed by
RedKite. Figure reproduced from [19].

https://figshare.com/articles/software/RedKite/11745111
https://figshare.com/articles/software/RedKite/11745111
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1.3.1 Definition of the spin system

The first step is to define the spin system by specifying for each nuclear spin the nucleus type

with its isotopic number, and a unique label for each spin which is used for identification. We

present as an illustration the example of a simple spin system composed of an isolated 15N-1H

pair. The spin system is therefore defined as:

Nuclei = {{"15N","NA"}, {"1H", "HA"}};

where "NA" and "HA" refer to the Nitrogen-15 and Proton respectively, before running the

SpinDynamica [20] SetSpinSystem command.

The geometry of the spin system is defined next. We define an array of size n × 3 (where n is

the number of nuclei in the spin system, in our case 2) containing the position of each atom in

a Cartesian axis system. In our example, we set the nitrogen nucleus at the origin of the axis

system and the proton 1.02Å away from the nitrogen in the z-direction:

Coordinates = {{0, 0, 0}, {0, 0, 1.02× 10−10}};

To complete the definition of the spin system, the CSA and quadrupolar properties have to

be defined. The nuclei for which the CSA will be considered must be defined as such. In our

example, we will only consider the nitrogen CSA:

CSAConsidered = {1, 0};

It is possible to give a numerical value to the CSA or keep its value as an analytical parameter.

We will consider this latter case here:

δcsa[1] = ∆σN ;

Note that defining δcsa[2] is not necessary since the proton CSA is neglected in our example.

Similarly, the strength of the quadrupolar interaction does not need to be defined (see Ap-

pendixB.4 for an example that includes quadrupolar interactions).

The orientations of the CSA tensor have to be given (either numerically or analytically) as

projections on the 3 axes of the molecular frame. For the sake of simplicity, we choose an

alignement along the N-H axis:

vectorNum"CSA"
1 = {0, 0, 1};
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The index 1 refers to the first spin in the spin system (i.e. the nitrogen-15). There is also

a possibility to consider asymmetric CSA tensors. In this case, the asymmetric CSA tensor

is decomposed in two axially symmetric components. The longitudinal and orthogonal com-

ponent of the CSA have to be defined using the variables names σlong[i] and σperp[i] for

the longitudinal and orthogonal values of the CSA tensors of isotope i, and vectorNuml"CSA"
i

and vectorNump"CSA"
i for the associated orientations. TableB.1 contains the definitions of the

different variables of RedKite.

1.3.2 Definition of spin tensors and Hamiltonian

Three different types of interactions are considered in RedKite: the dipolar couplings, the

CSA (in the case where at least one spin has a CSA) and the quadrupolar couplings (in the case

where spins with ms > 1/2 are present in the spin system). Analytical forms of these Hamilto-

nian operators are calculated automatically. Other Hamiltonian operators can be defined and

added if other interactions or effects are considered.

Calculation of Hamiltonian operators requires the definition of spin-tensor operators.

SpinDynamica already contains their definition, but each tensor of coherence order-q is given

as a linear combination of eigentensors [20]. Consequently, SpinDynamica tensors can be linear

combinations of eigenvectors with different eigenfrequencies, which is an inappropriate basis to

perform the secular approximation (based on the equality of eigenfrequencies of two eigenvec-

tors). The secular approximation is better performed with complete separation of the tensor

operators. The definition of each tensor is given in Table 1.1, 1.2 and 1.3, and their definition in

Mathematica can be found in AppendixB.2. In the case of non-equivalent homonuclear spin

systems, performing the secular approximation is more complex, as shown in previous section.

RedKite performs the secular approximation, even in these situations. Numerical tools, such

as Spinach [70], are available to study such systems. The Hamiltonian, as written in RedKite,

can be found in AppendixB.3.

In the definitions of the Hamiltonians, we introduce the function M, similarly to the

BRW engine [70], which depends on the operator coherence order m being considered, its

associated eigenfrequency, a time t at which the Hamiltonian is calculated, and the orientation

of the interactions. The functionM is useful when calculating the double commutators to obtain

relaxation rates (as detailed in the previous section). Products of the function M appear, which
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are simplified according to:

M[l_, f1_, 0, i_]Conjugate[M[k_, f2_, t_, j_]] := KroneckerDelta[l, k] KroneckerDelta[f1, f2]

G[t, i, j];

where KroneckerDelta[x, y] = 1 if x = y and 0 otherwise, l and k are associated to tensor

coherence order, f1 and f2 to the tensor eigenfrequencies, t the time at which the Hamiltonian

is calculated, and i and j are the orientation of the interactions in the molecular frame. G[t,

f1, i, j] is the correlation function evaluated at time t and is further replaced by the spectral

density function evaluated at frequency f1 by using the function BRWIntegrate:

BRWIntegrate[eTimes[Complex[0,a_],t,f1]G[t, i_, j_]] := J[a×f1, i, j] ;

where the coefficients a are obtained from the eigenvalues of the eigentensors. For auto-

correlation, i = j, while cross-correlation is obtained when i 6= j.

1.3.3 Analytical and numerical spin state restriction

The number of operators in the basis is equal to 4n for n spin-1/2 nuclear spins. Hence, in a

two spin-1/2 system there are 16 operators, which is still a workable number. For more complex

spin systems, reducing the size of the basis to keep only terms relevant for the analysis of an

experiment is essential. We only keep the terms contributing to the relaxation of the operator

of interest (that is the operator for which the evolution of the expectation value with time

needs to be carefully evaluted) following the scheme of Fig. 1.4. First, only terms with the same

coherence order as the operator of interest are selected (indicated in blue in Fig. 1.4a). Then,

the secular approximation is involved to average out all non-secular terms in the interaction

frame (Fig. 1.4b). Cross-relaxation rates with the operator of interest in this reduced basis are

calculated (Fig. 1.4c) and the operators with no cross-relaxation with the operator of interest

are discarded from the basis (here this last step only removes the identity operator Ê, Fig. 1.4d).

This step is basis-dependent and some indirect cross-relaxation pathways affecting the operator

of interest may be suppressed. An additional step can be applied for large spin systems to sort

and select only major cross-relaxation pathways. In our example of an isolated 15N-1H spin pair

with a CSA on the nitrogen-15 and the N̂z operator defined as the operator of interest, only 3

terms remain in the basis:

ReducedBasis = {NAz,HAz, 2NAzHAz};

The user can also manually define its own basis.



28 Chapter 1. Theory of nuclear spin relaxation
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Figure 1.4: Reduction of the matrix size for our case example of a 15N-1H spin system. a) A 15N-
1H isolated spin pair has 16 operators in its basis. b) The first step of the matrix reduction size
consists in keeping only terms that have the same coherence order as the spin-term of interest,
leading to 6 terms in the basis. c) The secular approximation allows another level of size
reduction: only terms that are secular with the Zeeman Hamiltonian are kept in the basis. Two
zero-quantum operators are removed at this stage. d) In the absence of cross-relaxation with
the spin term of interest Nz, the identity operator is removed from the basis and the final basis
contains 3 operators. In this graphical representation of the relaxation matrices, a red square
indicates a non-zero value for the corresponding relaxation rate. The blue rectangles contain
the selected part of the relaxation matrix after each steps of the size reduction. Normalization
factors for the spin operators have been omitted for clarity. Figure reproduced from [19].
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1.3.4 Calculations

Once the basis has been defined, the relaxation matrix can be calculated:

RM =


RN

1 σNH δN

σNH RH
1 0

δN 0 RNH

 ,

where RN
1 and RH

1 refer to the nitrogen-15 and proton longitudinal relaxation rates respectively,

RNH to the auto-relaxation rate of the two-spin order 2N̂zĤz, σNH to the dipole-dipole cross-

relaxation rate between nitrogen-15 and proton and δN to the cross-relaxation rate due to the

cross-correlation of the nitrogen-15 CSA and the Dipole-Dipole (DD) coupling with the proton:

RN
1 = d2

NH
4 (J (ωN − ωH) + 6J (ωN + ωH) + 3J(ωN)) + 1

3∆σ2
Nω

2
NJ (ωN), (1.44)

RH
1 = d2

NH
4 (J (ωN − ωH) + 6J (ωN + ωH) + 3J (ωH)), (1.45)

RNH = d2
NH
4 (3J (ωN) + 3J (ωH)) + 1

3∆σ2
Nω

2
NJ (ωN), (1.46)

σNH = d2
NH
4 (−J (ωN − ωH) + 6J (ωN + ωH)), (1.47)

δN = ∆σNωNdNHJ (ωN), (1.48)

with dNH = −µ0
4π

~γHγN
r3

NH
the dipolar coefficient between the proton and the nitrogen-15, rNH the

distance separating the two nuclei, γX the gyromagnetic ratio of nucleus X, ~ the Plank con-

stant divided by 2π, µ0 the permeability of free space, and ∆σN = σzz− σxx+σyy
2 the CSA of the

nitrogen-15 with σkk the kth diagonal element of the chemical shift tensor. J is the spectral

density function and is expressed as a function of the proton (ωH) and nitrogen-15 (ωN) Larmor

frequencies.

All types of relaxation rates in this spin system can be calculated. In such a spin system,

it is relatively easy to record longitudinal and transverse relaxation rates for the nitrogen-15

nucleus, as well as the cross-relaxation rate with the proton. These rates are calculated by:

RatesOfInterest = {

{Rate[opI["NA", "z"], opI["NA", "z"]], "R1N"},

{Rate[opI["NA", "+"], opI["NA", "+"]], "R2N"},

{Rate[opI["NA", "z"], opI["HA", "z"]], "Sigma"}};
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where Rate is the implemented command to calculate relaxation rates as described in the

section 1.2. This leads to the expression of transverse relaxation rate for nitrogen-15:

RN
2 =d2

NH
8 (J (ωN − ωH) + 6J (ωN + ωH) + 3J (ωN) + 6J (ωH) + 4J (0))

+ 1
18∆σ2

Nω
2
N(3J (ωN) + 4J (0)).

(1.49)

1.3.5 Model free spectral density function

The user has to provide at least one definition of spectral density function in order to have a

model for the dynamics of the system. In our case, we can use a model-free approach [15] with

a correlation time for global tumbling τc, one order parameter S2 and an effective correlation

time for internal motions τint:

J (ω) = 2
5

(
S2τc

1 + (ωτc)2 + (1− S2)τ ′int
1 + (ωτ ′int)2

)
, (1.50)

where τ ′−1
int = τ−1

c + τ−1
int . This function is implemented in RedKite as:

JNH[ω_, i_, j_] :=Module[{spec, τ1},

τ1 =τcτint/(τc + τint);

spec =2
5

(
S2 τc

1 + (ωτc)2 +

(1− S2) τ1
1 + (ωτ1)2

)
]

Other models of spectral density function can be used as well. At this point, the relaxation

rates seen above can be expressed as a function of the parameters of the dynamics of the system

(order parameter and correlation times). Numerical calculations can be performed if values for

the parameters of the spectral density function are provided.



1.4. Conclusion 31

1.4 Conclusion

The basis of the BWR relaxation theory [12, 13, 14] was introduced in this chapter, and some

of its main hypotheses were discussed. The secular approximation may lead to substantial

deviations form the expected evolution of the spin system under relaxation only in particular

situations. The range of applicability of the theory to high-temperature and weak-order solution

is not limitting in the context of biomolecular liquid-state NMR where they are fullfilled [13, 14].

The BWR theory has been implemented in a Mathematica [18] notebook using the

SpinDynamica package [20]. This program, called RedKite, is applicable to a wide range of

spin systems. An illustration of its usuage has been detailed for an isolated 15N-1H spin pair.

RedKite has been used by others to help designing experiments to improve the sensitivity of

Nuclear Overhauser Effect SpectroscopY (NOESY) experiments [114] and analyse quadrupole

relaxation in methyl groups [115]. Three applications of RedKite will be detailed in this

manuscript: understanding experimental spectra recorded under unsual conditions (chapter 2),

and calculating relaxation matrix for systems of interest to design new experiment (chapter 2) or

analyse relaxation data (chapter 3). In the frame of the BWR relaxation theory, the relaxation

super-operator (Eq. 1.42) shows two distinct elements:

• The tensor part. It is determined by the spin system. During the course of an experiment,

the proper selection of coherence pathway can lead to relaxation-optimized pulse sequence.

The TROSY types of pulse sequences [35, 36] apply this idea to select slowly relaxing-

operators. In chapter 2 we will use these aspects to rationalize the observation of a methyl-

TROSY effect in a situation where it is not expected.

• The lattice part. This is the spectral density function, which is determined by the dy-

namics of the molecule. Its dependence on the Larmor frequency leads to a magnetic

field dependence of the relaxation. In chapter 2, we will show how we can use this as-

pect to develop multiple-field NMR spectroscopy with improved sensitivity compared to

single-field experiments. In addition, the measurement of relaxation rates at different

fields allows a mapping of the spectral density function and an interpretation in terms of

dynamics. These aspects will be investigated in chapter 3. In the chapter 4, we will review

and analyze some models of correlation function to study the dynamics of biomolecules,

and propose new correlation functions for the analysis of side-chain dynamics.
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Two-field NMR and TROSY
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2.1 Introduction

Structural biology aims at describing the intricate relationship between the structure, dynamics

and function of biomolecules. Among all the techniques brought by decades of methodological

developments, Nuclear Magnetic Resonance (NMR) is the only one with the ability to provide

direct information on all these three aspects. However, NMR suffers from a limited sensitivity

which significantly decreases as the size of the molecule increases. Consequently, until the very

end of the 20th century, biomolecular NMR rarely focussed on systems exceeding 30 kDa. The

progress of NMR over the last decades was made possible by the constant development of mag-

nets with higher magnetic fields [4], the availability of more sensitive probes, especially cryogenic

probes, as well as countless innovative methodological developments. A major breakthrough
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for the investigation of large biomolecules has been the introduction of Transverse Relaxation-

Optimized SpectroscopY (TROSY) [35]. In the 15N-1H spin pair present in peptide bonds, the

TROSY effect relies on the selection of a coherences that benefit from destructive interference

between the Chemical Shift Anisotropy (CSA) andDipole-Dipole (DD) relaxation mechanisms

[78, 79, 80], leading to a dramatic decrease of their transverse relaxation rates [35, 116]. The

improvement in resolution and sensitivity has made possible the study of large biomolecular

systems up to about 1MDa [81].

Relaxation interference also gives rise to a TROSY effect in 13C1H3 methyl groups

in macromolecules. Tugarinov et al. [36] described the Heteronuclear Multiple Quantum

Coherence (HMQC) experiment and associated methyl-TROSY effect using two main assump-

tions: the slow-tumbling approximation and infinitely fast methyl-group rotation. The slow-

tumbling approximation is suitable to describe relaxation properties in high molecular-weight

proteins on high-field magnets (10 to 25T). In addition, rotation of methyl groups can be con-

sidered infinitely fast since it is much faster than the slow global tumbling of large proteins.

Under these assumptions, the contributions of all intra-methyl DD couplings for the relaxation

of the central line of the triplet are exactly zero in an HMQC experiment [36, 117]. This major

discovery hand in hand with the development of schemes for protein 13C1H3 labeling at specific

positions, both in proteins [52, 118, 119] and nucleic acids [55], has opened new perspectives

to study high-molecular weight biomolecules with NMR [120] as was shown by several studies

of large molecular machines, such as the proteasome [121, 122], a 1 MDa-chaperone [54] or the

nucleosome core particle [55, 123].

The need for higher magnetic-field has been justified by the need for higher sensitivity

which would allow the study of always more challenging systems. Undoubtedly of great inter-

est for the biomolecular NMR community, such high-field magnets (as high as 1.2GHz at the

time of writing) can also have detrimental effects on the quality of the recorded spectra. For

example, the CSA interaction scales linearly with the magnetic field (Eq. 1.25 and Eq. 1.28) so

that the relaxation rates of nuclei with large CSA can lead to dramatic polarization losses at

high magnetic fields. The carbonyl carbon-13 nucleus present in peptide bonds has a high CSA

(σz ≈ 250 ppm, σy ≈ 170 ppm and σz ≈ 80 ppm) [82], leading to relaxation rates higher than

600 s−1 for protein assemblies with the size of the nucleosome at 1.2GHz. Such a high relaxation

rate would make most of the multi-dimensional NMR experiments with transfer trough the car-

bonyl function challenging, if not impossible, decreasing the attractivity for higher magnetic
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Figure 2.1: Schematic of a 2F-NMR spectrometer. The magnet shown in green operating at
BHF

0 = 14.1T produces a stray field (blue line). The ferroshims (orange) create a plateau of
magnetic field at BLF

0 = 0.33T. The sample shuttle (yellow) moves the sample between the two
positions at up to 10m.s−1. Two probes are placed at the two magnetic centers. The high-field
probe is used for signal detection. Figure reproduced and edited from [37].

Two-Field NMR (2F-NMR) spectroscopy has been recently proposed to overcome the

challenges brought by very high-field NMR [39]. The laboratory is equipped with a propotype

of 2F-NMR spectrometer. It consists in a commercial 600MHz spectrometer where a pneumatic

sample shuttle couples the high-field position with a low-field position placed around 1m higher,

in the stray-field gradient produced by the high-field magnet (Fig. 2.1). The low-field position

has a value of 0.33T (14MHz proton Larmor frequency) and ferroshims provide a c.a. 10 ppm

field homogeneity [39]. A second probe is placed on top of the spectrometer to manipulate the
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spins at low-field. The coupling between the two positions allows one to polarize and detect the

signal at high field to maximize the signal intensity while monitoring specific spin properties at

low field. Our prototype has been used to overcome chemical exchange broadening [37], obtain

broad-band correlations throughout aliphatic and aromatic 13C resonances [83], and measure

accurate relaxation rates at low field on Ubiquitin isoleucine methyl-groups [22] and on the

backbone of an Intrinsically Disordered Proteins (IDP) using pseudo-four-dimensional NMR

and Non Uniform Sampling (NUS) [124].

Our 2F-NMR spectrometer was also used to record a Heteronuclear Zero Quantum

Coherence (HZQC) experiment of the isoleucines methyl-group of the protein Ubiquitin. This

experiment is the 2F equivalent of the HMQC pulse-sequence to record methyl-TROSY spectra

[36]. It combines detection at 14.1T and evolution of multiple-quantum coherences at 0.33T

[37]. Narrow linewidths were obtained in the indirect low-field dimension suggesting a TROSY

effect at low field, well outside the slow-tumbling regime where the initial methyl-TROSY the-

ory was introduced [36]. Understanding this observation requires a formal description of methyl

group relaxation in all motional regimes. In the first part of this chapter, we extend the methyl-

TROSY theory to situations ouside the slow-tumbling regime. This first part is based on an

already published experiment which revealed an unexpected spin property.

In the second part of this chapter, we propose a new type of TROSY experiment.

Currently, TROSY-types of pulse sequences aim at selecting slowing relaxing coherences [35, 36].

Here, we propose to optimize transverse-relaxation rates by optimizing the magnetic field for

spin evolution and detection, the two being potentially different. We refer to this class of

experiment as 2F-TROSY. Our prototype of 2F-spectrometer does not permit us to record

such experiments yet. This part will aim at showing the potential of 2F-NMR spectroscopy for

biomolecular NMR.
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2.2 Understanding the methyl-TROSY over a wide range of

magnetic field

This section is largely based on the associated published work [38].

2.2.1 Experimental evidence
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Figure 2.2: Two-field HZQC experiment recorded on U-[2H, 15N], Ile-δ1[13CH3]-ubiquitin. a)
Pulse sequence for the 2F-HZQC [37]. All pulses are applied along the x-axis of the rotating
frame, unless specified otherwise. The phases are cycled as φ1 = x,−x, φ2 = 4{x}, 4{y} and
φ3 = 2{x}, 2{−x}, 2{y}, 2{−y} with a receiver phase φacq = {x,−x,−x, x}. The phase cycling
ensures that the spin system evolves under ZQ coherences during τ1 = (τ0 + n1∆t1)c and τ5 =
τ0c, and under DQ coherences during τ2 = (τ0+n1∆t1)(1−c), 2τ3 = 2τ0(2c−1)+2n1∆t1(c−0.5)
and τ4 = τ0(1−c) with c = (γC/γH +1)/2, ∆t1 the time increment and n1 the index of the time
increment. The other delays are τa = 1/(4JCH) with JCH = 125HZ and δ comprising the length
of the gradient (0.9ms) and the recovery delay. The gradients G1, G2 and G3 are applied along
the z axis with amplitudes 10G.cm−1, 15G.cm−1 and 2(γC/γH)G1 respectively. Carbon-13
decoupling during acquisition is achieved using the GARP composite pulse with ω1GARP/2π =
2.08 kHz [125]. HF: High Field. LF: Low Field. b) 2D-correlation spectrum of the seven
isoleucines recorded on U-[2H, 15N], Ile-δ1[13CH3]-ubiquitin [37]. A shearing transformation
allows the display of 13C-chemical shifts in the indirect dimension. Figure adapted from [38].

The experiment suggesting the persistence of the methyl-TROSY effect at low field has

been published recently by our group [37]. It was recorded in 9 hours on a sample of 1.5mM

specifically labeled U-[2H, 15N], Ile-δ1[13CH3]-ubiquitin, expressed and purified as detailed in

the original publication, and using the pulse sequence shown in Fig. 2.2. The seven peaks

corresponding to the seven isoleucine of Ubiquitin are clearly identified. The additional artifacts

c.a. 2.7 ppm away from the most intense peak are still unexplained. The surprisingly narrow
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linewidth in the carbon low-field dimension were originally hypothesized to arise from a methyl-

TROSY effect [37], but the small size of the protein (8.5 kDa) and the low field for spin evolution

make that the system is outside of the slow tumbling motional regime for which the existing

methyl-TROSY theory was developped [36]. Here we propose a general analysis of the relaxation

properties of ZQ and DQ coherences in methyl groups, which goes beyond the main hypotheses

of the original methyl-TROSY work: slow tumbling and fast methyl rotation [36].

2.2.2 Theoretical framework

a) b)

frequency

MQ triplet
MQ triplet - central line
MQ triplet - outer lines

1

2

3

4
9 10

11 12

13 145

6 15 16

8

7

RZQ,outer

RZQ,central

RDQ,outer

RDQ,central

Figure 2.3: Description of the methyl-TROSY multiple-quantum spectrum and associated spin
transitions. a) Energy level diagram of a 13C1H3 spin system using symmetry-adapted states
for the point group C3. In the state labels, the first spin state corresponds to the 13C nuclear
spin, and the others to the three 1H spins, i.e. each spin state can be written as |CH1H2H3〉
where C and Hi refer to the spin states of the carbon and proton i respectively (either α or
β). Each state is associated with a number in order to simplify the description. Transitions
of interest have been highlighted with solid (resp. dashed) arrows for the ZQ (resp. DQ)
coherences. Transitions giving rise to the outer (resp. central) component of the triplet are
colored in blue (resp. orange). b. Simulated multiple-quantum methyl-TROSY triplet showing
the contributions from the outer and central lines. Figure reproduced from [38].

2.2.2.1 Spin system

Many studies have focussed on the relaxation properties of H3 and 13C1H3 spin systems in

methyl groups [126, 92, 93, 127, 128, 129]. Here, we consider a 13C1H3 spin system of an

isolated methyl group for which tetrahedral geometry is assumed, that is the carbon nucleus

occupies the center of a tetrahedron, three corners of which are occupied by the protons. This
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Table 2.1: Single-transition operator basis used for the study of the relaxation properties of ZQ
and DQ coherences. The numbers in the bra and ket refer to the states as shown in Fig. 2.3.

BZQ BDQ
ZQA

outer,1 |3〉 〈2| DQA
outer,1 |4〉 〈1|

ZQA
outer,2 |7〉 〈6| DQA

outer,2 |8〉 〈5|
ZQA

central |5〉 〈4| DQA
central |6〉 〈3|

ZQΣE
central

1√
2(|13〉 〈11| DQΣE

central
1√
2(|15〉 〈9|

+ |14〉 〈12|) + |16〉 〈10|)

nuclear spin system is characterized by sixteen energy levels, direct product of the spin states

of a 13C spin with a 1H3 spin system. Mathematically, the relevant symmetry group to describe

this system of three protons is the alternating group A3. The point group C3 is isomorphic to

A3 and more commonly used when refering to symmetry properties in physical sciences. An

equivalent theoretical description could be built on the irreducible representation of the point

group C3v. The energy levels are then separated into two manifolds based on their spin quantum

number: A (I = 3
2) and E (I = 1

2). A schematic representation is shown in Fig. 2.3.a where the

ZQ and DQ coherences are highlighted in solid and dashed arrows respectively.

2.2.2.2 Operators

We will use the following convention: in the abscence of indices to 1H operators, the sum over

the three protons is implicit, i.e. Ĥ± =
∑3
i=1 Ĥ±i /

√
3 where Ĥi is the operator for proton i. Note

that in the following, the operator-sign "̂ " is ommited. The product operators that are relevant

to the present analysis are the ZQ (2C+H−± 2C−H+) and DQ (2C+H+± 2C−H−) coherence

operators of a 13C1H3 spin system. The analysis performed here only considers the 2C+H− and

2C+H+ transition operators, but can be performed similarly for the corresponding 2C−H+ and

2C−H− transition operators. A symmetry analysis shows that the subspace of operators for

which: i) the point group is C3 (i.e., the operators are unchanged by a circular permutation of

the three protons) and ii) the coherence orders are mC = +1 and mH = -1 for ZQ transitions,

or mC = +1 and mH = +1 for DQ transitions has dimension five. All transitions are shown in

Fig. 2.3.a. As explained below, defining the sums and the differences of the transitions in the E-

manifold allows a size-reduction of the basis to four terms. A suitable basis for the study of the

considered single-transition operators expressed in terms of the transitions shown in Fig. 2.3.a
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is presented in Table 2.1.

The expansion of the two Multiple Quantum (MQ) transition operators relevant for the

study of the pulse sequence in the respective bases defined in Table 2.1 is:

2C+H− =1
4ZQ

A
outer,1 + 1

4ZQ
A
outer,2 + 1

2
√

3
ZQA

central + 1
2
√

6
ZQΣE

central,

2C+H+ =1
4DQ

A
outer,1 + 1

4DQ
A
outer,2 + 1

2
√

3
DQA

central + 1
2
√

6
DQΣE

central.
(2.1)

The single-transition operators ZQ∆E = (|13〉 〈11| − |14〉 〈12|)/
√

2 and DQ∆E = (|15〉 〈9| −

|16〉 〈10|)/
√

2 need not to be included in the basis, as they are found to be in independent sub-

spaces for the evolution analysed here: they do not contribute to the expansion of the studied

ZQ and DQ transitions and they do not cross-relax with the other terms.

In the slow-tumbling approximation, the methyl-TROSY spectrum can be studied using

two single-transition operators, equivalent to those described by Tugarinov et al. [36] for the

description of the central and outer lines of the triplet (Fig. 2.3.b):

Touter = 1
4
(
ZQA

outer,1 +DQA
outer,1 + ZQA

outer,2 +DQA
outer,2

)
,

Tcentral = 1
2
√

3

(
ZQA

central +DQA
central + 1√

2

(
ZQΣE

central +DQΣE
central

))
.

(2.2)

2.2.2.3 Relaxation mechanisms

Nuclear spin relaxation is described using the Bloch-Wangsness-Redfield (BWR) (chapter 1)

relaxation theory. Calculations were performed using the framework of SpinDynamica [20] as

implemented in RedKite [19]. We considered the three 1H-1H and three 13C-1H DD interac-

tions, as well as the 13C-CSA interaction, when mentioned.

2.2.2.4 Spectral density functions

To take into account the methyl rotation around its symmetry axis, the Model Free (MF)

approach [15] has been modified to include three types of motions, considered to be uncor-

related: the global tumbling, motions of the methyl symmetry axis occuring on the nano- to

sub-nanosecond time scales [74], and the rotation of the methyl group, resulting in a correlation
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function similar to a form previously introduced for methyl groups [109]:

C(t, θ~ı,~) = 1
5e
−t/τc(S2

f + (1− S2
f )e−t/τf )(S2

m(θ~ı,~) + (P2(cos
(
θ~ı,~
)
)− S2

m(θ~ı,~))e−t/τm), (2.3)

where τc is the overall global tumbling correlation time, S2
f and τf are the order parameter and

correlation time for the motions of the symmetry axis aligned with the CC bond, and τm is

the correlation time for the rotation of the methyl group. S2
m(θ~ı,~) is the order parameter of

the methyl group which can be expressed as S2
m(θ~ı,~) = P2[cos

(
θ~ı, ~CC

)
] × P2[cos

(
θ~, ~CC

)
] [130],

where P2 is the second order Legendre polynomial and ~CC is the vector aligned along the CC

bond and associated with the symmetry axis of the system. θ~ı,~ defines the angle between the

vectors i and j formed by the two pairs of nuclei involved in the considered DD interactions,

or the symmetry axis of the CSA tensor, and allows for possible cross-correlation. The Fourier

transform of the correlation function gives the following spectral density function for the Model

Free for Methyl (MFM) model:

JMFM (ω, θ~ı,~) =2
5[S2

m(θ~ı,~)(S2
fL(ω, τc) + (1− S2

f )L(ω, τ ′f ))

+ (P2(cos
(
θ~ı,~
)
)− S2

m(θ~ı,~))(S2
fL(ω, τ ′m) + (1− S2

f )L(ω, τ ′′f ))],
(2.4)

where ω is the Larmor frequency, effective correlation times are expressed as τ ′−1
k = τ−1

k + τ−1
c ,

(k ∈ {f,met}) and τ ′′−1
f = τ−1

f +τ−1
c +τ−1

m , and L(ω, τ) = τ/(1+(ωτ)2) stands for the Lorentzian

function. This spectral density function will be used throughout this section, unless otherwise

specified. For the sake of simplicity, a compact notation is used in the rest of the manuscript.

Spectral density functions are labeled with indices referring to the auto- and cross-correlated

interactions following a notation suggested by Werbelow and Grant [126]. Notations used for

the spectral density functions and values of S2
m(θ~ı,~) and P2(cos θ~ı,~) are listed in TableC.1.

In the hypothesis of an Infinitely Fast Methyl Rotation (IFMR) the second line in

Eq. 2.4 vanishes, leading to the spectral density function J IFMR
MFM :

J IFMR
MFM (ω, θ~ı,~) = lim

τm→0
JMFM (ω, θ~ı,~)

=2
5
[
S2
m(θ~ı,~)S2

fL(ω, τc) + S2
m(θ~ı,~)(1− S2

f )L(ω, τ ′f )
]
.

(2.5)

Importantly, under the IFMR approximation, the dependence on the relative orientation of all

interactions vanishes, leading to JHCH = JCH and JHHH = JHH which is important for relax-
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ation interference (see below). Finally, the slow tumbling approximation implies J (ω) = 0 for

ω 6= 0.

Tugarinov et al. used a simpler form of spectral density function adapted to slow tum-

bling for the overall rotational diffusion and Infinitely Fast Internal Motions (IFIM), in which

all internal correlation times are zero [36]:

J IFIMMFM (ω, θ~ı,~) =2
5S

2
m(θ~ı,~)S2

fL(ω, τc). (2.6)

In the analysis presented here, the following parameters S2
f = 0.5, τc=10ns, τf=100 ps

and τm=5ps will be used, if not specified otherwise [21]. Introducing the additional correlation

time τf for internal motions does not change the general features of methyl-TROSY.

2.2.3 Methyl-TROSY at high field

In the absence of the proton refocusing pulse during the indirect evolution period of the HMQC

pulse-sequence, the coupling between the evolving 13C-1H spin pair and the passive 1H-1H spin

pair leads to a triplet arising from the different spin states of the passive protons (Fig. 2.3.b).

The central line of the triplet is much sharper than the outer lines (for a detailed description

of the HMQC spectrum, see Tugarinov et al. [36]). The dipolar contributions to the transverse

relaxation rates for the outer and central single-transition operators (Touter and Tcentral defined

in Eq. 2.2) can be expressed as general (gen) expressions Rgen
MQ,outer and Rgen

MQ,central:

Rgen
MQ,outer =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 3JCH(ωC − ωH) + 9JCH(ωH)

+18JCH(ωC + ωH)]

+ 1
4d

2
CH [4JHCH(0) + 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH)

+6JHCH(ωC + ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 2JHH(2ωH)]

+ 3
4d

2
HH [3JHHH(0) + 2JHHH(ωH)− 2JHHH(2ωH)] ,

(2.7)
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Rgen
MQ,central =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 3JCH(ωC − ωH) + 9JCH(ωH)

+18JCH(ωC + ωH)]

+ 1
4d

2
CH [−4JHCH(0)− 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH)

+6JHCH(ωC + ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 2JHH(2ωH)]

+ 3
4d

2
HH [−3JHHH(0) + 2JHHH(2ωH)] ,

(2.8)

where dij are dipolar coefficients for the DD interaction between nuclei i and j, dij = −µ0~
4π

γiγj
r3
ij

with µ0 the permeability of free space, ~ the Planck’s constant divided by 2π, γn the gyromag-

netic ratio of nucleus n, and rij the distance between nuclei i and j. Importantly, the rates

Rgen
MQ,central and R

gen
MQ,outer are not equal due to different cross-correlated contributions depend-

ing on JHCH and JHHH. Using the slow tumbling approximation, we only retain terms of the

spectral density function evaluated at 0 frequency, leading to:

RSTMQ,outer =d2
CH [JCH(0) + JHCH(0)] + 9

4d
2
HH [JHH(0) + JHHH(0)] ,

RSTMQ,central =d2
CH [JCH(0)− JHCH(0)] + 9

4d
2
HH [JHH(0)− JHHH(0)] .

(2.9)

As explained in the previous section, under IFMR, the spectral density functions for auto- and

cross-correlation are equal, JCH = JHCH and JHH = JHHH, so that:

RST,IFRMQ,outer = 2d2
CHJCH(0) + 9

2d
2
HHJHH(0),

RST,IFRMQ,central = 0.
(2.10)

The complete cancellation of the relaxation rate of the central line arises from the com-

bination of two approximations: slow tumbling and IFMR. A similar cancellation of auto- and

cross-correlated relaxation terms is responsible for the existence of long-lived nuclear spin states

in methyl groups [129]. Introducing the spectral density function J IFIMMFM (Eq. 2.6), we obtain:

RST,IFIMMQ,outer = µ0
4π

(
22

5
S2
m(θ ~CH, ~CH)S2

fγ
2
Hγ

2
C~2τc

r6
HC

+ 9
2

2
5
S2
m(θ ~HH, ~HH)S2

fγ
4
H~2τc

r6
HH

)
,

RST,IFIMMQ,central = 0.
(2.11)

Replacing S2
m according to TableC.1, we obtain the same expressions as reported in Tugarinov
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et al. [36]:

RST,IFIMMQ,outer = µ0
4π

(
4
45
S2
fγ

2
Hγ

2
C~2τc

r6
HC

+ 9
20
S2
fγ

4
H~2τc

r6
HH

)
,

RST,IFIMMQ,central = 0.
(2.12)
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Figure 2.4: Variation of the DD contributions to auto-relaxation rates in the slow-tumbling
approximation with the correlation time τc for the outer lines (a) and the central line (b).
Relaxation rates were calculated using the spectral density function JMFM . The non-zero rates
predicted for the central line are due to finite speed of methyl rotation. Figure reproduced from
[38].

The relaxation rate of the outer lines calculated using the general expression Rgen
MQ,outer

(Eq. 2.8) and in the slow tumbling approximation RSTMQ,outer (Eq. 2.9) and using the spectral

density function JMFM compare well for magnetic fields higher than 5T, both of them being

independent of the magnetic field and proportional to the global tumbling correlation time

τc (Fig. 2.4.a and Fig. 2.5.a). The value of the relaxation rate of the central line RSTMQ,central

approaches zero in the slow tumbling approximation (Eq. 2.9 and Fig. 2.4.b), as analytically

calculated in the case of the IFMR (Eq. 2.10). In the general case, the central line relaxation

rate Rgen
MQ,central has a non-zero value. For magnetic fields higher than 5T, it is small and can be

considered independent of the magnetic field and global tumbling correlation time τc (Fig. 2.5.b),

thus reproducing the expected behavior predicted by the slow tumbling approximation. These

calculations show that in the frame of the operator expansion introduced by Tugarinov et al.

[36] (Eq. 2.2), the slow tumbling approximation allows an accurate description of the relaxation

rates of the triplet at moderate and high magnetic fields.

However, using this operator expansion, calculation of the relaxation rate of the central
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Figure 2.5: Domain of validity of the slow-tumbling regime. a) Contour plot of the relaxation
rate of the outer lines of the triplet as a function of the magnetic field and the correlation
time τc and calculated using Eq. 2.8 (Rgen

MQ,outer, solid line) and Eq. 2.9 (RSTMQ,outer, dashed line).
The slow-tumbling approximation holds when the dashed and solid lines coincide. b) Contour
plot of the relaxation rate of the central line of the triplet as a function of the magnetic field
and the correlation time τc and calculated using Eq. 2.8 (Rgen

MQ,central). By comparison, the
expected relaxation rate for the central single-transition operator Tcentral in the slow-tumbling
approximation is RSTMQ,central ≈ R

ST,IFR
MQ,central = 0 (Fig. 2.4.b). Figure reproduced from [38].

line of the triplet shows a rapid increase of Rgen
MQ,central at low magnetic fields (Fig. 2.6). Such an

increase is in contradiction with the experimental observation of favorable relaxation properties

of MQ coherences at 0.33T in the 2F-HZQC experiment recorded on a sample of Ubiquitin [37].

As Rgen
MQ,central is calculated without making the initial hypotheses of slow tumbling and infinitely

fast rotation of the methyl group, this discrepancy between theory and experiment cannot be

attributed to the expression of the spectral density function but to the expansion of operators

employed. In the following section, we will show that the expansion of operators introduced

in the theoretical framework section allows us to understand the relaxation properties of MQ

coherences at low magnetic fields.

2.2.4 Methyl-TROSY beyond the slow tumbling limit

2.2.4.1 Definition of a suitable basis

So far, calculations were done using an expansion of the single-transition operators between

those contributing to the sharp central line, and those contributing to the broad outer lines

of the triplet. Here, we suggest to calculate independentely the relaxation properties of each
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Figure 2.6: Variation of the general expression of the central line relaxation rate RgenMQ,central with
respect to the magnetic field for different values of the overall corelation time τc. Relaxation
rates were calculated using the spectral density function JMFM and Eq. 2.8. The contribution
of the CSA to the relaxation is not included. Figure reproduced from [38].

single-transition operator in order to identify slowly relaxing components. Suitable bases for

the expansion of the 2C+H− and 2C+H+ coherences are presented in the theoretical framework

section (Table 2.1 and Eq. 2.1).

2.2.4.2 Identification of a slowly relaxing term in the new operator basis

The contribution of the carbon-13 CSA is included in the following analysis. It is assumed to

be axially symmetric with anisotropy ∆σ = σzz− (σxx + σyy) /2 = 20 ppm and aligned with the

direction of the C-C bond. The proton CSA is expected to be approximately 1 ppm [131] and is

neglected in our analysis. Relaxation rates for the zero- and double-quantum single-transition

operators forming the bases BZQ and BDQ are shown in Fig. 2.7. The single-transition operators

contributing to the outer lines of the triplet relax faster than the single-transition operators of

the central line, at all magnetic fields (between 0.01T and 25T), in agreement with the previous

analysis [36]. Interestingly, the two operators corresponding to the outer lines do not have the

same relaxation properties at high fields. This effect arises from the CSA/DD contributions to
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Figure 2.7: Magnetic field variation of the relaxation rates of the four single-transition operators
of the MQ triplet in the ZQ basis (a) BZQ and the DQ basis (b) BDQ. Relaxation rates were
calculated using the spectral density function JMFM . Figure reproduced from [38].

relaxation, which are negligible at low field (see AppendixC.1 for expressions of the relaxation

rates).
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Figure 2.8: Auto-relaxation rates of the operators ZQΣE
central, ZQA

central, DQΣE
central and DQA

central
from 0.1 to 25T. Relaxation rates were calculated using the spectral density function J IFRMFM .
Figure reproduced from [38].

The two operators that describe the central line have comparable relaxation properties

at high fields (higher than ca. 5T). This is consistent with the treatment proposed by Tugarinov
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et al. in the slow-tumbling regime with IFMR [36]. At lower fields, the two single-transition op-

erators of the central line have drastically different relaxation behaviors. This difference arises

even in the IFMR limit (Fig. 2.8). The A-manifold operators contributing to the central line

ZQA
central and DQA

central relax much faster while the sums of the E single-transition operators

still relax slowly. It would be possible to verify these predictions experimentally by separating

the 1H transitions of the two manifolds using a two-field version of the approach described in

Tugarinov and Kay [132] or Tugarinov et al. [133].

The ratio of the relaxation rates of the two operators corresponding to the central line

is around 10 in the ZQ and DQ cases at 0.33T with the parameters for dynamics used here (see

theoretical framework section). Similar conclusions can be drawn in the case of large proteins

(τc = 100 ns) where the slow-tumbling approximation is almost justified at 0.33T: the sums of

the E single-transition operators have small relaxation rates around 4 s−1 in BZQ and 5 s−1 in

BDQ at 0.33T. The A-manifold central MQ transition operators ZQA
central and DQA

central have

relaxation rates higher but comparable to their E-manifold equivalents at 0.33T (11 s−1 in BZQ
and 20 s−1 in BDQ). This shows that the combined operators approach [36] is still valid at

relatively low magnetic fields for high molecular-weight proteins.

Taken together, these results suggest that the methyl-TROSY effect is retained at low

fields for only one of the two single-transition operators that contribute to the central line of

the triplet, while both single-transition operators relax slowly at high field.

2.2.4.3 Cross relaxation between and within the lines

Slowly relaxing single-transition coherences lead to an efficient TROSY effect if they are good ap-

proximations of the eigenvectors of the relaxation matrix. Here, we studied the cross-relaxation

pathways related to the slow-relaxing terms. This requires a full treatment of the relaxation

matrix in the considered basis. Two types of cross-relaxation pathways have to be considered:

cross-relaxation between the slowly relaxing single-transition operator of the central line and the

fast relaxing single-transition operator of the central line (intra-line transfer) or cross-relaxation

between the central line of the triplet and the outer lines (inter-line transfer). Percentage of

intra- and inter-line cross-relaxation with respect to the auto-relaxation of the MQΣE
central oper-

ators are shown in Fig. 2.9.
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Figure 2.9: Magnetic field variation of the cross-relaxation rate between the E- and A-manifolds
of the MQ triplet in the ZQ basis (a) BZQ and the DQ basis (b) BDQ. The cross-relaxation
rates are expressed as the percentage of the auto-relaxation rate of the (a) ZQΣE

central and (b)
DQΣE

central transition operators. Relaxation rates were calculated using the spectral density
function JMFM . The two single-transition operators contributing to the outer lines of the
triplet have the same cross-relaxation rates with the E-manifold in both the ZQ and DQ cases.
Figure reproduced from [38].

Inter-line cross-relaxation rates appear as non-secular in the interaction frame of 13C-1H

scalar-coupling interactions (they oscillate at the angular frequency 2πJ with J the scalar cou-

pling constant). Thus the predicted cross-relaxation rates with the single-transition operators

contributing to the outer lines of the triplet (blue curves in Fig. 2.9) have no effect on the relax-

ation of the term contributing to the central line. On the other hand, intra-line cross-relaxation

is always secular. At high fields (higher than 5T) cross-relaxation has no effect as the A- and

E-manifold central coherences have the same relaxation rates (Fig. 2.7). At low fields (lower

than 1 T), the ZQA
central and DQA

central terms relax much faster than the sums of the E single-

transition operators. The ZQΣE
central cross-relaxation rate with ZQA

central ranges from 0.5 to 3% of

the auto-relaxation of the slowly relaxing ZQΣE
central from 1 to 5T so that cross-relaxation effects

can be neglected (red curve in Fig. 2.9.a). The intra-line cross-relaxation rate represents 5 to

15% of the auto-relaxation rate in the DQ case (Fig. 2.9.b), and may have a small effect on the

decay of the polarization. Interestingly, intra-line cross-relaxation rates are independent of the

magnetic field as they only depend on spectral density function evaluated at zero-frequency and

originate from dipolar interactions (see AppendixC.1 for detailed relaxation rate expressions).

Moreover, the percentage of cross-relaxation is independent of the global tumbling correlation

time τc and our conclusions can be extended to large proteins.
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2.2.4.4 Fast methyl rotation is important for a TROSY effect

As discussed in the previous section, the theory of methyl-TROSY proposed by Tugarinov et

al. is based on the hypotheses of slow tumbling of the protein and infinitely fast rotation of the

methyl group [36]. We investigated the effect of the finite speed of rotation of the methyl group

on both auto- and cross-relaxation rates.

Fast rotation of the methyl group is essential for favorable auto-relaxation rates as even

the previously identified slowly relaxing terms have significantly higher relaxation rates for rota-

tion correlation times τm values larger than 1 ns, especially at low fields (Fig. 2.10.a and b). At

0.33T, the auto-relaxation rates of the operators for the central line of the triplet are mostly in-

dependendent of the correlation time τm in the range from 0.1 ps (close to the IFMR) to 100 ps,

i.e. the chosen value for the correlation time τf (Fig. 2.10.c). This correlates with a higher loss

of polarization through intra-line cross-relaxation as the slow and fast relaxing terms are mixed

rapidely for τm > 100 ps (Fig. 2.10.d). In agreement with the initial treatment of Tugarinov et

al., a fast rotating group on the pico-second to few tens of pico-second time scales ensures an

efficient methyl-TROSY effect at high fields as well as the ability to record a methyl-TROSY

spectrum at low magnetic fields (below 1T). The same conclusions can be drawn for larger

proteins (Fig. 2.10.e-h).

In the case of protein NMR, isoleucine is a favorable methyl group-bearing residue with

low energy barriers for methyl group rotation [21]. The rotation of the methyl group in alanine

can be significantely affected by interactions with the protein backbone, leading to a higher τm
[134]. Hence, signals from 13C1H3 groups in alanine side-chains are expected to be broader than

signals of isoleucines, or even leucines or valines.

2.2.4.5 What happens at very high fields

The contribution of the CSA to relaxation is negligible at the low fields considered so far. CSA

contributions to the relaxation of MQ transition operators increase with the magnetic field.

At the highest currently commercially available magnetic field (B0 = 28.2T), this contribution

to relaxation is not negligible but is still small. We have investigated how relaxation due to

the CSA interaction would alter HMQC spectra of methyl groups at magnetic fields that may

be commercially available in the future (B0 > 30T). As discussed above, the proton CSA is

neglected.
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Figure 2.10: Effect of methyl group rotation on methyl relaxation properties. Evolution of the
relaxation rates for the operators ZQΣE

central (τc = 10ns, a and τc = 100 ns, e) and DQΣE
central

(τc = 10ns, b and τc = 100 ns, f) from 0.1 to 25T with τm values ranging from 1ps to 1 ns.
Evolution of the auto-relaxation rates of the operators contributing to the central line of the
triplet as a function of the correlation time for methyl group rotation τm at 0.33T for τc = 10ns
(c) and τc = 100 ns (g). Evolution of the intra-line cross-relaxation rates as a function of the
correlation time for methyl group rotation τm for τc = 10ns (d) and τc = 100 ns (h). These
rates are independent of the magnetic field as can be seen in the expressions in AppendixC.1.
Relaxation rates were calculated using the spectral density function JMFM . Figure adapted
from [38].
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Figure 2.11: Effect of the 13-CSA contribution on the auto-relaxation rates. Depence of the
auto-relaxation rates of the single-transition operators contributing to the central and outer
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(τc = 10ns, a and τc = 100 ns, c) and BDQ (τc = 10ns, b and τc = 100 ns, d). Relaxation rates
were calculated using the spectral density function JMFM . Figure reproduced from [38].

The contribution of the CSA leads to a small but significant increase of the auto-

relaxation rates for the single-transition operators of the central line (Fig. 2.11). Such increase

is expected to moderately deteriorate the quality of HMQC spectra.

By contrast, the relaxation rates of the outer lines of the triplet change dramatically

with the magnetic field in both the ZQ and DQ cases. When the magnetic field increases, if

the passive spins (1H) are in the α state (operators MQA
outer,1), auto-relaxation rates decrease

for ZQ transition operators but increase for DQ transition operators. On the other hand,

when passive protons spins are in the β state (operators MQA
outer,2), the auto-relaxation rates

increase for ZQ transition operators but decrease DQ transition operators. The magnetic-field

variation of relaxation rates is dominated by the interference between the 13C-CSA and the 1H-
1H DD interactions. The additional 13C-CSA/13C-1H DD cross-correlated contribution leads
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to a stronger field-dependence of relaxation rates for DQ transition operators than for ZQ

transition operators as can be infered from analytical expressions (AppendixC.1, remembering

that JCCH and JCCHH are negative at all magnetic fields). The overall effect of CSA/DD

cross-correlated relaxation leads to a crossing of the field-dependence of relaxation rates for ZQ

transition operators at very high fields: the single-transition operators ZQA
outer,1 (passive spins

in α state) becomes the single-transition operator with the smallest auto-relaxation rate for

magnetic fields higher than ca. 55T (2.3GHz). For the central line, the sum of the CSA/DD

cross-correlations vanishes so that the field variation of CSA constributions to relaxation is

only due to the auto-correlation (see AppendixC.1 for expressions of relaxation rates). For

large proteins at very high fields, recording a HZQC spectrum [135] on the ZQA
outer,1 appears

to be more favorable, introducing a new form of methyl TROSY based on cancellation between

CSA and DD contributions to relaxation. This prediction suggests that transverse relaxation-

optimized spectroscopy due to CSA/DD interference should be investigated in aliphatic groups

at fields B0 > 30T.

2.2.5 Two-field HZQC analysis

At the end of the evolution at low field (Fig. 2.2.a), ZQ coherences are selected by phase cycling.

Importantly, the selected ZQ terms have evolved half of the time as ZQ and half of the time

as DQ coherences to simultaneously scale down the 1H offset and suppress the evolution due

to 13C-1H scalar couplings. It allows the correlation between a ZQ 13C-1H coherence at 0.33T

and a single-quantum proton coherence at 14.1T (Fig. 2.2.b) [37].

2.2.5.1 Methods: simulation of the HZQC spectrum

Relaxation The propagator for an evolution of the spin system during the delay τ = τ1 +

τ2 +2τ3 +τ4 +τ5, where the times τi are defined in Fig. 2.2.a, at low field is (without considering

evolution under the chemical shifts):

P(τ) = e
−τ/4

(
ˆ̂RZQ+ ˆ̂HJ

)
F−1
ZDe

−τ/4
(

ˆ̂RDQ+ ˆ̂HJ
)
Ue
−τ/4

(
ˆ̂RDQ+ ˆ̂HJ

)
FZDe

−τ/4
(

ˆ̂RZQ+ ˆ̂HJ
)
, (2.13)

where ˆ̂RZQ (resp. ˆ̂RDQ) is the relaxation matrix superoperator in the ZQ (resp. DQ) operator

bases BZQ (resp. BDQ, see Table 2.1), U the matrix accounting for the effect of the simultaneous
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π-pulses:

U =


−1 0 0 0

0 −1 0 0

0 0 0 −1

0 0 −1 0

 , (2.14)

in basis {DQΣE
central, DQA

central, DQA
outer,1, DQA

outer,2},
ˆ̂HJ accounts for the scalar coupling:

ˆ̂HJ =


0 0 0 0

0 0 0 0

0 0 2iπJ 0

0 0 0 −2iπJ

 , (2.15)

in both the ZQ and DQ subspaces spanned by the bases ˆ̂RZQ and ˆ̂RDQ respectively, with J

the scalar coupling constant, set to 130Hz, and FZD the bijection function from BZQ to BDQ
accounting for the first and third proton π-pulses:

FZD


ZQΣE

central

ZQA
central

ZQA
outer,1

ZQA
outer,2

 = −


DQΣE

central

DQA
central

DQA
outer,2

DQA
outer,1

 . (2.16)

The expected value at the end of the low-field evolution is obtained by:

E2ĈyĤy(τ) = ρ2ĈyĤy→BZQP(τ)ρT
2ĈyĤy→BZQ

, (2.17)

where ρ2ĈyĤy→BZQ is the projection of the operator monitored during the evolution period (i.e.

2ĈyĤy) on BZQ and the superscript T refers to the transpose operation:

ρ2ĈyĤy→BZQ =
( 1

2
√

6
,

1
2
√

3
,
1
4 ,

1
4

)
,

ρT
2ĈyĤy→BZQ

=


1/(2
√

6)

1/(2
√

3)

1/4

1/4

 .
(2.18)
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Detection The entire spectrum was simulated by including the chemical shift evolution, with

the same sweep width and number of points as in the recorded 2F-HZQC to provide a reliable

comparison. Both simulated and measured spectra were processed with the same parameters

for zero-filling. No apodisation function was used in the indirect dimension. The individual free

induction decays were simulated and fast Fourier transformation was applied using the Python

scipy.fftpack library [136]. Spectra were created using the Python nmrglue library [137]. All

extracted cross-sections were further normalized independantely to the maximum peak intensity.

2.2.5.2 Validation of the methyl-TROSY theory

In order to confirm our treatment of relaxation in methyl groups during MQ evolution, we

simulated the spin evolution (relaxation, chemical shift and scalar coupling) at the low magnetic

field center (B0 = 0.33T) and calculated the corresponding spectrum. We used a spectral

density function that accounts for the global tumbling of the protein (correlation time τc), the

rotation of the methyl group (order parameter S2
m and correlation time τm), and two modes

of motion of the C-C bond within the protein: fast (order parameter S2
f and correlation time

τf ) and slow (order parameter S2
s and correlation time τ − s). The spectral density function is

written as:

JUbi(ω, θ~ı,~) = 2
5
[
S2
m(θ~ı,~)(S2

fS
2
sL(ω, τc) + (1− S2

f )L(ω, τ ′f ) + S2
f (1− S2

s )L(ω, τ ′s))

+(P2[cos
(
θ~ı,~
)
]− S2

m(θ~ı,~))(S2
fS

2
sL(ω, τ ′m) + (1− S2

f )L(ω, τ ′′f ) + S2
f (1− S2

s )L(ω, τ ′′s ))
]
,

(2.19)

using the same definition as above. The values of the motional parameters used in the simula-

tion of the spectrum were obtained in an independant study [21] based on high-resolution NMR

relaxometry of U-[2H, 15N], Ile-δ1[13C1H2H2]-ubiquitin and are reported in Appendix Table E.1.

Cross-section of the 2F-HZQC along the carbon dimension and simulated spectra are

shown in Fig. 2.12. Using a single relaxation rate Rgen
MQ,central (Eq. 2.8) cannot explain the rela-

tively sharp peaks at low field but is in perfect agreement with the HZQC spectrum recorded

at a single high field (B0 = 14.1T) (Fig. 2.13). Our model, which considers the individual re-

laxation rates of the two contributions to the central line, reproduces well the linewidth of the

peaks in both spectra. The low intensity observed for Ile-23 (Fig. 2.2.b) may be due to slower

rotation of the methyl group (TableE.1) as would be expected from Fig. 2.10.
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Figure 2.12: Simulation of the 2F-HZQC spectrum at 0.33T of U-[2H, 15N], Ile-δ1[13CH3]-
ubiquitin. Simulation of cross-sections along the indirect dimension of the 2F-HZQC spectrum
for the seven isoleucine residues of Ubiquitin measured with t1 evolution at 0.33T. The cross-
sections from the experimental spectra (blue) are compared with a simulation using our approach
(red) or using the previously reported expression of relaxation rates for the central lines of the
triplets (green). All cross-sections are normalized independently so that each of them have
the same maximum intensity. We applied an apodization function to the experimental and
simulated FIDs of the form: sp(x) = sin2 π/2+0.48πn

N−1 , with n the data index and N the number
of points in the proton dimension. Figure reproduced from [38].

2.2.6 Conclusion

A general analysis of the relaxation properties of zero- and double-quantum coherences in methyl

groups has been described, without invoking two key hypotheses of the original methyl-TROSY

work [36]: slow tumbling and fast methyl rotation, which are appropriate for large macro-

molecules at high fields. Symmetry considerations show that the free evolutions of ZQ (or DQ)

coherences occur in a subspace of dimension 4. A numerical analysis shows that one component

of this subspace relaxes slowly at all magnetic fields where the Redfield treatment of relaxation
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Figure 2.13: Simulation of the HZQC spectrum at 14.1T of U-[2H, 15N], Ile-δ1[13CH3]-ubiquitin.
Simulation of cross-sections along the indirect dimension of the HZQC spectrum for the seven
isoleucine residues of Ubiquitin measured with t1 evolution at 14.1T. The cross-sections from
the experimental spectra (blue) are compared with simulations using our approach (red) or
using the previously reported expression of relaxation rates for the central lines of the triplets
(green). All cross-sections are normalized independently so that all spectra have the same
maximum intensity. We applied an apodization function to the experimental and simulated
FIDs of the form: sp(x) = sin2 π/2+0.48πn

N−1 , with n the data index and N the number of points
in the proton dimension. Figure reproduced from [38].

is valid. At high field, two operators relax slowly and correspond to the central lines of the

methyl triplet. Analytical calculations with our model are then equivalent to the conventional

methyl-TROSY theory. At low field, where the slow-tumbling approximation is not valid any-

more, a single component relaxes slowly, preserving the methyl-TROSY effect for a third of the

polarization. A detailed analysis of the spectral density functions that describe relaxation prop-
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erties of multiple-quantum coherences confirmed that the TROSY effect is optimal under fast

rotation of the methyl group from the pico- to few tens of pico-second time scales. This limits

optimal TROSY conditions to un-constrained methyl groups with a free rotation around the

symmetry axis. This particularity may hinder the observation of some conformationally con-

strained methyl-groups. Our comprenhensive approach shows that CSA/DD cross-correlated

relaxation leads to more favorable relaxation properties for one component of the outer lines of

the triplet at very high fields (B0 > 50T). At these magnetic fields, recording an HZQC exploit-

ing the interference between the DD and CSA relaxation mechanisms will lead to a new type

of methyl TROSY. This new development sheds light on the 2F-HZQC experiment performed

on Ubiquitin [37]. It shows that the manipulation of ZQ coherences can be used to observe

methyl groups of large macro-molecules at low magnetic fields where contributions of chemical

exchange line broadening are dramatically reduced [37].
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2.3 Two-field TROSY for the study nuclei with high CSA in

large proteins

This section is largely based on the associated published work [41].

2.3.1 Motivation

The NH- and methyl-TROSY both rely on interference between relaxation mechanisms. The

methyl-TROSY experiment is based on the cancellation between intra-methyl DD interactions

while the NH-TROSY exploits interference between DD and CSA interactions [78, 79, 80, 36].

The amplitude of the dipolar interaction is field-independent so that the methyl-TROSY effect

is ubiquitous at conventional magnetic fields (B0 > 9T) and even at lower magnetic fields, down

to a fraction of a Tesla, as shown in the previous section and Ref. [38]. The CSA interaction

scales linearly with the magnetic field and, consequently, TROSY effects based on DD/CSA

interference mechanisms are optimal at magnetic fields where the CSA interactions has a mag-

nitude similar to the DD interactions [35]. However, recent theoretical work showed that the

optimal field in terms of Signal-to-Noise Ratio (SNR) for NH-TROSY is 1.5GHz proton Lar-

mor frequency, whereas optimal DD/CSA interference is around 950MHz, as higher fields lead

to better intrinsic sensitivity [138]. In two-spin systems, an essential component to obtain in-

creased resolution is the selection of the appropriate operator (the TROSY single-transition

operator) at the optimal field.

The set of two-spin TROSY pulse sequences used for the study of biomolecules has

mainly been applied on pairs of the type X-1H (X=backbone-15N in proteins or aromatic-15N

and 13C in proteins and nucleic acids) [35, 77, 139, 140]. In these spin systems, the CSA of the

protons is either small or comparable to the amplitude of the DD interaction at magnetic fields

currently accessible for biomolecular NMR (between 9 and 28T) and leads to field-dependence

of the proton transverse relaxation rate usually less pronounced than for the relaxation of

backbone-15N and aromatic-13C nuclei [138], with the exception of imino protons in nucleic

acids [141]. Thus, the optimal field for the associated TROSY experiment depends mostly on

the relaxation properties of the heteronucleus. This is not the case in the recently developed

two-dimensional 13C-19F-TROSY experiment for the study of specifically 19F-labeled protein

aromatic side-chains and nucleic acid bases [40, 142]. The potential of this approach cannot
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be overstated, as the study of aromatic side-chains by NMR is one of the biggest challenges

in large biomolecules. The interference between the 13C-19F DD and the 13C-CSA relaxation

mechanisms is strong, leading to favorable relaxation properties of the TROSY component of

the 13C polarization. On the other hand, because of the large 19F-CSA, the interference between

the 13C-19F DD and the 19F-CSA relaxation mechanisms is far from optimal at conventional

magnetic fields for biomolecular NMR (higher than 9.4T). The unfavorable 19F relaxation

properties originating from its large CSA lead to two drastically different optimal fields for the

relaxation of 19F and 13C coherences [40]. Is it nevertheless possible to define a magnetic field

that would be a good compromise for aromatic 13C-19F-TROSY experiments in large proteins

(with a correlation time for overall rotational diffusion τc > 25 ns) ? Numerical simulations

(see below) show that there will likely be no good single magnetic field compromise for the

investigation of large systems by 13C-19F-TROSY. Then, would it be possible to exploit the

optimal relaxation properties of both 13C and 19F within the same experiment? Here, we

introduce the concept of two-field transverse relaxation-optimized spectroscopy (2F-TROSY)

where we exploit the different optimums for the transverse relaxation in multiple-spin systems

by visiting two vastly different magnetic fields within a single experiment.

2.3.2 Theory and calculations

2.3.2.1 Relaxation theory

We considered pairs of directly bound 13C and 19F nuclei separated by 133.8 picometers, with

the physical properties of a specifically labelled side chain of 3-Fluorotyrosine (3F-Tyr) as

previously used [40]. Analytical calculations of the relaxation rates (see AppendixC.2) for an

isolated 13C-19F spin pair were performed using RedKite [19] in the basis formed by the 16

terms:

BCF =

{1̂, F̂x, F̂y, F̂z, Ĉx, Ĉy, Ĉz, 2F̂xĈz, 2F̂yĈz, 2F̂zĈx, 2F̂zĈy, 2F̂xĈx, 2F̂xĈy, 2F̂yĈx, 2F̂yĈy, 2F̂zĈz},
(2.20)

where 1̂ is the identity operator. The 13C- and 19F-CSA tensors from Ref.[40] were used and are

given in Appendix TableC.3. We used the MF approach [15] for the spectral density function,

which includes the effect of internal motions and global tumbling:

Ji,j(ω) = 2
5P2(cos θi,j)

(
S2 τc

1 + (ωτc)2 + (1− S2) τ ′i
1 + (ωτ ′i)2

)
, (2.21)
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where i and j are vectors pointing along the principal axes of interactions i and j in the molecular

frame, P2 is the second order Legendre polynomial P2(x) = (3x2− 1)/2, τ ′−1
i = τ−1

c + τ−1
i with

τc the isotropic global tumbling correlation time and τi the correlation time associated with

local motions of order parameter S2. We set the parameters of local dynamics to those of a

rigid side chain, with S2 = 0.8 and τi = 100 ps. The evolution of all the relaxation rates with

the magnetic field are shown in Appendix Fig. C.1.

2.3.2.2 Simulation, processing and analysis of a spectrum

Theory To accurately account for polarization losses, lineshapes, and pathways, the evolu-

tion of the magnetization throughout the full pulse sequence was simulated by integrating the

complete master equation [143] and generate the FID using Python and the numpy [144, 145]

and scipy [136] packages. The free-evolution Liouvillian for a 13C-19F group written in the basis

BCF (Eq. 2.20) is:

L =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 R2(F) ΩF 0 0 0 0 ηF πJCF 0 0 0 0 0 0 0
0 −ΩF R2(F) 0 0 0 0 −πJCF ηF 0 0 0 0 0 0 0
θF 0 0 R1(F) 0 0 σ 0 0 0 0 0 0 0 0 δF
0 0 0 0 R2(C) ΩC 0 0 0 ηC πJCF 0 0 0 0 0
0 0 0 0 −ΩC R2(C) 0 0 0 −πJCF ηC 0 0 0 0 0
θC 0 0 σ 0 0 R1(C) 0 0 0 0 0 0 0 0 δC
0 ηF πJCF 0 0 0 0 ρF ΩF 0 0 0 0 0 0 0
0 −πJCF ηF 0 0 0 0 −ΩF ρF 0 0 0 0 0 0 0
0 0 0 0 ηC πJCF 0 0 0 ρC ΩC 0 0 0 0 0
0 0 0 0 −πJCF ηC 0 0 0 ΩC ρC 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 λmq ΩC ΩF −µmq 0
0 0 0 0 0 0 0 0 0 0 0 −ΩC λmq µmq ΩF 0
0 0 0 0 0 0 0 0 0 0 0 −ΩF µmq λmq ΩC 0
0 0 0 0 0 0 0 0 0 0 0 −µmq −ΩF −ΩC λmq 0

θCF 0 0 δF 0 0 δC 0 0 0 0 0 0 0 0 RCF


(2.22)

where JCF = −240Hz is the scalar coupling constant between the 13C and 19F nuclei [40], Ωi

is the offset for nucleus i and the thermal correction is defined by [146, 147]:

θF =− 2× 10−10 (ωFR1(F) + ωCσ) ,

θC =− 2× 10−10 (ωCR1(C) + ωFσ) ,

θCF =− 2× 10−10 (ωCδC + ωF δF ) ,

(2.23)

Thus, the effect of the magnetic field on the available polarization is included in the Liouvillian.

The scaling factor 10−10 is used to avoid calculations overflow.
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The propagator during a free evolution period is calculated as:

Pfree(τ) = e−τL, (2.24)

with τ being the evolution delay. The propagator during an rf pulse is:

Prot(τpulse) = e−τpulse(L+Lpulse), (2.25)

with τpulse being the pulse length and the Liouvillian for the pulse is:

Lpulse =



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −ωFy 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 ωFx 0 0 0 0 0 0 0 0 0 0 0 0
0 ωFy −ωFx 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −ωCy 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 ωCx 0 0 0 0 0 0 0 0 0
0 0 0 0 ωCy −ωCx 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 ωCy −ωCx 0 0 −ωFy
0 0 0 0 0 0 0 0 0 0 0 0 0 ωCy −ωCx ωFx
0 0 0 0 0 0 0 0 0 0 0 ωFy 0 −ωFx 0 −ωCy
0 0 0 0 0 0 0 0 0 0 0 0 ωFy 0 −ωFx ωCx
0 0 0 0 0 0 0 −ωCy 0 −ωFy 0 0 0 0 0 0
0 0 0 0 0 0 0 ωCx 0 0 0−ωFy 0 0 0 0 0
0 0 0 0 0 0 0 0 −ωCy ωFx 0 0 0 0 0 0
0 0 0 0 0 0 0 0 ωCx 0 ωFx 0 0 0 0 0
0 0 0 0 0 0 0 ωFy −ωFx ωCy −ωCx 0 0 0 0 0



, (2.26)

with:
ωFx = π

τFπ
cos
(
π

2φF
)

ωFy = π

τFπ
sin
(
π

2φF
)
,

ωCx = π

τCπ
cos
(
π

2φC
)

ωCy = π

τCπ
sin
(
π

2φC
)
,

(2.27)

with τ i
π being the pulse length for a 180◦-pulse on nucleus i with phase φi. φi equals 0, 1, 2 or 3

for a pulse along x, y, -x or -y respectively. Pulse lengths used in the simulations are reported

in Table 2.2.

The gradients used during the SingleTransition-to-SingleTransitionPolarizationTransfer

(ST2-PT) block [148] of the single-field experiment [40] were simulated by separating the sample

into 10,000 slices over 2 cm, modifying the Liouvillian for free evolution in each slice according

to the associated magnetic field, and taking the average signal over the whole sample.

The simulation of the evolution of the density operator during the shuttle transfers was

performed as previously described [19]. Briefly, we used the existing prototype of a 2F-NMR
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Table 2.2: Pulse lengths used in the simulation of the experiments. The values of the pulse-
lengths at low-field are based on the existing two-field system [37, 39].

Two-field TROSY Single-field TROSY
Carbon 90◦-pulse Fluorine 90◦-pulse Carbon 90◦-pulse Fluorine 90◦-pulse

Low field 10 µs 6 µs - -
High fields 12 µs 10 µs 12 µs 10 µs

spectrometer operating at 14.1T and 0.33T to model the design of other 2F-NMR systems.

The field profiles were assumed to be identical to the one of our current system apart from a

scaling factor α(B0) where B0 is the high-field value and α is a dimensionless function of the

magnetic field B: α(B0) = B0/(14.1 T) (Fig. 2.14). In this design, the sample is shuttled at

constant speed until it reaches the desired low field. The computation of the density operator

is performed every 1ms during the transfers of the sample shuttle.
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B0 = 14.1 T
B0 = 18.8 T

Figure 2.14: Examples of scaled magnetic field profiles used in the simulations. The field profile
for a spectrometer operating at 14.1T (orange) is taken as a reference and matches the existing
600MHz/14MHz 2F-NMR spectrometer. The magnetic field profiles for spectrometers operat-
ing at 9.4T (blue) and 18.8T (green) are calculated by multiplying the reference profile (orange)
by a factor α(B0) = B0/14.1 where B0 is the operating magnetic field. Figure reproduced from
[41].

Acquisition details When acquiring a spectrum, different user-defined parameters affect the

signal intensity and SNR (acquisition time, sweep width, number of points in the indirect di-
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mension, etc...). In order to obtain relevant comparisons between the simulated pulse sequences,

and the range of magnetic fields evaluated in this study, we considered that:

• the spectral width is constant to 10 ppm in both dimensions. The number of points is

then automatically calculated based on the maximum acquisition time of the associated

dimension. Note that in the case of the indirect fluorine dimension, a very low number of

points sometimes leads to a slightly different spectral width.

• the maximum acquisition time for the direct carbon dimension is t2,max = 3×T2(13C− TROSY)

where T2(13C− TROSY) is the relaxation rate of the TROSY 13C single transition coher-

ence.

We also considered the pulse lengths to be the same at different magnetic fields (see Table 2.2).

Optimization of the recycling delays and simulation of dummy scans We define the

recycling delay as the sum of the acquisition time and inter-scan delay (d1 in Bruker pulse

programs). This delay allows the longitudinal polarization to evolve towards its equilibrium

value and determines the available polarization at the beginning of the next scan. Having

a long recycling delay maximizes the amount of polarization at the expense of experimental

time. We optimized the inter-scan delay at each magnetic field for both experiments when the

acquisition time is set to t2,max. For this, we simulated 10 scans, without indirect dimension

editing, and compared the value of Fz(d1)√
t2,max+d1

of the 11th scan for different values of inter-scans

delays. We devide by
√
t2,max + d1 since the signal-to-noise ratio evolves as the square-root of

the experimental time and the duration of the pulse sequence is negligible. In all the simulations

presented here, the inter-scan delays were the optimized delays, and 10 dummy scans were

simulated prior to detection to obtain the steady-state fluorine polarization.

Extracting peak heights from noise-free spectra The comparison of the peak heights

from one field to the other was used to optimize the magnetic field to record each experiment

(see below). The height of a Lorentzian-shaped peak is proportional to:

H = FID(t = 0)
R2(19F)R2(13C− TROSY) , (2.28)

where FID(t = 0) is the signal at time 0 (i.e. the peak area), R2(13C− TROSY) is the carbon-

TROSY relaxation rate and R2(19F) is either the fluorine-TROSY single-transition coherence

(for the single-field experiment) or the fluorine transverse (for the 2F experiment) relaxation
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rate. This relationship assumes perfect sampling in both dimensions, which is a good approxi-

mation for the direct dimension, but not necessarily in the indirect dimension.

The definition of the Liouvillian (Eq. 2.22) already takes into account the proportional-

ity of the polarization to the magnetic field through a field-dependent thermal correction [146].

However, it does not consider the proportionality of the detected signal to the resonance fre-

quency from Faraday’s law. Likewise, the noise increases with the square root of the resonance

frequency. In addition, at high magnetic fields, the recycling delay becomes longer, leading to

potentially longer experimental times and lower peak heights per units of time. In order to

include these effects, we multiplied the peak height H by
√

α(B0,i)
β(tPS,i) with B0,i the magnetic field

of detection for the experiment i, tPS,i the time for one scan of the experiment i without indirect

dimension editing and:
α(B) = B

B0,ref
,

β(t) = t

tPS,ref
,

with B0,ref and tPS,ref the magnetic field and experimental time for one scan of the reference

experiment without indirect dimension editing. We consider as reference experiment the single-

field pulse sequence recorded at 14.1T on 3F-Tyr with a global tumbling correlation time

τc = 25ns (in these conditions, tPS,ref = 1.52 sec). This scaling factor does not consider the

effect of accumulating different number of points in the indirect dimension in order to reach a

fixed spectral width at different fields. An accurate estimate of the noise level is performed by

simulating spectra with noise.

Processing of the spectra The simulated FIDs were processed using the nmrglue Python

library [137]. All processing parameters were the same for all spectra (except phases which were

adapted from one pulse sequence to the other):

• zero-filling to double the number of points in both dimensions,

• apodization function using the shifted sine-bell function: sp(n) = sin2 π/2+0.48πn
N−1 with n

the data index and N the number of points in the associated dimension.

Simulation with noise and assessment of the signal-to-noise When spectra with noise

were simulated, a Gaussian-shaped noise centered on 0 was generated using the random.normal

function from the Python numpy library [144, 145] and was added to the FID before process-
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ing. In each simulation, the same width for the Gaussian distribution was given as input to the

random.normal function. In order to consider the effect of the magnetic field on the level of

noise when comparing experiments recorded over different durations, the noise-free FID and the

noise were scaled with α(B0,i) and
√
α(B0,i) respectively. This accounts for the proportionality

of the noise to
√
B0,i, and the proportionality of the detected signal to B2

0,i (note that the

effect of the magnetic field on the polarization is already accounted for in the Liouvillian with

the thermal correction so that we do not scale the noise-free FID with α2(B0,i)). In order to

take into account the effect of the experimental time on the level of noise, the noise-free FID

and the noise were also scaled with texp,i/texp,ref and
√
texp,i/texp,ref respectively, with texp,i

(texp,ref ) the total experimental time for the experiment i (for the reference experiment). Here,

the reference experiment is the single-field TROSY pulse sequence used to record spectra of

3F-Tyr at 14.1T with global tumbling correlation time τc = 25ns and an indirect dimension

aquisition time t1,max = 1.25 × T2(19F− TROSY) with T2(19F− TROSY) the relaxation time

for the fluorine-TROSY component (experimental time of 4.9 hours).

Evaluation of the signal-to-noise ratio was done using two spectra:

• the spectrum corresponding to the sum of the FID and the noise. This spectrum was used

to extract the peak height I;

• the spectrum of the noise only. This spectrum was generated by processing the random

noise using the same parameters as for the complete FID. This spectrum was used to

extract the standard deviation of the noise σnoise.

The SNR is then given by:

SNR = I

σnoise
.

This computational procedure ensures that no parts of the peak are considered in the estimation

of the noise (which is particularly critical when the TROSY selection is not optimal) and that

sufficient points are included to obtain an accurate estimate of σnoise (which is important when

a low number of points is used in the indirect dimension).

The level of noise was choosen such that it would visually reproduce the noise in spectra

already published [40]. We simulated the single-field experiment using the same experimental

parameters as the ones used to record the spectrum of Maltose Binding Protein (MBP) until

the noise was visually similar to the one reported in the original paper (signal-to-noise ratio of
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25, Fig. 2.15 and [40]). Since the MBP spectrum was recorded with 80 scans [40], the spectra

and noise level were scaled with 80 and
√

80 respectively. Thus, the scaling of the FID and

noise level by 80 × texp,i/texp,ref and
√

80× texp,i/texp,ref respectively leads to spectra with a

number of scans leading to the same experimental time for each of them.
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Figure 2.15: Simulation of the spectrum of MBP labeled on 3F-Tyr using the single-field TROSY
pulse sequence with experimental parameters identical to Ref. [40]: B0 = 14.1T, 80 scans,
recycling delay of 2 sec, t1,max=10ms, t2,max=348ms, 116 (4,096) complex points in the indirect
(direct) dimension. Noise was added in this simulation. We show 10 contour levels starting
from the highest intensity and with a factor 1.2 between two consecutive levels. The SNR is
equal to 25.1. Figure reproduced from [41].

2.3.3 Results and discussion

2.3.3.1 Relaxation properties of aromatic 13C-19F groups

The large CSA (TableC.3) is the dominant source of 19F nuclear spin relaxation at high magnetic

fields (i.e. higher than 10T). The CSA contribution to transverse relaxation scales with the

square of the magnetic field and becomes a minor contribution at fields lower than a few Tesla

(7% at 1 T vs 95% at 14.1 T for the 3F-Tyr and τc = 25ns) where relaxation is mainly caused by

the DD interaction. Fast 19F transverse relaxation, both for an in-phase coherence and TROSY

single-transition, precludes the observation of intense and well-resolved peaks at magnetic fields

that are commonly used for biomolecules (Fig. 2.16a). The 13C-TROSY component displays

very favorable relaxation properties at high-field: at 14.1T, the TROSY effect is strong with

a relaxation rate for the TROSY component about 6 times lower than the in-phase transverse

relaxation rate (Fig. 2.16b). The most favorable transverse relaxation properties are found at low
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Figure 2.16: Transverse relaxation rates of an isolated 13C-19F aromatic spin pair. Fluorine-19
(a) and carbon-13 (b) relaxation rates of the in-phase coherences (dash) and TROSY single
transition (plain) for τc = 25ns (blue) and τc = 100 ns (orange). Calculations were performed
using the parameters for the CSA tensors of 3F-Tyr. Figure reproduced from [41].

magnetic fields (B0 ≈ 1T) for 19F and at high magnetic field (B0 ≈ 15T) for 13C for proteins

with correlation times for overall tumbling in the range 1 to 200 ns. These two drastically

different optimal magnetic fields suggest that any single field for the 13C-19F TROSY single-

field experiment [40] (hereafter referred to as 1F-TROSY) will likely be a poor compromise

between irreconcilable constraints (Fig. 2.17) [138]. By contrast, 2F-NMR offers in principle the

possibility to reach two independently optimized magnetic fields within the course of a single

experiment. This approach should be particularly well suited to record the spectra of aromatic
13C-19F groups.

2.3.3.2 Pulse sequence for two-field TROSY

The 2F-TROSY pulse sequence proposed here is presented in Fig. 2.18. Nuclear spin systems

are controlled using radiofrequency pulses and pulsed field gradients at both high- and low-

field magnetic centers. Additional delays corresponding to sample shuttle transfers from one

magnetic center to the other (τSh) and waiting delays needed by the shuttle apparatus before

(τHF,1 and τLF,2) and after shuttling (τLF,1 and τHF,2) were included when simulating the pulse

sequence [39].

The sample is polarized at high field before shuttling to low field. At point a of the

pulse-sequence, F̂z is the only operator with a non-zero expectation value. The 19F chemical

shift is labeled at low field in a semi-constant time fashion [149] with an effective evolution
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Figure 2.17: Field optimization following the approach of Ref. [138]. The relative signal for
a nucleus X at a magnetic field B0 is given by B

3/2
0 × T2(X) where T2(X) is the TROSY

transverse relaxation time of X and scaled so that the relative signal is 1.0 at 14.1T. These
calculations have been performed for a global tumbling correlation time of 25 ns and the CSA
tensor parameters of 3F-Tyr. Figure reproduced from [41].

under the 13C-19F scalar-coupling for a duration T = (2|JCF |)−1. Depending on the phase ϕ1,

either the cosine or sine t1-evolving components are stored as a two-spin order 2F̂zĈz (point

b) and preserved during the transfer from low to high magnetic field (from b to c). The Spin
State Selective Excitation (S3E) block [150] allows for efficient selective excitation of the 13C-

TROSY component at high field (point d). The use of two inversion pulses on 19F at high

field preserves the longitudinal magnetization recovered between points b and c. This scheme

allows to reduce the subsequent recycling delay and make the experiment more time efficient.

When 19F broadband excitation is needed, composite π-pulses can be used, keeping in mind

that transverse relaxation may not be negligible during 19F pulses (Fig. 2.16a).

Throughout the phase cycle, the nature of the evolving operators during the S3E ele-

ment [150] is the same, ensuring identical relaxation properties of the different pathways during

the S3E block [150] and the effective cancellation of undesired components of the density oper-

ator. This is not the case for the 1F-TROSY pulse sequence [40] for which the ST2-PT block

[148] creates alternatively a single-quantum anti-phase 13C coherence and a multiple-quantum

transition coherence which relax with drastically different rates at high fields because of the

strong 19F-CSA (see AppendixD, sectionsD.1 and D.2). This leads to imperfect selection of

the TROSY line in the original 13C-19F TROSY experiment (Fig.D.2). Similarly, an alternative

2F-TROSY pulse sequence could select the 19F-TROSY component with an ST2-PT block [148]
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Figure 2.18: 2F-TROSY pulse sequence for the study of aromatic 13C-19F groups. Black narrow
(respectively wide white) rectangles represent 90◦ (respectively 180◦) pulses. Phases are aligned
along the x-axis of the rotating frame unless otherwise stated. Phase cycles are as follows:
ϕ1=(x,-x,x,-x,x,-x,x,-x), ϕ2=(y,y,y,y,-y,-y,-y,-y), ϕ3=(π/4,π/4,5π/4,5π/4,π/4,π/4,5π/4,5π/4)
and ϕrec=(x,-x,-x,x,- x,x,x,-x). The sign discrimination of the frequency in the indirect dimen-
sion is achieved using the States method by changing the phase cycle for ϕ1 to (y,-y,y,-y,y,-y,y,-y).
For the semi-constant time indirect evolution period, ta1 = T

2 + n1
N−1

t1,max
2 , tb1 = n1

2(N−1)(t1,max−T )
and tc1 = T

2
N−n1−1
N−1 , with T = 1/2|JCF |, N and t1,max the number of points and maximum evolu-

tion delay in the indirect dimension respectively, n1 the increment number. The pulse sequence
can be modified to include proton decoupling during the t1 and t2 evolution periods. The
horizontal line breaks represent the shuttling transfers from one field to the other. τSh is the
shuttling delay to and from the desired position. τHF,1 and τHF,2 are waiting delays at high
field, respectively before and after shuttling. τLF,1 and τLF,2 are waiting delays at low field,
respectively after and before shuttling. In our simulations, we set τSh = 100ms, τHF,1 = 25ms,
τLF,1 = 40ms, τLF,2 = 5ms and τHF,2 = 350ms. Figure reproduced from [41].

at low field (Fig.D.3). Cross-relaxation between the two 13C single-transition longitudinal po-

larization operators during the shuttle transfer and stabilization delays would lead to imperfect

TROSY selection and thus the use of ST2-PT block [148] for 2F-TROSY is not recommended

(Fig.D.4 and D.5).

2.3.3.3 What are the optimal fields to record the TROSY experiments?

In order to account for all sources of polarization loss in the course of an experiment, accurate

determination of the optimal magnetic fields requires the full simulation of the pulse-sequences.

We compared the expected peak height at each magnetic field (or pairs of magnetic fields in

the case of the 2F-TROSY sequence) assuming ideal sampling in both dimensions so that the

linewidth in both dimensions is directly linked to their associated transverse relaxation rate

and does not depend on the number of points in the time dimensions and apodization func-
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tion (see section 2.3.2.2 for more details). In these calculations, peak heights are scaled by√
α(B0)tPS/tref , a factor proportional to the expected evolution of the SNR with the magnetic

field and experimental time [56]. Note that the effect of signal accumulation arising from indi-

rect dimension acquisition is not taken into account and, therefore, peak heights do not fully

reproduce expected SNR variations.
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Figure 2.19: Magnetic field optimization of the 1F-TROSY and 2F-TROSY experiments. Ex-
pected peak heights for the 1F-TROSY (a, b) and 2F-TROSY (c, d) experiments, for 3F-Tyr
and a global tumbling correlation time τc = 25ns (a, c) and τc = 100 ns (b, d). The color scale
is identical for all pannels. The conventional magnetic fields closest to the optimal fields are
indicated with an arrow (a, d) or a cross (c, d). The highest peak-height position is indicated
with a star in pannels c and d. In pannels a and b, points are connected by a solid line for
visual clarity. Figure reproduced from [41].

The optimal field for the 1F-TROSY is lower than the optimal field for the relaxation

of the single-transition 13C-TROSY (Fig. 2.19a,b) because of the losses from fast relaxation of
19F-coherences during the ST2-PT block [148], as well as the broadening in the fluorine dimen-
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sion caused by fast relaxation of the TROSY single-transition 19F-coherence (Fig. 2.16a). The

optimal conventional fields are predicted to be 11.75T for medium sized proteins (τc = 25ns),

and 9.4T for larger systems (τc = 100 ns). The optimal magnetic field for detection of the
13C-TROSY operator is higher in the 2F-TROSY experiment (Fig. 2.19c,d) since no fluorine

coherence is generated at high field. For this experiment, we recommend a high field in the

vicinity of 21.15T and a low field close to 2.5T for the 3F-Tyr.

In the 2F-TROSY experiment, the optimal high-field strongly correlates with the ori-

entation of the 13C-CSA tensor with respect to the C-F bond (Fig. 2.20). A perfect alignment

of the 13C-CSA with the C-F bond leads to an optimal interference between the CSA and DD

interactions. In this case, the 13C-TROSY effect is strong at moderate magnetic fields (ca.

10<B0 <15T). Increased equilibrium polarization and higher sensitivity of signal detection at

higher magnetic field does not counter-balance the less efficient 13C-TROSY effect. The optimal

low field for 19F chemical shift evolution inversely correlates with the value of the orthogonal

component of the 19F-CSA tensor (i.e. the larger component of the tensor). Lower magnetic

fields lead to a higher reduction of the 19F-CSA contribution to the relaxation of the evolv-

ing fluorine in-phase coherence for compounds having the larger orthogonal component of the
19F-CSA tensor.
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Figure 2.20: Correlation plots (a) between the angle between the principal axis of the 13C-CSA
and the C-F bond and the optimal field for carbon-detection in the 2F-TROSY experiment,
and (b) between the orthogonal component of the 19F-CSA (σF⊥) and the optimal field for
fluorine chemical shift evolution in the 2F-TROSY experiment. Optimal fields are obtained for
τc = 100 ns. Figure reproduced from [41].
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2.3.3.4 Two-field TROSY offers increased sensitivity and resolution
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Figure 2.21: Expected SNR for the 1F-TROSY and 2F-TROSY experiments. The SNR was
estimated for proteins with global tumbling correlation times τc = 25ns (a and c) and τc =
100 ns (c and d) labeled with 3F-Tyr (a and b) or 4F-Phe (c and d). The value of t1,max is
calculated as t1,max(C) = C × T2(19F ) where C is a multiplication factor, ranging from 0.5
to 3.0, and T2(19F ) is the transverse relaxation time for the fluorine TROSY single-transition
coherence (resp. the in-phase single-quantum coherence) in the 1F-TROSY (resp. 2F-TROSY)
experiment. The experimental time is the same for each simulated experiment (4.9 hours),
leading to a higher number of scans for experiments with shorter t1,max. Figure reproduced
from [41].

We compared the expected SNR from the 1F-TROSY and 2F-TROSY experiments at

their optimal magnetic field(s) by simulating the full two-dimensional spectra with Gaussian

noise with scaled intensity from one field to the other (see section 2.3.2.2). The level of noise was

chosen to approximately reproduce the SNR on MBP spectra already published (SNR 25 for

80 scans of 700µM MBP, recycling delay of 2 sec, 116 complex points in the indirect dimension

and t1,max = 10ms, see Fig. 2.15) [40]. Peak intensities depend, among other parameters, on
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the number of points in the indirect time dimension, which is usually set to reach a desired

resolution for a given spectral width. To take different options into account, we simulated the

pulse sequences for different values of t1,max. For moderate protein sizes (τc = 25ns), the 2F-

TROSY experiment offers better sensitivity by a factor ca. 5 for t1,max = T2(19F ) (Fig. 2.21a).

For a large system (τc = 100 ns), no visible peak is expected at the chosen level of noise for

the 1F-TROSY experiment, while good SNR for the 2F-TROSY experiment can be achieved

in similar experimental time (Fig. 2.21b). Similar results are obtained for compounds with bet-

ter 13C-TROSY efficiency (i.e. lower optimal field for carbon detection) such as the 4F-Phe

(Fig. 2.21c,d). In the following, we consider t1,max = 1.25× T2(19F ) [151].

Having two distinct magnetic centers allows one to carry the evolution of the 19F and
13C-TROSY coherences where their respective relaxation properties are most favorable. We

have chosen conventional magnetic fields that lead to near-optimal sensitivity (Blow = 2.5T

and Bhigh = 21.15T). The 2F-TROSY experiment not only leads to better sensitivity but also

to better resolution in both dimensions as compared to the 1F-TROSY experiment (Fig. 2.22).

The resolution in the carbon dimension is the same for the two experiments if the detection is

done at the same field. However, recording both experiments at 14.1T to obtain a strong 13C-

TROSY effect leads to losses in intrinsic sensitivity (initial polarization and signal detection)

compared to situations where the experiments are recorded at their optimal field(s). The sub-

optimal TROSY relaxation interference in the 1F-TROSY leads to large carbon linewidth in the

spectra of large protein (τc = 100 ns). For a medium-size system (τc = 25ns), the 1F-TROSY

experiment provides good peak separation in spite of the broadening in the fluorine dimension,

but the spectra of larger proteins (τc = 100 ns) show ca. 2 ppm broad peaks. The 2F-TROSY

experiment gives rise to a lower fluorine linewidth in spite of the lower magnetic field, even

for large systems (ca. 1 ppm). Combined with the optimal 13C-TROSY detection, satisfactory

peak separation can be obtained in situations where peak overlap and a low SNR would prevent

quantitative analysis in the 1F-TROSY pulse sequence.

2.3.4 Conclusion

We have introduced the concept of two-field transverse relaxation-optimized spectroscopy (2F-

TROSY). It takes advantage of the development in 2F-NMR spectroscopy [37, 39] to increase

the sensitivity in multidimensional spectra. By optimizing the magnetic field of different parts

of the pulse sequence, the transverse relaxation rates of the evolving operators are decreased to
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Figure 2.22: Simulated noise-free two-dimensional 13C-19F TROSY spectra with 3 peaks. Spec-
tra for the 1F-TROSY (a, c) and 2F-TROSY (b, d) experiments simulated with global tumbling
correlation times τc = 25ns (a, b) and τc = 100 ns (c, d) for t1,max = 1.25 × T2(19F ) where
T2(19F ) is the transverse relaxation time of the coherence edited in the indirect dimension. In
each spectrum, 10 contour levels are shown, starting from the maximum intensity and with a
factor 1.2 between two consecutive levels. Spectra were simulated without noise. Cross-sections
for one peak are shown in orange. In panels a and b, the carbon anti-TROSY peak is shown
with the red arrow. The number of recorded points in the indirect dimension is indicated on
the top left corner of each panel. Figure reproduced from [41].

their minimal values. We have illustrated the potential of this new type of pulse sequences on
13C-19F aromatic spin pairs, where optimal magnetic fields are in a range that will be accessible

in future designs of 2F-NMR spectrometers.

We expect a new generation of 2F-NMR spectrometers to offer sufficiently high homo-

geneity to allow the evolution of single-quantum coherences at low field, an essential feature to

obtain high-resolution spectra and develop a new toolbox of pulse sequences. We expect 19F

aromatic side-chain specific labeling [40] combined with 2F-TROSY will open the way for the
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investigation of structure, dynamics and function of aromatic side chains in proteins, as well as

purine and pyrimidine bases in nucleic acids [142]. This would provide new probes for NMR of

large proteins and nucleic acids. Further benefits are expected in systems with line broadening

due to chemical exchange [37, 152]. Beyond the scope of 13C-19F, 2F-NMR approaches that

exploit favorable relaxation properties at low field can be adapted to the NMR investigation of

a variety of nuclei with large CSAs to increase the sensitivity and resolution in NMR spectra

of large systems. These include nuclei such as the carbonyl carbon of peptide bonds or 19F in

the context of 13C-19F3 groups, where significant TROSY-type interference was not found at

high field [153] but the field-dependence of TROSY in 13C-19F3 groups has not been explored

as much as for 13C-1H3 groups [38] yet.
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2.4 Conclusion

In the first part of this chapter, we used RedKite and a complete expansion of the Hilbert

space for an isolated 13C1H3 methyl group to understand linewidths in two dimensional 2F-

HZQC spectrum obtained on the protein Ubiquitin specifically labeled at its isoleucine-δ1 methyl

groups. We explained the unexpected persistence of signal in the two-field HZQC experiment

by showing that an excited coherence has favourable relaxation properties, even at low fields.

This showed that the methyl-TROSY effect still exists at low fields beyond the slow tumbling

motional regime.

In addition to revealing a spin property, this experiment paves the way for a new class

of pulse sequences with spin evolution at multiple fields. In the second part of this chapter, we

introduced the concepts of two-field TROSY: slowly relaxing operators are selected and chem-

ical shift editing is performed at the optimal field for resolution and sensitivity. We illustrated

this approach computationaly on aromatic 13C-19F groups for which the carbon and fluorine

chemical shift evolution are optimal at two very distinct fields. With the constant increase in

available magnetic fields, high-CSA nuclei (such as the carbon-13 in carbonyl groups of peptide

bonds) might become an impediment to record many multi-dimensional experiments. Coupling

a high-magnetic center to a low-field has the potential to offer high sensitivity and resolution

for these spin groups.

Historically, investiments to increase the available magnetic-field stength has been justi-

fied by the need for higher sensitivity. Undeniably, these technological developments will make

a number of challenging sytems amenable to NMR studies. The work presented in this chapter

suggests however that a number of studies will not be possible at very high magnetic fields.

As much as increased magnetic fields are of great interest for the biomolecular community, we

argue that the ability to shuttle the sample from a high to low field and back will become

equally important. This will require solving a number of technological challenges, starting with

obtaining a highly homogeneous low-field to allow single-quantum coherence evolution.
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3.1 Introduction

Several clases of experiments are based on either moving the sample through a broad range

of magnetic fields or switching rapidly the magnetic field between two extreme values. An

in depth investigation of relaxation processes is particularly critical to design and interpret a
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selection of experiments which have been designed recently: (1) The existence of Long-Lived
States (LLS) [154, 155] was revealed by the combination of high-field coherent evolution and

low-field relaxation; (2) In dissolution Dynamic Nuclear Polarization (dDNP) [89, 156, 157],

the hyperpolarized sample is transferred back and forth between the polarizing magnetic center

and the high-field spectrometer through magnetic fields that can be as low as the earth magnetic

field; (3) Multi-scale dynamics can be characterized with Fast Field Cycling (FFC) relaxometry

[158] where the magnetic field is switched from ca. 1T down to ca. 100µT; (4) A sample-shuttle

apparatus can be used to combine relaxometry experiments with high-field Nuclear Magnetic

Resonance (NMR) [62, 63, 159, 17] to gain atomic resolution description of molecular dynamics;

(5) This kind of device can also be used to investigate relaxation properties of spin terms that

are only relevant at low fields [160]; (6) A sample shuttle may couple two magnetic centers in

a Two-Field (2F) NMR spectrometer [39] to record multi-dimensional experiments where spins

are manipulated at two vastly different fields [39, 37, 22, 124].

Sample-shuttling experiments have been used to measure longitudinal relaxation rates

over orders of magnitude of magnetic fields and characterize the dynamics of membrane vesicules

[64], protein backbone [66, 17] and side-chains [21]. This type of experiments, called High-

Resolution Relaxometry (HRR), consists in the measurement of relaxation rates over a broad

range of magnetic field while preserving the high resolution of conventional high-field magnets

(i.e. higher than 9T) [62, 63]. This approach relies on moving the NMR sample in the stray

field of a commercial magnet to measure longitudinal relaxation rates over orders of magnitude

of magnetic field. The sample is transfered back in the high-field magnetic center for detection,

thus ensuring high sensitivity and resolution.

During a HRR experiment, the sample is moved outside of the magnetic center where no

radiofrequency pulse can be applied. Thus, relaxation decays acquired using HRR deviate from

ideal decays with the longitudinal relaxation rate for two reasons. First, the effective density op-

erator at the beginning of the relaxation delay is usually different from the desired longitudinal

operator due to cross-relaxation during the sample transfers. Second, cross-relaxation pathways

during the relaxation delay may lead to multi-exponential polarization decays. Therefore, the

analysis of experimental HRR rates requires to account for these systematic deviations in order

to accurately determine the motional parameters of the system under study. We introduced an

iterative correction procedure called Iterative Correction for the Analysis of Relaxation Under

Shuttling (ICARUS) [17, 67] for the correction of HRR relaxation rates. Using symbolic expres-
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sions of magnetic-field dependent relaxation matrices, the HRR experiments are simulated and

measured relaxometry relaxation rates are corrected so that a reliable analysis of the dynamic

properties of the system under study can be performed. These aspects will be detailed with

application on {13C1H2H2}-labeled methyl-groups on the protein Ubiquitin.

We later developped a new approach to analyze HRR relaxation data without the need

for correction. Instead of extracting parameters for the dynamics of the system from relaxation

rates, we reproduce relaxation decays from the relaxometry experiment. The fourth section

of this chapter introduces this approach, with a comparison with results obtained from the

analysis using ICARUS. This new method for quantitative analysis of HRR relaxation data is

presumably more rigorous as (i) it does not require fitting potentially multi-exponential decay

to extract a single longitudinal relaxation rate and (ii) is free from any correction procedure

that can only be verified experimentally using 2F NMR spectroscopy [22].

The first two sections of this chapter are largely based on the associated published work

[21, 19]. ICARUS is available here: https://figshare.com/articles/software/ICARUS/

9893912.

https://figshare.com/articles/software/ICARUS/9893912
https://figshare.com/articles/software/ICARUS/9893912
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3.2 High-resolution relaxometry and protein dynamics

The spectral density function has been used extensively to describe motional properties of

molecular systems [15, 102, 11, 16]. Having a proper definition of the spectral density function,

and more specifically of its parameters, is essential in order to understand the dynamics of these

systems: order parameters reflect on the rigidity of the system and can be related to conforma-

tional entropy [161, 162, 163, 164]; correlation times reflect on the time-scales of the different

types of internal motions of the system under study. Expressed as linear combination of the

spectral density function evaluated at different frequencies, relaxation rates are direct probes of

the spectral density function [16, 58, 59].

Until recently, the analysis of dynamic modes in proteins was restricted to the mea-

surement of relaxation rates on standard high-field magnets (typically higher than 9.4T, corre-

sponding to a proton Larmor frequency of 400MHz). At these magnetic fields and for standard

biomolecular nuclear-spin labels (1H, 13C, 15N), the spectral density function is only probed at

frequencies higher than 40MHz (as well as at 0 for transverse auto-relaxation rates). On molec-

ular systems such as proteins, the spectral density function varies more between 0 and 40MHz

than at all frequencies above 40MHz, i.e. complex motions occur at lower frequencies. This

leads to two major issues: relaxation rates recorded at high magnetic fields are potentially poor

reporters for the complexity of motions; and the deconvolution of overall rotational diffusion and

internal motion can appear to be complex as they can occur on similar timescales. An elegant

solution has recently been proposed to overcome the later difficulty by weak interactions of the

protein of interest to nanoparticules, thus artificially changing the global tumbling correlation

times by orders of magnitude [165, 166].

One way to extend the range of frequencies where the spectral density is probed is

to record relaxation rates at lower fields. This approach suffers from loss of sensitivity and

resolution. This limitation is overcome by shuttling the sample in the stray field of the magnet,

inside the bore of a standard high-field spectrometer, while still detecting the signal at the high-

field position [62, 63, 17]. This methodology has been used in the group to study the dynamics of

backbone [17] and side-chains [21] of Ubiquitin over two orders of magnitude of magnetic fields

and allowing the quantitative characterization of motions from pico- to nanosecond time-scales.
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3.2.1 Theoretical framework for the dynamics of methyl groups

3.2.1.1 Model of correlation function

Different models of correlation function for a wide variety of molecular systems have been

suggested in the past [15, 74, 27, 29, 11, 72, 110, 167]. In our analysis of high field and

relaxometry relaxation rates on {13C1H2H2}-methyl group of Ubiquitin, the data recorded at

low fields (lower than 5T) allowed a better characterization of the complexity of motions that

can occur in a methyl-bearing side-chain, in particular χ1/χ2 rotameric transitions in isoleucine

residues on nanosecond timescales [21]. The analysis was based on the Extended Model Free
(EMF) description of the CC bond motions [74]. Assuming (i) isotropic tumbling of the protein

characterized by a correlation time τc, (ii) EMF for CC bonds motions, (iii) perfect tetrahedral

symmetry for the methyl group with a characteristic correlation time for the methyl group

rotation τmet associated to an order parameter S2
met(θi,j) [130] and (iv) statistical independence

between methyl group rotation, motions of the methyl group axis and overall rotational diffusion,

the correlation function can be modeled by:

Cmet
i,j (t) = Cg(t)Caxis(t)Ci,jmet(t), (3.1)

where:
Cg(t) = e−t/τc , Caxis(t) = S2 + (1− S2

f )e−t/τf + S2
f (1− S2

s )e−t/τs ,

Ci,jmet(t) = S2
met(θi,j) +

(
P2(cos θi,j)− S2

met(θi,j)
)
e−t/τmet ,

(3.2)

with S2
met(θi,j) = P2(cos θi)P2(cos θj) and P2 is the second order Legendre polynomial function,

P2(x) = (3x2−1)/2, θk is the angle between the principal axis of an axially symmetric interaction

k vector and the CC-axis (methyl group symmetry axis) and θi,j the angle between the principal

axes of two (possibly identical) axially symmetric interactions i and j. The order parameters S2
f

and S2
s characterize motions of the system frame and are associated with the correlation times

τf and τs, respectively. The overall order parameter is defined as S2 = S2
fS

2
s . The corresponding

spectral density function is:

Ji,j(ω) = 2
5

[
S2
met(θi,j)

(
S2
fS

2
s

τc
1 + (ωτc)2 + (1− S2

f )
τ ′f

1 + (ωτ ′f )2 +

S2
f (1− S2

s ) τ ′s
1 + (ωτ ′s)2

)
+ (P2(cos θi,j)− S2

met(θi,j))×(
S2
fS

2
s

τ ′met
1 + (ωτ ′met)2 + (1− S2

f )
τ ′′f

1 + (ωτ ′′f )2 + S2
f (1− S2

s ) τ ′′s
1 + (ωτ ′′s )2

)]
,

(3.3)
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where τ ′a
−1 = τ−1

a + τ−1
c and τ ′′a

−1 = τ−1
a + τ−1

c + τ−1
met.

In the following, JAB will be used to denote the Dipole-Dipole (DD) auto-correlation

between nuclei A and B, JA for the Chemical Shift Anisotropy (CSA) auto-correlation of nu-

cleus A, JAB,CD for the DD cross-correlation between the spin pairs AB and CD, JA,BC for the

cross-correlation between the CSA of nucleus A and the DD interaction between nuclei B and

C. Finally, the index Q will be used to denote the quadrupolar interactions. These notations

follow conventions proposed by Werbelow and Grant [126].

As detailed bellow, in our treatment of the relaxometry data, the effects of the surround-

ing deuterium nuclei arising from the labelling of the protein have to be considered. These have

been taken into account by adding a single additional deuterium nucleus in the spin system.

For simplicity, while we consider the additional dipolar contributions to relaxation rates of the

{13C1H2H2} spin system, we do not include this additional nucleus in our basis. We approxi-

mated the spectral density function for the correlations involving this vicinal deuterium Dvic to

be described by Eq. 3.3, although it is not part of the methyl group.

3.2.1.2 Relaxation rates

In our analysis of high-field and relaxometry relaxation rates of {13C1H2H2}-methyl groups

of Ubiquitin, longitudinal and transverse carbon-13 autorelaxation rates, longitudinal proton

autorelaxation rates and dipolar cross-relaxation rates were used. Dipolar relaxation with an

effective vicinal deuterium was considered. The set-up of RedKite for such a spin system is

detailed in AppendixB.4. The contribution of the proton CSA to relaxation is expected to be

negligible [131], and is not considered in the following. The CSA tensor of the carbon-13 nucleus

is assumed to be symmetric and aligned with the CC bond. Expressions of the relaxation rates

are given in the following equations:

R1(13C) =1
3∆σ2

Cω
2
CJC(ωC)

+ 1
4d

2
CH (JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+ 4
3d

2
CD (JCD(ωC − ωD) + 3JCD(ωC) + 6JCD(ωC + ωD))

+ 2
3d

2
CDvic (JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD)) ,

(3.4)
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R1(1H) =1
4d

2
CH(JCH(ωC − ωH) + 3JCH(ωH) + 6JCH(ωC + ωH))

+4
3d

2
HD(JHD(ωD − ωH) + 3JHD(ωH) + 6JHD(ωD + ωH))

+2
3d

2
HDvic(JHDvic(ωD − ωH) + 3JHDvic(ωH) + 6JHDvic(ωD + ωH)),

σCH =1
4d

2
CH(−JCH(ωC − ωH) + 6JCH(ωC + ωH)),

R2(13C) = 1
18∆σ2

Cω
2
C (4JC(0) + 3JC(ωC))

+ 1
8d

2
CH(4JCH(0) + JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωH)

+ 6JCH(ωC + ωH))

+ 2
3d

2
CD(4JCD(0) + JCD(ωC − ωD) + 3JCD(ωC) + 6JCD(ωD)

+ 6JCD(ωC + ωD))

+ 1
3d

2
CDvic(4JCDvic(0) + JCDvic(ωC − ωD) + 3JCDvic(ωC)

+ 6JCDvic(ωD) + 6JCDvic(ωC + ωD)),

where dAB is the dipolar coefficient between atoms A and B and equals −(µ0~γAγB)/(4πr3
AB)

with µ0 the permeability of free space, ~ the Planck’s constant divided by 2π, γX the gyromag-

netic ratio of nucleus X and rAB the internuclear distance between nuclei A and B, ∆σC is the

CSA of the carbon-13 nucleus and ωX = −γXB0 is the Larmor frequency for the nuclei X at

a magnetic field B0. The geometry of the methyl group was assumed to be tetrahedral with

rCH = rCD = 111.5 pm leading to rHD = 182 pm. The distance rCDvic is determined during the

ICARUS analysis as described below.

3.2.1.3 Relaxation matrix

The secularized basis for the subspace that includes Ĉz in a {13C1H2H2}-methyl group contains

14 terms:

Bsecularized =
{
Ĉz

3
√

3
,
Ĥz

3
√

3
,
D̂1,z

6
√

2
,
D̂2,z

6
√

2
,
2ĈzĤz

3
√

3
,
ĈzD̂1,z

3
√

3
,
ĈzD̂2,z

3
√

3
,

√
2ĈzĤzD̂1,z

3 ,

√
2ĈzĤzD̂2,z

3 ,
ĈzD̂1,zD̂2,z

2
√

3
,
ĈzD̂

+
1 D̂
−
2

4
√

3
,
ĈzD̂

−
1 D̂

+
2

4
√

3
,

3ĈzD̂1,zD̂1,z − 2Ĉz
3
√

6
,
3ĈzD̂2,zD̂2,z − 2Ĉz

3
√

6

}
,

(3.5)

where C, H, D1 and D2 refer to the carbon, proton, deuterium 1 and deuterium 2, respectively,

as defined in the spin system in RedKite. The deuterium 1 and 2 are considered magnetically
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equivalent and can be exchanged by symmetry.

As shown below, the analysis of the relaxation properties of the {13C1H2H2}-methyl

groups of Ubiquitin during a relaxometry experiment can be performed with satisfactory accu-

racy in the subspace spanned by the three operators:

Breduced,3 =
{
Ĉz

3
√

3
,
Ĥz

3
√

3
,
2ĈzĤz

3
√

3

}
, (3.6)

leading to the following relaxation matrix:

R3 =


R1(13C) σCH ηC

z

σCH R1(1H) 0

ηC
z 0 RCH

 , (3.7)

where R1(13C), R1(1H) and σCH are defined above and:

RCH =1
3∆σ2

Cω
2
CJC(ωC) + 3

2d
2
CH (JCH(ωC) + JCH(ωH))

+ 4
3d

2
CD (JCD(ωC − ωD) + 3JCD(ωC) + 6JCD(ωC + ωD))

+ 4
3d

2
HD (JHD(ωH − ωD) + 3JHD(ωH) + 6JHD(ωH + ωD))

+ 2
3d

2
CDvic (JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD))

+ 2
3d

2
HDvic (JCDvic(ωH − ωD) + 3JCDvic(ωH) + 6JHDvic(ωH + ωD)) ,

ηC
z =∆σCωCdCHJCCH(ωC).

(3.8)

The expression of the secularized relaxation matrix in the basis Bsecularized can be found in

Appendix sectionC.3.

3.2.2 Simulating sample-shuttling relaxometry experiments

3.2.2.1 Expectation value of spin operators

The expectation value of a specific operator after an evolution period t is obtained from the

calculation of the propagator:
ˆ̂P(t) = e−

ˆ̂Lt, (3.9)



3.2. High-resolution relaxometry and protein dynamics 87

with ˆ̂L the Liouvillian. Eq. 3.9 assumes a constant Liouvillian over the interval t, including

a constant Hamiltonian. This assumption does not hold when pulses are applied, or in field-

varying experiments. In a relaxometry experiment, the fields during the polarization, relaxation

and detection periods are potentially all different [158, 63]. In these cases, the evolution time t

is decomposed in delays δti that are small enough so that the field can be considered constant:

ˆ̂P(t) = ˆ̂
dPn(δtn, Bn)× ...× ˆ̂

dP1(δt1, B1), (3.10)

where ˆ̂
dPi is the propagator during the interval δti for which the magnetic field has a constant

value Bi.

When pulses are applied, which is the case in standard pulse sequences for the measure-

ment of relaxation rates [68], cross-relaxation pathways may no longer be active and Eq. 3.10

can be simplified using averaged Liouvillian theory [146, 168]. For example, for the measure-

ment of longitudinal relaxation rates of nitrogen-15 in a 15N-1H spin pair, proton π-pulses are

applied during the relaxation delay. In the abscence of such pulses, the Liouvillian reads:

ˆ̂L =


RN

1 σNH δN

σNH RH
1 δH

δN δH RNH

 , (3.11)

where the relaxation matrix has been written in the basis of the spin operators {N̂z, Ĥz, 2N̂zĤz}

and RN
1 (respectively RH

1 ) refers to nitrogen-15 (respectively proton) longitudinal relaxation

rate, RNH to the two-spin order relaxation rate, σNH to the DD cross-relaxation rate between

the nitrogen-15 and proton, and δN (respectively δH) to the CSA-DD cross-correlated cross-

relaxation rate involving the nitrogen-15 (respectively proton) CSA. After applying a proton

π-pulse, the Liouvillian is transformed according to:

ˆ̂L′ = ˆ̂
Pπ

ˆ̂L ˆ̂
Pπ, (3.12)

where ˆ̂
Pπ is the propagator for an ideal proton π-pulse:

ˆ̂
Pπ =


1 0 0

0 −1 0

0 0 −1

 . (3.13)
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When the evolution delay before and after the pulse are equal, the proton inversion pulse leads

to the following average Liouvillian over the whole relaxation period:

ˆ̂Lav =


RN

1 0 0

0 RH
1 δH

0 δH RNH

 . (3.14)

Over this time period, the spin operator N̂z is an eigenvector of the relaxation matrix, and the

time-evolution of its expectation value is given by:

〈N̂z〉(t) = e−R
N
1 t, (3.15)

which is the usual mono-exponential decay used for the analysis of relaxation rates measurements

(note that the evolution towards an effective saturated state is obtained from the averaging of

consecutive scans [146, 169]). By constrast, an accurate analysis of relaxation properties in the

abscence of radio-frequency pulses, or in field-varying experiments, requires the full relaxation

matrix.

3.2.2.2 Propagator decomposition in a high-resolution relaxometry experiment

High-resolution relaxometry can be used to obtain a precise description of the dynamics of spin

systems over orders of magnitude of timescales [17, 21, 67]. The analysis is based on the mea-

surement of longitudinal relaxation rates over a broad range of magnetic fields (typically from

a few tenths of Tesla up to about 20T). A reliable description of the motions requires accurate

estimates of the relaxation rates.

During each HRR experiment, the sample is transferred outside of the magnetic center to

a defined position zrelax in the stray field above the magnet (Fig. 3.1). During the two transfers

(from high to low field, and back) and the relaxation delay, all relaxation pathways are active.

In contrast to the example presented above, measured polarization decays can be affected by

cross relaxation and therefore cannot be used as is to determine longitudinal relaxation rates

accurately (this is true for any relaxation experiment where pulses can not be applied during

the relaxation period). Doing so would lead to systematic deviations in the parameters used

to describe the dynamics of the system. Simulating the experiment including the time when

the sample is outside the superconducting coil allows one to take into account cross-relaxation
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a)

b)

Figure 3.1: Description of an HRR scheme. a) The position of the sample is changed during the
course of the experiment. It is first polarized at high field, and transfered to a chosen position
in the stray field of the superconducting magnet, characterized by a lower magnetic field, for
relaxation. The sample is then moved back to the high-field position for detection. Pannel
adapted from [21]. b) A typical pulse sequence used to record HRR experiment. During the
analysis of HRR rates, the highlighted part of the pulse sequence (blue) is simulated. Black
narrow (respectively wide empty) rectangles represent π/2-pulses (respectively π-pulses). Pulses
are applied along the x-axis of the rotating frame if not otherwise stated (by the ϕi). The
amplitude of pulse field gradients are labeled gi. Additional experimental details can be found
in [67]. Figure reproduced from [19].



90 Chapter 3. Relaxation in field-varying experiments

pathways and to estimate accurate relaxation rates. The complete relaxation period in a high-

resolution relaxometry experiment includes three delays at constant fields and two transfers

through a strong gradient of magnetic field.

The simulation of the experiment is performed by calculating the propagator during the

highlighted part of the pulse sequence in Fig. 3.1b. For convenience, it is written as a product

of individual propagators:

ˆ̂Ptot(tHF,1, tup, trelax, tdown, tHF,2) = ˆ̂PHF,2(tHF,2) · ˆ̂Pdown(tdown) · ˆ̂PLF(trelax)·
ˆ̂Pup(tup) · ˆ̂PHF,1(tHF,1),

(3.16)

where ˆ̂PHF,1 and ˆ̂PHF,2 are the propagators calculated at high field, respectively before and after

shuttling, ˆ̂PLF is the propagator calculated at the low field position and ˆ̂Pup (respectively ˆ̂Pdown)

is the propagator calculated during the motion up (respectively down) from the high-field to the

low-field position (respectively from the low-field to the high-field position). This decomposition

allows the calculation of the segmental propagators using either Eq. 3.9 (for constant Liouvillian

superoporators) or Eq. 3.10 (for time-dependent Liouvillian superoporators). The propagators

for constant-field positions (i.e. ˆ̂PHF,1, ˆ̂PLF and ˆ̂PHF,2) are calculated using Eq. 3.9 and the

relaxation matrix calculated at either high field ( ˆ̂RHF) or low field ( ˆ̂RLF):

ˆ̂PHF,i(tHF,i) = e−tHF,i
ˆ̂RHF ,

ˆ̂PLF(trelax) = e−trelax
ˆ̂RLF .

(3.17)

The simulation of the transfers through the magnetic field gradient is performed by subdividing

the experiment into intervals of few milli-seconds δt that still fulfill the conditions of Redfield

theory. In order to stay in the Redfield hypothesis, δt must be large compared to the correlation

time of the system to extend the integration to infinity in Eq. 1.7. In addition, δt must be suffi-

ciently small in order to perform a discretization of the integral over the full sample trajectory.

In the case of high-resolution relaxometry with a sample traveling at ≈10m.s−1 over at most

1m, we considered a δt of 1ms, which corresponds, at most, to a change of about 10% of the

magnetic field between two consecutive steps. The propagators d ˆ̂P(δt, z(t)) for these small steps

are obtained following Eq. 3.9:

d ˆ̂P(δt, z(t)) = e−δt
ˆ̂R(z(t)), (3.18)
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where ˆ̂R(z(t)) is the relaxation matrix evaluated at the position z(t) along the bore of the

magnet and characterized by its magnetic field. The experimental field profile is fitted to a

polynomial expansion during the analysis of HRR data. Each propagator d ˆ̂P(δt, z(t)) is field

dependent due to the field dependence of the relaxation matrix. The propagator for the motions

up to and down from the position zrelax are defined as the ordered products of the infinitesimal

propagators d ˆ̂P:
ˆ̂Pup =

nup
max∏
n=0

d ˆ̂Pup(δt, (z(n× δt))),

ˆ̂Pdown =
ndown

max∏
n=0

d ˆ̂Pdown(δt, (z(n× δt))),

(3.19)

where nup
max (respectively ndown

max ) is defined by tup
transfer = nmax × δt (respectively tdown

transfer =

ndown
max × δt) with tup

transfer (respectively tdown
transfer) the delay of transfer to the top (respectively

down) position. In these calculations, the relaxation matrix is derived using the analytical

expression obtained from RedKite and compiled in a Python script called FunctionsFile.py,

a model of motions and a set of parameters of dynamics. We will detail applications to the

dynamics of {13C1H2H2}-methyl groups. The set-up of RedKite for this spin system in given

in AppendixB.4.
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3.3 Analysis of the relaxation in methyl groups using ICARUS

3.3.1 Principle of the iterative correction for the analysis of relaxation under
shuttling

The expectation value for the operator of interest at the end of the full relaxation period (delays

at high field and low field as well as the two transfers in between) can be extracted from the

calculated propagator for each relaxation delay. The simulated decay as a function of the

relaxation time is fitted with a mono-exponential decay function with an effective longitudinal

relaxation rate Rsim(Ej , B(j)
LF,Di) where Ej are the experimental parameters (shuttling times

and relaxation delays) for the experiment j, B(j)
LF is the associated low field, and Di are the

parameters of dynamics for the amino acid i (Table 3.1 sums up our nomenclature for the

different calculated and measured relaxometry relaxation rates). All relaxation pathways are

active during the transfers between high and low-field positions. The initial density operator is

partially projected onto the eigenvectors of the relaxation matrix (relaxation modes) of lowest

eigenvalues. Thus, the simulated decay rate Rsim is a priori lower than the pure longitudinal

relaxation rate Rcalc calculated using the parameters of dynamics. We define the correction

factor C(Ej , B(j)
LF,Di) for each relaxometry experiment as the ratio between these two rates for

an experiment j (corresponding to a specific low field B(j)
LF) and a residue i:

C(Ej , B(j)
LF,Di) = Rcalc(B

(j)
LF,Di)

Rsim(Ej , B(j)
LF,Di)

. (3.20)

The correction factor is applied to each corresponding measured relaxometry dataRmeas(Ej , B(j)
LF):

Rcorr(Ej , B(j)
LF,Di) = C(Ej , B(j)

LF,Di)×Rmeas(Ej , B
(j)
LF). (3.21)

The correction is performed iteratively (Fig. 3.2). The set of parameters Di for the first

iteration is obtained from the analysis of the accurate relaxation rates, i.e measured with the

use of tailored pulse sequences, typically on high-field magnets. Then corrected relaxometry

relaxation rates are analyzed alongside high-field relaxation rates from the second iteration. A

new set of parameters of dynamics is extracted from this ensemble of relaxation rates. In the

next iteration, these parameters of dynamics are used to simulate the experiment and compute

improved corrections of experimental rates to estimate the accurate low-field relaxation rates.

This is repeated until the correction factors converge. The final set of high-field and corrected

relaxometry relaxation rates can then be used to extract the distribution of the parameters
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Table 3.1: Nomenclature for the relaxometry relaxation rate labels and parameters determining
their values. {Ej} are the experimental parameters for the experiment j, B(j)

LF is the low field
chosen for relaxation and Di are the parameters of the spectral density function used to describe
the dynamics of residue i in the simulation.

Label Parameters Description

Rsim Ej , B(j)
LF and Di Relaxation rate extrated from the fitting

of the simulated polarization decay

Rcalc B
(j)
LF and Di Relaxation rate calculated from

the parameters of dynamics

Rmeas Ej and B(j)
LF Measured relaxation decay rate

Rcorr Ej , B(j)
LF and Di Corrected relaxation decay rate

of local motions in a Markov-Chain Monte-Carlo (MCMC) procedure and thus evaluate the

median value and uncertainty of these parameters (see below).

In the following, we will investigate the validity of key hypothesis made for the analysis

of the dynamics of {13C1H2H2}-methyl groups in the protein Ubiquitin for which we collected

HRR on the carbon, as well as high-field longitudinal and transverse relaxation rates and carbon-

proton cross-relaxation rates [21].

3.3.2 Size of the relaxation matrix

The ICARUS protocol aims at obtaining accurate estimates of low-field relaxation rates by

accounting for the effects of cross-relaxation on the longitudinal relaxation decays during a

HRR experiment. This estimate is based on the simulation of the relaxometry experiments,

where the sample travels through a broad range of magnetic fields. In order to obtain a re-

liable description of relaxation over orders of magnitude of magnetic fields, simulations must

use appropriate relaxation matrices as well as expressions of relaxation rates, with accurate

parameters for the amplitudes of interactions and the description of the spectral density func-

tion. The full Liouville space for a {13C1H2H2} spin system is spanned by a large basis of

(2 × 1
2 + 1)2×n1/2 × (2 × 1 + 1)2×n1 = 1296 spin terms, with n1/2 = 2 and n1 = 2 the number

of spin-half and spin-one respectively (Fig. 3.3a). An efficient calculation requires to minimize

the size of the Liouville space where the evolution of the density operator is calculated. We
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RedKite
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Figure 3.2: Flow chart for the analysis of high-resolution relaxometry data with ICARUS. a) Af-
ter a FunctionsFile has been obtained from RedKite, ICARUS can be run, using, among other
inputs, relaxation rates recorded on standard high-field spectrometers and the high-resolution
relaxometry data. Accurate relaxometry relaxation rates are obtained, and an MCMC analysis
of these corrected rates and high-field relaxation rates leads to values of parameters describing
the dynamics of the system and their distribution. b) Flow chart of the ICARUS procedure.
Accurate high-field (HF) relaxation rates are used to obtain an initial set of parameters for the
dynamics of the system. These parameters are used to simulate the high-resolution relaxometry
experiments (using the same experimental set up, i.e. shuttling time, delays, magnetic fields)
from which biased simulated R1 are extracted, and also to calculate the accurate expected R1.
The ratios of these two calculated rates are called correction factors. The product of experi-
mental decay rates and correction factors are corrected experimental low field (LF) relaxometry
relaxation rates. Together with the high-field relaxation data, the corrected rates are used to
determine a new set of parameters of dynamics, further used in the next correction iteration.
Convergence is not evaluated within ICARUS and the number of iterations remains a choice of
the user. However, we recommend to verify the convergence of the correction factors, as these
ones are essential in the determination of the final parameters of the dynamics. Typically three
or four iterations are sufficient. Figure reproduced from [19].
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d) Reduced matrices
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Figure 3.3: Relaxation matrix size-reduction in a {13C1H2H2}-methyl group. a) Full relaxation
matrix of a {13C1H2H2}-methyl group. b) Relaxation matrix of the ZQ coherences and pop-
ulations are selected. At this stage, the matrix has a 262x262 size. c) Secularized relaxation
matrix containing 76 secular terms in the Zeeman interaction frame. The line corresponding to
the operator of interest (Ĉz) is highlighted. d) Relaxation matrix containing only terms cross-
relaxing with the operator of interest (Ĉz). Evaluating the cross-relaxation rates allows another
level of size reduction. e) Numerical values of the diagonal terms of the relaxation matrix shown
in d) (auto-relaxation, bottom row) and cross-relaxation rates with Ĉz (top row) for the mo-
tional parameters of the δ-1 methyl-group of Ile-3 in U-[2H, 15N], Ile-δ1[13C2H2

1H]-Ubiquitin at
14.1T and 0.33T (reported in Ref. [21], see TableE.1). Relaxation rates are normalized to the
auto-relaxation rate of Ĉz at each magnetic field. Figure reproduced from [19].

have reduced the size of the subspace using the steps described in Section 1.3.3 for 15N-1H spin

systems. First, we have considered the subspace only spanned by zero-quantum coherences and

population operators (Fig. 3.3b). We then applied the secular approximation, and calculated all

cross-relaxation terms with the Ĉz operator, in order to keep only non zero terms, i.e. terms

that cross-relax with Ĉz, reducing the size of the basis to 14 terms (Fig. 3.3d). Cross-relaxation

and autorelaxation rates in this 14-element basis have been calculated at the lowest and highest

magnetic fields used during our HRR experiments, i.e 0.33T and 14.1T, using parameters ob-

tained after a preliminary ICARUS analysis (for isoleucine 3) performed using Breduced,3 (Eq. 3.6,

Fig. 3.3e).
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The inspection of these two relaxation matrices justifies the use of a basis containing

only 3 operators as cross-relaxation rates involving other operators are either negligible (cross-

relaxation from Ĉz to another operator can be neglected if the ratio of this cross-relaxation

rate to the auto-relaxation rate of Ĉz is small) or involve an operator with an auto-relaxation

rate much larger than the auto-relaxation rate of Ĉz and the cross-relaxation rate with Ĉz (see

AppendixE.3 for the proof that cross-relaxation with fast relaxing operator do not contribute to

the polarization decay of slowly relaxing operators). At both magnetic fields, the largest cross-

relaxation rate with the carbon-13 longitudinal polarization is the dipolar cross-relaxation with

the proton longitudinal polarization. At low magnetic field (0.33T), even a 2-operator basis

{1
3 Ĉz, 1

3Ĥz} would be sufficient to describe the relaxation properties of a {13C1H2H2}-methyl

group as cross-relaxation towards other terms is either very small or towards fast-relaxing terms.

However, the subspace should include the two-spin order 2ĈzĤz at high fields (14.1T). Thus,

HRR experiments in {13C1H2H2}-methyl groups have been simulated in the small subspace

spanned by the three operators (Ĉz, Ĥz and 2ĈzĤz). This subspace was used throughout our

analysis of carbon-13 HRR in {13C1H2H2} methyl groups.

3.3.3 Proton relaxation and surrounding deuterium

Proton longitudinal relaxation rates R1(1H) were measured at three magnetic fields (0.33, 14.1

and 18.8T) using standard high-field magnets (18.8T and 14.1T) and our 2F-NMR spectrom-

eter operating at 14.1T and 0.33T [22] (see Chapter 2 for a description of 2F-NMR). These

rates were also calculated after an ICARUS analysis of high-field and HRR rates considering

intra-methyl group interactions only. The predicted relaxation rates are systematically lower

than those measured at 0.33T, 14.1T and 18.8T (Fig. 3.4a, b). Thus, even if relaxation rates

in a {13C1H2H2}-methyl group are dominated by the contributions of internal interactions, an-

other contribution to relaxation has to be taken into account to describe proton relaxation. The

differences between the measured and calculated R1(1H) rates were assigned to the effect of the

neighbouring deuterium nuclei.

Adding the dipolar interactions with surrounding deuterium nuclei leads to non-negligible

contributions to relaxation to both the proton and the carbon-13. The closest neighbouring deu-

terium nuclei are the 2Hγ1 and 2Hγ2 sites of the isoleucine side-chain, but other deuterium nuclei

may also be in close proximity to the methyl group. The correlation function for the fluctuations
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Figure 3.4: Including the effect of an effective vicinal deuterium nucleus on the analysis of
HRR data of U-[2H, 15N], Ile-δ1[13C2H2

1H]-Ubiquitin. a) Correlation plot of the calculated
proton longitudinal relaxation rate R1 at 0.33T with (orange) and without (blue) including the
effect of the vicinal deuterium, with the experimental R1 at 0.33T, for the seven isoleucines of
Ubiquitin. The black line is shown as a guide for perfect equality between the two rates. b)
Correlation plots of the calculated proton longitudinal relaxation rate R1 at 14.1T and 18.8T
with and without including the effect of the vicinal deuterium, with the experimental R1 at
14.1T and 18.8T, for the seven isoleucines of Ubiquitin. The black line is shown as a guide for
perfect equality between the two rates. c) Geometry of the methyl group and position of the
effective neighbouring deuterium. The distance rC−Dvic =

√
r2

y,Dvic
+ r2

z,Dvic
is determined using

additional relaxation rates as explained in the main text. d) Correction factors as a function of
the magnetic field for Ile-30 and Ile-44 with and without an effective vicinal deuterium nucleus.
e) Corrected relaxometry relaxation rates for Ile-30 and Ile-44 with and without including an
effective vicinal deuterium nucleus. f) Comparison of the distance of the vicinal deuterium with
the carbon-13 nucleus obtained from the analysis of proton relaxation (red, ICARUS) to the
calculated distance to an effective deuterium nucleus that accounts for either only the 2Hγ1
and 2Hγ2 nuclei of the isoleucine residue (green) or all the hydrogens (blue) in the structure of
Ubiquitin, PDB 1D3Z. In these NMR derived structures, the distances were averaged over the

10 models present in the PDB file. In each model, the distance equals rC−Dvic =
(∑

i
1
d6
i

)−1/6

with di the distance of the carbon-13 to proton i (excluding intra-methyl group proton). Figure
reproduced from [19].

of the corresponding internuclear vectors are expected to vary. In particular, these interactions

are expected to be affected in different ways by the fast rotation of the methyl group. We mod-
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eled the surrounding deuterium nuclei by a single deuterium at an effective distance rC−Dvic

(Fig. 3.4.). The interaction of the proton and carbon-13 nuclei of the methyl group with this

deuterium accounts for the interaction with all the other deuterium nuclei of the protein. We

used two adjustable parameters to describe its position, defining its coordinates in the Cartesian

axis system: the y- and z-coordinate were fitted while the x-coordinate was fixed to 0. The

position of the effective surrounding deuterium nucleus is determined independently for each

residue using proton relaxation rates as well as all relaxation rates used in the ICARUS itera-

tions (accurate and corrected) and keeping the other parameters constant (i.e. the parameters

describing the dynamics). When fitting the parameters of the model during further ICARUS

analysis, the effective position of the surrounding deuterium is kept constant. Introducing the

contribution of the surrounding deuterium and performing the whole ICARUS analysis again

preserves the agreement between the measured and calculated proton longitudinal relaxation

rates (Fig. 3.4a, b).

The surrounding deuterium has an effect on the correction factors (Fig. 3.4d) which leads

to differences of corrected HRR rates between 0 and 4% (Fig. 3.4e). Correction factors depend

on the magnetic field and generally increase with decreasing magnetic field. It must be pointed

out that non-monotonous changes in the correction factors profiles in Fig. 3.4d are due to dif-

ferences in shuttling and waiting delays at low magnetic fields (Fig. E.4).

The effective distances with the surrounding deuterium nucleus are close to extracted

distances from the NMR structure of Ubiquitin (Fig. 3.4f, PDB 1D3Z). The dipolar interaction

between the methyl group and the effective deuterium is included in the following iterations of

the ICARUS analysis.

3.3.4 Convergence of the iterative correction

The number of iteration steps is expected to be dependent on the spin system under study.

In the case of the {13C1H2H2}-spin system, the convergence was reached after 2 iterations

(Fig. 3.5a) for all residues except residue 44. Some slight instability in the convergence of the

correction at low field is observed for this residue (Fig. 3.5b) but the amplitude of change (1-2%

at most) has a negligible effect on the values of the corrected relaxation rates (Fig. 3.5c).
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Figure 3.5: Evolution of the correction with the number of iterations of ICARUS and the
selected model of motions. Correction factors as a function of the magnetic field for (a) Ile-30
and (b) Ile-44 after 1 to 4 rounds of ICARUS. c) Evolution of the corrected relaxation rates of
Ile-44 after 1 to 4 rounds of ICARUS. Correction factors as a function of the magnetic field for
(d) Ile-30 and (e) Ile-44 using a model of spectral density function with 3 (Eq. 3.22 ,orange) or 5
(Eq. 3.3, blue) parameters to describe internal dynamics. f) Corrected relaxation rates of Ile-44
obtained with a model with 3 (Eq. 3.22, orange) or 5 (Eq. 3.3, blue) parameters to describe
internal dynamics.

3.3.5 Influence of the model of spectral density function on the correction

Different models can be used to describe the motions in a methyl group. Eq. 3.3 gives a rather

complex description of the motion, but a simpler model can be tested by reducing the number

of internal dynamics parameters to 3 by only considering the global tumbling, the methyl-group

rotation with one fitted correlation time and C-C axis motions with only one fitted correlation

time and one order parameter. The spectral density function for this model is:

J (3)
i,j (ω) =2

5

[
S2
met(θi,j)

(
S2 τc

1 + (ωτc)2 + (1− S2) τ ′int
1 + (ωτ ′int)2

)

+(P2 cos(θi,j)− S2
met(θi,j))

(
S2 τ

′
met

+ (1− S2) τ ′′int
1 + (ωτ ′′int)2

)]
,

(3.22)

with the same definitions as above and where τint is an internal correlation time for the motion

of the C-C axis. Correction factors obtained for the two spectral density functions are shown
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in Fig. 3.5d and e. They are identical for Ile-30 where both models fit the experimental data

well. In contrast, the correction is slightly different for the two models of motion for Ile-44

(Fig. 3.5e), where the 5-parameters model is in better agreement with the experiments [21].

Yet, the variation on the corrected rates is small (between 1 and 2%, Fig. 3.5f) with equally

small effects on the analysis. The ICARUS analysis requires a model that accounts for the

overall changes of the spectral density function on the range of frequencies probed during the

experiments but it does not require that the used model reproduces all subtle details of the

spectral density function: small variations of the value of the spectral density function at a

specific frequency have negligible effects on the correction.

3.3.6 Scaling of the CSA/DD cross-correlated cross-relaxation rates

Our combined analysis of low-field longitudinal and high-field transverse relaxation allows us

to obtain the value of the CSA for each residue in addition to parameters of internal motions,

except for Ile-44 for which chemical exchange prevented the analysis of the carbon-13 transverse

relaxation rates (Fig. E.1) [21]. In order to validate our analysis, a series of relaxation rates were

measured as detailed hereafter: accurate low-field carbon longitudinal relaxation-rates recorded

with our 2F-NMR spectrometer [22] as well as high-field longitudinal CSA/DD cross-correlated

cross-relaxation rates (cross-relaxation between Ĉz and 2ĈzĤz referred to as ηCz ). These relax-

ation rates were not used during the analysis of the relaxometry relaxation rates, but calculated

using the set of motional parameters obtained after correction of the relaxometry data.

The calculated longitudinal CSA/DD cross-relaxation rates were strongly correlated to

measurements at 14.1T and 18.8T but significantely overestimated (Fig. 3.6a). Our goal here

is to effectively describe cross relaxation, so we decided to introduce an ad hoc scaling factor,

applied directly to this term in the relaxation matrix. The scaling factor was calculated as the

averaged inverse correlation coefficient between the unscaled and measured ηCz at 14.1T and

18.8T and equals 0.505. A number of hypothesis can be made to explain the origin of the

scaling factor: i) the carbon-13 CSA may be overestimated since it is determined essentially

from transverse relaxation rates, which may suffer from small chemical exchange contributions;

ii) the carbon-13 CSA may not be perfectly alligned with the C-C bond; iii) the form of the

spectral density function may not describe correctly the motions of the methyl group; iv) the

amplitude of the carbon-13 CSA may be rotamer-dependent (see section 4.6).
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Figure 3.6: Scaling the CSA/DD cross-correlated cross-relaxation rates. a) Correlation plot be-
tween the calculated unscaled and scaled longitudinal CSA/DD cross-correlated cross-relaxation
rates with the measured rates at 14.1T and 18.8T. The black line is shown as a guide for perfect
equality between the two rates. b) Correlation plot between the calculated (without scaling)
trasnverse CSA/DD cross-correlated cross-relaxation rates with the measured rates at 14.1T
and 18.8T. The black line is shown as a guide for perfect equality between the two rates. c)
Correction factors as a function of the magnetic field for Ile-30 and Ile-44 with or without scaling
of the longitudinal CSA/DD cross-correlated cross-relaxation rate. Figure edited from [19].

To understand the origin of this scaling factor, we also measured the carbon transverse

CSA/DD cross-correlated cross-relaxation rates (ηCxy). The calculated relaxation rates correlate

with the measurement, with an averaged inverse correlation coefficient between the calculated

and measured ηCxy at 14.1T and 18.8T of 0.629 (Fig. 3.6b). The discrepency between the scaling

factors of the longitudinal and transverse CSA/DD cross-correlated cross-relaxation rates can

not be accounted for only from a miss-evaluation of the carbon-13 CSA (under our assumptions

of axially symmetry and perfect alignment allong the CC bond). Thus, it is likely that the

model of correlation function does not describe entirely the complexity of the motions in the

methyl group (see Chapter 4).

The analysis of the relaxometry relaxation data was performed again after applying the

scaling factor to longitudinal CSA/DD relaxation rates. As expected, the agreement between

calculated and measured CSA/DD cross-relaxation rates is significantly improved by the use

of a scaling factor (Fig. 3.6a). Low-field correction factors are not sensitive to the scaling of a

CSA-dependent relaxation rate (Fig. 3.6c). At moderate and high field, the effect is larger with

a reduction of the correction by about 2% which has limited impact on the analysis.



102 Chapter 3. Relaxation in field-varying experiments

3.3.7 Validation of the correction with the suppression of cross-relaxation
pathways at low field
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Figure 3.7: Validation of the correction protocol. a) Correlation plot between the relaxometry
uncorrected (blue) and corrected (orange) carbon R1 at 0.33T with the measured two-field
R1(13C). b) Correlation plot between the pseudo-relaxometry uncorrected (blue) and corrected
(orange) R1(13C) with the accurate relaxation rates measured at 14.1T. The black line is shown
as a guide for perfect equality between the two rates.

Using our 2F-NMR spectrometer [37, 39], we measured, among other relaxation rates,

the longitudinal carbon-13 relaxation rates at 0.33T with suppression of cross-relaxation path-

ways [22]. The rates of the seven isoleucines acquired at 0.33T have been compared to measured

and corrected relaxometry relaxation rates at the same magnetic field (Fig. 3.7a). The uncor-

rected relaxometry rates R1(13C) are systematically lower than the accurate relaxation rates.

This stresses the fact that the relaxometry relaxation rates have to be corrected in order to

reach a reliable analysis of the dynamics of the system. Corrected rates are in excellent agree-

ment with the accurate R1(13C) rates measured with the 2F system. This comparison validates

the ICARUS approach on this spin system. In addition, experiments have been recorded at

14.1T with and without pulses during the relaxation delay. Corresponding relaxation rates are

displayed in Fig. 3.7b. The high-field experiment recorded without control of cross-relaxation

pathways is similar to a shuttling experiments. Correction factors seem to be slightly overes-

timated at 14.1T, but corrected rates are in better agreement with accurate rates than uncor-

rected rates (r.m.s.d of 3.8× 10−2 s−1 versus 5.7× 10−2 s−1, respectively), which is mostly due

to the better estimation of the longitudinal relaxation rate of isoleucine-23.
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3.3.8 Biophysical analysis of ICARUS results

The ICARUS corrected HRR rates were analysed together with the accurate high-field relax-

ation rates in a MCMC procedure using the emcee Python library [170] to obtain parameters

distributions for the two order parameters and correlation times associated to the C-C bond

motions, the correlation time for methyl rotation, and the carbon-CSA. Parameters for the

dynamics and width of the associated distribution are reported in Appendix TableE.1. It must

be noted that an initial analysis of the relaxation data without the carbon transverse relaxation

rate R2(13C) allowed us to identify a chemical exchange contribution to the R2(13C) of isoleucine

44 (Appendix Fig. E.1). These rates were not considered in the analysis for this residue and its

carbon-CSA was kept constant at 25 ppm.

Ile-44

Ile-3

Ile-13

Ile-23

Ile-30

Ile-36

Ile-61

Figure 3.8: Structure of Ubiquitin showing the 7 Isoleucine residues. PDB 1D3Z.

The correlation times for methyl rotation all fall within a rather narrow range between

5.5 and 22 ps. The variations of τmet correlates with the structure: the shortest value is found

for the only isoleucine with its side chain at the surface of the protein, that is isoleucine 44

(Fig. 3.8). Isoleucine 23 (Ile-23) has the largest value of τmet (τmet = 22ps), which can be

explained by the close proximity of the Hα of Ile-23 from its δ1 methyl group.

We can distinguish three groups of residues from our analysis of HRR data (see Ap-

pendix Fig. E.2 for the distribution of parameters after the MCMC procedure). Ile-44 is the
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only isoleucine residue with a side chain being totally exposed to the solvent (Fig. 3.8). Its

dynamic properties lead to chemical exchange affecting the values of the carbon-R2, but HRR

identifies a slow motion with a correlation time in the low nanosecond range (τs = 1.3 ns).

On the other hand, we cannot detect motions in the nanosecond range for residues 3, 23, 30

and 61 with ill-defined order parameters S2
s and associated correlation time τs. The apparent

simplicity of motions for these residues can be explained by the fact that they are located in

the hydrophobic core of the protein where the packing can hinder the motions. For Ile-30, the

broad distributions for τs with relatively high order parameter is likely due to the fact that we

consider an isotropic global tumbling tensor despite the small anisotropy that have already been

reported for Ubiquitin [106]. Finally, the last group consists of Ile-13 and Ile-36 for which we

can clearly identify two correlation times for internal motions in the tens of picosecond range

for fast motions and in the low nanosecond range for slow motions. The two isoleucines are

located at the edge of the hydrophobic core such that they are not as affected by the proximity

of other hydrophobic residues as the second group of isoleucines.

Ile13 side-chain
τs = 3.1 ns

τs = 2.5 ns
Ile36 side-chain

residus 7-11 backboneτs = 2.0 ns

0 2 4 6 8 10

P(τs)
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P(τs)

τs (ns)

β1-β2 turn
residues 7-11

Ile36

Ile13

a) b)

Figure 3.9: Nanosecond side chains and backbone motions in Ubiquitin. a) Distribution of
corretaiton time τs from an MCMC analysis of HRR data recorded on δ1 methyl groups for
Ile-13 (top) and Ile-36 (middle), and on 15N-1H of the backbone from residues 7-11 (bottom).
The average value of τs is indicated on each pannel. The resulting distribution for residues 7 to
11 is given by P7−11(τs) =

∏i=11
i=7 Pi(τs) where Pi(τs) is the distribution of τs for residue i. b)

Structure of Ubiquitin (PDB 1D3Z) showing the Ile-13 and Ile-36 δ1 methyl group and β1-β2
turn corresponding to residues 7 to 11. Figure reproduced from [21].



3.3. Analysis of the relaxation in methyl groups using ICARUS 105

The case of Ile-13 and Ile-36 is particularly interesting as not only are they close in

the protein structure, but their distributions of correlation time for slow motion also overlap

(Fig. 3.9a, top and middle pannels). Ile-13 flanks the β1-β2 turn (residues 7 to 11) while Ile-36

belongs to the α1-β3 loop (residues 34 to 40) (Fig. 3.9b). These two regions have been shown

to undergo substantial motions in the main conformational mode detected by a combination of

Residual Dipolar Coupling (RDC) and Molecular Dynamic (MD) simulations analysis [171].

In order to better evalute the correlation time for motions in the β1-β2 turn, we reanalyzed

the backbone nitrogen-15 HRR data recorded for Ubiquitin [17] using ICARUS and the same

procedure as for isoleucine δ1 methyl groups. The resulting distribution of correlation time

overlaps with the ones of Ile-13 and Ile-36 (Fig. 3.9a). Our analysis of relaxation data cannot

unambiguously identify concerted motions and the similar distribution of correlation times

in the nanosecond range may be a coincidence. However, this work demonstrates how the

analysis of HRR dataset can provide insights into interal motions and point at regions potentially

undergoing correlated motions.
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3.4 MINOTAUR: a correction-free analysis of relaxometry ex-

periments

So far, the analysis of relaxation rates recorded under shuttling was based on an iterative cor-

rection of the relaxometry relaxation rates as implemented in ICARUS [17, 67]. As explained

in the previous section, the free evolution parts of the experiment are simulated and extracted

relaxation rates are compared to the calculated pure relaxation rates to obtain a correction fac-

tor applied to the measured relaxation rates. This approach suffers from two major limitations.

First, the measured intensity decays are fitted with a mono-exponential decay to extract relax-

ation rates, but strong cross-relaxation may lead to clear deviations from a mono-exponential

behavior making it impossible to extract a single relaxation rate. Second, it is possible to

evaluate the quality of the correction only in particular cases, for instance with measurements

performed on a 2F-NMR spectrometer (see section 3.3.7) [22].

However, this somewhat convoluted approach is not the only possible way to analyze

relaxometry data and account for cross-relaxation pathways. Here, we introduce a correction-

free analysis to overcome these two limitations. Accurate high-field relaxation rates and low-field

intensity decays are all used together in a MCMC sampling in order to extract distributions

of dynamic parameters of the spectral density function, as well as other relevent parameters

of the spin system (such as CSA for example). This approach of the analysis of relaxometry

data does not require to approximate the intensity decay to a mono-exponential function. In

addition, data are not transformed during the analysis as would be the case with a correction

factor. It has been implemented in a Python program called Matching Intensities to Optimize

Timescales and AmplitUdes of motions from Relaxometry (MINOTAUR) for use over a wide

range of spin systems and dynamic models. In the following, we review some of the key elements

of the program, re-analyse our high-resolution relaxometry methyl-group relaxation rates and

compare these results with our previously reported analysis [21].

3.4.1 Computational features of MINOTAUR

MINOTAUR and ICARUS [67] are very similar in terms of usage. The Graphical User

Interface (GUI) and outputs remain essentially the same. However, ICARUS is used to correct

relaxometry relaxation rates rather than extract dynamic parameters or their distribution. This

was performed through the use of a different program directely reading ICARUS output folders
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and running a MCMC sampling on the accurate and corrected relaxation data. MINOTAUR

does not minimize a χ2 but directly provides parameters distribution, using the same MCMC

approach from the emcee Python library [170]. A drawback of the MINOTAUR approach is

the handling of potentially large amount of data (all the accurate relaxation rates and all the

intensities for all the low magnetic fields), which may dramatically increase the time spent in

the MCMC loops. Different solutions have been implemented to overcome this limitation and

are listed below.

The calculation of the relaxation rates and relaxation matrix has been implemented

in C-language. The C-language is particularly efficient to perform calculations compared to

Python. For example, we have seen a factor 10 difference for the evaluation of the relaxation

matrix using Python and C. In practice, the gain is not as high as expected because C outputs

have to be converted into Python objects. Expressions of the relaxation matrix and relaxation

rates have to be compiled in the C-language. The synthax is close to the Python synthax, and

expressions obtained from RedKite can be exported as C-expressions using the Mathemat-

ica command CForm [18]. In addition, as no χ2 minimization is performed, first derivatives

are no longer needed. Compilation of the C-scripts is directly implemented in MINOTAUR.

The increment time for the calculation of the propagator during the shuttling (from the

high-field to low-field positions and back to high field) is no longer a user-defined variable but its

value is optimized. The default lowest value is 1ms. The increment is then gradually increased

by 1ms steps until a difference of the expectation value of the operator of interest (e.g. Ĉz)

higher than 1% is observed compared to the default value (calculated with the 1ms increment).

The comparison is made over 20 different simulations with 20 different and random dynamic

parameters, at the lowest recorded field. The optimization is stoped when at least one of the

simulations leads to a significant difference of the expected value (i.e. higher than 1%). For

a 100ms shuttling trajectory, increasing the increment from 1ms to 5ms has no effect on the

expected value of the Ĉz operator of a {13C1H2H2}-methyl group in Ubiquitin and decreases

the number of calculated relaxation matrix from 100 to 20 in each direction of the shuttling,

significantely decreasing the calculation time.

In order to calculate the propagators during the relaxation delays, the exponential of the

Liouvillian has to be calculated [67, 19]. Two methods can be used to calculate the exponen-

tial of a matrix in Python: directely computing the exponential using the linalg.expm function
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implemented in the scipy Python library [136], or diagonalizing the matrix and calculating the

exponential of the diagonalized matrix. Relaxation matrices are symmetric and can always be

diagonalized. In the case where the system undergoes chemical exchange, the relaxation matrix

is no longer symmetric (because of the exchange contribution) but can still be diagonalized [16].

In the case of the 3x3 relaxation matrix of {13C1H2H2}-methyl group, calculating the matrix

exponential by diagonalization is faster by a factor 2 to 3, but this may not be true for larger

matrices. The choice of the calculation method is made by calculating 10,000 random relaxation

matrix exponentials and comparing the time spent to calculate them. This step takes just a

few seconds to perform.

The MCMC is now paralelized over the CPUs, reducing in theory the calculation time

by a factor equal to the number of CPU present on the computer. It is lower in practice, espe-

cially if the computer is being used for other tasks. In addition, we do not recommend using as

many steps as what was recommended in the case of corrected relaxation rates. In the analysis

of Ubiquitin {13C1H2H2}-methyl group, we used 20 chains of 10,000 steps after ICARUS [21].

As what will be seen later, 20 chains of 3,000 steps reproduce well the results published earlier.

As a result, the MCMC analysis of U-[2H, 15N], Ile-δ1[13C2H2
1H]-Ubiquitin [21] and

containing 12 accurate relaxation rates and 22 relaxometry experiments, each containing at

least 6 relaxation delays, is conducted within approximately 30min for each isoleucine residues

with 3,000 steps and 20 chains on a MacBook Pro (2016) with a 2.9GHz Intel Core i5 processor

and 4 CPUs.

3.4.2 Scaling intensities

One major difference between using relaxation rates extracted from fitting simulated intensity

decays, and directly using these intensity decays is the need to scale the simulated intensities to

the measured ones. This scaling depends on various parameters of the system (concentration of

the spins, probe sensitivity, number of scans,...). For each relaxometry experiments, a unique

scaling factor is applied to each simulated intensity. The scaling factors are in theory parame-

ters of the system and should be variables of the MCMC. However, their definition makes them

strictly dependent on the other parameters of the system which are constraining them as shown

below.
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Figure 3.10: Intensity decays for Isoleucine-36 of U-[2H, 15N], Ile-δ1[13C2H2
1H]-Ubiquitin at

four low magnetic fields ((a) 4.0T, (b) 3.0T, (c) 1.3T and (d) 0.3T). Turquoise circles are
measured relaxometry intensities, brown circles are back-calculated scaled intensities using the
mean dynamic parameters and Eq. 3.24 for scaling.

The χ2
I for the intensities can be written:

χ2
I =

NLF∑
i=0

NV Ci∑
j=0

(Imeas
i,j − αiIsim

i,j )2

σ2
i,j

(3.23)

where NLF and NV Ci are respectively the number of relaxometry experiments and the number

of delays in the relaxometry experiment number i, Imeas
i,j , Isim

i,j and σ2
i,j are the measured and

simulated (respectively) intensities and the experimental error (i.e. noise level) for the experi-

ment i and delay j, and αi the scaling factor for experiment i.

Derivating Eq. 3.23 with respect to αi and cancelling the derivative to 0 leads to the
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optimal value for the scaling factor of experiment i:

αi =
NV Ci∑
j=0

Isim
i,j Imeas

i,j

σ2
i,j

/NV Ci∑
j=0

(
Isim
i,j

σi,j

)2

(3.24)

At each MCMC iterations, it is then possible to calculate the scaling factors as a function

of the set of dynamic parameters. Fig. 3.10 shows selected simulated decays obtained after

re-analysing our high-resolution relaxometry data recorded on methyl groups of U-[2H, 15N],

Ile-δ1[13C2H2
1H]-Ubiquitin. The agreement between the scaled simulated intensities and the

measured decay is excellent.

3.4.3 Comparison between MINOTAUR and ICARUS analysis

We analyzed the same data as the ones reported in the previous study [21], but we used inten-

sity decays instead of HRR relaxation rates. The same form of spectral density function was

used to calculate the relaxation rates and the relaxation matrices (Eq. 3.3). The optimization

of the increment time for the calculation of the propagator during the shuttling period leads

to an increment of 5ms. The diagonalization methods leads to faster calculation of the matrix

exponential. The MCMC was run with 20 chains and 3,000 steps each. The carbon-CSA was

among the free parameters during the MCMC sampling, except for residue 44 for which carbon-

13 transverse relaxation rates have been shown to be affected by chemical exchange and were

discared from the analysis and its CSA was fixed to 25 ppm [21].

As reported earlier [19], the contribution from the surrounding deuterium of the protein

to the relaxation has to be taken into account. In ICARUS, the procedure consisted in first not

considering the effect of these deuterium, then determine the position of an effective deuterium

that would reproduce proton longitudinal auto-relaxation rates, and perform the correction pro-

cedure again. Two major differences compared to our previous method of analysis have been

implemented: the distance is now determined from a MCMC procedure and error evaluation can

be performed; the evaluation of other defined parameters extends to any user-defined variable,

which constitutes a major improvement compared to the previous situation where a methyl-

adapted version of ICARUS had to be written. In short, expressions of relaxation rates and

relaxation matrices accept as input four entries: the magnetic field, parameters of the systems

that are to be determined using the HRR experiments (dynamic parameters, CSA for example),

the global tumbling correlation time, and an array containing any other variables of the sys-
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tems (loaded by the user in the GUI) and that can be residue-specific information. MINOTAUR

keeps these later parameters constant throughout the program. In addition to MINOTAUR,

we wrote a program called ACTEON that uses MINOTAUR outputs (i.e. parameters that had

to be determined), accepts additional informations (i.e. relaxation rates) to run a MCMC on

user-selected parameters that used to be kept constant. MINOTAUR can be run again using

the newly determined parameters by ACTEON. In our example of the position of the vicinal

deuterium, MINOTAUR is run first using intensity decays from HRR experiments, longitudinal

and transverse carbon auto-relaxation rates and carbon-proton cross-relaxation rates. S2
f , S2

s ,

τmet, τf , τs and the carbon-CSA (except for Ile-44) are determined. ACTEON is run using these

values, the same relaxation rates and decays, and longitudinal proton auto-relaxation rates to

determine the position of the vicinal deuterium, for each residue. This position is kept fixed

in the final MINOTAUR run (where proton relaxation rates are not included). This procedure

keeps the exact same principle as before, but has been generalized to any situations a user might

encounter.

Overall, 198 data for each residue were used in MINOTAUR: 12 relaxation rates at

diffrerent high magnetic fields (17 total with the repeats), and 177 intensities (22 decays).

For each residue, the MCMC sampling (20 chains of 3,000 steps) took between 30min and

40min on a MacBook Pro (2016) with a 2.9GHz Intel Core i5 processor and 4 CPUs. It must

be noted that in order to keep a relatively equal contribution for each each experiments in

the MCMC procedure, the difference between the experimental and simulated intensities in the

MCMC iterations are devided by the number of relaxation delays in the associated experiments.

Parameters obtained after the analysis with MINOTAUR are reported in Appendix Ta-

ble E.2. Overall, they agree well with the ICARUS analysis of the relaxometry relaxation rates

(Fig. 3.11) [21]. Thus, even if imperfect, the correction procedure provides accurate estimates

of low-field relaxation rates in the case of {13C1H2H2}-methyl groups in Ubiquitin. It must

be noted that the EMF correlation function for the C-C motion is not adapted for residues 3,

23, 30 and 61, and the simpler Model Free (MF) correlation function [15] reproduces well the

relaxation data [21]. This explains the large standard deviations for the parameters S2
2 and τs

for these residues. Increasing the number of MCMC steps to 10,000 does not significantely alter

the distributions (Appendix Fig. E.3).

A new method to analyse HRR experiments has been presented and implemented in
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Figure 3.11: Correlation between ICARUS and MINOTAUR analysis. Correlation plot between
S2
f (a), S2

s (b), τmet (c), τf (d), τs (e) and the carbon-CSA (f) obtained after the ICARUS
analysis [21] and MINOTAUR. The solid black lines correspond to perfect correlation. α is the
slope of the linear correlation function.

a program called MINOTAUR. Relaxometry decay rates are no longer fitted and thus do

not need to be corrected to take into account cross-relaxation effects. Rather, the intensity

decays are reproduced after simulation of the free relaxation periods. We re-analyzed our data
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recorded on isoleucine methyl groups of Ubiquitin [21] and did not see significant deviations in

the description of the dynamics. This observation was expected since the experimental intensity

decays did not show obvious deviation from a mono-exponential decay, justifying the correction

procedure.
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3.5 Conclusion

In this chapter, the basics of high-resolution relaxometry were introduced, with applications

to the study of protein dynamics. The theoretical framework for the analysis of sample-

shuttling experiments recorded on side-chains {13C1H2H2}methyl-groups was presented. Two

programs were used for the accurate description of isoleucine δ1-methyl groups: ICARUS and

MINOTAUR. The first one uses accurate high-field relaxation rates and relaxometry decay

rates to perform an iterative correction on the later. It was used to analyse several aspects

of the relaxation in methyl groups. In combination with accurate low-field relaxation data, it

suggested that neighbouring deuteron significantly contribute to relaxation at low fields. The

second generation approach, called MINOTAUR, uses accurate high-field relaxation rates and

relaxometry relaxation decays to directly obtain values for the parameters of the spectral density

function. It is thus free of the correction procedure and we believe has a wider range of applica-

tion than ICARUS, in particular when strong cross-relaxation leads to a clear multi-exponential

relaxation decays in relaxometry experiments.
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4.1 Introduction

With the development of sample-shuttling experiments (both relaxometry and Two-Field (2F)

Nuclear Magnetic Resonance (NMR)), the range of timescales that can be probed with high

accuracy using relaxation experiments is potentially extended to the tens to hundreds of nanosec-

onds [33]. In order to separate different timescales of motions, the initial Model Free (MF)

correlation function have been complefixied to introduce an additional correlation time and

order parameter to yield the Extended Model Free (EMF) correlation function for internal

motions [74]:

CEMF (t) = S2
1S2

2 + (1− S2
1 )et/τ1 + S2

1 (1− S2
2 )e−t/τ2 , (4.1)

where τ1 and τ2 are two correlation times associated respectively to squared order parameters

S2
1 and S2

2 . In effect, relying the analysis of relaxation data recorded over 2 orders of magnitude

of magnetic fields on MF [15] or EMF [74] models is unlikely the best route towards a better

understanding of protein backbone and side-chains motions [17, 21, 22]. Indeed, no informa-

tion on the type of motions involved can be obtained, unless complemented with Molecular

Dynamic (MD) simulations [75, 30, 21, 31, 32].

In MF type of analysis, the global tumbling is often supposed to be isotropic, which

is the frame in which it was originially presented [15], with an approximated correlation func-

tion for overall diffusion when the diffusion tensor is anisotropic. This limitation has raised a

number of questions regarding the relevance of the analysis of relaxation data with MF type of

correlation functions in the case of couplings between global (i.e overall diffusion) and local mo-

tions [25, 26], and has lead to the development of the Slowly Relaxing Local Structure (SRLS)
approach for the analysis of NMR relaxation data. The SRLS models were initially proposed to

analyze Electron Spin Resonance (ESR) spectra [71, 172]. In ESR, a nitroxide tag is attached

on the surface of a biomolecule, so that fluctuations in the shape of the overall diffusion tensor

can have strong effects on the orientation of the spin interactions in the laboratory frame. With

the exception of paramagnetic experiments, NMR spin relaxation probes bond motions in the

biomolecules, for which only domain-domain reorientations are expected to lead to a coupling

between global and local motions. In this case, alternative solutions to the SRLS models have

also been proposed [111, 173, 174]. In addition, and as suggested by Freed and coworkers, the

assumptions of simple local geometry and motions with axial symmetry have to be invoked in

the frame of the MF [15] and EMF [74] approaches [27, 28, 29]. This aspect is particularly
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critical as MF order parameters have been shown to be related to conformational entropy, both

for protein backbone [23] and side-chains [24], and a miss-characterization of the motions will

inevitably lead to a miss-characterization of the thermodynamics.

In this chapter, we will write correlation functions as obtained by solving diffusion equa-

tions. The mathematical treatment presented here follows approaches published between the

1960s and 1980s. We will then investigate how the factorization of the global tumbling correla-

tion function and the MF approximation affects the dynamic parameters using synthetic data.

We will briefly look at the effect of correlated motions in the case of methyl groups undergoing

rotamer exchange. Finally, we will use our newly developped models of motion, and insights

obtained from MD simulations, to analyse our relaxation data recorded on isoleucine-δ1 methyl

groups of Ubiquitin. We will show that a relaxation mechanism is associated to the change of

Chemical Shift Anisotropy (CSA) tensors as one isoleucine jumps from one conformer to the

other. This will allow us to reproduce cross-correlated cross-relaxation rates, which was not

possible with the MF approach (Fig. 3.6a,b), an aspect that was already identified by Freed and

coworkers [26].
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4.2 General approach to calculate correlation functions

The correlation function between two interactions i and j has been defined in Chapter 1 by

Eq. 1.15:

Ci,j(t) = 〈V i
2,q(0)V j∗

2,q(t)〉, (4.2)

where 〈· · ·〉 denotes ensemble average, ∗ stands for complex conjugate and the function V is

related to rank-2 Wigner matrices by:

V i
2,q = D(2)∗

q0 (αL,i, βL,i, 0), (4.3)

where αL,i and βL,i are Euler angles for transformation from the laboratory to interaction

frame. In the following, we will use the compact notation for the set of three Euler angles (see

AppendixA.2 for more details on Wigner matrices):

ΩL,i = {αL,i, βL,i, γL,i}. (4.4)

The correlation function can then be written:

Ci,j(t) = 〈D(2)∗
q0 (ΩL,i, 0)D(2)

q0 (ΩL,j , t)〉. (4.5)

The approach to calculate the ensemble average in Eq. 4.5 is detailed in [34]. If we write:

C(t) = 〈A∗(Ω(0))B(Ω(t))〉, (4.6)

with A and B two Wigner rotation matrices with potentially different indices, the ensemble

average expands into:

C(t) =
∫
dΩ0

∫
dΩP (Ω0)P (Ω, t|Ω0, 0)A∗(Ω0)B(Ω), (4.7)

where P (Ω) is the probability that the Euler angles for frame transformation is Ω, and P (Ω, t|Ω0, 0)

is the conditional probability that the Euler angles for frame transformation is Ω at time t when

it was Ω0 at time t = 0. In the following, we will calculate the ensemble averages using a Master

equation for the description of relaxation-inducing rate processes:

∂

∂t
P (Ω, t) = −KP (Ω, t), (4.8)
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which is a Fokker-Planck diffusion equation and where P (Ω, t) is the probability of finding

the Euler angles Ω for frame transformation, at time t, and K is a model-dependent operator

describing the motions of interest. The initial step is to diagonalize the operator K, with

eigenvalues En and eigenvectors ψn:

Kψn = Enψn (4.9)

The conditional probability is then:

P (Ω, t|Ω0, 0) =
∑
n

ψ∗n(Ω0)ψn(Ω)e−Ent, (4.10)

and:

P (Ω0) = lim
t→∞

P (Ω, t|Ω0, 0). (4.11)

P (Ω0) can sometimes be evaluated by simple probabilistic and geometric considerations.

The probability P (Ω0) and conditional probability P (Ω, t|Ω0, 0) can be inserted in Eq. 4.7

to yield an expression of the correlation function as a sum of decaying exponential terms:

C(t) =
∑
i

aie
−t/τi . (4.12)

It is then straightforward to calculate the spectral density functions, which are defined as the

Fourier transform of correlation functions and are usefull to express relaxation rates as a function

of parameters describing the dynamics (see Chapter 1):

J (ω) = Re
(

2
∫ +∞

0
C(t)e−iωtdt

)
= 2

∑
i

ai
τi

1 + (ωτi)2 . (4.13)
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4.3 Correlation functions for four types of motions

In this section, we will detail how the correlation function can be computed for different motions:

the global rotation diffusion, the instantaneous jumps between different conformations, the

diffusion on a cone and the wobbling in a cone. The correlation functions for these motions

have already been reviewed [34], so that this mathematical introduction essentially consists in

a review of the associated litterature. The order parameter associated to each motion will also

be calculated.

4.3.1 Global tumbling

In this section, we will only consider the rotational diffusion of the protein: all interactions are

fixed in the molecular frame. The correlation function describes the motions of the interactions

in the laboratory frame, which is equivalent to the motions of the protein in the laboratory

frame. AppendixF.1 follows the thorough treatment of this situation presented by Werbelow

et al. [175], but other approaches can be found elsewhere [176, 177, 178, 179].

The correlation function can be decomposed using properties of the Wigner matrices

D(2)
ij (Ω, t) (Eq.A.11):

Ci,j(t) =〈D(2)∗
q0 (ΩL,i, 0)D(2)

q0 (ΩL,j , t)〉

=
2∑

a,a′=−2
〈D(2)∗

qa (ΩL,D, 0)D(2)
qa′(ΩL,D, t)D(2)∗

a0 (ΩD,i, 0)D(2)
a′0(ΩD,j , t)〉,

(4.14)

where D is the frame associated to the diffusion tensor, ΩL,D is the time-dependent Euler angle

set for the orientation of the diffusion tensor in the laboratory frame and ΩD,k, k = {i, j}, are

the Euler angle sets for orientation of the interactions-i and -j in the diffusion frame. Since the

angles ΩD,k, k = {i, j}, are time-independent, they can be taken out of the ensemble average.

In the following, we define:

Caa′(t) = 〈D(2)∗
qa (ΩL,D, 0)D(2)

qa′(ΩL,D, t)〉, (4.15)

so that we can write:

Ci,j(t) =
2∑

a,a′=−2
Caa′(t)D

(2)∗
a0 (ΩD,i)D(2)

a′0(ΩD,j). (4.16)
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Table 4.1: Values of the coefficients aκ,a and eigenvalues Eκ appearing in the global tumbling
correlation function (Eq. 4.18), where β = tan−1

√
3D−

Dzz−D+
, D± = 1

2(Dxx ±Dyy), D = 1
3(Dxx +

Dyy +Dzz) and L2 = 1
3(DxxDyy +DxxDzz +DyyDzz).

a Eκ

-2 -1 0 1 2

κ

1 0 1√
2 0 1√

2 0 4Dxx +Dyy +Dzz

2 0 − 1√
2 0 1√

2 0 Dxx + 4Dyy +Dzz

3 − 1√
2 0 0 0 1√

2 Dxx +Dyy + 4Dzz

4 1√
2 cos β2 0 sin β

2 0 1√
2 cos β2 6(D +

√
D2 − L2)

5 − 1√
2 sin β

2 0 cos β2 0 − 1√
2 sin β

2 6(D −
√
D2 − L2)

The Master equation for global tumbling, written in a frame where the rotational diffu-

sion tensor is diagonal, is:

∂

∂t
P (ΩL,D, t) = −

∑
j=x,y,z

DjjL
2
jP (ΩL,D, t), (4.17)

where Djj is the jth component of the diagonalized diffusion tensor and Lj are the associated

angular momentum operators. The detailled calculation of the eigenfunctions and eigenvalues

required to express the conditional probability (Eq. 4.10) can be found in the AppendixF.1. It

leads to the following expression for the global tumbling correlation function:

Caa′(t) = 1
5

5∑
κ=1

aκ,aaκ,a′e
−Eκt , (4.18)

where the coefficients aκ,a and eigenvalues Eκ are reported in Table 4.1.

The correlation function can now be written:

Ci,j(t) = 1
5

5∑
κ=1

2∑
a=−2

2∑
a′=−2

aκ,aaκ,a′e
−EκtD(2)∗

a,0 (ΩD,i)D(2)
a′,0(ΩD,j). (4.19)

Special case 1: axial symmetry In this case, the Wigner matrices D(2)
µ,k(Ω), k ∈ [−2, 2] are

eigenfunctions of the diffusion operator with associated eigenvalue 6D⊥ + k2
(
D‖ −D⊥

)
where
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we define D⊥ = Dxx = Dyy and D‖ = Dzz. It follows:

Caa
′(t) = δaa′

1
5e
−(6D⊥+a2(D‖−D⊥))t, (4.20)

and the total correlation function is:

Ci,j(t) = 1
5

2∑
a=−2

e−(6D⊥+a2(D‖−D⊥))tda,0(βD,i)da,0(βD,j) cos(a(αD,i − αD,j)), (4.21)

where ΩD,k = {αD,k, βD,k, 0}, k = {i, j} are the Euler angles for orientation of the interaction

frames in the diffusion frame and da,0 are small Wigner matrices (Appendix TableA.1).

Special case 2: isotropic tumbling In this case as well, the Wigner matrices D(2)
µ,k(Ω), k ∈

[−2, 2] are eigenfunctions of the diffusion operator with degenerate eigenvalue of 6Drot. The

well-known result immediately follows:

Caa
′(t) = δaa′

1
5e
−t/τc , (4.22)

where the global tumbling correlation time is defined as:

τc = 1
6Drot

. (4.23)

The total correlation function is:

Ci,j(t) = 1
5e
−t/τcP2(cos θi,j), (4.24)

where θi,j is the angle between interactions i and j and P2 is the second-order Legendre poly-

nomial P2(x) = (3 cos2(x)− 1)/2.

Graphical representations The analysis of 15N-backbone relaxation data has been of great

interest in the late 1990s and early 2000s to obtain information about the anisotropy of the over-

all diffusion tensor [106, 107, 180, 181, 182, 183, 184, 185, 186]. We will show here how assuming

symmetry properties of the diffusion tensor affects the correlation function, the spectral density

function, and some relaxation rates for a 15N-1H spin pair. We impose the interaction frame to

be fixed in the diffusion frame, with Euler angles given by ΩD,i = {70 deg, 60 deg, 0}. The values

of the diffusion tensors components are chosen to be Dxx = 1.5× 107 s−1, Dyy = 2.0× 107 s−1

and Dzz = 2.5 × 107 s−1. Although the correlation functions calculated assuming partial or
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complete symmetry of the diffusion tensor are almost indistinguishable from the accurate corre-

lation function (Fig. 4.1a), the spectral density functions show some deviations at low frequencies

(Fig. 4.1b).
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Figure 4.1: Effect of partial or full symmetry of the diffusion tensor assumption. a) Global
tumbling auto-correlation function for a diffusion tensor with components Dxx = 1.5× 107 s−1,
Dyy = 2.0 × 107 s−1 and Dzz = 2.5 × 107 s−1 and interaction orientation ΩD,i = {70◦, 60◦, 0}.
The assymetric tumbling (blue) correlation function is calculated using Eq. 4.19, the sym-
metric top (orange) correlation function using Eq. 4.21 and the spherical top (green) corre-
lation function using Eq. 4.24. The symmetric top correlation function was calculated using
D‖ = Dzz and D⊥ = (Dxx + Dyy)/2. The spherical top correlation function was calculated
using Drot = (Dxx + Dyy + Dzz)/3. b) Spectral density function associated to the correlation
functions shown in a. Field-variation of the (c) nitrogen longitudinal relaxation rate, (d) nitro-
gen transverse relaxation rate and (e) nitrogen-proton cross-relaxation rate calculated using the
spectral density function shown in b. The hydrogen-nitrogen distance is set to 1.02 Å and the
15N-chemical shift anisotropy tensor was assumed to be axially symmetric with value 150 ppm
and aligned along the N-H vector.

In order to evaluate the effect of these deviations on calculated relaxation rates, we

considered an isolated 15N-1H spin pair, and calculated the nitrogen-15 longitudinal (R1) and

tranverse (R2) relaxation rates as well as the proton-nitrogen-15 cross-relaxation rate (σNOE).

Not surprisingly, at high magnetic fields, R1 and σNOE , which only depend on the spectral

density function evaluated at high frequencies, are not affected by assumming partial or full
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symmetry of the diffusion tensor (Fig. 4.1c,e). However, deviations in R1 profiles appear at very

low field (lower than 0.5T) which are now accessible withHigh-Resolution Relaxometry (HRR)

[17]. Transverse relaxation rates are also dependent on the spectral density function evaluated

at zero frequency, and show variations depending on the assumption being made (Fig. 4.1d).

The extent of the variations depends on the orientation of the interaction in the diffusion tensor

and the anisotropy of the tensor. Some of these aspects in the presence of an internal motion

were discussed by J.Tropp [187].

4.3.2 Rotamer jumps

In this section, we will add one internal motion on top of the global tumbling. We will assume

the interactions can adopt a finite number of fixed conformations and that they can exchange

between one another. Moreover, it is assumed that the transition events are infinitely fast, that

is, the system can always be found in one particular conformation. This model can be used to

study side-chain motions, as revealed by MD simulations (vide infra): in the example presented

in Fig. 4.2a, the side chain of isoleucine 36 of Ubiquitin is found in a limited number of confor-

mations during the MD trajectory, each of them being caracterized by a pair of dihedral angles

χ1 and χ2.
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Figure 4.2: Side-chain motions and jump frames. a) Ramachandran diagram for isoleucine 36
obtained from a MD simulation on Ubiquitin. b) Structure of an isoleucine residue showing the
jump frame and the system frame in one particular conformation. The parts of the frame axis
that are hidden by the atoms are shown in dash lines.
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The treatment of rotameric jumps in this section is based on the work of Witterbort

and Szabo [188]. We will use the result from the previous section and write the correlation as:

Ci,j(t) = 1
5

5∑
κ=1

2∑
a=−2

2∑
a′=−2

aκ,aaκ,a′e
−Eκt〈D(2)∗

a,0 (ΩD,i, 0)D(2)
a′,0(ΩD,j , t)〉, (4.25)

where the ensemble average 〈...〉 accounts for the presence of internal motions. This equation

is valid only under the assumption that global tumbling and internal motions are uncorrelated.

The Wigner matrices can be split into successive frame transformations:

• from the diffusion frame to the jump frame, with Euler angle ΩD,J . This transformation

allows a facilitated description of the jumps. For example, in the case of isoleucine χ1

and χ2 rotameric jumps (corresponding to different orientations of the Cγ1-Cδ1 axis), the

jump frame main axis (zJ) points along the Cα-Cβ bond, with origin corresponding to the

Cβ (Fig. 4.2b). The orientation of xJ axis is arbitrary. This frame is fixed in the diffusion

frame, and the transformation is time-independent.

• from the jump frame to the system frame (SF), with Euler angle ΩJ,SF . From the definition

of the jump frame, we have ΩJ,SF = {αJ,SF , βJ,SF , 0}. The system frame has main axis

pointing along the chemical bond defining the conformation. In the case of isoleucine

residues, it is the Cγ1-Cδ1 bond (Fig. 4.2b). This transformation is time-dependent.

• from the system frame to the interaction frame. The interaction frame has its main axis

pointing along the direction of the interaction. This is a time-independent transformation,

with Euler angle ΩSF,i.

These additional frames lead to the decomposition:

D(2)
a,0(ΩD,i, t) =

2∑
b=−2

2∑
c=−2

D(2)
a,b(ΩD,J)D(2)

b,c (ΩJ,SF , t)D(2)
c,0 (ΩSF,i). (4.26)

The correlation function can be written:

Ci,j(t) = 1
5

5∑
κ=1

2∑
a,a′=−2

2∑
b,b′=−2

2∑
c,c′=−2

aκ,aaκ,a′e
−Eκt〈D(2)∗

b,c (ΩJ,SF , 0)D(2)
b′,c′(ΩJ,SF , t)〉×

D(2)∗
a,b (ΩD,J)D(2)

a′,b′(ΩD,J)D(2)∗
c,0 (ΩSF,i)D(2)

c′,0(ΩSF,j),

(4.27)

where aκ,a and Eκ are given in Table 4.1. The conditional probability (Eq. 4.10) is found by
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solving the Master equation:
∂

∂t
pα(t) =

N∑
β=1
Rαβpβ(t), (4.28)

where pα(t) is the population of state α at time t and Rαβ is an element of the exchange matrix

R and corresponds to the exchange rate from state β to α. Solving for the eigenfunctions

and eigenvalues (as shown in AppendixF.2) leads to the following expression of the correlation

function that appears in the sum defined in Eq. 4.27:

〈D(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉 =
N∑
α=1

N∑
β=1

N−1∑
n=0
D(2)∗
b,c (ΩJ,SFα)D(2)

b′,c′(ΩJ,SFβ )
√
peqα p

eq
β X̃

(n)
α X̃

(n)
β eλnt ,

(4.29)

where X̃(n)
α is the αth value of eigenvector associated to the eigenvalue λn. The total correlation

function is:

Ci,j(t) = 1
5

5∑
κ=1

2∑
a,a′=−2

2∑
b,b′=−2

2∑
c,c′=−2

N∑
α,β=1

N−1∑
n=0

aκ,aaκ,a′
√
peqα p

eq
β X̃

(n)
α X̃

(n)
β e−Eκteλnt×

D(2)∗
a,b (ΩD,J)D(2)

a′,b′(ΩD,J)D(2)∗
b,c (ΩJ,SFα)D(2)

b′,c′(ΩJ,SFβ )D(2)∗
c,0 (ΩSF,i)D(2)

c′,0(ΩSF,j).

(4.30)

We can recognize that the sums over b and b′ are associated with decomposition of Wigner

matrices. We can write in a more compact form (suppression of the sums over b and b′ are

associated with the variable name changes c→ b and c′ → b′):

Ci,j(t) = 1
5

5∑
κ=1

2∑
a,a′=−2

2∑
b,b′=−2

N∑
α,β=1

N−1∑
n=0

aκ,aaκ,a′
√
peqα p

eq
β X̃

(n)
α X̃

(n)
β e−Eκteλnt×

D(2)∗
a,b (ΩD,SFα)D(2)

a′,b′(ΩD,SFβ )D(2)∗
b,0 (ΩSF,i)D(2)

b′,0(ΩSF,j).

(4.31)

In the case of an isotropic global diffusion tensor, we can use Eq.A.10 and Eq.A.11 to simplify:

Ci,j(iso, t) = 1
5e
−t/τc

N∑
α,β=1

N−1∑
n=0

√
peqα p

eq
β X̃

(n)
α X̃

(n)
β P2(cos θiα,jβ )eλnt, (4.32)

where θiα,jβ is the angle between the main axis of interaction i in rotamer α and the main axis

of interaction j in rotamer β.

Order parameter for rotamer jumps The internal correlation function for rotamer jumps

in Eq. 4.29 does not cancel out when t→∞ only for n = 0 so that the squared order parameter
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for rotamer jumps is:

S2
jumps(i, j) =

∑
b

∑
c,c′

N∑
α=1

N∑
β=1

peqα p
eq
β D

(2)∗
b,c (ΩJ,SFα)D(2)

b,c′(ΩJ,SFβ )D(2)∗
c,0 (ΩSFα,i)D

(2)
c′,0(ΩSFβ ,j).

(4.33)

Using Eq.A.10 and Eq.A.11, we can write the compact expression:

S2
jumps(i, j) =

N∑
α=1

N∑
β=1

peqα p
eq
β P2(cos θiα,jβ ). (4.34)

4.3.3 Diffusion on a cone

The diffusion on a cone can be used, for example, to model the rotation of a methyl group

around its symmetry axis under the assumption that the rotation is not hindered by the prox-

imity of other atoms that can potentially lead to a non-uniform probability distribution for

each position of the protons. Methyl groups are now widely used in biomolecular NMR for

their favorable relaxation properties that precisely originate from the fast rotation around their

symmetry axis [36, 52, 53]. In this context, force fields used in MD simulations of proteins have

been modified using NMR experimental data to correctly account for the energy barrier for the

rotation [189, 190]. The solution of the Master equation (Eq. 4.8) has first been published by

D.Wallach [191].

In order to describe the diffusion on a cone motion, an additional frame needs to be

introduced on top of the diffusion and interaction frames. Similarly to the rotamer jumps, we

call this frame the system frame (SF). The main axis is pointing along the axis of rotation,

with arbitrary orientation of the x- and y-axis. The Euler angle for transformation from the

diffusion frame to the system frame is ΩD,SF = {αD,SF , βD,SF , γD,SF (t)} where only the third

angle is time-dependent in the context of this type of motion. The correlation function is then:

Ci,j(t) = 1
5

5∑
κ=1

∑
a,a′

∑
b,b′

aκ,aaκ,a′e
−EκteiαD,SF (a−a′)da,b(βD,SF )da′,b′(βD,SF )×

〈ei(bγD,SF (0)−b′γD,SF (t))〉D(2)∗
b,0 (ΩSF,i)D(2)

b′,0(ΩSF,j).

(4.35)

The Master equation is written using the angular momentum operator L2
rot:

∂

∂t
p(γ, t) = −DrotL

2
rotp(γ, t) = Drot

∂2

∂γ2 p(γ, t), (4.36)



128 Chapter 4. Models for protein site-specific side-chains dynamics

where Drot is the rotational diffusion coefficient. Solving for the eigenfunctions and eigenvalues

(see Appendix. F.3) leads to the rotation correlation function:

〈ei(bγD,SF (0)−b′γD,SF (t))〉 = δbb′e
−Drotb2t , (4.37)

and the total correlation function is:

Ci,j(t) = 1
5

5∑
κ=1

∑
a,a′

∑
b

aκ,aaκ,a′e
−Eκte−Drotb

2teiαD,SF (a−a′)da,b(βD,SF )da′,b(βD,SF )×

D(2)∗
b,0 (ΩSF,i)D(2)

b,0 (ΩSF,j).

(4.38)

In the case of an isotropic global tumbling diffusion tensor, it simplifies to:

Ci,j(iso, t) = 1
5e
−t/τc

2∑
b=−2

e−Drotb
2tD(2)∗

b,0 (ΩSF,i)D(2)
b,0 (ΩSF,j). (4.39)

Order parameter for rotation on a cone The only non-vanishing term in Eq. 4.37 is

obtained for b = 0, so that the squared order-parameter for rotation on a cone is:

S2
rot(i, j) = P2(cosβSF,i)P2(cosβSF,j). (4.40)

In the case of methyl-group rotation, with ideal tetrahedral geometry, it leads to the well-known

result S2
met(ddCH,ddCH) = 1/9, where ddCH stands for the C-HDipole-Dipole (DD) interaction.

4.3.4 Wobbling in a cone

The last type of motion that we will consider here is the wobbling in a cone. In this model, the

bond vector undergoes restricted diffusion inside a volume that is associated to a cone. It can

be usefull to model the motion of any bonds such as the 15N-1H pair, or C-C side-chains bonds.

The correlation function for this type of motion was initially introduced in fluorescence [192]

and dielectric spectroscopy [193]. As will be seen bellow, and in details in the AppendixF.4,

the Master equation can be solved analytically, but the complexity of the solution has led to the

introduction of approximated forms for the correlation function by the group of A. Ikegami [192],

and later obtained similarly by G.Lipari and A. Szabo [194, 195], which led them to present the

MF correlation function [15]. However, the initial treatment of this model and the following

studies were performed under the assumption that the interaction of interest was undergoing

the wobbling motion [192, 194, 195, 196], which makes it a priori not applicable to the study
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of the motion of side-chains. A.Kumar solved the master equation when the frame undergoing

the diffusion in a cone is not the interaction frame [197, 198]. We will follow his approach,

as well as the one of C.Wang and R.Pecora [196] who extended the work of M.Warchol and

W.Vaughan [193]. In the construction of this model, the diffusing bond vector also undergoes

rotation around itself, which is not likely to correctly reproduce motions of side-chains C-C

bond vectors. We present here a way to overcome this difficulty.

For the description of this motion, we introduce the Wobbling Frame (WF) which main

axis points along the axis of the cone, and x-axis can point in any direction. Similarly to what

was presented in the previous sections, we also include a System Frame (SF) which undergoes the

diffusion motion. Assuming the wobbling and global tumbling are uncorrelated, the correlation

function is written:

Ci,j(t) = 1
5

5∑
κ=1

∑
a,a′

∑
b,b′

∑
c,c′

aκ,aaκ,a′e
−Eκt〈D(2)∗

b,c (ΩWF,SF , 0)D(2)
b′,c′(ΩWF,SF , t)〉×

D(2)∗
a,b (ΩD,WF )D(2)∗

c,0 (ΩSF,i)D(2)
a′,b′(ΩD,WF )D(2)

c′,0(ΩSF,j).

(4.41)

The Master equation that solves the conditional probability is given by:

∂

∂t
p(Ω, t) = −DWL

2
W p(Ω, t), (4.42)

where DW is the diffusion coefficient for the wobble motion and L2
W is the angular momentum

operator:

L2
W = − 1

sin θ
∂

∂θ

(
sin θ ∂

∂θ

)
− 1

sin2 θ

∂2

∂ϕ2 , (4.43)

with reflecting boundary condition at θ = βcone, with βcone the cone semi-angle opening:

∂

∂θ
p(Ω, t)|θ=βcone = 0. (4.44)

Solving Eq. 4.42 is rather tedious, and presented in AppendixF.4. It leads to the following

expression for the conditional probability:

p(Ω, t|Ω0, 0) =
+∞∑

m=−∞

+∞∑
n=0

e−DW νm,n(νm,n+1)tY m
νm,n(Ω)Y m∗

νm,n(Ω0), (4.45)

where:

Y m
νm,n(Ω) = 1√

2πHm,n(µcone)
Pmνm,n(µ)eimϕ, (4.46)
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and:
Hm,n(µcone) =

∫ 1

µcone

(
Pmνm,n(µ)

)2
dµ,

µcone = cosβcone,
(4.47)

Pmνm,n is the Legendre associated function (AppendixA.3) with degree νm,n and order m [196,

199, 200, 201]. The initial angle probability is:


p(Ω0) = 1

2π(1− µcone)
, θ0 ∈ [0, βcone],

p(Ω0) = 0, θ0 > βcone.

(4.48)

The correlation function for wobbling in a cone then reads:

〈D(2)∗
b,c (ΩWF,SF , 0)D(2)

b′,c′(ΩWF,SF , t)〉 = 1
4π2(1− µcone)

+∞∑
m=−∞

+∞∑
n=0

e−DW νm,n(νm,n+1)t

Hm,n(µcone)
×

∫ βcone

0
sin θ0dθ0

∫ βcone

0
sin θdθ

∫ 2π

0
dϕ0

∫ 2π

0
dϕD(2)∗

b,c (ϕ0, θ0,−ϕ0)D(2)
b′,c′(ϕ, θ,−ϕ)×

Pmνm,n(cos θ0)Pmνm,n(cos θ)eim(ϕ−ϕ0).

(4.49)

The third Euler angles in the Wigner matrices equal the opposite of the first Euler angles in

order for this correlation function to only account for the motion of the C-C bond in a cone, and

not any rotational motions: if the third angle was set to 0, the orientation of the x-axis of the

system frame with respect to the wobbling frame would not change upon diffusion in the cone.

When it was initially developped, this model was accounting for motions of the interaction of

interest [192, 193]. In this situation, the second index of the Wigner matrices equals 0, and the

third Euler angle does not play any role. This is not the case when the interaction frame is not

the one undergoing the wobbling motion, and introducing this angle is essential to best describe

the motions.

Expanding the expression of the Wigner matrices and performing the integration on ϕ0

and ϕ leads to the condition m = b−c = b′−c′. Note that in the previous models, the condition

m = b = b′ was obtained, which is correct when the interaction frame is the diffusing frame

since c = c′ = 0 [196, 197, 198]. We finally can write:

〈D(2)∗
b,c (ΩWF,SF , 0)D(2)

b′,c′(ΩWF,SF , t)〉 = δb−c,b′−c′

1− µcone

+∞∑
n=0

e−DW νb−c,n(νb−c,n+1)t

Hb−c,n(µcone)
Inb,c(βcone)Inb′,c′(βcone) ,

(4.50)



4.3. Correlation functions for four types of motions 131

where:

Inb,c(βcone) =
∫ βcone

0
sin θdb,c(θ)P b−cνb−c,n

(cos θ)dθ. (4.51)

The total correlation function is then:

Ci,j(t) =1
5

5∑
κ=1

∑
a,a′

∑
b,b′

∑
c,c′

aκ,aaκ,a′e
−EκtD(2)∗

a,b (ΩD,WF )D(2)∗
c,0 (ΩSF,i)D(2)

a′,b′(ΩD,WF )D(2)
c′,0(ΩSF,j)×

∑
n

δb−c,b′−c′

1− µcone
e−DW νb−c,n(νb−c,n+1)t

Hb−c,n(µcone)
Inb,c(βcone)Inb′,c′(βcone).

(4.52)
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Figure 4.3: Value of νa,n(νa,n + 1) and associated pre-exponential factor for values of a = 0, 1, 2
and n ranging form 0 to 4 and cone semi-angle opening βcone = 15deg. In the condition where
the interaction frame is the interaction frame, cases where a = −1 and a = −2 are identical to
a = 1 and a = 2 respectively.

In the following numerical evalutations of the correlation function for wobbling in a cone,

the integrals Inb,c(βcone) and Hb−c,n(µcone) were computed using the Python Scipy library [136]

with a limit of 30 in the sum of the Hypergeometric function part of the Legendre associated

function (see Eq.A.18), a point at which the Hypergeometric function reached convergence in

the conditions considered here. In addition, the sum limit over n has been set to 3 (only 4 eigen-

values for each values of b− c are calculated) as the pre-exponential factor
Inb,c(βcone)I

n
b′,c′ (βcone)

(1−µcone)Hb−c,n(µcone)
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calculated for an interaction frame undergoing the wobbling motion (leading to c = 0) quickly

drops, even for values of n higher than 2 (Fig. 4.3).

Wobbling in a cone order parameter The correlation function Eq. 4.50 is non-zero when

t→ +∞ for b− c = n = 0. Thus, we have:

S2
W (i, j) =

∑
b

∑
c,c′

δb−c,0δb−c′,0
1− µcone

I0
b,c(βcone)I0

b,c′(βcone)
H0,0(µcone)

D(2)∗
c,0 (ΩSF,i)D(2)

c′,0(ΩSF,j), (4.53)

which, after using Eq.A.28, leads to:

S2
W (i, j) =

∑
b

(
I0
b,b(βcone)
1− µcone

)2

D(2)∗
b,0 (ΩSF,i)D(2)

b,0 (ΩSF,j). (4.54)

In the particular case where the interactions are undergoing the wobbling motions, we have

ΩSF,i = ΩSF,j = {0, 0, 0} and the order parameter simplifies into:

S2
W (iW , jW ) =

(
I0

0,0(βcone)
1− µcone

)2

, (4.55)

where we write iW and jW to indicate that the interactions i and j are diffusing in a cone.

Calculating I0
0,0 is straightforward from Eq. 4.51:

I0
0,0(βcone) = 1

2 cosβcone sin2 βcone, (4.56)

which leads to the order parameter reported by K.Kinosita et al. [192]:

S2
W (iW , jW ) = 1

4 cos2 βcone(1 + cosβcone)2. (4.57)

The general expression of the order parameter for interaction frames not necessarily

aligned with the diffusing frame, and for the auto-correlation functions is:

S2
W (i, i) = 1

(1− cosβcone)2

[ 1
16 cos2 βcone sin4 βcone(3 cos2 θSF,i − 1)2

+ 1
12 sin4 βcone

2 (3 + 7 cosβcone + 2 cos 2βcone)2 sin2 θSF,i cos2 θSF,i

1
192 sin4 βcone

2 (15 + 8 cosβcone + cos 2βcone)2 sin4 θSF,i

]
,

(4.58)

which, in the case of interaction frames aligned with the diffusing frame, equals Eq. 4.57. The
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Figure 4.4: Wobbling in a cone order parameter (Eq. 4.58) as a function of the cone semi-angle
opening (βcone) and the angle between the interaction frame and the diffusing frame (θSF,i).
The order parameter is calculated assuming the two interactions have the same orientation with
the diffusing frame.

evolution of the order parameter as a function of βcone and θSF,i is shown in Fig. 4.4. As

expected, for a fixed θSF,i, it decreases when the amplitude of motions increases (i.e. when

βcone increases).

Discussion on the wobbling in a cone model The wobbling in a cone correlation function

was built under the assumption of uniform probability distribution for the bond vector within

the cone. This can be considered a strong hypothesis, in particular for amino-acid side-chains

pointing toward the hydrophobic core of the protein where nearby atoms can hinder motions.

Our MD simulation on Ubiquitin (vide infra for more details on the simulation) allows us

to evaluate the amplitude of motions and obtain a direct measure of the density probability

distributions for bond vectors. The probability density for Euler angles ϕWF,SF and θWF,SF for

transformation from the wobbling frame to the system frame (with main axis aligned along the
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bond vector) are determined by:

pϕWF,SF (ϕ) = n(ϕ, δϕ)
Nδϕ

,

pθWF,SF
(θ) = n(θ, δθ)

Nδθ sin θ ,
(4.59)

where n(ϕ, δϕ) and n(θ, δθ) are the number of Euler angles with values in the range ϕ± δϕ/2

and θ ± δθ/2 respectively, N is the number of frames in the MD simuations that were used

for this calculation. The values of δϕ and δθ were set to 0.01 rad. To calculate the probability

density for N-H bond motion and before calculating the Euler angles, the N-Cα and N-CO

bond vectors were aligned to the first structure in the MD trajectory. Similarly, to calculate

the probability density for Cγ1-Cδ1 Euler angles, the Cβ-Cγ1 and −−−→CαCβ ∧
−−−−→
CβCγ1 vectors were

aligned to the corresponding vectors in the first MD frame. The main axis of the wobbling frame

is defined as the averaged orientatation of the bond vector of interest in the MD. Probability

densities are shown in Fig. 4.5a,b for the N-H and Cγ1-Cδ1 bond vectors of isoleucine 30 of

Ubiquitin, and clearly suggest that a uniform density probability distribution for the two Euler

angles is not suitable to describe accurately the motions of these bond vectors. This can be

better visualized in Fig. 4.5c where the carbon-δ1 does not sample the entire surface of a cone.

Thus, studying bond libration motions using the wobbling in a cone model is not accurate, and

introducing a MD-derived potential in the Master equation (Eq. 4.42) can potentially lead to a

better description of this type of motion.

4.3.5 Contribution of each motion to relaxation

Now, we will evaluate here how each motion contribute to relaxation. Having an exhaustive

analysis is not feasible and we will focus on typical relaxation rates: 13C-R1, 13C-R2 and 13C-1H-

σNOE in a 13C1H2H2 methyl group as encountered in a valine side-chain. The overall diffusion

will be supposed to be isotropic with global tumbling correlation time τc = 10ns. The methyl

rotation diffusion coefficient will be set to Drot = 5× 1010 s−1, which leads to a correlation time

for rotation of τrot = 6.1 ps assuming the angle between the C-C and C-H bond is βCCH =

109.47 deg:

τrot = 1
1− S2

rot

2∑
b=−2
b 6=0

1
b2Drot

[db,0(βCCH)]2 , (4.60)

where S2
rot = [d0,0(βCCH)]2 =

(
3 cos2 βCCH−1

2

)2
is the methyl rotation squared order parameter.

When a jump-type of motion is added, we will suppose that the valine side-chain can jump be-



4.3. Correlation functions for four types of motions 135

c)

0 50 100 150
0.0

0.1

0.0

0.1

0.2

0.3
0.3

0.4

0.2

φWF,SF (deg)

Cγ1-Cδ1a)

θWF,SF (deg)

Probability density Probability density
N-H b)

0 10 20 30
0

20

40

60

0

20

40

60

80

80

100

120
Cγ1-Cδ1 N-H

0.0
-1.0

1.0

0.0
-1.0

1.0

0.0

1.0

-1.0

Figure 4.5: Local librations motions of selected bond vectors of isoleucine 30 from the MD
simulation. Probability density for Euler angles ϕWF,SF (a) and θWF,SF (b) for the Cγ1-Cδ1
(blue) and N-H (orange) bond vectors. Points are connected by a line for visual clarity. c)
Positions of the Cδ1 (blue dots) in the molecular frame. The Cγ1 is shown as a black ball.
The main axis of the wobbling frame is the red line pointing along the direction of the Cγ1-Cδ1
bonds. The x-axis of the wobbling frame is also shown as a red line. Units of the axis of the
molecular frames are Å.

tween three possible rotamer states, and we will distinguish the situation where each rotamers

are equaly populated with equal exchange rate ksymex = 1/3 × 1010 s−1 between the different

conformers (which leads to a correlation time for exchange of τ symex = 0.1 ns), from the situation

where p1 = 0.7, p2 = 0.2 and p3 = 0.1 (the state numerotation is irrelevant since the global

diffusion tensor is isotropic) and all exchange rates kasymij = 1/3× 109 s−1 with i < j and kasymij

with i > j is calculated to satisfy the microscropy reversibility condition (Eq. F.27) (which leads

to a correlation time for exchange of τasymex = 0.18 ns). The Euler angles associated to the jump

motion are ΩJ = {2nπ/3, βCC , 0} where n = 0, 1, 2 and βCC = 76deg, which is typical for

carbon side-chains. A wobbling in a cone motion of the Cγ1-Cδ1 bond will also be considered,

when mentioned. The cone semi-angle opening is set to 15 deg (results for opening angles of

5, 30 and 60 deg are shown in Appendix Fig. F.1), and the associated diffusion constant DW is

varied from 106 to 1010 s−1, leading to variation of the wobbling correlation time from 1ps to

10 ns approximately for this cone angle opening. Relaxation rates are calculated at a magnetic

field of 14.1T, and the carbon-13 CSA is set to 20 ppm.

The rotamer exchange contributes significantly to the relaxation (compare dash lines in

Fig. 4.6), with an R1 and σNOE increase by a factor 1.5 approximately, while R2 decrease by a

factor up to 3.8 when rotamer jumps motion with equal populations is introduced. The effect of

the exchange is reduced for R2 and σNOE when the populations are not equal, and increased for
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Figure 4.6: Contribution of rotamer jump and wobbling in a cone motions to relaxation. Carbon
R1 (a), R2 (b) and carbon-proton σNOE (c) at 14.1T in a 13C1H2H2 valine methyl group, and
associated spectral density funtion for the Cβ-Cγ1 bond auto-correlations. Dash lines show the
value of the relaxation rates and spectral density function without wobbling. Relaxation rates
(a-c) and spectral density function (d) calculated in the abscence of rotamer jump are shown in
green. In the presence of rotamer jump, the case where all rotamer populations are equal (blue)
and unequal (orange) are distinguished. In this later case, populations are p1 = 0.7, p2 = 0.2 and
p1 = 0.1. Calculations are shown as a function of the correlation time for wobbling, a function
of the wobbling diffusion constant and cone semi-angle opening, set here to βcone = 15deg, while
the diffusion constant DW is varied from 106 to 1010 s−1. The blue and orange vertical arrows
indicate the values of the correlation time for rotamer jump, respectively when populations are
equal and unequal. The spectral density functions are shown for DW = 108 s−1.

R1. These effects can be rationalized by looking at the spectral density functions (Fig. 4.6d). In

the presence of internal motions, the spectral density function tends to be higher at frequencies

in the range 109-1010 rad.s−1, which are frequencies R1 and σNOE are sensitive to, leading to an

increase of these rates. The higher contribution of medium-frequency motions to the spectral

density function goes in pair with a decrease in the contribution of low-frequency motions, which

is the main determinant in the value of the transverse relaxation rate R2, explaining the large

effects calculated in the presence of rotamer exchange.
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On the other hand, the wobbling of the Cβ-Cγ1 bond has smaller effects on relaxation

(Fig. 4.6) for the choosen cone semi-angle opening. It decreases the R2, but the effect on longi-

tudinal relaxation rates depends on the value of the diffusion constant DW with fast diffusion

(low τW ) leading to a decrease in R1 and σNOE, an increase for lower values of DW (higher

values of τW ), and hardly any effects for very slow diffusion. These results can be rationalized

using the same arguments as for the rotamer jump by analyzing the evolution of the spectral

density function and the relative contribution of each frequency range to the value of the re-

laxation rates. These observations can be extended to proteins with higher global tumbling

correlation time (Appendix Fig. F.2). It is interesting to notice the similarities between the

evolution of the R1 as a function of τW and the sensitivies calculated in the detector approach

which characterizes the amount of motions in a given range of correlation times [202, 203, 31, 33].

The contribution of the wobbling motions increases with increasing cone semi-angle

opening and can even become larger than the contribution of the rotamer jump (Appendix

Fig. F.1). This can be explained by the value of order parameters, which act as weights for the

Lorentzian terms of the spectral density containing contribution only from the global tumbling.

The order parameters for rotamer exchange when population are equal and unequal are 0.17

and 0.43 respectively. In comparison, the wobbling order parameter equals 0.99, 0.90, 0.65 and

0.14 for values of cone semi-angle opening of 5, 15, 30 and 60 deg. Thus, for βcone = 60deg,

the decreases in R2 from either a rotamer exchange with equal population or the wobbling are

similar for τW ≈ τ symex (Appendix Fig. F.1.h).

As a general rule of thumb, one can reasonably expect rotamer jump to be the major

source of relaxation for methyl groups in aliphatic side-chains, since the amplitudes of wobbling

are usually limited to small cone angle openings. This of course has to be carefully investigated

before neglecting one motion, for example with the use of MD simulations.
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4.4 Comparison with Model-Free correlation functions

The models presented in the previous section all share one property: they are complex. Up

to 3 correlation times might be necessary to model the global tumbling; the number of decay-

ing exponential describing rotamer jumps quickly increases as the number of accessible states

increases; modeling the wobbling in a cone motion involves complex integral evaluations. Out

of the 4 considered motions, the rotation on a cone seems the most simple one. In addition

to their intrinsic complexity, another difficulty arises when analyzing data, in particular NMR

relaxation rates: how to choose one model over the other without a priori knowledge of the

type of motions involved? These aspects naturally led to the popularization of the Model-Free

correlation function [15, 102] to model internal motions:

C
(i)
MF (t) = S2

MF + (1− S2
MF )e−t/τMF , (4.61)

where S2
MF is the squared order parameter and τMF an effective correlation time. The simplic-

ity of this model makes it particularly attractive, and has indeed led to a number of successful

analyses of NMR relaxation experiments [102, 204, 105, 106, 205, 206, 107, 108, 207, 109]. Over

the past few decades, the MF has been modified in order to include the effect of cross cor-

relation [103], or to include more than one correlation time and study more complex systems

[74, 208, 72, 73], in particular Intrinsically Disordered Proteins (IDP) [209, 210, 110, 167].

However, a series of question arises on this simple form of correlation function:

• The total correlation function results from the multiplication of the correlation func-

tions accounting for internal motions (Eq. 4.61) and global tumbling. It is clear from

section 4.3.1 that such factorization is possible only in the case of an isotropic diffusion

tensor, which is the frame in which the MF was initially presented. An approximated form

for the global tumbling correlation function in the case of an axially symmetric diffusion

tensor was proposed as well, and consists in the sum of two decaying exponential, with

decay constants and relative weights that can be determined experimentally [15]. Then,

how is the factorization of the global tumbling and internal motion correlation functions

affecting the fitted values of S2
MF and τMF ? It must be noted that the SRLS model

of correlation function was introduced in part as an attempt to overcome this difficulty

[71, 25, 27].

• The squared order parameter is of great interest as it relates NMR data to thermodynamic
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quantities. M.Akke et al. initially related changes of order parameters to changes in

free energy [161]. A relationship between order parameter and conformational entropy

was later suggested and rationalized using a one-dimensional harmonic model [211]. An

analytical relationship was proposed by D.Yang and L.Kay based on the wobbling in

a cone model for backbone N-HN and Cα-Hα, as well as side-chains N-HN groups [23].

D.-W.Li and R.Brüschweiler extended the equation to side-chains C-C and C-H bonds

motions by introducing amino-acid dependent parameters [24]. Recently, the group of

J.Wand proposed an ’entropy meter’ [212] to relate the order parameters to entropy

changes empirically, assuming a linear relationship between the two. For all these different

approaches, the analysis of NMR relaxation rates was essentially performed using the MF

correlation function [213, 214, 212, 215, 216, 163, 217]. Then, do the MF order parameters

accurately reflect on the amplitude of motions and can they be related to conformational

entropy quantitatively?

• Only one of the presented internal motions can be modelled with a correlation function

written as a mono-exponential decay: the instantaneous jumps between two rotamers. It

is clear that the MF correlation time is effective and is more difficult to interpret than

the order parameter when analyzing relaxation data since it contains contribution from

multiple time constants. However, can it still represent approximately the time-scales

for the motions involved? And is one decay time constant enough to analyze recorded

relaxation rates?

• The MF correlation function contains only one order parameter and correlation time, such

that it cannot accurately report on the amplitudes and time-scale of bonds undergoing

more than one internal motion, such as a combination of a rotamer jump and a rotation

on a cone. Modified versions of the MF correlation function has been suggested to take

into account the complexity of motions in biomolecules, in particular for aliphatic side-

chains [74, 21]. Then, are the fitted parameters of these models accurately reporting on

the timescales and amplitudes of the motions involved?

These questions might be combined into a single one: are the parameters of the MF correlation

function accurately reflecting the dynamic properties of the system under study? Here, we

evaluate the accuracy of the MF to describe the parameters of the explicit models presented in

preceding sections.



140 Chapter 4. Models for protein site-specific side-chains dynamics

4.4.1 Global tumbling in the Model-Free correlation function

Here, we will evaluate the effect of the factorization of the global tumbling correlation function

on the value of the fitted MF parameters. We will focus on auto-correlation only:

C(t) =
∑
a,a′

∑
b,b′

〈D(2)∗
q,a (ΩL,D, 0)D(2)

q,a′(ΩL,D, t)〉D(2)∗
a,b (ΩD,M )D(2)

a′b′(ΩD,M )×

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b′,0(ΩM,i, t)〉,
(4.62)

whereM denotes the frame in which the motion is best described, 〈D(2)∗
q,a (ΩL,D, 0)D(2)

q,a′(ΩL,D, t)〉

accounts for overall rotational diffusion, ΩD,SF is the angle orienting the diffusing frame in the

global diffusion tensor frame, and 〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b′,0(ΩM,i, t)〉 accounts for internal motions.

The MF correlation function is written as:

CMF (t) =
(
S2
MF + (1− S2

MF )e−t/τMF

)
×∑

a,a′

〈D(2)∗
q,a (ΩL,D, 0)D(2)

q,a′(ΩL,D, t)〉D(2)∗
a,0 (ΩD,M )D(2)

a′0(ΩD,M ).
(4.63)

4.4.1.1 Details on the simulations

The order parameters and correlation times are fitted to the simulated accurate correlation

function using the scipy.optimize.curve_fit function [136]. We detail here the value of the

parameters for the accurate correlation function in the following simulations.

Global tumbling The global tumbling diffusion tensor eigenvalues have been set to Dxx =

107 s−1, Dyy = 5 × 107 s−1 and Dzz = 108 s−1. When the symmetric top model is used, the

eigenvalues are D‖ = Dzz and D⊥ = 1
2(Dxx + Dyy). When the isotropic model is used, the

global tumbling correlation time is equal to τ−1
c = 1

3(Dxx +Dyy +Dzz). The two Euler angles

defining ΩD,M = {ϕD,M , θD,M , 0} will each be incremented from 0 to π.

Jump model When modeling internal motions with the jump model, all populations will be

considered equal. We will simulate a 2-state and 3-state jump model, with all exchange rates

equal to kex = 109 s−1. In the 2-state jump model, the Euler angles orienting the interaction

in the jump frame will be equal to ΩJ,i = {±π
2 , βCC} where βCC = 76deg, which is typical for

carbon chains. In the 3-state jump model, the Euler angles are equal to ΩJ,i = {±2nπ3 , βCC},
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where n = 0, 1, 2. The internal correlation function is written as:

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b′,0(ΩM,i, t)〉 =
∑
α,β

∑
n

√
pαpβX̃

(n)
α X̃

(n)
β eλntD(2)∗

b,0 (ΩM,iα)D(2)
b′,0(ΩM,iβ ), (4.64)

where the same notations as in Section 4.3.2 are used.

Diffusion on a cone model In this case, the diffusion coefficient for rotation on the cone

will be set to Drot = 1011 s−1 and the cone semi-angle opening will be chosen so as to model a

methyl group geometry βcone = 180− 109.47 = 70.53 deg. The internal correlation function is:

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b′,0(ΩM,i, t)〉 = δbb′e
−b2Drott [db,0(βcone)]2 . (4.65)

Wobbling in a cone model In this last model, the diffusion coefficient will be equal to

DW = 108 s−1 and the cone semi-angle opening is chosen to be βcone = 20deg. The interaction

frame will be supposed to be aligned with the diffusing frame so that the correlation function

for internal motions reads:

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b′,0(ΩM,i, t)〉 = δbb′
1

1− µcone

∑
n

e−DW νb,n(νb,n+1)t

[
Inb,0(βcone)

]2
Hb,n(µcone)

, (4.66)

where the same notations as in Section 4.3.4 are used.

4.4.1.2 Isotropic global tumbling

In this simple case, the factorization of the global tumbling correlation function is exact and

the correlation functions are written:

C(t) = 1
5e
−t/τc

2∑
b=−2
〈D(2)∗

b,0 (ΩM,i, 0)D(2)
b,0 (ΩM,i, t)〉,

CMF (t) = 1
5e
−t/τc

(
S2
MF + (1− S2

MF )e−t/τMF

)
.

(4.67)

Since the factorization is exact, the fitted parameters can be used as reference for the parameters

fitted in the case of an asymmetric overall diffusion tensor. Fitted parameters are reported in

Table 4.2. We will evaluate whether or not they correctly represent the internal dynamics in

the following sections.
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4.4.1.3 Asymmetric rotational diffusion tensor

In this case, the factorization of the global tumbling correlation function is not mathematically

rigorous. The two correlation functions for the symmetrical top diffusion tensor read [15, 218]:

C(t) = 1
5

2∑
a=−2

2∑
b,b′=−2

e−(6D⊥+a2(D‖−D⊥))tda,b(θD,M )da,b′(θD,M )×

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b,0 (ΩM,i, t)〉,

CMF (t) = 1
5
(
S2
MF + (1− S2

MF )e−t/τMF

) 2∑
a=−2

e−(6D⊥+a2(D‖−D⊥))t [da,0(θD,M )]2 ,

(4.68)

and for the fully asymmetric tensor [106]:

C(t) = 1
5

2∑
a,a′=−2

2∑
b,b′=−2

5∑
κ=1

aκ,aaκ,a′e
−EκteiϕD,M (a−a′)da,b(θD,M )da,b′(θD,M )×

〈D(2)∗
b,0 (ΩM,i, 0)D(2)

b,0 (ΩM,i, t)〉,

CMF (t) = 1
5
(
S2
MF + (1− S2

MF )e−t/τMF

)
×

2∑
a,a′=−2

5∑
κ=1

aκ,aaκ,a′e
−EκteiϕD,M (a−a′) [da,0(θD,M )]2 .

(4.69)

We can note here that, the MF correlation function cannot distinguish the orientation of the in-

teraction frames in the diffusion frame, which is particularly critical in the presence of a rotamer

jump motion. The fitted MF parameters agree well with the ones obtained when simulating

an isotropic global tumbling, except in the case of the two-state jump model where large devi-

ations of the fitted parameters are obtained when ΩD,M is changed (Table 4.2, top). J.Wand

and co-workers already distinguished the 2-state and 3-state jump models by considering the

resulting symmetry [219]. In the case of 3 exchanging states with equal populations, the motions

is azymutal symmetric, that is:

〈x2〉 = 〈y2〉, 〈x〉 = 〈y〉 = 0, and 〈xy〉 = 0, (4.70)

where 〈· · ·〉 denotes an ensemble average, and x and y are the x- and y−coordinates of the

interaction frame in the jump frame (labelled M in this section). In the case of the 2-state

jump model presented here, the first condition in Eq. 4.70 is not fulfilled. It is not fulfilled nei-

ther when populations in the 3-state jump model are not equal, in which case the factorization

of the asymmetric global tumbling correlation functions does not accurately reproduces MF
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Table 4.2: Values of the fitted MF parameters (correlation function Eq. 4.63) for 4 types of
internal motions and the three possible symmetry property of the overal diffusion tensor. In the
case of the symmetric top and fully asymmetric overal diffusion tensor, the reported values and
errors correspond to the average and standard deviation over the simulations with different val-
ues of θD,M and {ϕD,M , θD,M} respectively. The 3-state jump model with unequal populations
(bottom row) was simulated with p1 = 0.7, p2 = 0.2 and p3 = 0.1.

Isotropic Symmetric top Fully asymmetric

S2
MF τMF (ps) S2

MF τMF (ps) S2
MF τMF (ps)

2-state jump
0.82 612 0.56± 0.24 1, 368± 709 0.52± 0.29 1, 840± 1, 181

p1 = p2

3-state jump
0.16 319 0.16± 0.01 331± 21 0.17± 0.00 329± 20

p1 = p2 = p3

rotation 0.12 4.5 0.12± 0.00 4.7± 0.0 0.11± 0.00 4.9± 0.0

wobbling 0.83 340 0.83± 0.00 348± 27 0.83± 0.00 351± 27

3-state jump
0.43 153 0.43± 0.11 188± 117 0.42± 0.12 186± 169

p1 6= p2 6= p3

parameters obtained in the isotropic tumbling case, and show large deviations depending on

the orientation in the diffusion tensor frame (Table 4.2, bottom).

These simulations suggest that the factorization of the global tumbling correlation func-

tion does not affect the value of the fitted parameters in the presence of a diffusing-type of

internal motions (that is diffusion on a cone or wobbling in a cone). When the sampling of the

conformational space is discrete (jump model), the factorization does not affect the value of the

MF fitted parameters when the motion has azymutal symmetry, a strong condition that may

not be met in most cases. This result is in contradiction with results of J.Wand and co-workers

who concluded that the MF correlation function is robust in the 3-state jump model, even if

populations are not equal [219]. A strong difference between our simulations and their study

is the fact that the conclusion of the authors is based only on simulations of the internal cor-

relation function. In this subsection, we did not compare the values of the fitted parameters

with the ones choosen for the simulations such that MF fitted parameters might reproduce

expected ones, as suggested by the authors [219]. The conclusions brought here only concern
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the factorization of the global tumbling correlation function, which in the case of a jump-like

motion without azymutal symmetry in an asymmetric diffusion tensor affects the value of the

fitted parameters. These aspects were not investigated in the original paper [219].

4.4.2 Accuracy of the Model-Free fitted parameters

Here, we will evaluate if the MF order parameter matches the expected one, and if the MF

correlation time reports on the correct time-scales for the internal motions. Based on the

previous conclusions, we will only consider the diffusing-like motions and a jump motion with

azymutal symmetry. In addition, for the sake of simplicity, we will consider that the global

tumbling is isotropic. In this case, we will not simulate the decay associated with the overall

diffusion so that the time-scales of each motion can arbitrarily be set to unity.

4.4.2.1 Jump model

Since we only consider azymutal symmetric motion, we will restrict ourselves here to a 3-state

jump model with equal equilibrium population for each state, and equal exchange rate between

each state. The global tumbling motion is not considered in the simulations so that the exchange

rate will be taken equal to kex = 1a.u. without loss of generality. In addition, we will consider

the case where the interaction frame is not necessarily aligned with the rotamer frame (i.e. the

frame undergoing the jump motions), and is oriented with Euler angles ΩR,i = {ϕR,i, θR,i} in

the rotamer frame. The correlation function is then written as:

C(t) =
∑
b

∑
c,c′

∑
α,β

∑
n

√
pαpβX̃

(n)
α X̃

(n)
β eλnt×

D(2)∗
b,c (ΩJ,Rα)D(2)

b,c′(ΩJ,Rβ )D(2)∗
c,0 (ΩR,i)D(2)

c,0 (ΩR,i),
(4.71)

which is can be compacted into:

C(t) =
∑
α,β

∑
n

√
pαpβX̃

(n)
α X̃

(n)
β eλntP2(cos θiα,iβ ), (4.72)

where θiα,iβ is the angle between the interaction-i main axis in rotamers α and β. We will

compare the expected and fitted MF order parameter and correlation time as a function of the

angles ϕR,i and θR,i. First, we can show that the expected correlation time is independent from
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the internal geometry of the system:

τMF = 1
1− S2

∑
n>0

∑
α,β

−1
λn

√
pαpβX̃

(n)
α X̃

(n)
β P2(cos θiα,iβ ). (4.73)

In this particular case where all populations are equal, the eigenvalues λn, n > 0 are degenerate

and equal to −3kex such that:

τMF = 1
3kex

1
1− S2

∑
n>0

∑
α,β

√
pαpβX̃

(n)
α X̃

(n)
β P2(cos θiα,iβ ). (4.74)

The sum over the variable n can be extended to n = 0, provided the order parameter is

then substracted (the element of the sum evaluated for n = 0 equals the order parameter, see

section 4.3.2):

τMF = 1
3kex

1
1− S2

∑
n

∑
α,β

√
pαpβX̃

(n)
α X̃

(n)
β P2(cos θiα,iβ )− S2

 . (4.75)

We can now recognize that the sum equals the correlation function at t = 0, which, for auto-

correlation of internal motions, equals to 1, such that we finally obtain:

τMF = 1
3kex

. (4.76)

In the case presented here, the MF correlation time is equal to 1/3 a.u..

Simulating and fitting 400 different correlation functions calculated for 20 angles ϕR,i and

θR,i varying from 0 to π/2 leads to a fitted MF correlation time of τFex = 0.33±
(
4.9× 10−7) a.u.

(average and standard deviation calculated for the 400 cases), which is in perfect agreement

with the expected correlation time, and is indeed independent from the internal geometry. This

result shows that the MF correlation function can accurately report on the exchange rate of an

azymutal symmetric jump motion. It can also perfectly reproduce the expected order parameter

(Fig. 4.7a). However, its value strongly depends on the orientation of the interaction frame in

the rotamer frame (Fig. 4.7b). Indeed, it does not report on the amplitude of motions of the

bond undergoing the jumps, but on the amplitude of motions of the interaction frame, bound

to the jumping frame. Note that in the simple case presented here, the interaction frame is

fixed in the rotamer frame such that a change of jump frame can lead to ΩR,i = {0, 0}. When

other motions are involved, this might not be possible.
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Figure 4.7: Comparison between the expected and fitted MF order parameters in the case of a 3-
state jump model with azymutal symmetry. a) Correlation plot between the expected (Eq. 4.34)
and fitted order parameters for different Euler angles ΩR,i = {ϕR,i, θR,i} orienting the interaction
frame in the rotamer frame. The dash line is shown as a guide for perfect equality between the
two order parameters. b) Contour plot of the expected order parameter as a function of the
Euler angles orienting the interaction frame in the rotamer frame ΩR,i = {ϕR,i, θR,i}.

4.4.2.2 Methyl rotation

Here, we will consider the diffusion on a cone motion, applied to methyl group rotation around

the C-C symmetry axis. The restriction to this particular moiety is not strongly limitting: this

model does not apply to other common chemical bond motions in biomolecules which are a

priori better modeled with the wobbling in a cone type of correlation functions. Following the

approach presented for the jump motion, we will consider the overall tumbling to be isotropic

and it will not be simulated. The diffusion constant for rotation on the cone will be taken equal

to Drot = 1a.u., and the angle between the C-C and C-H bonds is βcone = 109.47 deg. We can

calculate the correlation function for motions of the C-H and H-H dipolar interactions:

CCH(t) =
2∑

b=−2
e−b

2Drott [db,0(βcone)]2 ,

CHH(t) = 1
4
(
1 + 3e−4Drott

)
= 1

4 +
(

1− 1
4

)
e−4Drott,

(4.77)

where we have used the fact that the H-H and C-C bond are orthogonal to write CHH . As can

be seen in Eq. 4.77, the correlation function for H-H motions is already written in the form of

a MF type of correlation function, with order parameter 1/4 and correlation time 1/(4Drot).

Nor surprisingly, it is perfectly fitted with a MF correlation function, and the fitted parameters
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correspond to the expected ones (Fig. 4.8a). However, a single exponential decay does not

perfectly reproduce the simulated correlation function for C-H motions (Fig. 4.8b). The order

parameter is slightly overestimated and the correlation time underestimated by 20%. The

methyl-group order parameter is well-described for each type of possible interactions, and is

usually not fitted. Critically however, a unique motion (the rotation of a methyl group) leads

to two distinct correlation times depending on whether C-H or H-H motions are probed. These

results show that:

• since order parameters for methyl-groups rotation are of little interest and usually never

fitted, an MF correlation function can be used to model methyl group rotation. The fitted

correlation time is underestimated, but the order of magnitude will be correct.

• for the analysis of methyl-groups relaxation properties, a single MF spectral density func-

tion can not be used for C-H and H-H dipolar interactions associated spectral density

functions. A scaling factor of 2 has to be applied to the correlation time for C-H motions.

• the analysis of MF correlation time for methyl rotation can easily be interpreted to extract

the diffusion constant for methyl rotation.

0 1 2 3

Simulated

4 5

0.3

0.4

0.5

0.6

0.7

0.8

0.9

C
H
H
(t)

1.0
a)

Drot x t

H-H auto-correlation

0 1 2 3

Simulated

4 5

0.2

0.4

0.6

0.8

C
C
H
(t)

1.0
b)

Drot x t

C-H auto-correlation

MF fitMF fit

Expected
0.25 0.25
0.25 0.25

Fitted
S2

Drot x τ

Expected
0.11 0.13
0.50 0.40

Fitted
S2

Drot x τ

Figure 4.8: Correlation function for methyl group rotation. Auto-correlation function for H-H
(a) and C-H (b) motions. Simulated correlation function are shown in blue, and MF fit in
dash orange. The correlation functions are shown as a function of Drot × t such that they are
independent of the diffusion constant Drot. The expected and fitted MF parameters are shown
on each pannel.
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4.4.2.3 Wobbling in a cone

We now turn to the last internal motion considered in this section: diffusion in a cone. Again,

and without loss of generality, the diffusion constant will be supposed to be equal toDW = 1a.u..

We will only consider cone semi-angle opening lower than π/3 which covers most of the bond

motions in folded biomolecules.

Interaction frame aligned with the diffusing frame We first consider the simpler case

where the interaction frame is the diffusing frame. The correlation function simulated here is

written as:

C(t) = 1
1− µcone

2∑
b=−2

∑
n

[
Inb,0(βcone)

]2
Hb,n(µcone)

e−DW νb,n(νb,n+1)t, (4.78)

using the same notations as in section 4.3.4. Fitting the simulated correlation functions repro-

duces well the expected values for the order parameter and correlation time for cone semi-angle

opening lower than 30 deg (Fig. 4.9). The agreement between the expected and fitted order pa-

rameter is still satisfactory for larger cone opening, and the correlation time can still report on

the order of magnitude for the time scale of motion, provided the dependence in cone semi-angle

opening is taken into account (see y-scale in Fig. 4.9b).
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Figure 4.9: Order parameter (a) and correlation time (b) as a function of the cone semi-angle
opening for an interaction frame undergoing a wobbling in a cone type of motion. The expected
values are shown as a solid blue line and the fitted ones as a dashed orange line.

Interaction frame not aligned with the diffusing frame In the case where the in-

teraction frame is not aligned with the diffusing frame but is oriented with Euler angles



4.4. Comparison with Model-Free correlation functions 149

ΩSF,i = {ϕSF,i, θSF,i}, the correlation function reads:

C(t) = 1
1− µcone

2∑
b=−2

2∑
c=−2

∑
n

[
Inb,c(βcone)

]2
Hb−c,n(µcone)

e−DW νb−c,n(νb−c,n+1)t [dc,0(θSF,i)]2 , (4.79)

which is independent from the first Euler angle ϕSF,i. The expected order parameters and

correlation time are well reproduced by the MF correlation function (Fig. 4.10). For large cone

semi-angle opening (βcone = 60deg), a small deviation in the order parameter is observed, and

the correlation time still reports on the order of magnitude of the time-scales involved with a

systematic error lower than 10%. It can also be noted that while the order parameter shows a

dependence in Euler angle θSF,i, the correlation time has only a small dependence in internal

geometry.
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Figure 4.10: Order parameter (a) and correlation time (b) as a function of the cone semi-angle
opening for an interaction frame attached to a frame diffusing in a cone. The expected values
are shown in solid lines and the fitted ones in dash lines. Calculations were performed for 4
cone semi-angles opening.

4.4.3 Model-Free in the presence of uncorrelated motions

Motions in biomolecules can be far more complex than the superposition of one of the afor-

mentioned internal motions and global tumbling. We will investigate here to what extend MF

correlation functions accurately report on order parameters and correlation times for the mo-

tions involved. Instead of fitting simulated correlation functions, we will here calculate and fit

relaxation rates for a 13C1H2H2 methyl group of a valine in a protein. We will only consider car-

bon longitudinal and transverse auto-relaxation rates, as well as the 13C-1H DD cross-relaxation
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rate, at magnetic fields of 9.4, 14.1, 18.8, 23.5 and 28.2T. Equations for the relaxation rates can

be found in AppendixC.3. The 13C-CSA is supposed to be axially symmetric with value 20 ppm.

4.4.3.1 Method

The protein will be suposed to tumble isotropically, with a global tumbling correlation time of

τc = 10ns. The methyl rotation is included, with a diffusion coefficient Drot = 5× 1010 s−1 and

a cone opening for the rotation of βCCH = 70.53 deg. We will first consider only one additional

internal motion, and the three following cases will be simulated:

• a wobbling in a cone motion, with cone semi-angle opening of βcone = 15deg and diffusion

cofficient DW = 107 s−1;

• a 3-state rotamer exchange motion with azymutal symmetry and exchange rate between

each state equal to kex = 1/3× 109 s−1;

• a 3-state rotamer exchange motion with same geometric parameters, but with p1 = 0.7,

p2 = 0.2 and p3 = 0.1 (the state labelling is irrelevant since the global tumbling is isotropic)

and kij = 1/3× 109 s−1, i < j.

The spectral density functions for the C-H and C-C auto-correlation when the wobbling is

included are:

JWCH(ω) = 2
5

2∑
b=−2

2∑
c=−2

∑
n

τWb,c,n
1 + (ωτWb,c,n)2

1
1− µcone

[
Inb,c(βcone)

]2
Hb−c,n(µcone)

[dc,0(βCCH)]2 ,

JWCC(ω) = 2
5

2∑
b=−2

∑
n

τWb,0,n
1 + (ωτWb,0,n)2

1
1− µcone

[
Inb,0(βcone)

]2
Hb,n(µcone)

(4.80)

and when the rotamer exchange is included:

J ExCH(ω) =2
5

2∑
b=−2

2∑
c=−2

∑
α,β

2∑
n=0

τExb,c,n
1 + (ωτExb,c,n)2

√
pαpβX̃

(n)
α X̃

(n)
β D

(2)∗
b,c (ΩJ,Rα)D(2)

b,c (ΩJ,Rβ )×

[dc,0(βCCH)]2 ,

J ExCC (ω) =2
5

2∑
b=−2

∑
α,β

2∑
n=0

τExb,0,n
1 + (ωτExb,0,n)2

√
pαpβX̃

(n)
α X̃

(n)
β D

(2)∗
b,0 (ΩJ,Rα)D(2)

b,0 (ΩJ,Rβ ),

(4.81)
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with the same notations as above and:

(τWb,c,n)−1 = τ−1
c +DW νb−c,n(νb−c,n + 1) + c2Drot,

(τExb,c,n)−1 = τ−1
c − λn + c2Drot.

(4.82)

When three motions are included, we will consider that the wobbling affects the rotamer

frame which exchanges between 3-states. The same parameters as before will be used such that

two cases will be distinguished (exchange with or without azymutal symmetry), except that

the coefficient for diffusion in a cone will be increased to D′W = 108 s−1. The spectral density

functions are written:

J Ex,WCH (ω) =2
5
∑
b,c,d

∑
α,β

2∑
n=0

∑
m

τn,mb,c,d

1 + (ωτn,mb,c,d)2
√
pαpβX̃

(n)
α X̃

(n)
β

1
1− µcone

[
Imc,d(βcone)

]2
Hc−d,m(µcone)

×

D(2)∗
b,c (ΩJ,Rα)D(2)

b,c (ΩJ,Rβ ) [dd,0(βCCH)]2 ,

J Ex,WCC (ω) =2
5
∑
b,c

∑
α,β

2∑
n=0

∑
m

τn,mb,c,0
1 + (ωτn,mb,c,0)2

√
pαpβX̃

(n)
α X̃

(n)
β

1
1− µcone

[
Imc,0(βcone)

]2
Hc,m(µcone)

×

D(2)∗
b,c (ΩJ,Rα)D(2)

b,c (ΩJ,Rβ ),

(4.83)

with:

(τn,mb,c,d)
−1 = τ−1

c − λn +D′W νc−d,m(νc−d,m + 1) + d2Drot. (4.84)

A Markov-Chain Monte-Carlo (MCMC) analysis is used to obtain MF [15] and EMF

[74] parameters for the internal motions. The associated following spectral density functions

are [15, 74, 130, 21]:

JMF
CH (ω) =2

5S
2
m

(
S2 τc

1 + (ωτc)2 + (1− S2) τ ′i
1 + (ωτ ′i)2

)

+ 2
5(1− S2

m)
(
S2 τ ′m

1 + (ωτ ′m)2 + (1− S2) τ ′′i
1 + (ωτ ′′i )2

)
,

JMF
CC (ω) =2

5

(
S2
MF

τc
1 + (ωτc)2 + (1− S2

MF ) τ ′i
1 + (ωτ ′i)2

)
,

(4.85)
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Table 4.3: Values of MF parameters obtained from fitting carbon-13 longitudinal and transverse
relaxation rates and 13C-1H DD cross-relaxation rates at 5 different fields compared with the
expected parameters for a 13C1H2H2 methyl group on a protein with isotropic global tumbling
correlation time τc = 10ns, undergoing rotation and one of the 3 considered motions. The error
is obtained from the parameters distribution following the MCMC analysis of the simulated
relaxation rates.

S2 τi (ns) τm (ps)

expected fitted expected fitted expected fitted

C-C wobbling 0.90 0.87± 0.04 1.96 4.75± 3.03 10.0 10.1± 0.24

Symmetric jump 0.17 0.17± 0.01 1.00 1.02± 0.13 10.0 9.89± 0.35

Asymmetric jump 0.43 0.43± 0.03 1.84 1.82± 0.38 10.0 9.94± 0.34

J EMF
CH (ω) =2

5S
2
m

(
S2

1S2
2

τc
1 + (ωτc)2 + (1− S2

1 ) τ ′1
1 + (ωτ ′1)2 + S2

1 (1− S2
2 ) τ ′2

1 + (ωτ ′2)2

)
2
5(1− S2

m)
(
S2

1S2
2

τ ′m
1 + (ωτ ′m)2 + (1− S2

1 ) τ ′′1
1 + (ωτ ′′1 )2 +

S2
1 (1− S2

2 ) τ ′′2
1 + (ωτ ′′2 )2

)
,

J EMF
CC (ω) =2

5

(
S2

1S2
2

τc
1 + (ωτc)2 + (1− S2

1 ) τ ′1
1 + (ωτ ′1)2 + S2

1 (1− S2
2 ) τ ′2

1 + (ωτ ′2)2

)
,

(4.86)

where Sm = P2(cosβCCH) is the methyl rotation order parameter, S is the order parameter

associated to the correlation time τi in the MF, S1 (respectively S2) is the order parameter for

the motion associated to the correlation time τ1 (respectively τ2), and τ ′−1
k = τ−1

c + τ−1
k and

τ ′′−1
k = τ−1

c + τ−1
m + τ−1

k with k = i, 1, 2,m. The MCMC is performed using the emcee Python

library [170] with 15 chains of 15,000 steps (only the last 10,000 are kept for analysis). The

error for the calculated relaxation rates is set to 5% of their value.

4.4.3.2 Model Free and two internal motions

In the case where only one additional internal motion is considered, on top of the methyl rota-

tion, the MF spectral density function can perfectly fit the simulated relaxation rates (Appendix

Fig. F.3). The comparison of the MF fitted and expected parameters (Table 4.3) shows that the

fitted order parameters and correlation times are in very good agreement with the expected

values. Among the MF parameters, the order parameter is of particular interest since it can

be used to calculate conformational entropy [23, 24], heat capacity [213] or changes in entropy
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upon binding of a drug for example [214, 212]. Thus, a MF analysis of 13C1H2H2 methyl groups

relaxation rates undergoing rotation and one additional motion on top of an isotropic overall

tumbling can a priori still report accurately on the thermodynamic properties.

4.4.3.3 Model Free and three internal motions

We will here investigate the case where the methyl group of a Valine side-chain still undergoes

a rotation around the Cβ-Cγ1 bond, but two additional internal motions are considered: the

wobbling of the Cβ-Cγ1 bond (with a diffusion constant 10 times higher than in the previous

section) and the rotamer exchange between each rotamer positions. Relaxation rates are fitted

using the MF [15] and EMF [74] correlation functions (Appendix Fig. F.4). The EMF correla-

tion function better reproduces the simulated relaxation rates than the MF correlation function.

The fitted correlation time for methyl rotation perfectly reproduces the correlation time

obtained when only one additional internal motion was considered (compare Table 4.3 and Ta-

ble 4.4). Since the Cβ-Cγ1 wobbling diffusion coefficient was increased by a factor 10, this

suggests the fitted value for the correlation time of methyl-rotation is independent from the

time-scale of the other motions. This is consistent with the variations of τm that do not exceed

0.1 ps when the diffusion coefficient for wobbling is changed over 4 orders of magnitude (Ap-

pendix Fig. F.5e,k).

When analyzing relaxation data with the EMF spectral density function [74], we can

wonder if the two sets of fitted order parameters and correlation times can report on the motions

involved, that is wether each of them can be associated to one particular motion. With the

new diffusion constant for wobbling, the associated expected correlation time is 197 ps, which

is in the same order of magnitude as the fitted correlation time τ2, while τ1 can correspond to

the correlation time for rotamer jumps (compare Table 4.3 and Table 4.4). However, the fitted

correlation times τ1 and τ2 show negligeable variations when the wobbling diffusion coefficient

spans 4 orders of magnitude (Appendix Fig. F.5) which suggest that neither of them report

on this motion. This is likely due to the fact that for the chosen cone semi-angle opening, the

contribution of the wobbling to relaxation is small compared to the rotamer exchange (Fig. 4.6).

Critically, the fitted order parameters are far from any of the expected ones (compare Table 4.3

and Table 4.4) which also indicates the the EMF correlation function does not allow to identify
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Table 4.4: Values of EMF parameters obtained from fitting 13C longitudinal and transverse re-
laxation rates and 13C-1H DD cross-relaxation rates at 5 different fields for a 13C1H2H2 methyl
group on a protein with isotropic global tumbling correlation time τc = 10ns, undergoing rota-
tion, wobbling of the C-C bond holding the methyl group, and a rotamer exchange process with
azymutal or non-azymutal symmetry. The error is obtained from the parameters distribution
following the MCMC analysis of the simulated relaxation rates.

S2
1 τ1 (ns) S2

2 τ2 (ps) τm (ps)

Symmetric jump 0.64± 0.24 2.39± 1.56 0.18± 0.15 703± 185 10.1± 0.42

Asymmetric jump 0.54± 0.10 3.42± 1.07 0.62± 0.11 656± 238 10.2± 0.39

the parameters describing each motions individually.

4.4.4 Conclusion

In this section, we have shown that the MF correlation function reproduces the accurate correla-

tion function for the models considered here. When two internal motions are considered, on top

of an isotropic overall tumbling, fitted MF parameters agree well with the expected ones. Devi-

ations are noticed in three cases. (1)The methyl rotation seems to be ill-characterized by a MF

correlation function, but fitted correlation times still report correctly on the order of magnitude

for the time-scales involved. However, the value of the MF correlation time for rotation depends

on wether C-H or H-H correlation are probed (that is depending on wheter carbon or proton

relaxation rates are analyzed). If such correlations are analyzed together, the spectral density

function has to be adapted to each correlation. (2)When more than two internal motions are

considered, the deconvolution of each contribution to the relaxation rates is not trivial from

fitted EMF parameters as each individual parameters can not be assigned to one particular

motion. (3)When the overall tumbling is not isotropic, which concerns the large majority of

biomolecules, the MF correlation function miss-characterizes rotamer exchange processes which

do not have azymutal symmetry. This condition on the symmetry property of the exchange is

very strong and is unlikely to hold often, so that MF-type of correlation functions might lead

to a miss-characterization of rotamer-jump processes that, when present, mostly dominate the

relaxation of side-chains (see previous section).
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4.5 Correlation functions in the presence of correlated internal

motions

So far, correlation functions were written assuming statistical independence between each mo-

tions. In the case of methyl groups in aliphatic side-chains, it is relatively easy to imagine

that the methyl rotation or C-C wobbling depend on the rotameric state. Here, we present the

correlation functions for correlated rotamer jumps and methyl rotation. This section is based

on the treatment of correlated overal tumbling and rotamer jumps which was initially presented

in the late 2000s [111, 173].

4.5.1 Analytical treatment for correlated rotamer jumps and methyl rotation

We will treat the case where a methyl group jumps between rotameric states with different

rotation properties in each of them. The correlation function is:

Ci,j(t) =1
5

5∑
κ=1

2∑
a,a′=−2

2∑
b,b′=−2

2∑
c,c′=−2

aκ,aaκ,a′e
−EκtD(2)∗

a,b (ΩD,J)D(2)
a′,b′(ΩD,J)×

〈D(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉D(2)∗
c,0 (ΩSF,i)D(2)

c′,0(ΩSF,j),

(4.87)

where the same notations as above have been used. The correlation function for overall tumbling

is already expanded as presented in the previous sections. In the Euler angle set ΩJ,SF =

{ϕJ,SF , θJ,SF , φJ,SF }, ϕJ,SF orients the jump frame in the direction of the populated rotamer

and is thus time dependent, θJ,SF rotates the jump frame to align it on the rotamer frame

(which was introduced in the previous sections), and φJ,SF rotates the resulting frame to align

its x-axis along the direction of one C-H bond and is thus time dependent. The ensemble average

can be expressed:

〈D(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉 =
∑
α,β

peqα 〈D
(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉βα, (4.88)

where the sums run over all accessible states, and the notation 〈···〉βα indicates that the ensemble

average is calculated with initial state α and final state β. It can be calculated as follows:

〈· · ·〉βα =
∫ 2π

0
dφ0

∫ 2π

0
dφp(φ0)D(2)∗

b,c ({ϕJ,SFα , θJ,SFα , φ0})×

p({ϕJ,SFβ , θJ,SFβ , φ}, t|{ϕJ,SFα , θJ,SFα , φ0}, 0)D(2)
b′,c′({ϕJ,SFβ , θJ,SFβ , φ}),

(4.89)
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where ϕJ,SFk and θJ,SFk are the values of the Euler angles to transform from the jump frame to

the System Frame (SF) in rotamer k. The probability p(φ0) is:

p(φ0) = 1
2π , (4.90)

and in order to calculate the conditional probability, we will use the notation:

p({ϕJ,SFβ , θJ,SFβ , φ}, t|{ϕJ,SFα , θJ,SFα , φ0}, 0) = p(β, φ, t|α, φ0, 0). (4.91)

The Master equation that solves the conditional probability is a combination of the Master

equations for rotamer exchange and diffusion on a cone:

d

dt
p(β, φ, t|α, φ0, 0) =

N∑
γ=1
Rβγp(γ, φ, t|α, φ0, 0)−Drot,βL

2
rotp(β, φ, t|α, φ0, 0), (4.92)

where Rij are elements of the exchange matrix R (i.e. exchange rate from state j to state i) and

Drot,β is the diffusion constant for diffusion on a cone in state β. We solve Eq. 4.92 by writting

the conditional probability in terms of eigenfunctions of the angular momentum operator L2
rot

(see AppendixF.3):

p(β, φ, t|α, φ0, 0) =
∑
n

1
2πe

in(φ−φ0)cβαn (t), (4.93)

which, after insertion and identification in Eq. 4.92, leads to the following differential equation

for the functions cβαn :

d

dt
cβαn (t) = −Drot,βn

2cβαn (t) +
N∑
γ=1
Rβγcβαn (t). (4.94)

It can be written in matrix form as:

d

dt
Cαn (t) =

N∑
γ=1
Rn,βγCαn (t), (4.95)

where Cαn (t) is a column vector containing the elements cµαn (t) for all states µ and Rn,µν are

elements of the matrix Rn defined as:

Rn,µν =


Rµν µ 6= ν

Rµν − n2Drot,µ µ = ν
. (4.96)
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Similarly to the treatment of rotamer jumps, we define the symmetrized pseudo-exchange matrix

as:

R̃rot,n = R̃ − n2Drot, (4.97)

wherer Drot is a diagonal matrix containing the methyl rotation diffusion coefficient as diagonal

elements, and R̃ is the symmetrized exchange matrix (Eq. F.31). Then, the functions cβαn can

be explicitely written as:

cβαn (t) =

√
peqβ
peqα

N∑
m=1

X̃(n,m)
α X̃

(n,m)
β eλn,mt, (4.98)

where N is the number of states and X̃
(m,n)
ζ is the value ζ of the eigenvector X̃(n,m) for the

symmetrized exchange matrix associated to the eigenvalue λn,m. The ensemble average in

Eq. 4.89 can now be expressed as:

〈· · ·〉βα = 1
2πe

i(bϕJ,SFα−b′ϕJ,SFβ )
db,c(θJ,SFθ)db′,c′(βJ,SFβ )×∑

n

∫ 2π

0
dφ0

∫ 2π

0
dφei(cφ0−c′φ) 1

2πe
in(φ−φ0)cβαn (t)

=δcc′e
i(bϕJ,SFα−b′ϕJ,SFβ )

db,c(θJ,SFα)db′,c(θJ,SFβ )cβαc (t),

(4.99)

which leads to the correlation function for correlated rotamer jumps and methyl rotation:

Ci,j(t) =1
5

5∑
κ=1

2∑
a,a′=−2

2∑
b=−2

∑
α,β

∑
n

aκ,aaκ,a′e
−EκtD(2)∗

a,b (ΩD,SFα)D(2)
a′,b(ΩD,SFβ )×

√
peqα p

eq
β X̃

(b,n)
α X̃

(b,n)
β eλb,ntD(2)∗

b,0 (ΩSF,i)D(2)
b,0 (ΩSF,j).

(4.100)

4.5.2 Effect of correlated motions on relaxation rates

We investigate here how the correlation of motions affects relaxation rates in a 13C1H2H2 methyl

group. We restrict the calculations to a 2-state exchange, with Euler angles for jumps of

{±π/2, βJ,CC , 0}, where βJCC = 76deg is typical for aliphatic carbon chains. The exchange

rate k12 is fixed to k12 = 0.5 × 109 s−1, and k21 is calculated using Eq. F.27 to satisfy the mis-

croscopic reversibility condition. We impose an isotropic overall diffusion tensor with global

tumbling correlation time τc = 25ns. Relaxation rates are calculated for three distributions of

rotamers: p1 = 0.3, p1 = 0.5 and p1 = 0.7. Finally, the population average methyl rotation

diffusion coefficient is set to 1011 s−1, and the difference of diffusion coefficients between the two

states is ∆Drot = 5×1010 s−1, with the highest diffusion coefficient being associated to rotamer
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Figure 4.11: Contribution of correlated rotamer jumps and methyl rotation to relaxation. Mag-
netic field variations of carbon R1 (a), R2 (b) and carbon-proton DD cross-relaxation rate (c)
in a 13C1H2H2 methyl group exchanging between two rotamers states and calculated for three
distributions of populations. Relaxation rates calculated with a unique diffusion coefficient for
methyl rotation are shown in dash, and relaxation rates calculated by considering the correlation
between rotamer jumps and methyl rotation motions are shown in plain lines.

1. We impose an axially symmetric CSA tensor for the 13C nucleus with an anisotropy of 20 ppm.

Transverse relaxation rates calculated with the same properties for methyl rotation in

both rotamers are indistinguishable from the rates where the correlation between motions are

taken into account (Fig. 4.11b). This is due to the fact that the main contribution to these rates

is the CSA, which does not report on methyl rotation. However, longitudinal auto-relaxation

rates (Fig. 4.11a) and DD cross-relaxation rates (Fig. 4.11c) show significant deviations depend-

ing on wether correlated motions are considered or not.
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4.6 Unravelling a CSA rotamer-dependent relaxation mecha-

nism

When we introduced the Bloch-Wangsness-Redfield (BWR) relaxation theory (Chapter 1), we

implicitly assumed that the strengths of the interactions were time independent. Chemical

bonds vibrates in the femtosecond range by a few picometers, so that it is a valid approxi-

mation in the case of the DD interactions between directly bonded nuclei, even if its effective

strength needs to be carefully set [220]. Similarly, bonds vibrations lead to slight variations

in CSA tensors for the nitrogen and carbonyl carbon-13 of peptide planes [221]. In this later

study, S. Tang and D.Case indicate that the use of a scaling factor for the CSA when analyzing

relaxation data is a way to take into account the motional averaging of the CSA tensor. How-

ever, to the best of our knowledge, no study focused on the variations of CSA tensors in protein

side-chains and their effect on relaxation.

Our initial NMR and MD analyses of isoleucine-δ1 methyl groups (Ile-δ1) dynamics in

Ubiquitin showed that isoleucine side-chains undergo instantaneous (that is faster than the

sampling of the MD, i.e. time difference between two saved frames) jumps between different

rotameric states [21], with a retention time of a few nanoseconds in each conformers. For each

of the orientation of the carbon chain, it is reasonable to expect a significantly different CSA

tensor such that the strength of the CSA interaction cannot be considered time-independent on

the timescales of the relaxation. In this section, we show that the difference in CSA between

conformers contributes to relaxation. Then, we calculate the CSA tensors of Ile-δ1 for different

conformation of an isoleucine side-chain in water. We re-analyze our relaxometry data recorded

on Ile-δ1 of Ubiquitin and show that the models of correlation function introduced in the previous

sections can reproduce CSA-DD cross-correlated cross-relaxation rate much better than the

MF analysis (Fig. 3.6a,b). This analysis is performed using results from MD simulations, in

particular to limit the size of the exchange matrix to the sole populated states.

4.6.1 Relaxation with a time-dependent CSA tensor

In this section, we restrict ourselves to the simple case of a methyl group exchanging between two

rotamers in a protein undergoing isotropic overall diffusion with correlation time τc = 25ns.

We asume perfect tetrahedral geometry for the methyl group, and a diffusion coefficient for

the rotation Drot = 5 × 1010 s−1. The set of Euler angles for transformation from the jump
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frame to the rotamer frame is ΩJ,R = {±π/2, βJ , 0} with βJ = 76deg, which is typical for

carbon chains. The carbon CSA tensors is considered axially symmetric and aligned along

the C-C bond of the methyl group. The proton CSA is neglected. We set the exchange rate

from state 1 to 2 to k21 = 0.5 × 109 s−1 and the exchange rate k21 is calculated to satisfy the

microreversibility condition (Eq. F.27) depending on the three situations we consider for the

population of state 1: p1 = 0.3, p1 = 0.5 and p1 = 0.7. Finally, the population average of the

CSA value is set to σav = 18.2 ppm which corresponds to the value of the carbon-δ1 in isoleucine

side-chains determined from cross-correlated cross-relaxation rates [131]. We evaluate the effect

of ∆σ = σ2 − σ1, the difference in CSA between the two states. The individual CSAs are

calculated using:
σ1 = σav − p2∆σ,

σ2 = σav + p1∆σ,
(4.101)

where σi is the value of the CSA in state i. We focus on carbon-R1, carbon-R2 and the carbon

CSA/DD cross-correlated cross-relaxation rates ηz and ηxy in a 13C1H2H2 spin system for a

magnetic field B0 = 14.1T:

R1(13C) =1
4(J (I)

CH(ωH − ωC) + 3J (I)
CH(ωC) + 6J (I)

CH(ωH + ωC))

+ 4
3(J (I)

CD(ωC − ωD) + 3J (I)
CD(ωC) + 6J (I)

CD(ωC + ωD))

+ J (I)
C (ωC),

R2(13C) =1
8(4J (I)

CH(0) + J (I)
CH(ωH − ωC) + 3J (I)

CH(ωC) + 6J (I)
CH(ωH)+

6J (I)
CH(ωH + ωC))

+ 2
3(4J (I)

CD(0) + J (I)
CD(ωC − ωD) + 3J (I)

CD(ωC) + 6J (I)
CD(ωD)+

6J (I)
CD(ωC + ωD))

+ 1
6(4J (I)

C (0) + 3J (I)
C (ωC)),

ηz(13C) =
√

3
2J

(I)
C,CH(ωC),

ηxy(13C) =1
2

√
1
6(4J (I)

C,CH(0) + 3J (I)
C,CH(ωC)),

(4.102)

where the superscript (I) indicates that the strengths of the interactions are included in the

spectral density functions which are written (using the same notations as in the previous sec-



4.6. Unravelling a CSA rotamer-dependent relaxation mechanism 161

tions):

J (I)
CH(ω) =d2

CH

2
5

2∑
a,b=−2

2∑
α,β=1

1∑
n=0

τb,n
1 + (ωτb,n)2

√
pαpβX̃

(n)
α X̃

(n)
β ×

D(2)∗
a,b (ΩJ,Rα)D(2)

a,b(ΩJ,Rβ )db,0(βCCH)2,

J (I)
CD(ω) =d2

CD

2
5

2∑
a,b=−2

2∑
α,β=1

1∑
n=0

τb,n
1 + (ωτb,n)2

√
pαpβX̃

(n)
α X̃

(n)
β ×

D(2)∗
a,b (ΩJ,Rα)D(2)

a,b(ΩJ,Rβ )db,0(βCCH)2,

J (I)
C (ω) =2

3ω
2
C

2
5

2∑
α,β=1

1∑
n=0

σασβ
τ0,n

1 + (ωτ0,n)2
√
pαpβX̃

(n)
α X̃

(n)
β P2(cos θα,β),

J (I)
C,CH(ω) =dCH

√
2
3ωC

2
5P2(cosβCCH)

2∑
α,β=1

1∑
n=0

σα
τ0,n

1 + (ωτ0,n)2
√
pαpβX̃

(n)
α X̃

(n)
β ×

P2(cos θα,β),

(4.103)

where βCCH = 180 − 109.47 = 70.53 deg is the angle between the C-H bond and the methyl

group symmetry axis, θα,β is the angle between the vectors pointing along the directions of the

C-C bonds in rotamers α and β (that is 0 when α = β and 2βCC when α 6= β), and:

τ−1
b,n = τ−1

c − λn + b2Drot, (4.104)

where λn is the nth eigenvalue of the symmetrized exchange matrix (see Section 4.3.2).

The carbon auto-relaxation rates show very small deviations depending on whether

distinct CSA values are considered or not (Fig. 4.12a,b), which most likely arrives from the

relatively small contribution of the CSA (about 1.5% for the carbon-R1 and 5% for the carbon-

R2) compared to the DD interactions. The cross-correlated cross-relaxation rates calculated

with distinct CSA tensors show a linear variation with the difference in anisotropy between the

two states (Fig. 4.12c,d). This can be understood by expanding the spectral density function

for cross-correlation between the carbon-CSA and carbon-proton DD interactions:

J (I)
C,CH(ω) =dCH

√
2
3ωC

2
5P2(cosβCCH)

[
σav

(
τc

1 + (ωτc)2 (p2
1 + p2

2 + 2p1p2P2(cosβJ))

+ 2τ0,1
1 + (ωτ0,1)2 p1p2(1− P2(cosβJ))

)

+∆σp1p2(p1 − p2)(1− P2(cosβJ))
(

τ0,1
1 + (ωτ0,1)2 −

τc
1 + (ωτc)2

)]
,

(4.105)
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Figure 4.12: Highlighting the CSA rotamer-dependent relaxation mechanism. Evolution of the
carbon-R1 (a), carbon-R2 (b), and carbon longitudinal (c) and transverse (d) cross-correlated
cross-relaxation rate for a methyl group exchanging between two rotamer positions as a function
of the difference between the CSA of the two rotamers. Calculations are performed for three
equilibrium position for the state 1 and by either considering a population-averaged CSA value
(dash) or distinct CSA tensors (solid).

where the last line contains the ∆σ-dependent part of the spectral density function and high-

lights the linear variation of the cross-correlated cross-relaxation rates when the difference of

CSA is changed. For the chosen geometry, we have:

dCHP2(cosβCCH) > 0,

1− P2(cosβJ) > 0.
(4.106)

In addition, we have chosen ∆σ = σ2 − σ1 > 0 and:

τ0,1 − τc = −τ2
c

k12 + k21
1 + τc(k12 + k21) < 0,

τ0,1
1 + (ωCτ0,1)2 −

τc
1 + (ωCτc)2 > 0,

(4.107)

such that, when calculations are performed with distinct CSA tensors, ηz increases when p1 > p2
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and decreases otherwise, and since J (I)
C,CH(0) � J

(I)
C,CH(ωC), ηxy decreases when p1 > p2 and

increases otherwise. Finally, when p1 = p2, the ∆σ-dependent term in Eq. 4.105 vanishes and

the cross-correlated cross-relaxation rates are independent of the difference in CSA value be-

tween the two states. In can be noted that the effect of this relaxation mechanism increases with

the magnetic field, as expected for a CSA-dependent relaxation mechanism (Appendix Fig. F.6).

Conclusion In this initial section, we used a simple model to highlight the contribution of

internal dynamics to relaxation when a spin system exchanges between discrete positions with

distinct CSA tensors. In particular, CSA/DD cross-correlated cross-relaxation rates seem to

be affected by this mechanism. These rates were poorly reproduced by our analysis of HRR

data of Ile-δ1 methyl groups of Ubiquitin using an MF-type of correlation function (Fig 3.6

of chapter 3) [19]. We re-analyse these data using the models developped in this chapter to

potentially explain these differences.

4.6.2 Computation of CSA tensors for an isoleucine side-chain

Geometry optimization of the rotamers The conformation of an isoleucine side-chain is

defined by the pair of dihedral angles (χ1, χ2), with χ1 being associated to the Cα-N and Cβ-Cγ1

bonds, and χ2 to the Cα-Cβ and Cγ1-Cδ1 bonds. Both of these dihedral angles can identify 3

staggered conformations, for values expected to be close to 60 deg, 180 deg and 300 deg, thus

leading to 9 possible rotamer states. In order to obtain a structure for the 9 rotamers, an initial

structure of isoleucine in zwitterionic form was optimized with Density Functional Theory

(DFT) methods as implemented in Gaussian 09 Revision A.01 [222]. All DFT calculations were

realized by Diego Carnevale, and I analyzed the results obtained directly from Gaussian. The

B3LYP [223, 224] hybrid functional and 6-311++G(2d,p) Pople basis set were chosen [225], with

solvent effects due to water implicitly taken into account by means of the polarizable continuum

model [226]. The local minimum produced by this geometry optimization resulted in χ1 and

χ2 values of –63.05 and –64.85 deg, respectively. Subsequently, this structure was utilized to

perform a relaxed Potential Energy Surface (PES) scan at the same level of theory by varying

independently the two dihedral angles in steps of 30 deg over 360 deg, so as to generate 144

conformers. The 9 rotamers were thus identified as local minima of the cost function defined

as:

f(χ1, χ2, r) =
√

(χ1,r − χ1)2 + (χ2,r − χ2)2, (4.108)



164 Chapter 4. Models for protein site-specific side-chains dynamics

were χ1,r and χ2,r are the theoretical χ1 and χ2 angles in rotamer r. The values of the χ1

and χ2 angles for the selected structures are reported in Appendix Table F.3. These rotamers

also correspond to local minima of the PES, or are close to local minima, and fall within an

energy window of ca. 10.5 kJ.mol−1 (Appendix Fig. F.7). The global minimum is characterized

by χ1 = 59.88 deg and χ2 = 173.85 deg.

CSA calculation The CSA tensors of the selected rotamers were calculated by means of

the Gauge-Independent Atomic Orbital (GIAO) method [227, 228] at the same level of theory

as for the geometry optimizations. The CSA tensors were then diagonalized to extract the

principal components and orientations of the 3 main axes in the molecular frame, and define

the longitudinal and orthogonal components of the CSA interaction as we decompose the fully

asymmetric CSA tensors into two axially symmetric interactions (see Chapter 1 for more details).

In order to calculate the relaxation rates, the set of Euler angles for the orientation of the CSA

components in the rotamer frame has to be determined. In order to do so, we first defined the

jump frame, as explained in section 4.3.2, with main axis pointing along the Cα-Cβ bond, and

the x-axis defined as:

~xJ =
−−−→
CαN ∧ ~zJ
‖
−−−→
CαN‖

, (4.109)

where −−−→CαN is the vector pointing in the direction of the Cα-N bond, and ~xJ and ~zJ are the

normalized vectors defining the x- and z-axes of the jump frame. From this frame, the Euler

angles ϕJ,R and θJ,R defining the orientation of the rotamer frame in the jump frame can be

calculated, and are reported in the last columns of Appendix Table F.3. In each rotamer frames,

defined after applying transformations of the jump frame with the corresponding Euler angles,

the orientation of the CSA components can be calculated. The amplitude of the CSA compo-

nents and their respective set of Euler angles for orientation in the rotamer frames are given in

Table 4.5.

From these DFT calculations, it is clear that the strength of the CSA interaction de-

pends on which rotamer is populated. In particular, rotamer 9 stands out with longitudinal

and orthogonal components of the CSA tensor that are 15% to 75% lower than the CSA com-

ponents of the other rotamers. Thus, if isoleucine side-chains undergo fast transitions between

rotamers, the amplitude of the interaction is time-dependent. It must be noted that on top

of having different anisotropy of chemical shift, each rotamer have different isotropic chemical

shift, a property that can be used to obtain the distribution of rotamer populations [229].
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Table 4.5: Amplitude (σ) and orientation (Euler angles ϕR,σ and θR,σ) of the longidutinal
(denoted by the subscript ‖) and orthogonal (denoted by the subscript ⊥) components of the
CSA tensor for each rotamers, and isotropic chemical shift referenced against the TMS isotropic
chemical shift. The rotamers are labelled from 1 to 9 (label r)

Longidutinal Orthogonal

r σ‖ (ppm) ϕR,σ‖ (deg) θR,σ‖ (deg) σ⊥ (ppm) ϕR,σ⊥ (deg) θR,σ⊥ (deg) δ(r) (ppm)

1 23.61 103.08 39.66 6.03 163.24 118.11 12.99

2 26.32 253.69 47.17 6.74 157.87 73.93 13.77

3 22.69 226.33 151.17 6.63 166.75 93.24 15.09

4 25.81 176.84 9.59 7.11 100.69 95.61 13.57

5 27.48 166.95 163.57 9.21 97.39 97.41 14.23

6 25.58 172.60 24.43 8.25 229.37 69.59 13.54

7 21.15 156.81 8.15 11.03 156.91 79.80 10.1

8 17.25 248.01 157.41 6.55 131.90 107.37 7.49

9 14.17 138.63 119.87 2.56 220.43 139.87 7.06

CSA tensors were also calculated for TMS using the same level of theory to reference

carbon isotropic chemical shifts as:

δ(r) = δiso(TMS)− δiso(r), (4.110)

where r denotes the rotamer number, δiso is the isotropic chemical shift calculated as the average

of the tensor eigenvalues and δiso(TMS) is the average of the isotropic chemical shift of the 4

carbons of TMS.

4.6.3 Using molecular dynamics simulations to build motional models

An isoleucine side-chain can adopt 9 different conformers, such that analyzing relaxation data

with a jump model would require determining 8 populations and 36 rate constants. We used a

MD simultion to get more insights into the relevant conformations to describe the motions of

isoleucines side-chains in Ubiquitin and decrease the number of free parameters.
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Methods Our collaborators at the Institut de Biologie Physico-Chimique (IBPC) performed

a 1µs MD simulation using the Protein Data Bank (PDB) structure 1UBI of Ubiquitin in

Gromacs 2018.4 [230, 231, 232, 233, 234] and the Amber ff99SB*-ILDN force field [235, 236]

modified with accurate methyl rotation energy barriers [190]. The structure is solvated at

300K and 1 bar in a 65Å box neutralized and enriched with ca. 0.05mol.L−1 NaCl using the

TIP4P/2005 water model. The integration step is 2 fs while the protein coordinates are saved

every 0.5 ps. When building the Ramachandran plots, only frames saved every 10 ps were used.
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Figure 4.13: Priviledged conformations for isoleucine side-chains in Ubiquitin from MD sim-
ulations. Ramachandran plot for isoleucines 30 (a) and 36 (b) where each dots correspond
to one set of angles (χ1, χ2) for a snapshot in the MD trajectory. Histograms of χ1 and χ2
angles are shown on the side of each Ramachandran plots. Each cadrans delimit the 9 rotamers
(numbered from 1 to 9). c) Structure of Ubiquitin (PDB: 1D3Z) showing the buried isoleucine
30 and isoleucine 36 which is closer to the surface. d) Variations of the χ1 and χ2 angles over
the course of the MD trajectory for isoleucine 36. The values for the angles χ1 and χ2 at the
center of each cadrans of the Ramachandran plot are shown with the horizontal red dash lines.
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Analysis of conformer distribution In order to identify the conformation or set of con-

formers the isoleucines of Ubiquitin are sampling during the MD simulation, we computed the

set of angles (χ1, χ2) at each 10 ps interval. We present here the examples of isoleucines 30

and 36 which have very distinct dynamic behaviour as shown by their Ramachandran plots

(Fig. 4.13a,b). Isoleucine 30 (Ile-30) exchanges between one major conformation and a less pop-

ulated conformation (less than 10%). Both conformations have the same χ1 angle. On the

other hand, Ile-36 adopts two majors conformations (the same as Ile-30) that account for 78%

of the whole MD trajectory, and 5 other minor conformations (we neglect rotamers that have

populations lower than 1%). The difference in number of populated states can be explained

by the position of the two residues in the structure (Fig 4.13c): Ile-30 is buried and faces the

β-sheet, leading to restriction on the angle χ1; on the contrary, Ile-36 is in the α1-β3 loop

with a prefered orientation toward the hydrophobic core constraining the value of χ1 to a value

close to 300 deg but with other accessible states with a different χ1, where the side chain points

towards the surface, are possible. The distributions of rotamers for all Ile residues in the MD

trajectory are given in Appendix Table F.4 and the histograms in Appendix Fig. F.8. It is worth

noticing that the transition between each states is faster than 0.5 ps (Fig. 4.13d), except between

rotamers 3 and 6 for Ile-36 for which intermediate states can be detected. This suggests that

a model of instantaneous jumps between discrete states as presented in the previous sections is

suitable to describe the motions of the C-C bonds of isoleucine side-chains in Ubiquitin.

The widths of the distribution of χ1 and χ2 angles indicate that the C-C bonds also

undergo libration motions around their equilibrium positions. Modeling these motions could

potentially be achieved with the wobbling in a cone model, although we noticed that the full

cone surface is not sampled (see Fig. 4.5). In addition to considerably complexify the correlation

functions, doing so would add four unknown parameters (two cone semi-angles opening and two

diffusion constants) for each populated rotamers. Extracting these parameters from relaxation

data only, on top of exchange rates and populations of the rotamers, seems an impossible task.

Using the result from section 4.3.5, we will neglect these motions in the analysis of HRR data.

For all isoleucines, the rotamer with lowest CSA (rotamer 9) is observed during the

MD trajectory, while other states with larger CSA values are populated as well (Appendix

Table F.4). The exchange between these states will thus contribute to relaxation through the

correlation between the CSA tensors of each rotamer state. Before analyzing the relaxation

data, we can calculate the expected chemical shifts of the isoleucine residues using the DFT
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results and the population of the rotamers from the MD simulation as:

δMD(Ile) =
9∑
r=1

p(r, Ile)δ(r), (4.111)

where the sum runs over each rotamer states, p(r, Ile) is the population of rotamer r for the

considered isoleucine and δ(r) is the isotropic chemical shift for rotamer r (Table 4.5). The pre-

dicted and experimental chemical shift obtained from the Biological Magnetic Resonance data

Bank (BMRB) (entry 6466) and referenced against the TMS agree very well with one another.

It must be noted that the experimental chemical shift were shifted by 2.86 ppm compared to

the reported values to have a TMS carbon chemical shift set at 0 [237].
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Figure 4.14: Correlation plot between the experimental and predicted carbon chemical shift of
Ile-δ1 methyl group of Ubiquitin. The slope of the dark line is α = 0.94.

4.6.4 Analysis of relaxation data using explicit models of motions

We present here the results of the analysis of Ile-δ1 methyl groups relaxation data in Ubiquitin.

We first re-analysed backbone nitrogen-15 high-field R1 and R2 and nitrogen-proton σNOE

[17] to obtain an accurate estimate of hydrodynamic properties. The RotDiff analysis [181,

238, 184, 185] indicates that an axially symmetric overall diffusion tensor best reproduces the
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experimental data, with principal values D‖ = 3.99×107 s−1 and D⊥ = 3.39×107 s−1. We used

an axially symmetric model of rotational diffusion in the following analysis.

Ile-30 and Ile-61 In order to first test our approach on systems that can be characterized

with a minimal set of parameters, we primarily focused on isoleucine residues which showed

only two populated rotamers throughout the MD trajectory: Ile-30 and Ile-61. We analyzed

the four carbon R1 and R2, the four DD cross-relaxation rates σNOE recorded at 9.4, 14.1,

18.8 and 22.3T, and the HRR corrected rates using Iterative Correction for the Analysis of

Relaxation Under Shuttling (ICARUS). For these two residues, only 4 parameters need to be

determined, which we did using an MCMC procedure (compared to 6 free parameters in the

initial EMF analysis [21]): the diffusion constant for methyl rotation, which was supposed to be

the same in the two rotamer states, the population of rotamer 6, the logarithm of the exchange

rate from state 6 to 9 and a scaling constant applied to the CSA values (αCSA). This scaling

factor accounts for the difference between experimentally determined and DFT-predicted CSA

tensors [131] which, in our case, can originate from the fact that CSA tensors were computed

for an isoleucine amino acid dissolved in implicit water. The MCMC was performed with 10

chains of 1,500 steps using the emcee Python library [170]. Only the last 1,000 steps of each

MCMC chain were kept for analysis.

Despite the smaller number of free parameters in the model, relaxation rates are well

reproduced by the MCMC procedure for these two residues (Fig. 4.15a,b,d,e). Only σNOE of

Ile-30 are better reproduced with the EMF type of spectral density function (Fig. 4.15b). The

distributions of parameters obtained from the MCMC analysis are well defined (Fig. 4.15g,h). In

particular, the populations p6 are in perfect agreement with the MD simulation. We calculated

the magnetic field evolution of the CSA/DD cross-correlated cross-relaxation rates with the two

models and using the results of the analysis of the carbon R1, R2 and carbon-proton σNOE. For

Ile-30, the agreement between the experimental and predicted values is slightly improved by

the use of an explicit model of motions, and is excellent for Ile-61 (Fig. 4.15c,f).

In order to evaluate the effect of the CSA rotamer-dependent relaxation mechanism,

we analyzed the same relaxation data using the same models of explicit motions, but with a

CSA equal to the population averaged CSA. In this model, the CSA interaction is constant.

The effect on the carbon R1, R2 and carbon-proton σNOE is negligible (Appendix Fig. F.9), in

agreement with the simple case investigated above (Fig. 4.12). Cross-correlated cross-relaxation
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Figure 4.15: Analysis of relaxation rates for Ile-30 and Ile-61 using an explicit model of motion.
Carbon R1 (a and d), R2 and carbon-proton σNOE (b and e), and longitudinal and transverse
cross-correlated cross-relaxation rates (c and f) for Ile-30 (a-c) and Ile-61 (d-f) as a function
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Only carbon R1, R2 and carbon-proton σNOE were used in each analysis while ηz and ηxy were
calculated for validation using the obtained results. Distribution of parameters for the explicit
model of motions for Ile-30 (g) and Ile-61 (h). The mean values of parameters are given on
every panels. Populations obtained from the MD analysis are indicated by the red arrows. The
exchange rate k96 is expressed in s−1.
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rates show slight variations depending on wheter distinct CSAs are considered or not (Appendix

Fig. F.9), in particular ηz which better reproduces experimental data when correlation between

CSA tensors are included in the correlation function.

Table 4.6: Parameters of the explicit model of motions using ICARUS corrected rates with the
EMF spectral density function of MINOTAUR. The exchange rate k96 is expressed in s−1.

Drot (×1010 s−1) p6

Median +σ −σ Median +σ −σ

Ile-30 ICARUS 6.02 0.17 0.18 0.92 0.01 0.00

MINOTAUR 5.87 0.18 0.49 0.92 0.01 0.01

Ile-61 ICARUS 3.23 0.15 0.19 0.82 0.00 0.00

MINOTAUR 3.24 0.06 0.06 0.83 0.00 0.00

log k96 αCSA

Median +σ −σ Median +σ −σ

Ile-30 ICARUS 8.71 0.11 0.08 0.68 0.07 0.07

MINOTAUR 8.75 0.12 0.13 0.66 0.07 0.08

Ile-61 ICARUS 9.18 0.09 0.06 0.80 0.05 0.04

MINOTAUR 9.14 0.04 0.03 0.74 0.03 0.03

This re-analysis of the HRR dataset was performed with ICARUS corrected rates using

the EMF spectral density function. We have shown in the previous sections that the EMF

correlation function can reproduce carbon R1, R2 and carbon-proton σNOE. Thus, we can still

expect to obtain an accurate description of the dynamics from the use of HRR corrected rates

with the EMF type of correlation function. In order to confirm this hypothesis, the intensity

decays and the accurate relaxation rates were analyzed using MINOTAUR. The good agreement

between the parameters determined from the two methods indicates that ICARUS corrected

rates can indeed be used here (Table 4.6). The main difference between the two approaches is

the computational time: one MINOTAUR run for one residue exchanging between two rotamer

positions took ca. 1 hour on a MacBook Pro (2016) with a 2.9GHz Intel Core i5 processor and 4

CPUs while the analysis using reported ICARUS corrected rates took ca 2min. In the following

analysis, we used ICARUS corrected rates in the MCMC procedure.
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Figure 4.16: Analysis of relaxation rates for Ile-3 using a 5-rotamer jump model. Carbon R1
(a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-correlated cross-
relaxation rates (c) as a function of the magnetic field. The results from the EMF analysis are
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Ile-3 Ile-3 is predicted to mainly sample rotamer 4 and 9, while rotamers 1, 2 and 5 have small

populations that account for 10% of the whole trajectory (Appendix Table F.4). The popula-

tion of these later 3 states were set to the values obtained from the MD analysis while we only

considered exchange between rotamer 4 (the most populate state) and the other four. This re-

duction in the number of free parameters in the MCMC procedure relies on the assumption that

NMR relaxation data are mostly sensitive to exchange involving the most populated rotamer.

The carbon R1, R2 and σNOE are well reproduced with a 5-rotamer state exchange model

(Fig. 4.16a,b). Exchange rates are ill-defined except between the two most populated states

(Fig. 4.16d). However, the 5-rotamer state exchange model reproduces the cross-correlated

cross-relaxation rates slightly better than the 2-rotamer state model (Fig. 4.16c and Appendix

Fig. F.10). The population of rotamer 4 obtained from the analysis of the NMR data matches

the one from the MD simulation (which is not the case for the 2-rotamer state rotamer model,

see Appendix Fig. F.10), which might indicate that the well-defined parameters in Fig. 4.16 are
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accurately reporting on the internal dynamics of the portein.
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Figure 4.17: Analysis of relaxation rates for Ile-13 using a 3-rotamer jump model. Carbon R1
(a), R2 and carbon-proton relaxation rates (b) and longitudinal and transverse cross-correlated
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Ile-13 The MD simulation analysis reveals that rotamers 3, 4 and 6 are the main form of

Ile-13, while rotamers 1, 5 and 9 are populated by up to 3% each. For this reason, we initially

analyzed the NMR relaxation data using the 3-rotamer state exchange model. Carbon R1,

R2 and σNOE are well-reprocuded by this model (Fig. 4.17a,b). The exchange rate distributions

obtained from the MCMC analysis are broad but an average value can be identified (Fig. 4.17d).

The populations of rotamer 3 and 4 are well defined but not in the range of the MD trajectory

(0.22 vs 0.12 for p3 and 0.25 vs 0.55 for p4). This might indicate that the sampling in the MD

simulation is not representative of the behaviour of this side-chain and, consequently, that this

analysis using rotamer 3, 4 and 6 to build the model of motions might not correctly describe

the dynamic features of this side chain. However, the agreement between the calculated and

measured cross-correlated cross-relaxation rates is improved compared to the EMF analysis, in

particular for ηxy (Fig. 4.17c). The use of a more complex model of motions involving the 6
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rotamer states does not significantly improve the agreement (Appendix Fig. F.11).
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Figure 4.18: Analysis of relaxation rates for Ile-23 using a 2-rotamer jump model. Carbon R1
(a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-correlated cross-
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Ile-23 According to the MD simulation, Ile-23 exists in 3 rotamer states that differ only by

their χ2 dihedral angle. The population of rotamer 3 is predicted to be very small (3%) so

that we initially analyzed the relaxation data with a 2-rotamer jump model. Carbon R1, R2

and carbon-proton σNOE are nicely reproduced with this model, but calculated ηz and ηxy

still show significant deviations compared to experimental values (Fig. 4.18). The 3-rotamer

exchange model leads to broad distributions of parameters associated to rotamer 3 (population

and exchange rates), and the calculated ηz and ηxy do not better reproduce the measured

rates (Appendix Fig. F.12). The significant difference between the populations of rotamer 6

determined from the NMR data and MD trajectory (0.21 vs 0.06), added to the disagreement

in cross-correlated cross-relaxation rates, can be interpreted as the sign that a conformation of

Ile-23 is not well sampled during the MD trajectory.
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Figure 4.19: Analysis of relaxation rates for Ile-36 using a 7-rotamer jump model. Carbon R1
(a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-correlated cross-
relaxation rates (c) as a function of the magnetic field. The results from the EMF analysis
are shown in dash lines in each panel. Only carbon R1 and carbon-proton σNOE were used in
each analysis while carbon R2, ηz and ηxy were calculated using the obtained results for cross-
validation. d) Distributions of parameters for the explicit model of motions. The mean values
of parameters are given on every panels when relevant. The populations p6 obtained from the
MD analysis is indicated by the red arrow. The exchange rates are expressed in s−1.

Ile-36 Ile-36 is the isoleucine residue sampling the most conformations, with 7 out of the 9

possible conformations being populated in the MD trajectory. Only 2 have populations higher

than 10% such that we fixed the values of the population of the other 5 conformers to their MD

values and we only considered exchange with the most populated state (rotamer 6). Carbon

R1 and σNOE are well reproduce by the 7-rotamer state exchange model (Fig. 4.19a,b). Carbon

R2 are under-estimated using this explicit model of motions which cannot be interpreted as

a sign of fast chemical exchange from the magnetic-field evolution of the difference between
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experimental and calculated rates. This might be indicative of a miss-characterization of the

spectral density function at low frequencies, which could explain the deviations between the

MF and explicit model for carbon R1 at low field. Still, cross-correlated cross-relaxation rates

are correctly predicted from the result of this analysis (Fig. 4.19c). Despite the large number

of free parameters in the MCMC procedure, we can consider that the parameters distribution

are narrow for the majority of them (Fig. 4.19d). The population of rotamer 6 is 10% lower

compared to the MD value. Interestingly, the exchange rates are about one order of magnitude

lower than the exchange rates obtained for the other residues. It can be noted that a 2-rotamer

state jump model (between rotamer 6 and 9) does not correctly reproduce carbon R2 and σNOE

(Appendix Fig. F.13), showing that the collected relaxation rates are particularly sensitivite to

the presence of rotamers with small populations.
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Figure 4.20: Analysis of relaxation rates for Ile-44 using a 3-rotamer jump model. Carbon R1
(a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-correlated cross-
relaxation rates (c) as a function of the magnetic field. The results from the EMF analysis
are shown in dash lines in each panel. Only carbon R1 and carbon-proton σNOE were used in
each analysis while carbon R2, ηz and ηxy were calculated using the obtained results for cross-
validation. d) Distributions of parameters for the explicit model of motions. The mean values
of parameters are given on every panels when relevant. The populations p6 obtained from the
MD analysis is indicated by the red arrow. The exchange rates are expressed in s−1.
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Ile-44 In the case of Ile-44, carbon R2 cannot be used in the analysis due to chemical exchange

contributions (Appendix Fig. E.1) [21]. For this reason, the CSA factor was fixed to αCSA = 0.8,

in the range of the values found for the other isoleucines and in the litterature [131]. When

analyzing carbon R1 and carbon-proton σNOE, distributions of the population for rotamer 3 is

ill-defined. We fixed it to the value given by the MD trajectory (11%). The carbon R1 and

carbon-proton σNOE are not well reproduced by the chosen model of motion (Fig. 4.20a,b). In

particular, low-fields R1 deviations are indivative of miss-characterization of motions with time-

scales in the low nanosecond range. This might arise form the fact that this surface-exposed

residue undergoes significant libration motions of its C-C bonds, as suggested by the large χ1

distribution (Appendix Fig. F.8). On the other hand, ηz and ηxy are better reproduced by

this model of motions while carbon R2 show a clear contribution from chemical exchange, in

agreement with our previous study (Fig. 4.20b,c). Parameters distributions obtained from the

MCMC procedure are broad (Fig. 4.20d), but an averaged value can still be identified for the

population of rotamer 6, and is in good agreement with the MD value (51% for NMR vs 57%

for MD). In addition, the diffusion constant for methyl rotation is one order of magnitude larger

than for the other residues, which is consistent with the fact that Ile-44 methyl rotation is not

hindered by the proximity of other atoms of the protein.

Discussion In this section, we have re-analyzed the HRR data recorded on Ile-δ1 methyl-

groups of Ubiquitin using explicit models of motions introduced in the previous sections, and

results from MD simulations and DFT calculations. Overall, all relaxation rates used in the

MCMC procedure are nicely reproduced. Parameters distributions can be broad and sometimes

ill-defined, but these often can be rationalized by the presence of rotamer states with a small

populations. Rotamer populations obtained from the analysis of the NMR relaxation rates are

in good agreement with the MD values for 4 out of the 7 isoleucine residues (3, 30, 44 and 61).

In addition to the potential miss-sampling in MD simulation, the differences observed for the

remaining 3 can be explained by the fact that DFT calculations were performed for an isoleucine

in water and CSA tensors were transposed to isoleucine residues in the protein, neglecting the

effects of all nearby nuclei. The scaling factor αCSA was introduced to account for these effects,

under the assumptions that the relative difference in CSA values between each states remained

the same and that the orientations of the CSA tensors was unchanged. These two hypotheses

need to be validated by computing the CSA tensors on the whole Ubiquitin. Rotamer popu-

lations for isoleucine side-chains in Ubiquitin have been determined from two other methods:

scalar coupling constants, leading to χ1 populations [239], and chemical shifts, giving χ1 and
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χ2 distributions [229]. Our combined NMR and MD analysis is in good agreement with the

χ1 distributions obtained from scalar couplings measurements but significantly differs from the

results of chemical shifts, except for Ile-3 (Table 4.7). The reason for the differences between

the 3 studies needs to be investigated.

Table 4.7: Populations of χ1 angles determined from the combined analysis of NMR relaxation
and MD trajectory (this study), scalar coupling constants (SC) [239] and chemical shifts (CS)
[229].

χ1 = 60deg χ1 = 180 deg χ1 = 300 deg

Ile NMR + MD SC CS NMR + MD SC CS NMR + MD SC CS

3 0.84 0.47 0.88 0.05 0.21 0.07 0.11 0.32 0.05

13 0.22 0.24 0.34 0.0 0.01 0.0 0.78 0.75 0.66

23 0.0 0.04 0.12 0.0 0.07 0.0 1.0 0.89 0.88

30 0.0 0.0 0.04 0.0 0.01 0.0 1.0 0.99 0.96

36 0.08 0.0 0.32 0.13 0.10 0.03 0.79 0.90 0.65

44 0.0 0.03 0.14 0.0 0.06 0.02 1.0 0.91 0.84

61 0.0 0.01 0.18 0.0 0.01 0.0 1.0 0.98 0.82

The calculated CSA-DD cross-correlated cross-relaxation rates ηz and ηxy using the pa-

rameters obtained from the MCMC procedure are in good agreement with the experimental

data, and much better than in our initial MF analysis. This further suggests that side-chain

motions cannot be accurately modeled using MF type of correlation functions. Among the

rates that were collected, proton R1 have not yet been considered. Systematic deviations were

observed for these rates in our MF analysis and assigned to the contribution of DD with neigh-

boring deuterium nuclei [19]. These deviations are still present in the analysis presented here

(Fig. 4.21), and considering nearby deuterium nuclei might lead to a better correlation between

calculated and measured rates. The framework presented here to build the spectral density

function can better model the interaction between the methyl group and these nuclei compared

to the MF.

We have shown in the previous sections that MF correlation function to account for

methyl rotation can lead to miss-characterization of the methyl rotation diffusion coefficient
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(Fig. 4.8). However, calculated correlation time according to:

τback
m = 1

1− S2
m

2∑
b=−2
b 6=0

1
b2Drot

[db,0(βCCH)]2 , (4.112)

correlates well with the MF-determined correlation time for most of the isoleucine residues

(Fig. 4.22a). Similarly, the squared order parameters determined from the two approaches are

in good agreement (Fig. 4.22b). The expected squared order parameter is calculated as:

S2 =
∑
α,β

pαpβP2(cos θα,β) (4.113)

where the sums run over all the accessible states and θα,β is the angle between the Cγ1-Cδ1
bonds in rotamer states α and β. However, this does not relate to an accurate estimate of

the conformational entropy. For isoleucine side-chains, the conformational entropy has been

expressed as a function of the squared order parameter as [24]:

ES
kB

= 2
(
1.95 + 1.55(1− S2)

)
, (4.114)

where the entropy is labeled E to avoid confusion from the squared order parameter and the

subscript S indicates that it is calculated using order parameters. kB is the Boltzmann constant.

Since order parameters correlate well between the two approaches, so does conformational en-

tropy calculated using Eq. 4.114 (blue circles in Fig. 4.22c). The analysis of HRR data presented

here also allows us to calculate the conformational entropy from a model using the population
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of each states:
EP
kB

= −
∑
α

pα log pα, (4.115)

where the subscript P indicates that it is calculated using populations. The two entropies

correlate with one another (orange circles in Fig. 4.22c), but the correlation coefficient is far

from unity and equals 0.36. Thus, we cannot rule out the existence of a relationship between MF

squared order parameters and conformational entropy of the form of Eq. 4.114, but this needs to

be revisited. The reason for the disagreement between entropies calculated with Eq. 4.114 and

Eq. 4.115 is unclear but can arise from the fact that the parametrization of Eq. 4.114 was only

based on MD methods. Whether the relationship we find here between ES and EP is correct

and stands for isoleucines residues in other proteins needs to be investigated in order to propose

a correction to Eq. 4.114, or to favor analysis of relaxation data based on explicit models.
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4.7 Conclusion

This chapter started with a review of explicit models of correlation functions to study the

internal dynamics in proteins, with a generalization of the wobbling in a cone model. We also

calculated the correlation function in the case of rotamer jumps and rotamer-dependent methyl

rotation. It must be noted that these models only apply to folded proteins, and potentially

nucleic acids. We evaluated how these correlation functions compare with the MF approach.

We found that the MF correlation function can lead to deviations in order parameters and

correlation times in the case of instantaneous jumps between discrete positions. This suggests

that the analysis of side-chains relaxation data requires explicit models of motions. In the last

part of this chapter we used the models of correlation functions presented above to show that a

relaxation mechanism is associated to the correlation between different CSA tensors of different

rotamer states. We refer to it as the CSA rotamer-dependent relaxation mechanism. Its effects

at high magnetic-fields might not be negligeable. DFT calculations performed on isoleucine

in water show that CSA can vary by up to a factor ca. 2 between different rotamers. We

re-analyzed our relaxation data collected on Ile-δ1 methyl groups of Ubiquitin in combination

with MD simulations, and were able to better reproduce cross-correlated cross-relaxation rates.

Our analysis leaves a number of questions:

• what are the reasons for the differences in rotamer populations obtained from different

methods (MD only, MD and NMR, scalar couplings [239] and chemical shifts [229])? In

our analysis, MD complements the NMR as the MD trajectory is used to constrain the

model, while NMR provides a quantitative description of the dynamics, essentially popu-

lations and kinetics of exchange between rotamer states. Thus, questioning the agreement

between each approach also questions the ability of computational methods (MD and

DFT) to reproduce experimental data.

• what is the reason for the systematic deviation in proton longitudinal relaxation rate? We

hypothesized here that the contribution from neighbouring deuterium nuclei can account

for these deviations. This can be tested using the explicit models of correlation functions

presented in this chapter.

• what is the reason for the systematic deviation in conformational entropy calculated either

using squared order parameters or rotamer populations?

This later question is particularly critical as it has broad implications for the quantitative

investigation of protein thermodynamics. In light of the complexity of the explicit models of
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motions, obtaining an accurate picture of the thermodynamics properties from an MF analysis

seems appealing. Indeed, even if the MF spectral density function does not reproduce cross-

correlated cross-relaxation rates, the order parameters obtained from the analysis of longitudinal

and transverse auto-relaxation rates, and DD cross-relaxation rates are in good agreement with

the calculated order parameters from the analysis with explicit models of motions. This would

suggest that the internal dynamics of isoleucine side-chains in Ubiquitin can still be characterized

using the MF approach, although ηz and ηxy cannot be reproduced. Such conclusion have been

challenged throughout this chapter and surely needs further validation.



General conclusion

During the 3 years of my PhD program, we have challenged the foundations of the relaxation

theory in liquid state NMR based on results obtained from ’exotic’ experiments. The research

we performed constantly referred to the relaxation super-operator (Eq. 1.42). In the first chap-

ter, we presented the basis of the BWR relaxation theory, and how we implemented it in a

Mathematica notebook called RedKite. This tool was essential in order to carry most of the

following projects. These can be summarized in three main axes.

We investigated relaxation properties of two types of spin system in 2F-NMR type of ex-

periments. Methyl groups in Ubiquitin give rise to linewidths narrower than expected in the 2F

version of the methyl Transverse Relaxation-Optimized SpectroscopY (TROSY) experiment,

and it was only by considering each transitions of the energy diagram independently from one

another that we were able to reproduce experimental results. These theoretical considerations

were mostly done to rationalize unexpected results, rather than propose a 2F counterpart to the

methyl-TROSY pulse sequence. On the other hand, we presented the concept of 2F-TROSY

and used computer simulations to show how it can lead to higher sensitivity and resolution

in pairs of spins composed of one high-CSA nucleus. 2F-TROSY relies on the selection of

slowly relaxing coherences at their optimal magnetic field in terms of relaxation by the use of

a 2F-NMR spectrometer. Thus, the chemical shift of the nucleus which have high CSA con-

tribution to relaxation is labeled at low field while the second nucleus chemical shift evolution

leads to the signal detected at high field. The new generation of 2F-NMR spectrometer will

most likely lead to an experimental validation of the theoretical predictions that were presented.

Next, we developped two approaches to analyse relaxation data recorded under shuttling.

The first one, ICARUS, relies on the correction of the relaxometry relaxation rates to account

for active cross-relaxation pathways while the sample is outside of the probe. We presented

an application with the analysis of relaxation properties of Ile-δ1 methyl groups specifically

labeled 13C1H2H2 in the protein Ubiquitin. The second one, MINOTAUR, does not reproduce

the relaxometry relaxation rates but rather the intensity decays so that this procedure does not

need to correct experimental data. We showed that, for Ile-δ1 methyl groups in Ubiquitin, the

two approaches give similar results.
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Finally, we presented explicit models of motion, and compared them with the MF types

of correlation functions. We showed that in the case of aliphatic side-chains, an analysis of

relaxation data based on the MF can lead to a miss-representation of the motions. In addition,

we showed that for a spin system undergoing exchange between positions with different CSA

tensors, the correlation between the tensors of the different conformations is leading to a relax-

ation process. This effect cannot be taken into account by the MF types of correlation functions.

For these reasons, we re-analysed our dataset recorded on iIle-δ1 methyl groups using a model

of instantaneous jumps between discrete positions and the CSA tensors associated to each of

these positions obtained from DFT calculations. We also used MD simulation results to build

the models of correlation function. Overall, the explicit models of motions are reproducing well

the relaxation rates, including the cross-correlated cross-relaxation rates, which was not the

case in our initial MF analysis.

This later project has showed that NMR and MD have the ability to capture the com-

plexity of motions in proteins, but efforts are still required to develop a general framework to

reach a reliable description of the internal dynamics. Motions are complex and so are the mod-

els. Here, we chose to follow an approach where models were built according to the equilibrium

properties obtained from the MD simulations, but deviations were observed between the NMR

data and the MD predictions. At this point, we cannot identify the reason of these deviations,

but these still do not undermine the potentiality of the combined analysis of NMR and MD

data. Overall, it has become clear to me that our understanding of the relaxation theory, al-

though powerful enough to analyse and predict results in standard experiments, is imperfect.

The recent developments in other NMR spectroscopic techniques, and not only the ability to

record datasets at low magnetic fields but also hyperpolarization methods for example, will

certainly lead to an improved theory to unify the quantum description of the spin interactions

and the geometric description of molecular motions.
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Appendix A

Mathematical definitions

A.1 Spin angular momentum operators

Spin operators are angular momentum operators, and, as such, can be decomposed in a Carte-
sian basis as:

Î =
(
Îx, Îy, Îz

)
, (A.1)

where Îx, Îy and Îz satisfy the commutation relations:

[Îx, Îy] = i~Îz, [Îy, Îz] = i~Îx, [Îz, Îx] = i~Îy, (A.2)

where ~ is the Planck constant devided by 2π, and the commutation between two operators Â
and B̂ is defined as:

[Â, B̂] = ÂB̂ − B̂Â. (A.3)

The matrix representation of the operators Îx, Îy and Îz is given by the Pauli matrices, written
here for a spin-1/2:

Ix = 1
2

(
0 1
1 0

)
, Iy = 1

2

(
0 −i
i 0

)
, Iz = 1

2

(
1 0
0 −1

)
. (A.4)

Together with the identy operator Ê, these operators form the Cartesian basis operators for a
spin system composed of one spin-1/2. It is often more convenient to use the shift basis, written
here in matrix representation:

E0 = 1√
2
E = 1√

2

(
1 0
0 1

)
, I+ = Ix + iIy =

(
0 1
0 0

)
,

I− = Ix − iIy =
(

0 0
1 0

)
, I0 =

√
2Iz = 1√

2

(
1 0
0 −1

)
.

(A.5)

In the case of two spin-1/2, the Cartesian basis is given by the combinations of direct products
between one spin basis operator and the other. For example, the matrix representation of the
operator Î+Ŝ− is:

I+ ⊗ S− =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 . (A.6)

See [16] for more details.
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A.2 Spherical harmonics and Wigner rotation matrices

Rank-2 spherical harmonics are directly linked to Wigner matrices as:

D(2)
m0(α, β, γ) =

√
4π
5 Y∗2m(β, α), (A.7)

with:
D(2)
mn(α, β, γ) = e−imαd(2)

mn(β)e−inγ , (A.8)

where dmn is the reduced Wigner matrix. From this definition (and the one of the reduced
Wigner matrices), it follows:

D(2)
mn(Ω) = (−1)−m−nD(2)∗

−m−n(Ω). (A.9)

The addition theorem relates rank-2 spherical harmonics to the second-order Legendre polyno-
mial P2(x) = 3x2−1

2 :

P2(~x · ~y) = 4π
5

2∑
m=−2

Y2m(~y)Y∗2m(~x) =
2∑

m=−2
D(2)∗
m0 (~y)D(2)

m0(~x). (A.10)

Wigner matrices can be decomposed into succesive rotations:

D(2)
mn(ΩA→B) =

∑
x1,x2,...xk

D(2)
mx1(ΩA→X1)D(2)

x1x2(ΩX1→X2)...D(2)
xk−1xk(ΩXk−1→Xk)D(2)

xkn
(ΩXk→B),

(A.11)
where ΩXi→Xj is the Euler angle for transformation between frame Xi and frame Xj and the
sums run from -2 to 2 for each frames Xi.
Wigner matrices can be normalized:∫

dΩDL∗mn(Ω)DL′m′n′(Ω) = 8π2

2L+ 1δLL
′δmm′δnn′ , (A.12)

where δ is the Kronecker function. Finally, we have the following property:

2∑
m=−2

D(2)∗
mn (α, β, 0)D(2)

mn′(α, β, 0) = δnn′ . (A.13)

It is worthwhile to specify the convention for Euler angle used throughout the presented projects.
If we write an Euler angle set Ω = {α, β, γ}, for tranformation from a frame {O, x, y, z} to
{O′, x′, y′, z′} (the two frame origins can be different, which only yields a translation without
affecting the rotations), α is the rotation angle around the Oz axis, β is the rotation angle
about the new Ox axis (axis rotated by an angle α around the Oz axis), and γ is the rotation
about the new Oz axis (after applying the two previous rotations, only the last one affecting
the z-axis).
The reduced Wigner matrices are reported in TableA.1.
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Table A.1: Reduced Wigner matrices dmn.
n

m
-2

-1
0

1
2

-2
co

s4
β 2

1 2
sin

β
(c

os
β

+
1)

√ 3 8
sin

2
β

−
1 2

sin
β

(c
os
β
−

1)
sin

4
β 2

-1
−

1 2
sin

β
(c

os
β

+
1)

1 2(
2c

os
β
−

1)
(c

os
β

+
1)

√ 3 2
sin

β
co

sβ
−

1 2(
2c

os
β

+
1)

(c
os
β
−

1)
−

1 2
sin

β
(c

os
β
−

1)

0
√ 3 8

sin
2
β

−
√ 3 2

sin
β

co
sβ

1 2(
3c

os
2
β
−

1)
√ 3 2

sin
β

co
sβ

√ 3 8
sin

2
β

1
1 2

sin
β

(c
os
β
−

1)
−

1 2(
2c

os
β

+
1)

(c
os
β
−

1)
−
√ 3 2

sin
β

co
sβ

1 2(
2c

os
β
−

1)
(c

os
β

+
1)

1 2
sin

β
(c

os
β

+
1)

2
sin

4
β 2

1 2
sin

β
(c

os
β
−

1)
√ 3 8

sin
2
β

−
1 2

sin
β

(c
os
β

+
1)

co
s4

β 2
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A.3 Legendre associated functions

A.3.1 Introduction on the Gamma function

The Gamma function is defined for all z 6= 0 by:

Γ(z) =
∫ ∞

0
e−ttz−1dt, (A.14)

Numerical evaluation of the Gamma function is facilitated using the following property:

Γ(z + 1) = zΓ(z), z > 0. (A.15)

We can then show that:

Γ(z +M) = (z +M − 1)(z +M − 2) · · · (z + 1)zΓ(z), M ∈ N. (A.16)

In addition, when n ∈ N∗, we have:

Γ(n) = (n− 1)!. (A.17)

A.3.2 Definition of Legendre associated functions

The analytical expression of the Legendre associated functions is given by [199, 196]:

m ≥ 0 : Pmνm,n(z) = (−1)mΓ(νm,n +m+ 1)
Γ(νm,n −m+ 1)

(1− z)m/2

2mm! ×

F2 1(−νm,n +m, νm,n +m+ 1,m+ 1, 1− z
2 ),

(A.18)

and:
P−mν−m,n(z) = (−1)mΓ(νm,n −m+ 1)

Γ(νm,n +m+ 1)P
m
νm,n(z), (A.19)

where F2 1 is the Hypergeometric function:

F2 1(α, β, γ, z) = 1 + αβ

γ

z

1! + α(α+ 1)β(β + 1)
γ(γ + 1)

z2

2! + · · ·. (A.20)

We can use the Gamma function to write in a compact form:
F2 1(α, β, γ, z) = 1, α = 0 or β = 0,

F2 1(α, β, γ, z) =
∞∑
k=0

Γ(α+ k)Γ(β + k)Γ(γ)
Γ(α)Γ(β)Γ(γ + k)

zk

k! , α 6= 0 and β 6= 0.
(A.21)

A.3.3 Roots of Legendre associated functions

Here, we show how the values of νm,n can be found. Different studies have already been published
to report roots of the Legendre associated functions, and we do not aim here at proposing a new
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method. We will detail the chosen methodology, which has been reported by H.Bauer [201]. It
consists in solving for νm,n the following equation:

f(νm,n, βcone) = 0, (A.22)

with:

f(νm,n, βcone) =νm,n −m− νm,n cosβcone +
+∞∑
n=1

m!(νm,n +m+ 1)(n−1)(−νm,n +m+ 1)(n−1)

n!(m+ n)! ×

sin2n βcone
2

[
(ν2
m,n −m2)(m− νm,n + n)− νm,n(m− νm,n)(m+ n+ νm,n) cosβcone

]
,

(A.23)
where we have used the Pochhammer symbol x(n) = x(x+ 1) · · · (x+ n− 1), and x(0) = 1. In
order to find the roots, from the lowest to the highest, we performed the regula falsi method
[240] on intervals ν ∈ [k, k+ 0.1], k ∈ Z, starting with n = 0, and implemented in Python. The
sum in the definition of f was stopped at n = 75 (numerical evaluation of the factorial leads to
overflows for larger sum limits).
In the frame of the study presented in this manuscript, only integer values of m from −4 to 4
are relevant. In addition, using Eq.A.19, it is straightforward to show that the roots obey the
following usefull property:

ν−m,n = νm,n, (A.24)

such that we only need to consider values of m ∈ {0, 1, 2, 3, 4}. We have calculated the 5 first
roots for angles βcone ∈ [0.01, π3 ] (Fig. A.1).
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Figure A.1: Values of νm,n as a function of the cone semi-angle opening βcone for m =
{0, 1, 2, 3, 4}. In the case where m = 0, ν0,0 = 0 for all cone semi-angle opening value.
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A.3.4 Orthogonality of the Legendre associated functions

C.Wang and R.Pecora [196] reported the following result from W. Smythe [200], for νm,n 6=
νm′,n′ :

∫ 1

µ0
Pmνm,n(µ)Pm′νm′,n′

(µ)dµ =

(µ2
0 − 1)

Pmνm,n(µ0)
(
dPm

′
νm′,n′

(µ)
dµ

)
µ=µ0

− Pm′νm′,n′
(µ0)

(
dPmνm,n (µ)

dµ

)
µ=µ0


(νm,n − νm′,n′)(νm,n + νm′,n′ + 1) .

(A.25)
Applied to the particular situation presented in this manuscript, that is using the boundary
condition Eq. 4.44, this leads to:∫ 1

µcone
Pmνm,n(µ)Pm′νm′,n′

(µ)dµ = δnn′δmm′Hm,n(µcone), (A.26)

where µcone = cosβcone. Using Eq.A.19, it can be shown easily that:

P−mν−m,n(µ1)P−mν−m,n(µ2)
H−m,n(µcone)

=
Pmνm,n(µ1)Pmνm,n(µ2)

Hm,n(µcone)
, (A.27)

where µ1 and µ2 are the cosine of two, potentially different, angles.

A result that will prove itself usefull is:

H0,0(µcone) = 1− µcone, (A.28)

which is easily prooven after noticing that ν0,0 = 0 and:

P 0
ν0,0(z) = 1. (A.29)
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RedKite implementation details

B.1 Variables names

Table B.1: Variable names used in RedKite.

Name definition User-defined?
Atoms Table containing the spins present in the system Yes

and their associated labels
NumberofAtoms number of spins considered No
LF vector orienting the System Frame in the Yes

Cartesian axis system
Coordinates Table containing the position of the spins in Yes

the Cartesian axis system
CSAConsidered Table filled with 1 (CSA is considered) Yes

or 0 (CSA is neglected)
δcsa[i] value of the axially symmetric CSA Yes

associated with nucleus i
σlong[i] value of the longitudinal component of Yes

an asymmetric CSA associated with nucleus i
σperp[i] value of the orthogonal component Yes

of an asymmetric CSA associated with nucleus i
vectorNum”CSA”

i orientation of the principal axis of Yes
a symmetric CSA tensor for spin i

vectorNuml”CSA”
i orientation of the longitudinal component Yes

of a symmetric CSA tensor for spin i
vectorNump”CSA”

i orientation of the longitudinal component Yes
of a symmetric CSA tensor for spin i

dQ[i] strength of the quadrupolar interaction for spin i Yes
vectorNum”Quad”

i orientation of the quadrupolar interaction for spin i Yes
opTDip tensors associated with dipolar interactions No
opTCSA tensors associated with CSA interactions No
opTQuad tensors associated with quadrupolar interactions No
opTDipFreq frequencies associated to tensors OpTDip No
opTCSAFreq frequencies associated to tensors OpTCSA No
opTQuadFreq frequencies associated to tensors OpTQuad No

Continued on next page
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Table B.1 – continued from previous page
Name definition User-defined?

dDD[i, j] dipolar coefficient for the interaction of spins i and j No
Φ[i, j] vector linking spins i and j No
∆i symmetric CSA value in Hz:

√
2/3δcsa[i]ω[i] No

σlni longitudinal component of an asymmetric No
CSA value in Hz:

√
2/3σlong[i]ω[i]

σpni orthogonal component of an asymmetric No
CSA value in Hz:

√
2/3σperp[i]ω[i]

ω[i] Larmor frequency associated with spin i No
AngleCSA[n, 1] orientation of the longitudinal component No

of the CSA of spin i
AngleCSA[n, 2] orientation of the orthogonal component No

of the CSA of spin i No
AngleQ[n, 2] orientation of the quadrupolar interaction of spin i
M function depending on variables detailed in main text No

to perform the calculations
SpinTermOfInterest Studied operator during the relaxation experiments Yes
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B.2 Tensor operators definitions

Table B.2: Tensor operators for the dipole-dipole interaction and associated frequency as written
in RedKite. Tensors are of rank 2 and with coherence order q. The letter p refers to the
decomposition of the tensors in the irreducible tensor operator basis. Tensors are written
opTDip[{i_, j_}, {q, p}] for the interaction between nuclei i and j. The associated frequencies
are opTDipFreq[{i_, j_}, {q, p}]. We define ω[i] = −γiB0 in RedKite.

coherence order p Tensor Frequency

2 0 1
2opI[i, ” + ”].opI[j, ” + ”] ω[i] + ω[j]

1 0 −1
2opI[i, ”z”].opI[j, ” + ”] ω[j]

1 1 −1
2opI[i, ” + ”].opI[j, ”z”] ω[i]

0 -1 − 1
2
√

6opI[i, ”− ”].opI[j, ” + ”] ω[j]− ω[i]

0 0 2√
6opI[i, ”z”].opI[j, ”z”] 0

0 1 − 1
2
√

6opI[i, ” + ”].opI[j, ”− ”] ω[i]− ω[j]

-1 0 1
2opI[i, ”z”].opI[j, ”− ”] ω[j]

-1 1 1
2opI[i, ”− ”].opI[j, ”z”] ω[i]

-2 0 1
2opI[i, ”− ”].opI[j, ”− ”] −ω[i]− ω[j]
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Table B.3: Tensor operators for the CSA interaction and associated frequency as written
in RedKite. Tensors are of rank 2 and with coherence order q. Tensors are written
opTCSA[i_, {q, 0}] for the interaction between nuclei i and j. The associated frequencies are
opTCSAFreq[i_, {q, 0}]. We define ω[i] = −γiB0 in RedKite.

coherence order Tensor Frequency

2 0 2ω[i]

1 −1
2opI[i, ” + ”] ω[i]

0 2√
6opI[i, ”z”] 0

-1 1
2opI[i, ”− ”] −ω[i]

-2 0 −2ω[i]

Table B.4: Tensor operators for the quadrupolar interaction and associated frequency as writ-
ten in RedKite. Tensors are of rank 2 and with coherence order q. Tensors are written
opTQuad[i_, {q, 0}] for the interaction between nuclei i and j. The associated frequencies are
opTQuadFreq[i_, {q, 0}]. We define ω[i] = −γiB0 in RedKite.

coherence order Tensor Frequency

2 1
2opI[i, ” + ”].opI[i, ” + ”] 2ω[i]

1 −1
2(opI[i, ”z”].opI[i, ” + ”] ω[i]

+opI[i, ” + ”].opI[i, ”z”])

0 1√
6(2opI[i, ”z”].opI[i, ”z”]

−opI[i, ”x”].opI[i, ”x”] 0

−opI[i, ”y”].opI[i, ”y”])

-1 1
2(opI[i, ”z”].opI[i, ”− ”] −ω[i]

+opI[i, ”− ”].opI[i, ”z”])

-2 1
2opI[i, ”− ”].opI[i, ”− ”] −2ω[i]
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B.3 Hamiltonian in RedKite

We report here the definition of the Hamiltonian as written in RedKite. Constants are defined
in TableB.1.
For the dipolar interaction:

HDD[i_, j_, t_] :=
√

6 dDD[Nuclei[[i, 2]],Nuclei[[j, 2]]] × Sum[ (−1)m M[m,
opTDipFreq[{Nuclei[[i,1]],Nuclei[[j,1]]},{-m,k}], t,Φ[Nuclei[[i,2]], Nuclei[[j,2]]]]

opTDip[{Nuclei[[i,1]],Nuclei[[j,1]]},{-m,k}], {m, -2, 2}], {k, Min[0, Abs[m]-1], Min[1, 2 -
Abs[m]]}];

HDDtot[t_] := Sum[HDD[i,j,t], {i, 1,NumberofAtoms-1}, {j, i+1,NumberofAtoms}];

For the CSA interaction, in the case of an axially symmetric tensor:

HCSA[t_] := Sum[CSAConsidered[[n]] Sum[ (−1)m∆Nuclei[[n,2]] M[m,
opTCSAFreq[Nuclei[[n,1]],{-m,0}], t,AngleCSA[[n, 1]]] opTCSA[Nuclei[[n,1]],{-m,0}], {m, -2,

2}], {n, 1, NumberofAtoms}];

and for an asymmetric tensor:

HCSA[t_] := Sum[CSAConsidered[[n]] Sum[ (−1)m
(
σlnNuclei[[n,2]] M[m,

opTCSAFreq[Nuclei[[n,1]],{-m,0}], t,AngleCSA[[n, 1]]] + σpnNuclei[[n,2]] M[m,

opTCSAFreq[Nuclei[[n,1]],{-m,0}], t,AngleCSA[[n, 2]]]
)

opTCSA[Nuclei[[n,1]],{-m,0}], {m, -2,

2}], {n, 1, NumberofAtoms}];

and for the quadrupolar interaction:

HQuad[i_, t_] := dQ[AtomsQuadConsidered[[i,2]]
4QuantumNumberConsidered[[i]](2QuantumNumberConsidered[[i]]−1) Sum[(−1)k M[m,
opTQuadFreq[Atoms[[i, 1]], {-m, 0}], t, AngleQ[[i]]] Vk

opTQuad[AtomsQuadConsidered[[n,2]],{-m,0}], {m, -2, 2}], {k, -2, 2}];
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B.4 Set up of RedKite for 13C1H2H2-methyl groups with a vic-
inal deuterium

Here, we show the most important command lines used to calculate relaxation rates and relax-
ation matrix of a {13C1H2H2}-methyl group with a vicinal deuterium nucleus.

Nuclei = {{"13C","CA"}, {"1H", "HA"}, {"2H", "DA"}, {"2H", "DB"}, {"2H", "DC"}};

The deuterium DC is associated with the vicinal deuterium here. The SetSpinSystem [20]
command is then run as explained in the section 1.3. We define the intermediate constants:

α = 109.47π/180;
aCH = π − α;
rCH = 1.115× 10−10;
rCD = 1.115× 10−10;
hCH = rCH× Cos[aCH];
hCD = rCD× Cos[aCH];
OH = Sqrt[rCD2 − hCH2];
OD = Sqrt[rCD2 − hCD2];
ryCD := rxyCDvic;
rzCD := rzCDvic;

before definition of the atoms coordinates:

Coordinates ={{0, 0, 0},
{0,−OH,hCH},
{(Sqrt[3]/2)OD, 2OD/2, hCD},
{−(Sqrt[3]/2)OD, 2OD/2, hCD},
{0, ryCD, rzCD};

The carbon-13 is set at the origin of the Cartesian axis system, the 1H is in the Oyz plan,
as is the vicinal deuterium, which position is determined by two unknown (later optimized)
variables describing its position along axes Oy and Oz (ryCD and rzCD, respectively). The two
deuterium nuclei of the methyl group are mirror image of one another with respect to the Oyz
plane.
We define a SF with z-axis along the symmetry axis of the methyl group, i.e. the Oz axis:

SF = {0, 0, 1};

The orientation of the interactions relative to the SF is important when studying the dynamics
of the methyl groups, in particular their rotation around the symmetry axis, and are used in
the definition of the spectral density function.
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We only consider the CSA for the carbon-13 nucleus, assumed to be axially symmetric:

CSAConsidered = {1, 0, 0, 0, 0};

with value CSAValue:
δcsa[1] = CSAValue;

and oriented along the CC bond (i.e. the symmetry axis):

vectorNum"CSA"
1 = {0, 0, 1};

Finally, we consider the quadrupolar interaction of the methyl deuterium nuclei, but not for the
vicinal deuterium [101]:

dQ[1] = 0;
dQ[2] = 0;
dQ[3] = 167000 ∗ 2 ∗ π;
dQ[4] = 167000 ∗ 2 ∗ π;
dQ[5] = 0;

and we define the orientations of the considered quadrupolar interactions:

vectorNum"Quad"
3 = Vec["CA", "DA"];

vectorNum"Quad"
4 = Vec["CA", "DB"];

vectorNum"Quad"
5 = {0, 0, 0};

where the command Vec extracts the vector between the two entries (the two nuclei). In the
following analytical expressions of relaxation rates, the intensity of the quadrupolar interaction
will be labelled ζQ.





Appendix C

Analytical expressions of relaxation
rates

C.1 Relaxation rates relevant for the methyl-TROSY

C.1.1 Notations

Table C.1: Spectral density functions used in the description of relaxation in a methyl group
and associated values of S2

m(θ~ı,~) and P2(cos
(
θ~ı,~
)
for different interactions. JCCH and JCCHH

are negative at all magnetic fields.

Notation Correlation Interactions S2
m(θ~ı,~) P2(cos

(
θ~ı,~
)

JCC auto-correlation C-C CSA 1 1
JCH auto-correlation C-H DD 1/9 1
JHH auto-correlation H-H DD 1/4 1
JHCH cross-correlation between two C-H pairs DD/DD 1/9 -1/3
JHHH cross-correlation between two H-H pairs DD/DD 1/4 -1/8
JCHH cross-correlation between a C-Hi and a Hi-Hj pair DD/DD 1/6 1/2
JCHHH cross-correlation between a C-Hi and a Hj-Hk pair DD/DD 1/6 -1/2
JCCH cross-correlation between the 13C-CSA and a C-H pair CSA/DD -1/3 -1/3
JCCHH cross-correlation between the 13C-CSA and a H-H pair CSA/DD -1/2 -1/2
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C.1.2 Relaxation in the zero-quantum subspace

C.1.2.1 Auto-relaxation rates

R(ZQA
outer,1) =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 4JCH(ωC − ωH) + 9JCH(ωH) + 12JCH(ωC + ωH)]

+ 1
4d

2
CH [4JHCH(0) + 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH) + 6JHCH(ωC + ωH)]

− 3
2dCHdHH [2JCHH(0) + JCHH(ωH) + 2JCHHH(0)− JCHHH(ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 4JHH(2ωH)]

+ 3
4d

2
HH [3JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

+ 1
3dCHσCωC [4JCCH(0) + 3JCCH(ωC)]− 4dHHσCωCJCCHH(0)

R(ZQA
outer,2) =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 4JCH(ωC − ωH) + 9JCH(ωH) + 12JCH(ωC + ωH)]

+ 1
4d

2
CH [4JHCH(0) + 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH) + 6JHCH(ωC + ωH)]

− 3
2dCHdHH [2JCHH(0) + JCHH(ωH) + 2JCHHH(0)− JCHHH(ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 4JHH(2ωH)]

+ 3
4d

2
HH [3JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

− 1
3dCHσCωC [4JCCH(0) + 3JCCH(ωC)] + 4dHHσCωCJCCHH(0)

R(ZQA
central) = 1

24d
2
CH [16JCH(0) + 27JCH(ωC) + 12JCH(ωC − ωH) + 27JCH(ωH) + 36JCH(ωC + ωH)]

+ 1
12d

2
CH [−8JHCH(0)− 9JHCH(ωC) + 6JHCH(ωC − ωH) + 18JHCH(ωH) + 36JHCH(ωC + ωH)]

− 1
2dCHdHH [4JCHH(0) + 3JCHH(ωH)] + 2dCHdHH [2JCHHH(0)− 3JCHHH(ωH)]

+ 3
4d

2
HH [2JHH(0) + 5JHH(ωH) + 2JHH(2ωH)]

+ 3
4d

2
HH [−2JHHH(0) + JHHH(ωH) + 4JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]
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R(ZQΣE
central) = 1

24d
2
CH [8JCH(0) + 27JCH(ωC) + 12JCH(ωC − ωH) + 27JCH(ωH) + 36JCH(ωC + ωH)]

− 1
12d

2
CH [4JHCH(0) + 9JHCH(ωC) + 3JHCH(ωC − ωH) + 9JHCH(ωH) + 18JHCH(ωC + ωH)]

− 1
2dCHdHH [2JCHH(0) + 3JCHH(ωH)− 2JCHHH(0)− 3JCHHH(ωH)]

+ 3
4d

2
HH [JHH(0) + 2JHH(ωH) + 2JHH(2ωH)]

− 3
4d

2
HH [JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

C.1.2.2 Cross-relaxation rates

R(ZQA
outer,1 ↔ ZQA

outer,2) =− 3
2d

2
HHJHH(2ωH)− 3d2

HHJHHH(2ωH)

R(ZQA
outer,1 ↔ ZQA

central) =
√

3
4 d2

CHJCH(ωH) +
√

3
2 d2

CHJHCH(ωH)−
√

3
2 dCHdHH [2JCHH(ωH) + JCHHH(ωH)]

R(ZQA
outer,1 ↔ ZQΣE

central) = 3
4
√

6
d2

CH [JCH(ωH)− JHCH(ωH)] + 9
4
√

6
d2

HH [JHH(ωH)− JHHH(ωH)]

−
√

6
2 dCHdHH [JCHH(ωH)− JCHHH(ωH)]

R(ZQA
outer,2 ↔ ZQA

central) =R(ZQA
outer,1 ↔ ZQA

central)
R(ZQA

outer,2 ↔ ZQΣE
central) =R(ZQA

outer,1 ↔ ZQΣE
central)

R(ZQA
central ↔ ZQΣE

central) =
√

2
3 d2

CH [JCH(0)− JHCH(0)] + 3
√

2
4 d2

HH [JHH(0)− JHHH(0)]

+
√

2dCHdHH [JCHHH(0)− JCHH(0)]

C.1.3 Relaxation in the double-quantum subspace

C.1.3.1 Auto-relaxation rates

R(DQA
outer,1) =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 2JCH(ωC − ωH) + 9JCH(ωH) + 24JCH(ωC + ωH)]

+ 1
4d

2
CH [4JHCH(0) + 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH) + 6JHCH(ωC + ωH)]

+ 3
2dCHdHH [2JCHH(0) + JCHH(ωH) + 2JCHHH(0)− JCHHH(ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 4JHH(2ωH)]

+ 3
4d

2
HH [3JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

+ 1
3dCHσCωC [4JCCH(0) + 3JCCH(ωC)] + 4dHHσCωCJCCHH(0)
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R(DQA
outer,2) =1

8d
2
CH [8JCH(0) + 9JCH(ωC) + 2JCH(ωC − ωH) + 9JCH(ωH) + 24JCH(ωC + ωH)]

+ 1
4d

2
CH [4JHCH(0) + 3JHCH(ωC) + JHCH(ωC − ωH) + 3JHCH(ωH) + 6JHCH(ωC + ωH)]

+ 3
2dCHdHH [2JCHH(0) + JCHH(ωH) + 2JCHHH(0)− JCHHH(ωH)]

+ 3
4d

2
HH [3JHH(0) + 4JHH(ωH) + 4JHH(2ωH)]

+ 3
4d

2
HH [3JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

− 1
3dCHσCωC [4JCCH(0) + 3JCCH(ωC)]− 4dHHσCωCJCCHH(0)

R(DQA
central) = 1

24d
2
CH [16JCH(0) + 27JCH(ωC) + 6JCH(ωC − ωH) + 27JCH(ωH) + 72JCH(ωC + ωH)]

+ 1
12d

2
CH [−8JHCH(0)− 9JHCH(ωC) + 6JHCH(ωC − ωH) + 18JHCH(ωH) + 36JHCH(ωC + ωH)]

+ 1
2dCHdHH [4JCHH(0) + 3JCHH(ωH)]− 2dCHdHH [2JCHHH(0)− 3JCHHH(ωH)]

+ 3
4d

2
HH [2JHH(0) + 5JHH(ωH) + 2JHH(2ωH)]

+ 3
4d

2
HH [−2JHHH(0) + JHHH(ωH) + 4JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]

R(DQΣE
central) = 1

24d
2
CH [8JCH(0) + 27JCH(ωC) + 6JCH(ωC − ωH) + 27JCH(ωH) + 72JCH(ωC + ωH)]

− 1
12d

2
CH [4JHCH(0) + 9JHCH(ωC) + 3JHCH(ωC − ωH) + 9JHCH(ωH) + 18JHCH(ωC + ωH)]

+ 1
2dCHdHH [2JCHH(0) + 3JCHH(ωH)− 2JCHHH(0)− 3JCHHH(ωH)]

+ 3
4d

2
HH [JHH(0) + 2JHH(ωH) + 2JHH(2ωH)]

− 3
4d

2
HH [JHHH(0) + 2JHHH(ωH) + 2JHHH(2ωH)]

+ 1
18σ

2
Cω

2
C [4JCC(0) + 3JCC(ωC)]
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C.1.3.2 Cross-relaxation rates
R(DQA

outer,1 ↔ DQA
outer,2) =R(ZQA

outer,1 ↔ ZQA
outer,2)

R(DQA
outer,1 ↔ DQA

central) =
√

3
4 d2

CHJCH(ωH) +
√

3
2 d2

CHJHCH(ωH) +
√

3
2 dCHdHH [2JCHH(ωH) + JCHHH(ωH)]

R(DQA
outer,1 ↔ DQΣE

central) = 3
4
√

6
d2

CH [JCH(ωH)− JHCH(ωH)] + 9
4
√

6
d2

HH [JHH(ωH)− JHHH(ωH)]

+
√

6
2 dCHdHH [JCHH(ωH)− JCHHH(ωH)]

R(DQA
outer,2 ↔ DQA

central) =R(DQA
outer,1 ↔ DQA

central)
R(DQA

outer,2 ↔ DQΣE
central) =R(DQA

outer,1 ↔ DQΣE
central)

R(DQA
central ↔ DQΣE

central) =
√

2
3 d2

CH [JCH(0)− JHCH(0)] + 3
√

2
4 d2

HH [JHH(0)− JHHH(0)]

−
√

2dCHdHH [JCHHH(0)− JCHH(0)]



224 Appendix C. Analytical expressions of relaxation rates

C.2 Relaxation rates for a 13C-19F spin pair

C.2.1 Notations

Table C.2: Spectral density functions used in the expressions of the relaxation rates for a 13C-
19F group and values of θ ~A, ~B. αX: angle of the CSA tensor principal axis with the CF bond for
nucleus X.

Notation Correlation Interaction θ ~A, ~B

JCF auto-correlation C-F or CSA auto-correlation DD or CSA 0
Jcsa cross-correlation between homonuclear components of CSA tensor σ‖,i/σ⊥,i π/2
JCFF‖ cross-correlation between the 19F longitudinal CSA and C-F DD/σ‖,F αF

JCFC‖ cross-correlation between the 13C longitudinal CSA and C-F DD/σ‖,C αC

JCFσ⊥ cross-correlation between the orthogonal CSA and C-F DD/σ⊥,i π/2
JσF‖ ,σC‖ cross-correlation between heteronuclear components of CSA tensor σ‖,F /σ‖,C αF − αC

JσF‖ ,σC⊥ cross-correlation between heteronuclear components of CSA tensor σ‖,F /σ⊥,C π/2

JσF⊥,σC‖ cross-correlation between heteronuclear components of CSA tensor σ⊥,F /σ‖,C π/2

JσF⊥,σC⊥ cross-correlation between heteronuclear components of CSA tensor σ⊥,F /σ⊥,C 0

C.2.2 Auto-relaxation rates

R2(F) =R(F̂x) = R(F̂y)

=d2
CF
8 (4JCF(0) + JCF(ωF − ωC) + 6JCF(ωC) + 3JCF(ωF) + 6JCF(ωF + ωC))

+
ω2

F

18
(
(σ2
‖,F + σ2

⊥,F ) (4JCF(0) + 3JCF(ωF)) + 2σ‖,Fσ⊥,F (4Jcsa(0) + 3Jcsa(ωF))
)

R1(F) =R(F̂z)

=d2
CF
4 (JCF(ωF − ωC) + 3JCF(ωF) + 6JCF(ωF + ωC))

+
ω2

F

3
(
(σ2
‖,F + σ2

⊥,F )JCF(ωF) + 2σ‖,Fσ⊥,FJcsa(ωF)
)

R2(C) =R(Ĉx) = R(Ĉy)

=d2
CF
8 (4JCF(0) + JCF(ωF − ωC) + 6JCF(ωF) + 3JCF(ωC) + 6JCF(ωF + ωC))

+
ω2

C

18
(
(σ2
‖,C + σ2

⊥,C) (4JCF(0) + 3JCF(ωC)) + 2σ‖,Cσ⊥,C (4Jcsa(0) + 3Jcsa(ωC))
)
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R1(C) =R(Ĉz)

=d2
CF
4 (JCF(ωF − ωC) + 3JCF(ωC) + 6JCF(ωF + ωC))

+
ω2

C

3
(
(σ2
‖,C + σ2

⊥,C)JCF(ωC) + 2σ‖,Cσ⊥,CJcsa(ωC)
)

ρF =R(2F̂xĈz) = R(2F̂yĈz)

=d2
CF
8 (4JCF(0) + JCF(ωF − ωC) + 3JCF(ωF) + 6JCF(ωF + ωC))

+
ω2

F

18
(
(σ2
‖,F + σ2

⊥,F ) (4JCF(0) + 3JCF(ωF)) + 2σ‖,Fσ⊥,F (4Jcsa(0) + 3Jcsa(ωF))
)

+
ω2

C

3
(
(σ2
‖,C + σ2

⊥,C)Jcsa(0) + 2σ‖,Cσ⊥,CJcsa(0)
)

ρC =R(2F̂zĈx) = R(2F̂zĈy)

=d2
CF
8 (4JCF(0) + JCF(ωF − ωC) + 3JCF(ωC) + 6JCF(ωF + ωC))

+
ω2

C

18
(
(σ2
‖,C + σ2

⊥,C) (4JCF(0) + 3JCF(ωC)) + 2σ‖,Cσ⊥,C (4Jcsa(0) + 3Jcsa(ωC))
)

+
ω2

F

3
(
(σ2
‖,F + σ2

⊥,F )Jcsa(0) + 2σ‖,Fσ⊥,FJcsa(0)
)

λmq =R(2F̂xĈx) = R(2F̂yĈy) = R(2F̂yĈx) = R(2F̂xĈy)

=d2
CF
8 (3JCF(ωC) + JCF(ωF − ωC) + 3JCF(ωF) + 6JCF(ωF + ωF))

+
ω2

F

18
(
(σ2
‖,F + σ2

⊥,F ) (4JCF(0) + 3JCF(ωF)) + 2σ‖,Fσ⊥,F (4Jcsa(0) + 3Jcsa(ωF))
)

+
ω2

C

18
(
(σ2
‖,C + σ2

⊥,C) (4JCF(0) + 3JCF(ωC)) + 2σ‖,Cσ⊥,C (4Jcsa(0) + 3Jcsa(ωC))
)

RCF =R(2F̂zĈz)

=3d2
CF
4 (JCF(ωC) + JCF(ωF))

+
ω2

F

3
(
(σ2
‖,F + σ2

⊥,F )JCF(ωF) + σ‖,Fσ⊥,FJcsa(ωF)
)

+
ω2

C

3
(
(σ2
‖,C + σ2

⊥,C)JCF(ωC) + σ‖,Cσ⊥,CJcsa(ωC)
)

C.2.3 Cross-relaxation rates

σ =R(F̂z ↔ Ĉz) = d2
CF
4 (6JCF(ωF + ωC)− JCF(ωF − ωC))

δF =R(F̂z ↔ 2F̂zĈz) = dCFωF

(
σ‖,FJCFF‖(ωF) + σ⊥,FJCFσ⊥(ωF)

)
δC =R(Ĉz ↔ 2F̂zĈz) = dCFωC

(
σ‖,CJCFC‖(ωC) + σ⊥,CJCFσ⊥(ωC)

)
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ηF =R(F̂x ↔ 2F̂xĈz) = R(F̂y ↔ 2F̂yĈz) = R(F̂+ ↔ 2F̂+Ĉz)

=dCF
6 ωF

(
σ‖,F

(
4JCFF‖(0) + 3JCFF‖(ωF)

)
+ σ⊥,F (4JCFσ⊥(0) + 3JCFσ⊥(ωF))

)
ηC =R(Ĉx ↔ 2F̂zĈx) = R(Ĉy ↔ 2F̂zĈy)

=dCF
6 ωC

(
σ‖,C

(
4JCFC‖(0) + 4JCFC‖(ωC)

)
+ σ⊥,C (4JCFσ⊥(0) + 3JCFσ⊥(ωC))

)
µmq =R(2F̂xĈx ↔ 2F̂yĈy) = R(2F̂xĈy ↔ 2F̂yĈx)

=d2
CF
8 (6JCF(ωF + ωC)− JCF(ωF − ωC))

+ 4
9ωFωC

(
σ‖,Fσ‖,CJσF‖ ,σC‖ (0) + σ‖,Fσ⊥,CJσF‖ ,σC⊥(0) + σ⊥,Fσ‖,CJσF⊥,σC‖ (0) + σ⊥,Fσ⊥,CJσF⊥,σC⊥(0)

)

C.2.4 CSA tensor parameters

Table C.3: CSA tensor parameters as reported in Ref.[40] and TROSY operators. The parallel
components of the CSAs lay in the aromatic ring plane at an angle α with respect to the C-F
bond, while the perpendicular components are oriented perpendicular to this plane.

19F, ppm 13C, ppm α (deg) TROSY operator
Molecule σF‖ σF⊥ σC‖ σC⊥

19F 13C Fluorine Carbon
2F-Phe 2-fluorophenylalanine 61 159 -113 48 3 0 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

2F-Trp 2-fluorotryptophan 70 159 -102 13 1 29 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

2F-Tyr 2-fluorotyrosine 65 167 -113 47 0 0 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

3F-Phe 3-fluorophenylalanine 80 137 -115 49 0 0 F̂+ + 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

3F-Tyr 3-fluorotyrosine 43 157 -75 54 17 16 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

4F-Phe 4-fluorophenylalanine 81 139 -111 51 0 0 F̂+ + 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

4F-Trp 4-fluorotryptophan 63 150 -98 39 10 11 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

5F-Trp 5-fluorotryptophan 79 113 -109 40 1 9 F̂+ + 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

6F-Trp 6-fluorotryptophan 76 112 -108 45 9 0 F̂+ + 2F̂+Ĉz Ĉ+ − 2F̂zĈ+

7F-Trp 7-fluorotryptophan 54 146 -78 47 4 15 F̂+ − 2F̂+Ĉz Ĉ+ − 2F̂zĈ+
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C.2.5 Field-dependence of the relaxation rates
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Figure C.1: Magnetic field variations of the relaxation rates of the fluorine and carbon operators
forming the Liouville space of a 13C-19F nuclear spin pair for τc = 25ns (blue) and τc = 100 ns
(orange). Calculations were performed using the CSA tensor parameters for 3-fluorotyrosine.
Figure reproduced from [41].
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C.3 Relaxation rates relevant for {13C1H2H2}-methyl groups

C.3.1 Notations

Table C.4: Spectral density functions used in the description of relaxation in a {13C1H2H2}-
methyl group.

Notation Correlation Interactions
JC auto-correlation C-C CSA
JQ auto-correlation C-D quadrupolar
JCH auto-correlation C-H DD
JCD intra-methyl auto-correlation C-D DD
JHD intra-methyl auto-correlation H-D DD
JDD intra-methyl auto-correlation D-D DD
JCDvic auto-correlation C-Dvic DD
JHDvic auto-correlation H-Dvic DD
JDDvic auto-correlation D-Dvic DD
JC,CH cross-correlation between C-C and C-H CSA/DD
JC,CD cross-correlation between C-C and C-D CSA/DD
JCD1,CD2 intra-methyl cross-correlation between two C-D pairs DD/DD
JHD1,HD2 intra-methyl cross-correlation between two H-D pairs DD/DD
JD1Dvic,D2Dvic cross-correlation between two D-Dvic pairs DD/DD
JCH,HD cross-correlation between C-H and H-D DD/DD
JCH,CD cross-correlation between C-H and C-D DD/DD
JCD,HD cross-correlation between C-D and H-D DD/DD
JCD,DD cross-correlation between C-D and D-D DD/DD
JHD,DD cross-correlation between H-D and D-D DD/DD
JCD,Q auto-correlation C-D DD/quadrupolar
JHD,Q cross-correlation H-D and C-D DD/quadrupolar
JDD,Q cross-correlation D-D and C-D DD/quadrupolar
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C.3.2 Relaxation matrix

Operators in the secularized basis are:

Bsecularized =
{
Ĉz

3
√

3
,
Ĥz

3
√

3
,
2ĈzĤz

3
√

3
,

√
2ĈzĤzD̂1,z

3 ,

√
2ĈzĤzD̂2,z

3 ,
ĈzD̂1,z

3
√

3
,
ĈzD̂2,z

3
√

3
,

D̂1,z

6
√

2
,
D̂2,z

6
√

2
,
ĈzD̂

−
1 D̂

+
2

4
√

3
,
ĈzD̂

+
1 D̂
−
2

4
√

3
,
ĈzD̂1,zD̂2,z

2
√

3
,
3ĈzD̂1,zD̂1,z − 2Ĉz

3
√

6
,

3ĈzD̂2,zD̂2,z − 2Ĉz
3
√

6

}
.

(C.1)

The relaxation matrix in the basis Bsecularized is:

R =



R1(13C) σCH ηC
z κC κC ηCD

z ηCD
z σCD σCD λ λ νz µ µ

σCH R1(1H) 0 κH κH 0 0 σHD σHD 0 0 0 0 0
ηC
z 0 RCH κCH κCH δ δ 0 0 0 0 0 0 0
κC κH κCH RCHD κCHD ηCHD

z 0 σCHD 0 λ(1) λ(1) ν
(1)
z µ(1) 0

κC κH κCH κCHD RCHD 0 ηCHD
z 0 σCHD λ(1) λ(1) ν

(1)
z 0 µ(1)

ηCD
z 0 δ ηCHD

z 0 RCD κCD 0 0 0 0 ν
(2)
z µ(2) 0

ηCD
z 0 δ 0 ηCHD

z κCD RCD 0 0 0 0 ν
(2)
z 0 µ(2)

σCD σHD 0 σCHD 0 0 0 RD σDD λ(2) λ(2) ν
(3)
z µ(3) 0

σCD σHD 0 0 σCHD 0 0 σDD RD λ(2) λ(2) ν
(3)
z 0 µ(3)

λ 0 0 λ(1) λ(1) 0 0 λ(2) λ(2) R
(1)
CDD κCDD ν

(4)
z µ(4) µ(4)

λ 0 0 λ(1) λ(1) 0 0 λ(2) λ(2) κCDD R
(1)
CDD ν

(4)
z µ(4) µ(4)

νz 0 0 ν
(1)
z ν

(1)
z ν

(2)
z ν

(2)
z ν

(3)
z ν

(3)
z ν

(4)
z ν

(4)
z R

(2)
CDD µ(5) µ(5)

µ 0 0 µ(1) 0 µ(2) 0 µ(3) 0 µ(4) µ(4) µ(5) R 0
µ 0 0 0 µ(1) 0 µ(2) 0 µ(3) µ(4) µ(4) µ(5) 0 R



(C.2)

Note that numerical simulations were carried out in a reduced basis formed with elements Ĉz
3
√

3 ,
Ĥz
3
√

3 and 2ĈzĤz
3
√

3 of the secularized basis.

C.3.3 Auto-relaxation rates

R1(13C) =1
3∆σ2

Cω
2
CJC(ωC)

+1
4d

2
CH (JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+4
3d

2
CD (JCD(ωC − ωD) + 3JCD(ωC) + 6JCD(ωC + ωD))

+2
3d

2
CDvic (JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD)) ,

R1(1H) =1
4d

2
CH(JCH(ωC − ωH) + 3JCH(ωH) + 6JCH(ωC + ωH))

+4
3d

2
HD(JHD(ωD − ωH) + 3JHD(ωH) + 6JHD(ωD + ωH))

+2
3d

2
HDvic(JHDvic(ωD − ωH) + 3JHDvic(ωH) + 6JHDvic(ωD + ωH)),
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RCH =1
3∆σ2

Cω
2
CJC(ωC) + 3

4d
2
CH (JCH(ωC) + JCH(ωH))

+4
3d

2
CD (JCD(ωC − ωD) + 3JCD(ωC) + 6JCD(ωC + ωD))

+4
3d

2
HD (JHD(ωH − ωD) + 3JHD(ωH) + 6JHD(ωH + ωD))

+2
3d

2
CDvic (JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD))

+2
3d

2
HDvic (JHDvic(ωH − ωD) + 3JHDvic(ωH) + 6JHDvic(ωH + ωD)) ,

RCHD = 3
16ζ

2
Q (JQ(ωD) + 8JQ(2ωD)) + 1

3∆σ2
Cω

2
CJC(ωC)

+2
3d

2
DD(JDD(0) + 3JDD(ωD) + 6JDD(2ωD)) + 3

2d
2
CH(JCH(ωC) + JCH(ωH))

+ 1
12d

2
CD(11JCD(ωC − ωD) + 9JCD(ωD) + 60JCD(ωC) + 66JCD(ωC + ωD))

+ 1
12d

2
HD(11JHD(ωH − ωD) + 9JHD(ωD) + 60JHD(ωH) + 66JHD(ωH + ωD))

+2
3d

2
DDvic(JDDvic(0) + 3JDDvic(ωD) + 6JDDvic(2ωD))

+2
3d

2
CDvic(3JCDvic(ωC) + JCDvic(ωC − ωD) + 6JCDvic(ωC + ωD))

+2
3d

2
HDvic(3JHDvic(ωH) + JHDvic(ωH − ωD) + 6JHDvic(ωH + ωD)),

RCD = 3
16ζ

2
Q (JQ(ωD) + 4JQ(2ωD)) + 1

3∆σ2
Cω

2
CJC(ωC)

+1
4d

2
CH(JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+1
4d

2
HD(JHD(ωH − ωD) + 3JHD(ωD) + 6JHD(ωH + ωD))

+2
3d

2
DD(JDD(0) + 3JDD(ωD) + 6JDD(2ωD))

+ 1
12d

2
CD(11JCD(ωC − ωD) + 9JCD(ωD) + 60JCD(ωC) + 66JCD(ωC + ωD))

+2
3d

2
DDvic(JDDvic(0) + 3JDDvic(ωD) + 6JDDvic(2ωD))

+2
3dCDvic(JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD)),

RD = 3
16ζ

2
Q(JQ(ωD) + 4JQ(2ωD)) + 2

3d
2
DD(JDD(0) + 3JDD(ωD) + 6JDD(2ωD))

+1
4d

2
CD(JCD(ωC − ωD) + 3JCD(ωD) + 6JCD(ωC + ωD))

+1
4d

2
HD(JHD(ωH − ωD) + 3JHD(ωD) + 6JHD(ωH + ωD))

+2
3d

2
DDvic(JDDvic(0) + 3JDDvic(ωD) + 6JDDvic(2ωD)),
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R
(1)
CDD = 1

48ζ
2
Q(3JQ(0) + 5JQ(ωD) + 2JQ(2ωD)) + 3

4dDDζQ(2JDD,Q(0) + 3JDD,Q(ωD))

+1
3∆σ2

Cω
2
CJC(ωC) + 1

4d
2
CH(JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+1
4d

2
DD(7JDD(0) + 18JDD(ωD) + 12JDD(2ωD))

+1
4d

2
HD(4JHD(0) + JHD(ωH − ωD) + 3JHD(ωD) + 6JHD(ωH) + 6JHD(ωH + ωD))

+1
4d

2
CD(4JCD(0) + 5JCD(ωC − ωD) + 3JCD(ωD) + 6JCD(ωC) + 30JCD(ωC + ωD))

+2
3dCDvic(JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD))− 2d2

CDJCD1,CD2(0)

+2
3d

2
DDvic(5JDDvic(0) + 9JDDvic(ωD) + 6JDDvic(2ωD))

−1
2d

2
HD(2JHD1,HD2(0) + 3JHD1,HD2(ωH))− 4

3d
2
DD(2JD1Dvic,D2Dvic(0) + 3JD1Dvic,D2Dvic(ωD)),

R
(2)
CDD =3

8ζQ(JQ(ωD) + 4JQ(2ωD)) + 1
3∆σ2

Cω
2
CJC(ωC)

+1
4d

2
CH(JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+1
2d

2
CD(JCD(ωC − ωD) + 3JCD(ωD) + 6JCD(ωC + ωD) + 12JCD(ωC))

+1
2d

2
HD(JHD(ωH − ωD) + 3JHD(ωD) + 6JHD(ωH + ωD))

+1
2d

2
DD(JDD(0) + 12JDD(ωD) + 6JDD(2ωD))

+2
3d

2
CDvic(JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD))

+4
3dDDvic(JDDvic(0) + 3JDDvic(ωD) + 6JDDvic(2ωD)),

R = 9
16ζ

2
QJQ(ωD) + 1

3∆σ2
Cω

2
CJC(ωC)

+1
4d

2
CH(JCH(ωC − ωH) + 3JCH(ωC) + 6JCH(ωC + ωH))

+3
4d

2
CD(JCD(ωC − ωD) + 3JCD(ωD) + 4JCD(ωC) + 6JCD(ωC + ωD))

+3
4d

2
HD(JHD(ωH − ωD) + 3JHD(ωD) + 6JHD(ωH + ωD))

+2d2
DD(JDD(0) + 3JDD(ωD) + 6JDD(2ωD)

+2
3d

2
CDvic(JCDvic(ωC − ωD) + 3JCDvic(ωC) + 6JCDvic(ωC + ωD))

+2d2
DDvic(JDDvic(0) + 3JDDvic(ωD) + 6JDDvic(2ωD).
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C.3.4 Cross-relaxation rates

Cross-relaxation rates with the operator Ĉz are:

σCH =1
4d

2
CH(−JCH(ωC − ωH) + 6JCH(ωC + ωH)),

ηC
z =∆σCωCdCHJC,CH(ωC),
κC =

√
6dCHdCDJCH,CD(ωC),

ηCD
z =2

√
2
3dCD∆σCωCJC,CD(ωC),

σCD = 1√
6
d2

CD(−JCD(ωC − ωD) + 6JCD(ωC + ωD)),

λ =2
3d

2
CD(JCD1,CD2(ωC − ωD) + 6JCD1,CD2(ωC + ωD)),

νz =4d2
CDJCD1,CD2(ωC),

µ =
√

2
6 d2

CD (−JCD(ωC − ωD) + 6JCD(ωC)− 6JCD(ωC + ωD)) .

Finally, other cross-relaxation rates are:

κH =
√

6dCHdHDJCH,HD(ωH),

κCH =− 2
√

2
3dCD∆σCωCJC,CD(ωC),

κCD =4d2
CDJCD1,CD2(ωC)− 2

3d
2
DD(JDD(0)− 6JDD(2ωD)),

κCHD =4d2
CDJCD1,CD2(ωC) + 4d2

HDJHD1,HD2(ωH)− 2
3d

2
DD(JDD(0)− 6JDD(2ωD)),

κCDD =− 3
4d

2
DDJDD(0),

σHD = 1√
6
d2

HD(−JHD(ωH − ωD) + 6JHD(ωH + ωD)),

σDD =2
3d

2
DD(−JDD(0) + 6JDD(2ωD)),

σCHD =3
2dCDdHDJCD,HD(ωD),

ηCHD
z =dCH∆σCωCJC,CH(ωC),

δ =
√

6dCHdCDJCH,CD(ωC)− 1√
6
d2

HD(JHD(ωH − ωD)− 6JHD(ωH + ωD)),

λ(1) = 1√
6
d2

HD(JHD1,HD2(ωH − ωD)− 6JHD1,HD2(ωH + ωD))

+ 1√
6
dHDdDD(2JHD,DD(0)− 3JHD,DD(ωD)),

λ(2) =− 1√
6
dCDdDD(2JCD,DD(0) + 3JCD,DD(ωD)),

ν(1)
z =− 1√

6
d2

HD(JHD(ωH − ωD)− 6JHD(ωH + ωD)) +
√

3 (dCHdCDJCH,CD(ωC) + dHDdDDJHD,DD(ωD)) ,
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ν(2)
z =− 2

√
2
3dCD∆σCωCJC,CD(ωC),

ν(3)
z =

√
6dCDdDDJCD,DD(ωD),

ν(4)
z =1

2d
2
DD(JDD(0)− 3JDD(ωD))− 3

8dDDζQ(JDD,Q(0)− 3JDD,Q(ωD) + 6JDD,Q(2ωD))

− 3
4d

2
CDJCD1,CD2(ωD)− 1

4d
2
HD(JHD1,HD2(ωH − ωD) + 3JHD1,HD2(ωD) + 6JHD1,HD2(ωH + ωD))

− 2
3d

2
DDvic(JD1Dvic,D2Dvic(0) + 3JD1Dvic,D2Dvic(ωD) + 6JD1Dvic,D2Dvic(2ωD)),

µ(1) =−
√

3
4 d2

HD(JHD(ωH − ωD)− 6JHD(ωH + ωD)) +
√

3dCHdCDJCH,CD(ωC)

− 3
√

3
4 dHDζQJHD,Q(ωD),

µ(2) =− 2√
3
dCD∆σCωCJC,CD(ωC),

µ(3) =
√

3
12 d

2
CD(JCD(ωC − ωD)− 6JCD(ωC + ωD))− 3

√
3

4 dCDζQJCD,Q(ωD),

µ(4) =−
√

2
4 d2

DD(2JDD(0) + 3JDD(ωD))−
√

2
6 d2

CD(JCD1,CD2(ωC − ωD) + 6JCD1,CD2(ωC + ωD))

+ 3
8
√

2
dDDζQ(JDD,Q(0) + JDD,Q(ωD)− 2JDD,Q(2ωD)),

µ(5) =− 1√
2
d2

DD(JDD(0)− 6JDD(2ωD)) + 2
√

2d2
CDJCD1,CD2(ωC)− 3√

2
dDDζQJDD,Q(ωD).





Appendix D

Analysis of 13C-19F TROSY
pulse-sequences

D.1 Single-Field TROSY experiment

T/2 T/2 T/2 T/2

φ1

t2, φrec

t1

13C

19F

G

g1 g2 g2 g3 g3

φ2

φ3

Figure D.1: Single-field TROSY pulse-sequence for 13C-19F aromatic groups. This sequence
can be modified to include proton decoupling during the t1 and t2 evolution periods as detailed
in the original publication [40]. Black narrow (resp. wide white) rectangles represent 90◦ (resp.
180◦) pulses. Pulses are applied long the x-axis of the rotating frame if not otherwise stated.
Phase cycles are as follows: ϕ1=(y,-y,x,-x) , and ϕrec=(x,-x,-y,y). Pulses ϕ2 and ϕ3 select the
TROSY component. In the case of the 3-fluorotyrosine, ϕ2=y and ϕ3=-y, while ϕ2=-y and
ϕ3=-y for the 4-fluorophenylalanine. The indirect dimension is recorded in an Echo/Anti-Echo
scheme by recording another set of experiment with following phases: ϕ1=(-y,y,x,-x), ϕ2=-
y (3-fluorotyrosine) or ϕ2=y (4-fluorophenylalanine), ϕ3=y and the same receiver phase. The
duration of the delay T=1/(2J). Gradient g1 is a cleaning gradient and was simulated by setting
the initial density operator to Fz only. Length of the gradients is 750µs with amplitudes 24.75
G.cm−1 for g2 and 27.5G.cm−1 for g3.

In the following, relaxation effects are neglected. The pulse sequence [40] is shown in
FigureD.1. The first carbon pulse and gradient g1 remove carbon polarization. After the pulse
ϕ1:

F̂x
ΩF t1F̂z+2πJCF t1F̂zĈz−−−−−−−−−−−−−−→F̂x cos(ΩF t1) cos(πJCF t1) + F̂y sin(ΩF t1) cos(πJCF t1)

+ 2F̂yĈz cos(ΩF t1) sin(πJCF t1)− 2F̂xĈz sin(ΩF t1) sin(πJCF t1),
(D.1)
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where ΩF is the offset frequency for the fluorine nucleus and JCF the scalar-coupling con-
stant between the carbon-13 and fluorine-19 nuclei. The Single Transition-to-Single Transition
Polarization Transfer (ST2-PT) block [148] converts these operators into observable carbon-13
magnetization (recall that the coupling constant is negative):

F̂x
π
2 Ĉy−−−→ F̂x

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ −2F̂yĈz

π
2 (Ĉx−F̂y)
−−−−−−−→ 2F̂yĈy

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ 2F̂yĈy

π
2 F̂x−−−→ 2F̂zĈy,

F̂y
π
2 Ĉy−−−→ F̂y

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ −2F̂xĈz

π
2 (Ĉx−F̂y)
−−−−−−−→ 2F̂zĈy

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ Ĉx

π
2 F̂x−−−→ Ĉx,

2F̂xĈz
π
2 Ĉy−−−→ 2F̂xĈx

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ 2F̂xĈx

π
2 (Ĉx−F̂y)
−−−−−−−→ 2F̂zĈx

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ Ĉy

π
2 F̂x−−−→ Ĉy,

2F̂yĈz
π
2 Ĉy−−−→ 2F̂yĈx

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ −2F̂yĈx

π
2 (Ĉx−F̂y)
−−−−−−−→ −2F̂yĈx

π(F̂x+Ĉx)−πF̂zĈz
−−−−−−−−−−−−→ 2F̂yĈx

π
2 F̂x−−−→ 2F̂zĈx.

(D.2)
During the acquisition time t2, the signal has the form:

SEy,x(t1, t2) ∝ sin(ΩF t1 − πJCF t1)ei(ΩCt2−πJCF t2), (D.3)

where the notation SEy,x denotes the signal recorded for the set of phases ϕ1 = y and ϕrec = x

during the echo part of the sequence. The second cycle (ϕ1 = −y, ϕrec = −x) produces the
same FID. The last two cycles (ϕ1, ϕrec) lead to the signal:

SEx,−y(t1, t2) =SE−x,y(t1, t2),

SEx,−y(t1, t2) ∝− i cos(ΩF t1 − πJCF t1)ei(ΩCt2−πJCF t2).
(D.4)

In the "echo" linear combination, this leads to a signal of the form:

SE(t1, t2) =
∑

(ϕ1,ϕrec)E
SE(ϕ1,ϕrec)(t1, t2),

∝− iei(ΩF−πJCF )t1ei(ΩC−πJCF )t2 ,

(D.5)

where the factor -i only introduces a -90◦ phase shift.
During the anti-echo acquisition, the ST2-PT block converts the operators into:

F̂x
ST2PT−−−−→2F̂zĈy,

F̂y
ST2PT−−−−→− Ĉx,

2F̂xĈz
ST2PT−−−−→Ĉy,

2F̂yĈz
ST2PT−−−−→− 2F̂zĈx,

(D.6)

leading to signals:

SAE(−y,x)(t1, t2) ∝ sin(ΩF t1 + πJCF t1)ei(ΩCt2+πJCF t2),

SAE(x,−y)(t1, t2) ∝i cos(ΩF t1 + πJCF t1)ei(ΩCt2+πJCF t2),
(D.7)
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where the exponent AE refers to the anti-echo acquisition of the sequence. Finally:

SAE(t1, t2) ∝ iei(ΩF+πJCF )t1ei(ΩC−πJCF )t2 . (D.8)

The Rance-Kay processing leads to the final spectrum with selection of the 19F-TROSY com-
ponent in the indirect dimension.

As detailed in section 2.3, the successive evolution during the ST2PT! (ST2PT!) un-
der operators with drastically distinct relaxation properties (i.e single-quantum and multiple-
quantum coherences) leads to a poor selection of the carbon-13 TROSY component (Fig.D.2).

26 24 22 20 18 16
13C - ppm

3F-Tyr - τc = 25 nsa) b)

26 24 22 20 18 16
13C - ppm

3F-Tyr - τc = 100 ns

Figure D.2: The 1F-TROSY experiment does not perfectly select the carbon13 -TROSY peak.
Carbon-13 cross-sections of two-dimensional spectra simulated with the 1F-TROSY pulse-
sequence for 3F-Tyr with global tumbling correlation times τc = 25ns (a) and τc = 100 ns
(b).
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D.2 Two-Field TROSY experiment

In the following derivation, relaxation effects are neglected. The pulse sequence is shown in
Fig. 2.18. Polarization occurs at high field and the magnetization is stored and shuttled as F̂z
operator. Evolution in the Indirect dimension is performed in a semi-constant time fashion [149]
such that scalar-coupling evolution is refocussed. The phase cycle on ϕ2 allows selection of the
cosine or sine evolving part, which is further transfered back to the 2F̂zĈz operator for shuttling
to high field. The first carbon-13 pulse creates anti-phase carbon magnetization, which further
evolves under scalar coupling during a time T/2:

2F̂zĈz
πF̂x−−→ −2F̂zĈz

π
2 Ĉx−−−→ 2F̂zĈy

π(F̂x+Ĉx)−π2 F̂zĈz−−−−−−−−−−−−→
√

2
2
(
2F̂zĈy + Ĉx

)
. (D.9)

The phase cycle on ϕ3 and the use of two fluorine 180◦ pulses allow selection of the carbon-13
TROSY component.

ϕ3 = π

4 :
√

2
2
(
2F̂zĈy + Ĉx

)
ϕ3−→
√

2
2

[
1
2
(
2F̂zĈx + 2F̂zĈy

)
+
√

2
2 2F̂zĈz + 1

2
(
Ĉx + Ĉy

)
−
√

2
2 Ĉz

]
π
2 Ĉy−−−→
√

2
2

[
−1

2
(
2F̂zĈz − 2F̂zĈy

)
+
√

2
2 2F̂zĈx −

1
2
(
Ĉz − Ĉy

)
−
√

2
2 Ĉx

]
,

ϕ3 = 5π
4 :

√
2

2
(
2F̂zĈy + Ĉx

)
ϕ3−→
√

2
2

[
1
2
(
2F̂zĈx + 2F̂zĈy

)
−
√

2
2 2F̂zĈz + 1

2
(
Ĉx + Ĉy

)
+
√

2
2 Ĉz

]
π
2 Ĉy−−−→
√

2
2

[
−1

2
(
2F̂zĈz − 2F̂zĈy

)
−
√

2
2 2F̂zĈx −

1
2
(
Ĉz − Ĉy

)
+
√

2
2 Ĉx

]
.

(D.10)
Changing the receiver phase from -x to +x leads to the selection of the 2F̂zĈx − Ĉx operator
before detection (i.e. the TROSY component). Reconstruction of the indirect dimension is
done after Fourier transform of the direct dimension as:

S(t1, ω2) = Sϕ1=x(t1, ω2) + iSϕ1=y(t1, ω2), (D.11)

with Sϕ1=k(t1, ω2) being the Fourier-transformed signal in the direct dimension recorded with
phase ϕ1 = k.
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D.3 Two-Field TROSY experiment with ST2-PT block

In this section, some results for an alternative 2F-TROSY pulse-sequence are detailed. In this
pulse sequence (Fig.D.3), the Spin State Selective Excitation (S3E) block [150] is replaced by
a ST2-PT block [149]. This allows for a selection of both 13C- and 19-TROSY single-transitions.
We refer to this experiment as 2F-ST2PT.

τHF,1

τLF,1

τSh

τHF,2

τLF,2

τSh

t1

g1

T/2

φ3

φ2 φ4

φ5

T/2 T/2 T/2

g2 g2 g3 g3

φ1

t2, φrec
13CHF

13CLF
19FHF

19FLF
GHF

GLF

Figure D.3: Two-field TROSY pulse sequence with selection of both 19F and 13C-TROSY
components in 13C-19F aromatic groups. Black narrow (respectively wide white) rectangles
represent 90◦ (respectively 180◦) pulses. Pulses are applied along the x-axis of the rotating
frame unless otherwise stated. Phase cycles are as follows: ϕ1 = (y,-y,x,-x, y,-y,x,-x), ϕ4 =
(x, x, x, x,y, y, y, y), ϕ5 = (-x, -x, -x, -x,-y, -y, -y,-y) and ϕrec = (x,-x,-y,y,x,-x,-y,y). In
order to select the TROSY peak, phases ϕ2 and ϕ3 have to be adjusted to either y and −y for
selection of F̂+ − 2F̂+Ĉz (3F-Tyr) or to −y and −y for selection of F̂+ + 2F̂+Ĉz (4F-Phe).
Frequency discrimination in the indirect dimension is performed using the Echo/Anti-Echo
acquisition scheme, with phases ϕ1 = (-y,y,x,-x,-y,y,x,-x) and the phases ϕ2 and ϕ3 shifted
by 180◦. Length of the gradient g2 and g3 are the same as in the single-field experiment
(750µs, and 24.75G.cm−1 and 27.5G.cm−1 respectively). This pulse sequence can be modified
to include proton decoupling during fluorine-19 and carbon-13 chemical shift evolution periods.
The horizontal line breaks represent the shuttling periods from one field to the other. Time τSh
is the shuttling delay, τHF,1 and τLF,2 are waiting delays before shuttling and τHF,2 and τLF,1
are waiting delays after shuttling, as detailed in section 2.3. Figure reproduced from [41].
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Figure D.4: Field optimization of the 2F-ST2PT experiment. Expected peak height for the
3F-Tyr for correlation times for global tumbling τc of 25 ns (a) and 100 ns (b). The highest
peak-height position is indicated with a star. The optimal low-field remains the same as for
the two-field experiment discussed in section 2.3 (2.5T). Interestingly, the optimial high field is
higher. This is due to an increase in the 19F longitudinal relaxation rate (Fig. C.1) leading to
a smaller recycling delay and hence lower experimental time. We simulated the experiment at
the highest commercially available magnetic field at the time of writing (i.e. 28.2T). Figure
reproduced from [41].
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Figure D.5: The 2F-ST2PT leads to poor selection of the TROSY operators. 3F-Tyr spec-
tra simulated with correct shuttling delays (a) and virtually cancelling shuttling (1ms) and
high-field stabilization (0ms) delays (b). These simulations were performed for a global
tumbling correlation time τc = 25ns. Here, we show 15 contour levels starting from the
maximum intensity and with a factor 1.2 between two consecutive levels. Peaks are la-
belled as Carbon-TROSY/-Fluorine TROSY (CTFT), Carbon anti-TROSY/Fluorine-TROSY
(CATFT), Carbon-TROSY/Fluorine anti-TROSY (CTFAT) and Carbon anti-TROSY/Fluorine
anti-TROSY (CATFAT). Figure reproduced from [41].



Appendix E

Results for the dynamics of
ubiquitin methyl groups

E.1 Value of the parameters for isoleucine dynamics of ubiqui-
tin

The results reported here were published by Cousin et al. [21] and are based on the analysis of
high-resolution relaxometry data using a spectral density function accounting for an isotropic
global tumbling motions (correlation time τc), the rotation of the methyl group (order parameter
S2
m and correlation time τm), and two modes of motions for the C-C bonds, one fast (correlation

time S2
f and correlation time τf ) and one slow (order parameter S2

s and correlation time τs):

J (ω, θ~ı,~) =
2
5
[
S2
m(θ~ı,~)(S2

fS
2
sL(ω, τc) + (1− S2

f )L(ω, τ ′f ) + S2
f (1− S2

s )L(ω, τ ′s))

+(P2[cos
(
θ~ı,~
)
]− S2

m(θ~ı,~))(S2
fS

2
sL(ω, τ ′m) + (1− S2

f )L(ω, τ ′′f ) + S2
f (1− S2

s )L(ω, τ ′′s ))
]
,

(E.1)
where θ~ı,~ is the angle between the two interactions i and j, L(ω, τ) = τ/(1 + (ωτ)2) is the
Legendre function, P2(x) = (3x2−1)/2 is the second order Legendre polynomial and S2

m(θ~ı,~) =
P2[cos(θ ~CC,~ı)]P2[cos(θ ~CC,~)] where θ ~CC,~ı and θ ~CC,~ are the angle between the C-C bond and the
interactions i and j respectively.
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Figure E.1: Contribution of chemical exchange to the relaxation of carbon-13 δ1 nucleus of
isoleucine 44 of Ubiquitin. The y-axis corresponds to the difference between the measured and
calculated R2 using ICARUS analysis without including these rates. Figure reproduced from
[21].
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Figure E.2: Distribution of parameters of the dynamics after an MCMC procedure on corrected
HRR rates using ICARUS and accurate high-field relaxation rates. Figure reproduced from
[21].
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Table E.1: Order parameters and correlation times for isoleucine δ1 methyl groups in Ubiquitin
determined using HRR and ICARUS analysis [21]. τc was set to 5.028 ns. Chemical exchange
is affecting transverse relaxation rates of Ile-44 and its CSA was set to 25.0 ppm.

S2
f S2

s CSA (ppm)
Residue Median +σ −σ Median +σ −σ Median +σ −σ

3 0.71 0.01 0.01 0.76 0.12 0.15 23.8 1.57 1.43
13 0.63 0.02 0.03 0.62 0.06 0.15 23.9 2.53 2.33
23 0.51 0.01 0.01 0.90 0.07 0.12 20.1 1.36 1.37
30 0.81 0.01 0.02 0.74 0.10 0.30 22.5 2.05 2.19
36 0.67 0.02 0.02 0.58 0.03 0.03 29.4 1.28 1.19
44 0.51 0.03 0.05 0.28 0.02 0.03 Not fitted
61 0.55 0.02 0.01 0.89 0.07 0.11 26.1 1.87 1.83

τmet (ps) τf (ps) τs (ns)
Residue Median +σ −σ Median +σ −σ Median +σ −σ

3 8.56 1.06 0.88 34.8 24.4 17.0 17.7 8.86 10.6
13 11.5 1.85 0.94 77.3 40.7 39.3 3.13 4.10 1.08
23 21.7 0.38 0.33 150 11.8 12.1 18.3 8.37 11.4
30 9.03 0.92 0.61 61.8 47.6 35.4 6.98 14.8 4.20
36 8.05 1.14 0.43 82.8 24.8 37.6 2.48 0.63 0.45
44 5.58 2.44 1.17 70.3 42.1 42.9 1.27 0.36 0.22
61 14.4 0.71 0.45 138 18.2 26.1 17.3 9.05 12.7
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Table E.2: Median values and standard deviations for order parameters and correlation times
for isoleucine δ1 methyl groups of Ubiquitin determined using HRR and a MINOTAUR analysis.
τc was set to 5.028 ns. Chemical exchange is affecting transverse relaxation rates of Ile-44 and
CSA was set to 25.0 ppm.

S2
f S2

s CSA (ppm)
Residue Median +σ −σ Median +σ −σ Median +σ −σ

3 0.71 0.02 0.02 0.81 0.10 0.18 22.1 1.69 2.26
13 0.63 0.02 0.02 0.51 0.12 0.25 25.2 1.68 1.71
23 0.52 0.02 0.02 0.82 0.12 0.21 19.9 2.17 2.05
30 0.82 0.02 0.02 0.47 0.29 0.26 22.9 1.86 2.01
36 0.66 0.02 0.02 0.53 0.07 0.11 29.4 1.61 1.53
44 0.50 0.02 0.02 0.23 0.04 0.05 Not fitted
61 0.57 0.02 0.01 0.84 0.10 0.17 25.0 1.57 1.41

τmet (ps) τf (ps) τs (ns)
Residue Median +σ −σ Median +σ −σ Median +σ −σ

3 8.40 0.83 0.63 40.0 25.5 16.3 19.6 7.19 10.3
13 11.3 0.90 0.48 84.5 21.0 27.2 5.44 4.98 2.39
23 21.9 0.50 0.39 139 13.7 16.8 17.8 8.42 11.3
30 9.21 0.69 0.52 59.4 38.2 30.6 16.3 8.68 10.3
36 9.21 0.58 0.31 94.9 22.6 26.4 3.50 1.76 0.99
44 6.06 1.35 0.73 58.6 19.2 22.7 1.62 0.28 0.26
61 14.7 0.36 0.29 121 12.8 14.9 17.6 8.53 10.4
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Figure E.3: Correlation between MINOTAUR analysis using 3,000 and 10,000 MCMC steps for
S2
f (a), S2

s (b), τmet (c), τf (d), τs (e) and the carbon-CSA (f). The solid black lines correspond
to perfect correlation. α is the slope of the linear correlation function.
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E.2 Experimental parameters
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Figure E.4: Experimental delays for the 25 experiments used in the analysis of the dynamics
of isoleucine-δ1-methyl groups of Ubiquitin, and ordered from the highest magnetic field at
which relaxation takes place to the lowest. The time labels refer to the decomposition of the
free-relaxation part of the pulse-sequence, as shown in Fig. 3.1. The blue curve (right y-axis)
shows the variation of the magnetic field for each experiment (associated with an increase of
shuttling height). Experiments 1, 2 and 4 were performed on high-field spectrometers, with no
shuttle. Figure reproduced from [19].
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E.3 Size-reduction of relaxation matrices by removing fast-relaxing
operators

Here, we will show that fast-relaxing terms of a relaxation matrix can be discarded (as mentioned
in Section 3.3.2 of the main text) in order to reduce the size of the relaxation matrix and save
computational time. For the sake of simplicity, we consider a 2x2 Liouvillian:

L =
(
R1 σ

σ R′1

)
. (E.2)

The characteristic polynomial of L is:

det[L − λI] = λ2 − λ(R1 +R′1)− σ2 +R1R
′
1, (E.3)

with I the identity matrix. The roots are given by:

λ± = R1 +R′1 ±
√

∆
2 , (E.4)

with:
∆ = R′21 +R2

1 − 2R1R
′
1 + 4σ2. (E.5)

Let’s assume R′1 � R1, σ. A first order approximation in R1 and σ of
√

∆ leads to:

√
∆ ≈ R′1(1− R1

R′1
) = R′1 −R1, (E.6)

such that the eigenvalues of L are R1 and R′1. The associated eigenvectors approximate to {1, 0}
and {0, 1} and the autorelaxation of the operator of interest can be considered mono-exponential
with decay rate of R1. The fast relaxing operator does not contribute to the relaxation of the
slowly relaxing operator.

This can be verified by simulating the polarization decay. We will set R1 = 1 s−1,
σ = 0.5 s−1 and vary R′1. We can compute the polarization decay (associated with the operator
of interest with autorelaxation rate R1) following Section 3.2.2.1 of the main text (Fig. E.5).
The polarization decay can be fitted to a mono-exponential decay, and fitted relaxation rates
are reported in Table E.3. It is clear that the fast relaxing operator has negligeable effects on
the polarization decay when R′1 � R1.
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Figure E.5: Simulated polarization decay (plain) and exponential fit (dash) for different values
of R′1 relaxation rates.

Table E.3: Fitted relaxation rates from the simulated polarization decay for different values of
R′1

R′1 (s−1) fitted relaxation rate (s−1)

1 0.73

10 0.97

1,000 1.00





Appendix F

Detailed calculation of correlation
functions

F.1 Correlation function global tumbling

F.1.1 Master equation

The Master equation for global tumbling has been written in the main text (section 4.3.1):

∂

∂t
P (ΩL,D, t) = −

∑
j=x,y,z

DjjL
2
jP (ΩL,D, t),

where Djj is the jth component of the diagonalized diffusion coefficient tensor and Lj the
associated angular momentum operator. Obtaining an expression for the correlation function
requires first the diagonalization of the operator Dg =

∑
j=x,y,zDjjL

2
j . We express the operator

in terms of raising and lowering operators:

Dg = D+L
2 + 1

2D−(L2
+ + L2

−) + (Dzz −D+)L2
z, (F.1)

where:
D± =1

2(Dxx ±Dyy),

L± =Lx ± Ly.
(F.2)

The eigen equation is written:
DgΨn = EnΨn, (F.3)

where the functions Ψn are expanded in terms of the normalized Wigner matrices:

ΨL,µ,κ(Ω) =
∑
k

aκ,k

√
2L+ 1

8π2 D
L
µ,k(Ω). (F.4)
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Table F.1: Effect of the raising (L+) and lowering (L−) squared operators on the rank-2 Wigner
matrices.

k L2
+D

(2)
µ,k(Ω) L2

−D
(2)
µ,k(Ω)

-2
√

24D(2)
µ,0(Ω) 0

-1 6D(2)
µ,1(Ω) 0

0
√

24D(2)
µ,2(Ω)

√
24D(2)

µ,−2(Ω)

1 0 6D(2)
µ,−1(Ω)

2 0
√

24D(2)
µ,0(Ω)

F.1.2 Calculation of the conditional probability

The following properties (in units of ~) will be used in constructing the linear combination of
Wigner matrices that are eigenfunctions of the eigen equation (Eq. F.3):

L2DLµ,k(Ω) = L(L+ 1)DLµ,k(Ω),
LzDLµ,k(Ω) = kDLµ,k(Ω),

L±DLµ,k(Ω) =
√

(L∓ k)(L± k + 1)DLµ,k±1(Ω).

(F.5)

Using the above notations, the conditional probability (Eq. 4.10) is expressed as:

Caa
′

q =
∫
dΩ0

∫
dΩP (Ω0)D(2)∗

qa (Ω0)D(2)
qa′(Ω)×∑

L,µ,k,k′,κ

2L+ 1
8π2 aκ,kaκ,k′DL∗µ,k(Ω0)DLµ,k′(Ω)e−EL,µ,κt.

(F.6)

The orthogonality condition on the Wigner matrices (Eq.A.12) imposes L = 2 when calculat-
ing the integral. As a consequence, only 5 non-degenerate eigenfunctions are needed to solve
Eq. F.1.1. With this simplication in hand, the eigenvalues and eigenfunctions of the components
of the angular momentum operators are:

L2D(2)
µ,k(Ω) = 6D(2)

µ,k(Ω),

L2
zD

(2)
µ,k(Ω) = k2D(2)

µ,k(Ω).
(F.7)

The effects of the raising and lowering squared operators are summed up in Table F.1.
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It is then straightforward to find 3 eigenvectors:

Dg
√

5
8π2
D(2)
µ,1(Ω) +D(2)

µ,−1(Ω)
√

2
= (5D+ + 3D− +Dzz)

√
5

8π2
D(2)
µ,1(Ω) +D(2)

µ,−1(Ω)
√

2
,

Dg
√

5
8π2
D(2)
µ,1(Ω)−D(2)

µ,−1(Ω)
√

2
= (5D+ − 3D− +Dzz)

√
5

8π2
D(2)
µ,1(Ω) +D(2)

µ,−1(Ω)
√

2
,

Dg
√

5
8π2
D(2)
µ,2(Ω)−D(2)

µ,−2(Ω)
√

2
= (2D+ + 4Dzz)

√
5

8π2
D(2)
µ,2(Ω) +D(2)

µ,−2(Ω)
√

2
.

(F.8)

Finding the remaining two requires more calculations. The initial step is to recognize that they
have the form: X(x1, x2) = x1

√
5

8π2

(
D(2)
µ,2(Ω) +D(2)

µ,−2(Ω)
)

+ x2
√

5
8π2D

(2)
µ,0(Ω), where x1 and x2

are two numbers to be found. The effect of opertor Dg on this eigenfunction is:

DgX(x1, x2) =x1

√
5

8π2

(
D(2)
µ,2(Ω) +D(2)

µ,−2(Ω)
) [

6D+ + 4(Dzz −D+) +
√

24
2 D−

x2
x1

]

+ x2

√
5

8π2D
(2)
µ,0(Ω)

[
6D+ +

√
24D−

x1
x2

]
.

(F.9)

Thus, X(x1, x2) is an eigenvector if:

6D+ + 4(Dzz −D+) +
√

24
2 D−

x2
x1

= 6D+ +
√

24D−
x1
x2
, (F.10)

which can be re-written:
x2

2 − 2x2
1 + 2

√
2
3
Dzz −D+

D−
x1x2 = 0. (F.11)

The normalization condition for X(x1, x2) to be an eigenvector gives:

2x2
1 + x2

2 = 1. (F.12)

We set x′21 = 2x2
1 such that:

x′21 + x2
2 = 1. (F.13)

We can find a number x such that:

x′1 = sin
(
x

2

)
, x2 = cos

(
x

2

)
. (F.14)

Inserting in Eq. F.11 leads to:

cos2(x2 )− sin2(x2 ) + 2Dzz −D+√
3D−

sin
(
x

2

)
cos
(
x

2

)
= 0. (F.15)

We set α =
√

3D−
Dzz−D+

and use trigonometric relationships to write:

cos(x) + 1
α

sin(x) = 0, (F.16)
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Table F.2: Eigenvalues and eigenvectors for the operator associated to global tumbling. We
define β = tan−1

√
3D−

Dzz−D+
.

κ Eκ Ψ2,µ,κ(Ω) =
∑
k aκ,k

√
5

8π2D
(2)
µ,k(Ω)

1 5D+ + 3D− +Dzz
1√
2

(
D(2)
µ,1(Ω) +D(2)

µ,−1(Ω)
)

2 5D+ − 3D− +Dzz
1√
2

(
D(2)
µ,1(Ω)−D(2)

µ,−1(Ω)
)

3 2D+ + 4Dzz
1√
2

(
D(2)
µ,2(Ω)−D(2)

µ,−2(Ω)
)

4 4D+ + 2Dzz + 2
[
(Dzz −D+)2 + 3D2

−
] 1

2 1√
2

(
D(2)
µ,2(Ω) +D(2)

µ,−2(Ω)
)

cos β2 +D(2)
µ,0(Ω) sin β

2

5 4D+ + 2Dzz − 2
[
(Dzz −D+)2 + 3D2

−
] 1

2 − 1√
2

(
D(2)
µ,2(Ω) +D(2)

µ,−2(Ω)
)

sin β
2 +D(2)

µ,0(Ω) cos β2

which yields:
x = − tan−1(α), (F.17)

and one set of solution to Eq. F.11:

x1 = − 1√
2

sin
(

tan−1(α)
2

)
, x2 = cos

(
tan−1(α)

2

)
. (F.18)

A second set of solution is obtained by choosing:

x′1 = − cos
(
x

2

)
, x′2 = sin

(
x

2

)
, (F.19)

which is a π
2 -shift of the previous solution, and leads to:

x′1 = 1√
2

cos
(

tan−1(α)
2

)
, x′2 = sin

(
tan−1(α)

2

)
. (F.20)

The eigenvalues associated to these two eigenvectors can be calculated easily using Eq. F.9. The
five eigenvectors and associated eigenvalues of Eq. F.3 are gathered in Table F.2 where we have
defined β = tan−1

√
3D−

Dzz−D+
.

When the molecule shows some symmetry properties, the angular momentum operator
can have degenerate eigenfunctions. For example, if the molecule behaves as a cylinder (axial
symmetry), then Dxx = Dyy, eliminating the L+ and L− part of Eq. F.1. The immediate
consequence is that D− = 0 and two of the three unique eigenvalues are doubly degenerate
(κ = 1 and 2 on the one side, and κ = 3 and 4 on the other). When the diffusion tensor is
isotropic, Dxx = Dyy = Dzz, all eigenvalues are degenerate and equal 6D, usually refered to as
the inverse of the global tumbling correlation time: τc = 1/(6D).
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Static angle probability distribution It is clear from the form of the eigenvalues of the
components of the angular momentum that one only needs to calculate the eigenfunction asso-
ciated with the 0 eigenvalue in order to have a non-vanishing exponential term in Eq. 4.10 when
calculating the limit with t→∞. It is obvious that such an eigenfunction has L = 0 (from the
eigenvalues of L2) and k = 0 (from the eigenvalues of Lz) such that it corresponds to D(0)

0,0(Ω).
Then:

P (Ω0) = 1
8π2D

(0)
0,0(Ω0)2 = 1

8π2 . (F.21)

F.1.3 Integration of the correlation function for global tumbling

Using the integration in Eq. F.6:

Caa′(t) =
∫
dΩ0

∫
dΩ

2∑
µ=−2

2∑
k=−2

2∑
k′=−2

5∑
κ=1

P (Ω0) 5
8π2aκ,kaκ,k′e

−Eκt×

D(2)∗
qa (Ω0)D(2)∗

µk (Ω0)D(2)
qa′(Ω)D(2)

µk′(Ω).

(F.22)

We can use the property in Eq.A.9 to transform this equation into:

Caa′(t) = 5
64π4

2∑
µ=−2

2∑
k=−2

2∑
k′=−2

5∑
κ=1

aκ,kaκ,k′e
−Eκt(−1)−k−k′×∫

dΩ0D(2)∗
qa (Ω0)D(2)

−µ−k(Ω0)
∫
dΩD(2)

qa′(Ω)D(2)∗
−µ−k′(Ω),

(F.23)

where P (Ω0) has been left out of the integrations as it is a constant of Ω0. Looking at Table F.2
shows that k + k′ is always an even number such that (−1)−k−k′ = 1 for all k and k′. It
immediately follows from the orthonormality condition (Eq.A.12) that:

Caa′(t) = 5
64π4

2∑
µ=−2

2∑
k=−2

2∑
k′=−2

5∑
κ=1

aκ,kaκ,k′e
−Eκtδq−µδa−kδa′−k′ ×

8π2

5 × 8π2

5 , (F.24)

where δ is the Kronecker-delta function. It simplifies into:

Caa′(t) = 1
5

5∑
κ=1

aκ,−aaκ,−a′e
−Eκt . (F.25)

From symmetry consideration, it follows that aκ,−aaκ,−a′ = aκ,aaκ,a′ so that we find the result
reported in the main text:

Caa′(t) = 1
5

5∑
κ=1

aκ,aaκ,a′e
−Eκt.



256 Appendix F. Detailed calculation of correlation functions

F.2 correlation function for rotamer jumps

The strategy remains the same as presented in section 4.2, and used in the case of the global
tumbling. The only difference is that integrals in Eq. 4.7 are replaced by discrete sums:

〈D(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉 =
N∑
α=1

N∑
β=1
D(2)∗
b,c (ΩJ,SFα)D(2)

b′,c′(ΩJ,SFβ )peqα p(β, t|α, 0), (F.26)

where N is the number of accessible states, ΩJ,SFα is the Euler angle for transformation from
the jump frame to the system frame in rotamer α, peqα is the equilibrium population of state α
and p(β, t|α, 0) is the conditional probability of finding the system in state β at time t when
is was initially in state α at time t = 0. The conditional probability is found by solving the
Master equation presented in the main text (Eq 4.28):

∂

∂t
pi(t) =

N∑
j=1
Rijpj(t),

where pi(t) is the population of state i at time t and Rij is an element of the exchange matrix
R and corresponds to the exchange rate from state j to i. The microscopic reversibility implies
that:

Rijpeqj = Rjipeqi . (F.27)

Diagonal elements of the exchange matrix are given by:

Rii = −
∑
j 6=i

Rji. (F.28)

The boundary conditions associated to Eq. 4.28 are:

(1) p(β, t = 0|α, 0) = δαβ,

(2) lim
t→∞

p(β, t|α, 0) = peqβ ,
(F.29)

Eq. 4.28 transforms into an eigen equation as follows:

RX = λX. (F.30)

The exchange matrix is in general not symmetric (it is only when equilibrium populations are
equal) but can be transformed into a symmetric matrix R̃:

R̃ij =

√√√√peqj
peqi
Rij =

√
RijRji, i 6= j,

R̃ii = Rii = −
∑
j 6=i
Rji.

(F.31)
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The eigen equation now reads:
R̃X̃ = λX̃, (F.32)

where:
X̃α = 1√

peqα
Xα. (F.33)

Since R̃ is symmetric, its eigenvalues λn are all real and the associated eigenvectors X̃(n) are
orthogonal. The conditional probability is written as in Eq. 4.10 such that, for the second
condition in Eq. F.29 to be met, we must have λ0 = 0 (we order the eigenvalues such that
|λn| ≤ |λn+1|). The associated eigenvector X̃(0) can be calculated as follows:

R̃X̃(0) = 0⇔
N∑
j=1
R̃ijX̃(0)

j = 0, ∀i ∈ [1, N ],

⇔
∑
j 6=i
R̃ijX̃(0)

j + R̃iiX̃(0)
i = 0,

⇔
∑
j 6=i

√√√√peqi
peqj
RjiX̃(0)

j −
∑
j 6=i
RjiX̃(0)

i = 0,

⇔
∑
j 6=i
Rji

 1√
peqj

X̃
(0)
j −

1√
peqi

X̃
(0)
i

 = 0.

(F.34)

It follows that {X̃(0)
n } = {

√
peqn }, ∀n ∈ [1, N ] is an eigenvector associated to the eigenvalue

λ0 = 0.
The conditional probability can be written:

p(β, t|α, 0) = Aβ,α

N−1∑
n=0

X̃(n)
α X̃

(n)
β eλnt, (F.35)

where Aβ,α is a constant introduced to fullfill the conditions in Eq. F.29. The eigenvectors X̃
are orthogonal such that condition (1) is already met. In order to satisfy condition (2), we must

have Aβ,α =
√
peq
β√
peqα

:

p(β, t|α, 0) =

√
peqβ
peqα

N−1∑
n=0

X̃(n)
α X̃

(n)
β eλnt. (F.36)

The correlation function Eq. F.26 is expressed as shown in the main text (Eq. 4.29):

〈D(2)∗
b,c (ΩJ,SF , 0)D(2)

b′,c′(ΩJ,SF , t)〉 =
N∑
α=1

N∑
β=1

N−1∑
n=0
D(2)∗
b,c (ΩJ,SFα)D(2)

b′,c′(ΩJ,SFβ )
√
peqα p

eq
β X̃

(n)
α X̃

(n)
β eλnt.

(F.37)
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F.3 Correlation function for diffusion on a cone

The correlation function is written as in the main text (Eq. 4.35):

Ci,j(t) = 1
5

5∑
κ=1

∑
a,a′

∑
b,b′

aκ,aaκ,a′e
−EκteiαD,SF (a−a′)da,b(βD,SF )da′,b′(βD,SF )×

〈ei(bγD,SF (0)−b′γD,SF (t))〉D(2)∗
b,0 (ΩSF,i)D(2)

b′,0(ΩSF,j).

We use the same approach as introduced in Section 4.2 to solve the ensemble average:

〈ei(bγD,SF (0)−b′γD,SF (t))〉 =
∫ 2π

0

∫ 2π

0
p(γ0)p(γ, t|γ0, 0)eibγ0e−ib

′γdγ0dγ, (F.38)

where p(γ0) = 1
2π (all orientations are equi-probable), and the conditional probability is ex-

pressed as:
p(γ, t|γ0, 0) =

∑
n

ϕ∗n(γ0)ϕn(γ)e−Ent, (F.39)

where ϕn is the eigenfunction associated to the eigenvalue En of the rotation operator DrotL
2
rot:

∂

∂t
p(γ, t) = −DrotL

2
rotp(γ, t) = Drot

∂2

∂γ2 p(γ, t), (F.40)

where Drot is the rotational diffusion coefficient and L2
rot is the angular momentum operator for

rotation on a circle. Eigenfunctions and eigenvalues are given by:

ϕn(γ) = 1√
2π
einγ ,

En = Drotn
2.

(F.41)

Inserting in Eq. F.38 leads to:

〈ei(bγD,SF (0)−b′γD,SF (t))〉 = 1
4π2

∑
n

e−Drotn
2t
∫ 2π

0

∫ 2π

0
eiγ0(b−n)e−iγ(b′−n)dγ0dγ, (F.42)

which does not cancel out only for n = b = b′, and leads to the correlation function reported in
the main text (Eq. 4.37):

〈ei(bγD,SF (0)−b′γD,SF (t))〉 = δbb′e
−Drotb2t.
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F.4 Correlation function wobbling in a cone

The correlation function has been written in the main text (Eq. 4.41):

Ci,j(t) = 1
5

5∑
κ=1

∑
a,a′

∑
b,b′

∑
c,c′

aκ,aaκ,a′e
−Eκt〈D(2)∗

b,c (ΩWF,SF , 0)D(2)
b′,c′(ΩWF,SF , t)〉×

D(2)∗
a,b (ΩD,WF )D(2)∗

c,0 (ΩSF,i)D(2)
a′,b′(ΩD,WF )D(2)

c′,0(ΩSF,j).

The correlation function for wobbling is calculated by solving the Smoluchowski’s equation
(Eq. 4.42):

∂

∂t
p(Ω, t) = −DWL

2
W p(Ω, t),

where DW is the diffusion coefficient for the wobble motion and L2
W is the angular momentum

operator (Eq. 4.43):

L2
W = − 1

sin θ
∂

∂θ

(
sin θ ∂

∂θ

)
− 1

sin2 θ

∂2

∂ϕ2 ,

with reflecting boundary condition at θ = βcone, with βcone the cone semi-angle opening
(Eq. 4.44):

∂

∂θ
p(Ω, t)|θ=βcone = 0.

F.4.1 Solving the Master equation

When solving Eq. 4.42, Wang and Pecora did not diagonalize the operator L2
W , but their ap-

proach is mathematically the same [196]. For the sake of consistency, the diagonalization-based
treatment is presented here. The eigen equation is written:

DWL
2
W c(θ, ϕ) = Ec(θ, ϕ). (F.43)

We use the method of variable separation to write:

c(θ, ϕ) = Θ(θ)Φ(ϕ), (F.44)

which yields:

− Φ(ϕ)
sin θ

[
∂

∂θ
sin θ ∂

∂θ

]
Θ(θ)− Θ(θ)

sin2 θ

∂2

∂ϕ2 Φ(ϕ) = E

DW
Θ(θ)Φ(ϕ), (F.45)

which leads to the following differential equation for Φ:

∂2

∂ϕ2 Φ(ϕ) ∝ Φ(ϕ). (F.46)

Following the work of Wang and Pecora [196], we write the complete set of functions Φ as:

Φm(ϕ) = Am cos(mϕ) +Bm sin(mϕ), (F.47)
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where m ∈ N, and An and Bm are coefficients associated to the eigenvalue m. It follows:

∂2

∂ϕ2 Φm(ϕ) = −m2Φm(ϕ), (F.48)

and we can write the differential equation for Θ:

− 1
sin θ

[
∂

∂θ
sin θ∂Θ

∂θ

]
+ m2

sin2 θ
Θ− E

DW
Θ = 0. (F.49)

We operate the following variable change: µ→ cos θ:

2µ∂Θ
∂µ
− (1− µ2)∂

2Θ
∂µ2 + m2

1− µ2 Θ− E

DW
Θ = 0. (F.50)

We now define E = DW νm(νm + 1) to obtain:

(1− µ2)∂
2Θ
∂µ2 − 2µ∂Θ

∂µ
+
(
νm(νm + 1)− m2

1− µ2

)
Θ = 0. (F.51)

Solutions of the equations of the type Eq. F.51 for µ ∈ [0, 1] are given by the Legendre associated
functions Pmνm of degree νm and order m. There are an infinite number of solutions and the
eigenfunctions and eigenvalues are given by Pmνm,n and DW νm,n(νm,n+1) respectively, where the
νm,n fulfill the boundary condition Eq. 4.44. We choose the indices n such that νm,n < νm,n+1.
The conditional probability p(Ω, t|Ω0, 0) is now given by:

p(Ω, t|Ω0, 0) =
+∞∑
m=0

+∞∑
n=0

e−DW νm,n(νm,n+1)t(Am,n cos(mϕ) +Bm,n sin(mϕ))Pmνm,n(cos θ), (F.52)

where we explicitely show the dependence of the coefficients A and B in m and n.

F.4.2 Solving the boundary condition

The conditional probability is written in Eq. F.52 where the coefficients Am,n and Bm,n still
need to be calculated. For this, we first take a look at the conditional probability at time t = 0:

p(Ω, t = 0|Ω0, 0) = δ(µ− µ0)δ(ϕ− ϕ0),

=
+∞∑
m=0

+∞∑
n=0

(Am,n cos(mϕ0) +Bm,n sin(mϕ0))Pmνm,n(µ0),
(F.53)

where we set µ = cos θ. Now, we can calculate the following two integrals:

Ic =
∫ 1

µcone
dµ

∫ 2π

0
dϕp(Ω, t = 0|Ω0, 0)Pm′νm′,n′

(µ) cosm′ϕ,

Is =
∫ 1

µcone
dµ

∫ 2π

0
dϕp(Ω, t = 0|Ω0, 0)Pm′νm′,n′

(µ) sinm′ϕ.
(F.54)
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On one side, we have:

Ic =
∫ 1

µcone
dµ

∫ 2π

0
dϕδ(µ− µ0)δ(ϕ− ϕ0)Pm′νm′,n′

(µ) cosm′ϕ = Pm
′

νm′,n′
(µ0) cosm′ϕ0,

Is =
∫ 1

µcone
dµ

∫ 2π

0
dϕδ(µ− µ0)δ(ϕ− ϕ0)Pm′νm′,n′

(µ) sinm′ϕ = Pm
′

νm′,n′
(µ0) sinm′ϕ0.

(F.55)

On the other side, we can write:

Ic =
∑
m,n

∫ 1

µcone
Pm

′
νm′,n′

(µ)Pmνm,n(µ)dµ×
∫ 2π

0
dϕ(Am,n cos(mϕ) +Bm,n sin(mϕ)) cosm′ϕ,

Is =
∑
m,n

∫ 1

µcone
Pm

′
νm′,n′

(µ)Pmνm,n(µ)dµ×
∫ 2π

0
dϕ(Am,n cos(mϕ) +Bm,n sin(mϕ)) sinm′ϕ.

(F.56)

Using the property Eq.A.26, we have:

Ic = Hm′,n′(µcone)×
∫ 2π

0
dϕ(Am′,n′ cos(mϕ) +Bm′,n′ sin

(
m′ϕ

)
) cosm′ϕ,

Is = Hm′,n′(µcone)×
∫ 2π

0
dϕ(Am′,n′ cos(mϕ) +Bm′,n′ sin

(
m′ϕ

)
) sinm′ϕ.

(F.57)

After simple integration, we now have:

Ic = επHm,n′(µcone)Am,n′ ,
Is = πHm,n′(µcone)Bm,n′ .

(F.58)

where:

ε =
{

2, m = 0
1, m = {1, 2}

. (F.59)

By identification with Eq. F.55, we can express the two coefficients Am,n and Bm,n:

Am,n = cosmϕ0
επHm,n(µcone)

Pmνm,n(µ0),

Bm,n = sinmϕ0
πHm,n(µcone)

Pmνm,n(µ0).
(F.60)

F.4.3 Expression of the conditional probability

The conditional probability can now be written:

p(Ω, t|Ω0, 0) =
+∞∑

m=−∞

+∞∑
n=0

Xm,n, (F.61)

where we define:

Xm,n = e−DW νm,n(νm,n+1)tP
m
νm,n(µ)Pmνm,n(µ0)
πHm,n(µcone)

(cosmϕ0
ε

cosmϕ+ sinmϕ0 sinmϕ
)
. (F.62)
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We have:

X0,n = 1
2
P 0
ν0,n(µ)P 0

ν0,n(µ0)
πH0,n(µcone)

e−DW ν0,n(ν0,n+1)t (F.63)

and, for m 6= 0:

Xm,n = e−DW νm,n(νm,n+1)tP
m
νm,n(µ)Pmνm,n(µ(0))
πHm,n(µcone)

(cosmϕ0 cosmϕ+ sinmϕ0 sinmϕ) . (F.64)

We can write:

cosmϕ0 cosmϕ+ sinmϕ0 sinmϕ = eimϕ
(
e−imϕ0 + i sinm(ϕ− ϕ0)

)
, (F.65)

so that, after using Eq.A.27 and Eq.A.24, we can write:

Xm,n = e−DW νm,n(νm,n+1)tP
m
νm,n(µ)Pmνm,n(µ0)
πHm,n(µcone)

eimϕ
(
e−imϕ0 + i sinm(ϕ− ϕ0)

)
,

X−m,n = e−DW νm,n(νm,n+1)tP
m
νm,n(µ)Pmνm,n(µ0)
πHm,n(µcone)

e−imϕ
(
eimϕ0 − i sinm(ϕ− ϕ0)

)
.

(F.66)

Including negative values of m in the sum Eq. F.61 let the sinus terms cancel with one another.
Including the m < 0 terms in Eq. F.61 is possible as X−m,n = Xm,n, as seen using Eq. F.64. We
can write:

p(Ω, t|Ω0, 0) = 1
2

+∞∑
m=−∞

+∞∑
n=0

e−DW νm,n(νm,n+1)tP
m
νm,n(µ)Pmνm,n(µ0)
πHm,n(µcone)

eimϕe−imϕ0 . (F.67)

The factor 1/2 comes from the equalityX−m,n = Xm,n and the extension of the sum on the index
m from −∞ to +∞, and the expression of X0,n (Eq. F.63). C.Wang and R.Pecora introduced
the pseudo-spherical harmonics [196]:

Y m
νm,n(Ω) = 1√

2πHm,n(µcone)
Pmνm,n(µ)eimϕ, (F.68)

and wrote the conditional probability in a compact form:

p(Ω, t|Ω0, 0) =
+∞∑

m=−∞

+∞∑
n=0

e−DW νm,n(νm,n+1)tY m
νm,n(Ω)Y m∗

νm,n(Ω0). (F.69)

F.4.4 Initial angle probability

The initial angle probability can easily be found with geometric arguments. We prefer to use
the limit definition (Eq. 4.11). The conditional probability does not cancel out when t → ∞
only for νm,n = 0, that is m = n = 0:

p(Ω0) = Y 0
0 (Ω)Y 0

0 (Ω0) = P 0
0 (µ)P 0

0 (µ0)
2πH0,0(µcone)

. (F.70)
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It is then straightforward to show:
p(Ω0) = 1

2π(1− µcone)
, θ0 ∈ [0, βcone],

p(Ω0) = 0, θ0 > βcone.

(F.71)
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F.5 Additional figures

F.5.1 Contribution of each motion to the relaxation
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Figure F.1: Contribution of rotamer jump and wobbling in a cone motions to relaxation rates.
Carbon R1 (a, d, g), R2 (b, e, h) and carbon-proton σNOE (c, f, i) at 14.1T in a 13C1H2H2
methy group for a protein of global tumbling correlation time τc = 10ns. Dashed horizontal
lines show the value of the relaxation rates without wobbling. Relaxation rates calculated in
the abscence of rotamer jumps are shown in green. In the presence of rotamer jumps, the
case where all rotamer populations are equal (blue) and unequal (orange) are distinguish. In
this later case, populations are p1 = 0.7, p2 = 0.2 and p1 = 0.1. Calculations are shown as a
function of the correlation time for wobbling, a function of the wobbling diffusion constant and
cone semi-angle opening βcone, while the diffusion constant is varied from 106 to 1010 s−1. The
blue and orange vertical arrows indicate the values of the correlation time for rotamer jumps,
when populations are equal and unequal respectively.
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Figure F.2: Same as Fig. F.1 for a protein of global tumbling correlation time τc = 50ns.
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F.5.2 Model Free analysis with multiple internal motions
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Figure F.3: Model Free analysis of relaxation rates in the presence of two internal motions.
Carbon-13 longitudinal (a, d, g) and transverse (b, e, h), and carbon-proton DD (c, f, i)
relaxation rates calculated assuming isotropic overall tumbling (global tumbling correlation
time τc = 10 s−1), methyl rotation and C-C wobbling (a-c), azymutal symmetric rotamer jumps
(d-f) or non-azymutal symmetric jumps (g-h).
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Figure F.4: Model Free and Extended Model Free analyses of relaxation rates in the presence of
three internal motions. Carbon-13 longitudinal (a, d) and transverse (b, e), and carbon-proton
DD (c, f) relaxation rates calculated assuming isotropic overall tumbling (global tumbling
correlation time τc = 10 s−1), methyl rotation, C-C wobbling and azymutal symmetric rotamer
jumps (a-c) or non-azymutal symmetric jumps (d-f).
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Figure F.5: Evolution of the EMF parameters obtained after a MCMC analysis as a function
of the diffusion coefficient for wobling, in the case where three internal motions are considered.
Results for azymutal symmetric rotamer jumps are presented in a-e, and for non-azymutal
symmetric rotamer jumps in f-k. The blue line shows the mean of the parameter and the grey
area the parameter distribution obtained after a MCMC analysis of the relaxation rates. Points
are connected by a solid line for visual clarity.
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F.5.3 Rotamer-dependent CSA tensors and relaxation
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Figure F.6: Highlighting the CSA rotamer-dependent relaxation mechanism at 1.2GHz. Evo-
lution of the carbon-R1 (a), carbon-R2 (b), and carbon longitudinal (c) and transverse (d)
cross-correlated cross-relaxation rate for a methyl group exchanging between two rotamer po-
sitions as a function of the difference between the CSA of the two rotamers. Calculations are
performed for three equilibrium position for the state 1 and by either considering a population-
averaged CSA value (dash) or distinct CSA tensors (solid).
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Figure F.7: Energies of the 144 conformations of an isoleucine amino acid in water and calculated
using DFT. The conformation with the lowest energy (conformation 101) defines the reference
point. The 9 selected rotamers are indicated with the red stars
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Figure F.8: Distribution of χ1 and χ2 angles for Ubiquitin isoleucine side-chains from the MD
simulation.
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Figure F.9: Contribution from the CSA rotamer-dependent relaxation mechanism. Analysis
of relaxation rates for Ile-30 and Ile-61 using a 2-rotamer exchange model (rotamer 4 and 9).
Carbon R1 (a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-correlated
cross-relaxation rates (c) as a function of the magnetic field. Only carbon R1, R2 and carbon-
proton σNOE were used in each analysis while ηz and ηxy were calculated using the obtained
results for cross-validation. Calculation were performed either using distinct CSA tensors in
each rotamer (plain) or the population-averaged value (dash).
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Figure F.10: Analysis of relaxation rates for Ile-3 using a 2-rotamer jump model (rotamer 4
and 9). Carbon R1 (a), R2 and carbon-proton σNOE (b) and longitudinal and transverse cross-
correlated cross-relaxation rates (c) as a function of the magnetic field. The results from the
EMF analysis are shown in dash lines in each panel. Only carbon R1, R2 and carbon-proton
σNOE were used in each analysis while ηz and ηxy were calculated using the obtained results for
cross-validation. d) Distributions of parameters for the explicit model of motions. The mean
values of parameters are given on every panels. The jump rate k94 is expressed in s−1.
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Figure F.11: Analysis of relaxation rates for Ile-13 using a 6-rotamer jump model (rotamer 1, 3,
4, 5, 6, and 9). Carbon R1 (a), R2 and carbon-proton σNOE (b) and longitudinal and transverse
cross-correlated cross-relaxation rates (c) as a function of the magnetic field. The results from
the EMF analysis are shown in dash lines in each panel. Only carbon R1, R2 and carbon-proton
σNOE were used in each analysis while ηz and ηxy were calculated using the obtained results for
cross-validation. d) Distributions of parameters for the explicit model of motions. The mean
values of parameters are given on every panels. All jump rates are expressed in s−1. In the
model, populations of rotamers 1, 5 and 9 were fixed to their MD values (respectively 2%, 1%
and 3%) and all jump rates fixed to 10−10 except exchange rates involving rotamer 4 which is
predicted to be the most populated rotamer from the MD simulation.
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Figure F.12: Analysis of relaxation rates for Ile-23 using a 3-rotamer jump model (rotamer
3, 6 and 9). Carbon R1 (a), R2 and carbon-proton relaxation rates (b) and longitudinal and
transverse cross-correlated cross-relaxation rates (c) as a function of the magnetic field. The
results from the EMF analysis are shown in dash lines in each panel. Only carbon R1, R2
and carbon-proton σNOE were used in each analysis while ηz and ηxy were calculated using the
obtained results for cross-validation. d) Distributions of parameters for the explicit model of
motions. The mean values of parameters are given on every panels. The exchange rates are
expressed in s−1.
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Figure F.13: Analysis of relaxation rates for Ile-36 using a 2-rotamer jump model (rotamer
6 and 9). Carbon R1 (a), R2 and carbon-proton σNOE (b) and longitudinal and transverse
cross-correlated cross-relaxation rates (c) as a function of the magnetic field. The results from
the EMF analysis are shown in dash lines in each panel. Only carbon R1, R2 and carbon-proton
σNOE were used in each analysis while ηz and ηxy were calculated using the obtained results for
cross-validation. d) Distributions of parameters for the explicit model of motions. The mean
values of parameters are given on every panels. The exchange rates are expressed in s−1.
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F.6 Additional tables

Table F.3: Values of χ1 and χ2 angles obtained after DFT optimization of isoleucine structures,
and defining the 9 rotamers, and Euler angles ϕJ,R and θJ,R defining the orientation of the
rotamer frame in the jump frame.

χ1 (deg) χ2 (deg)

Rotamer Theoretical DFT Theoretical DFT ϕJ,R (deg) θJ,R (deg)

1 60 55.58 60 56.70 105.33 103.74

2 180 178.08 60 53.63 228.21 108.71

3 300 291.44 60 59.22 199.06 101.55

4 60 59.88 180 173.85 135.10 5.80

5 180 180.25 180 172.19 249.12 7.65

6 300 295.36 180 177.00 211.35 4.97

7 60 63.59 300 289.81 172.20 92.98

8 180 184.40 300 287.02 127.09 91.56

9 300 296.95 300 295.15 241.33 100.43

Table F.4: Populations of each Isoleucine rotamer states in the MD trajectory of Ubiquitin.

Rotamer Ile-3 Ile-13 Ile-23 Ile-30 Ile-36 Ile-44 Ile-61

1 0.05 0.02 0.0 0.0 0.0 0.0 0.0

2 0.02 0.0 0.0 0.0 0.05 0.0 0.0

3 0.0 0.12 0.03 0.0 0.01 0.11 0.0

4 0.79 0.55 0.0 0.0 0.05 0.0 0.0

5 0.03 0.01 0.0 0.0 0.08 0.0 0.0

6 0.0 0.26 0.06 0.92 0.58 0.57 0.81

7 0.0 0.0 0.0 0.0 0.03 0.0 0.0

8 0.0 0.0 0.0 0.0 0.0 0.0 0.0

9 0.12 0.03 0.92 0.08 0.19 0.31 0.18
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MOTS CLÉS

Résonance Magnétique Nucléaire, Relaxation, Dynamique des protéines, RMN multi-champ

RÉSUMÉ

La relaxation des spins nucléaires est un phénomène fondamental en Résonance Magnétique Nucléaire (RMN). Au

cours d’une expérience, elle conduit à des pertes de polarisation affectant la qualité des spectres. Afin de développer de

nouvelles séquences d’impulsion, il est essentiel de prendre en compte ses effets, voire de les optimiser, comme dans

le cas des expériences de type TROSY (Transverse Relaxation Optimized SpectroscopY). Après une brève introduction

à la théorie de la relaxation en phase liquide, nous détaillons comment cette théorie a été implémentée dans le but de

calculer efficacement les vitesses de relaxation d’un grand nombre de systèmes de spins.

La théorie de la relaxation nous a permis de comprendre le spectre de groupes méthyl dans la protéine Ubiquitine, et

enregistré avec une évolution zéro quantum à bas champs et une détection à haut champs en utilisant un spectromètre

RMN à deux champs. Cela nous a conduit à étendre le champ d’application de la théorie du methyl-TROSY. Par ailleurs,

nous avons introduit le concept de TROSY a deux-champs. Il repose non seulement sur la sélection d’opérateur de spin

ayant des propriétés de relaxation favorables, mais également sur la sélection adéquate des champs magnétiques pour

l’évolution sous l’effet du déplacement chimique tout en conservant la sensibilité des hauts champs pour la détection.

La mesure des vitesses de relaxation, constitue un outil de choix pour la caractérisation de la dynamique sur des échelles

de temps allant de la pico- à la seconde, et plus. Nous présentons ici des outils pour analyser la dépendance en champs

magnétique de vitesses de relaxation enregistrées sur une large gamme de champs magnétiques. Enfin, nous présentons

quelques modèles de mouvements prenant en compte la nature des mouvements dans les protéines. En particulier, nous

montrons l’existence d’un mécanisme de relaxation associé à des différences de CSA (Chemical Shift Anisotropy) dans

les chaînes latérales aliphatiques.

ABSTRACT

Nuclear spin relaxation is a fundamental phenomenon in Nuclear Magnetic Resonance (NMR). During the course of

an experiment, it leads to polarization losses that can be detrimental to the spectrum quality. Taking spin relaxation

into account when developing NMR pulse sequences appears essential, and can reveal itself beneficial as shown in

TRansverse Optimized SpectroscopY (TROSY) type of experiments. After a brief introduction to nuclear spin relaxation

theory in liquid, we will detail how it has been implemented to efficiently compute relaxation rates of arbitrary spin systems.

Nuclear spin relaxation theory has been used to understand the spectrum of methyl groups in the protein Ubiquitin

recorded with zero-quantum evolution at low field and signal detection at high field using a two-field NMR spectrometer.

This led us to extend the methyl-TROSY theory beyond the its original conditions of application. In addition, we introduced

the concept of two-field TROSY which relies not only on the selection of spin quantum operators with favorable relaxation

properties, but also on the proper selection of the magnetic field for chemical shift labeling while retaining high-field

high-sensitivity detection.

Relaxation measurements report on dynamic properties over timescales ranging from pico- to seconds and more is

unique. Here, we present tools to analyze the field-dependence of relaxation rates recorded while moving the sample

inside the bore of the spectrometer to extend the range of available magnetic fields. Finally, we discuss models of motions

adapted to the nature of internal motions in protons. We reveal the existence of a rotamer Chemical Shift Anisotropy (CSA)

dependent relaxation mechanism in aliphatic side-chains.

KEYWORDS

Nuclear Magnetic Resonance, Nuclear spin relaxation, Protein dynamics, Multiple-field NMR
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