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Preface

The scientific community celebrates this year the 60
th
anniversary of the first observation of

second-harmonic generation (SHG) in a quartz crystal by Franken and coworkers in 1961,

which marked the birth of nonlinear optics. Since then, this field has drawn a great interest,

ranging from fundamental studies to the development of cutting-edge applications. Some

of them rely on conversion processes to generate coherent radiation in frequency windows

where different sources are not available; some others are attractive for the development

of all-optical signal processing systems at the core of integrated photonic circuitry. In the

1980s optical bistability in nonlinear materials was particularly appealing for all-optical

modulation. However, such control was achievable only at large scales and high operating

powers, which prevented the spreading of commercial systems. Later on, at the end of the

1990s, the onset of photonic crystals envisaged the possibility to scale down electromagnetic

confinement, and in turn optical control, to dimensions smaller than the wavelength of

light. However, the size of periodic structures hindered the design of compact devices

operating independently at the nanoscale, as it is the case for electronic circuitry. Finally,

the recent progress of both nanofabrication techniques and numerical tools triggered the

emergence of all-dielectric nanoresonators, which provide a valuable alternative to tailor

the properties of electromagnetic fields at the subwavelength scale.

This thesis deals with nonlinear optical generation from aluminum-gallium-arsenide

(AlGaAs) nanoresonators, either isolated or arrayed, tackling the problem in all its different

aspects, from modeling of nonlinear optics in open cavities to fabrication development of

metasurfaces and their experimental characterization. The work reported in this manuscript

was mostly carried out in the research group Dispositifs Optique Nonlinéaires (DON),

within the laboratory Matériaux et Phénomènes Quantiques (MPQ) at Université de Paris,

under the supervision of professor Giuseppe Leo. The DONgroup, which I had the pleasure

to join in these three years of PhD, combines activities in optomechanics, metamaterials and

nonlinear optics. Its competences and the facilities of the laboratory gaveme the opportunity

to develop all the three aspects required by this challenging field: theory, technology and

optical measurement. I had the chance to personally fabricate the samples illustrated in this

work, which originate from a well-established know-how acquired by the group during

previous PhD theses, at the MPQ cleanroom with the precious support of Stephan Suffit

and Pascal Filloux. Epitaxial growths were provided either by the C2N in Paris or the CEA

in Grenoble. The experimental measurements were completely carried out in MPQ, on the

optical setup that I built and improved in collaboration with Giuseppe Marino, postdoc of

the group, who accompanied my work for all the three years and performed some of the

measurement reported in the manuscript. The numerical models were developed either



within the group, by myself and G. Marino, or by external co-workers. Importantly, all the

discussed results would not have been possible without the invaluable collaboration of

external research groups, in particular LP2N in Bordeaux, University of Brescia, CEA in

Grenoble, C2N in Paris, Stanford University and Politecnico di Milano. The knowledge

acquired during the visits in Bordeaux, Brescia and Milan, together with the frequent

fruitful discussions and exchanges have been of key importance in all the steps of this

work.

The manuscript is organized as follows:

Chapter 1 provides a general introduction to the topic of optical nanoantennas, metama-

terials and metasurfaces. It constitutes a brief review of recent advancements both in linear

and nonlinear optics in order to provide a general context to this PhD work.

Chapter 2 introduces the theoretical framework of light-matter interaction at sub-� scale

and nonlinear generation in nano-objects. Starting fromMaxwell equations, I will define the

main concepts of extinction, scattering and absorption in the linear and nonlinear regimes.

Then, I will introduce multipolar analysis for nanoparticles suspended in uniform media

and its key features for efficient SHG in nanodisks.

In Chapter 3 the same problem is revised with the formalism of quasi normal modes

(QNM) in non-Hermitian systems. After a brief introduction of QNM framework, the study

of nonlinear generation in leaky resonators is discussed in detail. The extension of QNM

formalism to the nonlinear domain enables to identify and quantify the key figures of merit

to achieve efficient nonlinear generation. This allows to evaluate the role of phase mismatch

in nanocavities and the nonlinear modes overlap.

Chapter 4 provides the motivations for the material choice and technical details for

the fabrication of nanodisks and metasurfaces. Furthermore, the experimental setup is

presented together with nonlinear characterization of isolated nanodisks and uniform

arrays. These results are discussed and compared to literature, in order to evaluate the

role of optical coupling and far-field interference in nanoresonators arrays. Specifically, we

demonstrate how homogeneous metasurfaces can be optimized to partially redirect SH

emission into the zero-diffracted order and control SH polarization state.

Chapter 5 is devoted to nonlinear phase engineering. The topic is introduced discussing

the differences between resonant and non-resonant approaches for beam shaping in linear

metasurfaces. The pros and cons of both techniques are analyzed through numerical

calculations, then I will propose a design protocol for SH phase engineering in AlGaAs

nanostructures. Firstly, I face the problem of normal SH emission for on-axis applications.

Then, based on an optimized asymmetric AlGaAs resonator, I will discuss the numerical

modeling to extract a set building blocks sampling the SH harmonic phase in [0, 2�]. Finally



I will experimentally validate these predictions with three new devices: a "(2) meta-grating,

a "(2) meta-lens and a "(2) hologram.

Chapter 6 reports the conclusion and provides some future perspectives.

For the sake of readability, I decided to divide the references and report them at the end

of each chapter. The list of my publications and the list of abbreviations are reported after

the appendices.



Abstract

In analogy with their RF counterparts, optical nanoantennas aim at transferring energy

from free propagating radiation to localized sources and vice versa. In particular, strong

light matter interaction at the nanoscale can boost nonlinear generation processes with

efficiencies comparable to optically guided systems while revealing new phenomena with

respect to bulk components. In this case the localized source is constituted by the intrinsic

optical nonlinearity of matter as well as nanoantennas provide local field enhancement

and control radiation properties at harmonic frequencies. During last decade, all-dielectric

Mie resonators were proposed as an ideal candidate for harmonic generation due to high

material refractive index, strong bulk nonlinearities and negligible ohmic losses.

This thesis work concentrates on the numerical modelling and experimental demonstra-

tion of second harmonic generation (SHG) from isolated or arrayed AlGaAs nanoresonators.

The first part is devoted to the analysis of nonlinear generation processes in open-boundaries

cavities through quasi normal modes formalism in non-Hermitian systems pointing out the

analogies and differences with closed-cavities counterparts (e.g. micro-disks, micro-rings,

etc. . . ). Successively SHG is experimentally investigated in isolated AlGaAs Mie-resonators

and in arrays of nanocylinders for the control of polarization, radiation pattern and power

funneling into different diffraction orders. Finally, SH phase engineering with all-dielectric

metasurfaces is discussed in detail. Design guidelines, numerical models and technological

implementations are proposed for the case of AlGaAs metasurfaces on sapphire. These

tools are experimentally validated for nonlinear beam steerers, meta-lenses and meta holo-

grams offering new routes to the development of ultrathin photonic devices for nonlinear

imaging.

Keywords

Nonlinear nanophotonics, nonlinear open-cavities, quasi normal modes, Mie-resonators,

nonlinear metasurfaces, nonlinear phase engineering.



Résumé

Par analogie avec leurs homologues dans les RF, les nanoantennes optiques visent à

transférer l’énergie de la propagation libre vers des sources localisées et vice-versa. En

particulier, l’interaction forte de la lumière avec la matière à la nano-échelle peut stimuler les

processus de génération non-linéaire avec des rendements comparables à ceux des systèmes

guidés, tout en révélant des nouveaux phénomènes par rapport aux composants massifs.

Dans ce cas, la source localisée est constituée par la non-linéarité optique intrinsèque de la

matière et les nanoantennes fournissent une augmentation du champ local et contrôlent

les propriétés de rayonnement aux fréquences harmoniques. Dans les dernières années,

les résonateurs de Mie diélectriques ont été proposés comme un candidat idéal pour la

génération d’harmoniques en raison de l’élevé indice de réfraction des matériaux, de

fortes non-linéarités et de négligeables pertes ohmiques. Ce travail de thèse se concentre

sur la modélisation numérique et la démonstration expérimentale de la génération de

second harmonique (GSH) dans des nanorésonateurs en AlGaAs, isolés ou en réseau. La

première partie est consacrée à l’analyse des processus de génération non linéaires dans

les cavités ouvertes à travers le formalisme de modes quasi normaux dans les systèmes

non hermitiens en soulignant les analogies et les différences avec les cavités fermées (ex:

micro-disques, micro-anneaux, etc.). Successivement, la GSH est étudié expérimentalement

dans des résonateurs de Mie en AlGaAs à la fois isolés et dans des réseaux pour le contrôle

de la polarisation, du diagramme de rayonnement et de la canalisation de puissance dans

différents ordres de diffraction. Dans la dernière partie on discute en détail l’ingénierie

de phase du SH avec des métasurfaces diélectriques. Des directives de conception, des

modèles numériques et des implémentations technologiques sont proposés pour le cas

des métasurfaces de AlGaAs sur saphir. Ces outils sont validés expérimentalement pour

les déflecteurs de faisceau non linéaires, les méta-lentilles et les méta-hologrammes en

représentant de nouvelles solutions pour le développement de dispositifs photoniques

ultra-fins pour l’imagerie non linéaire.

Mot-clés

Nanophotonique non-linéaire, Cavités non-hermitiennes, modes quasi normaux, metasur-

faces, génération de seconde harmonique, nanoresonateurs de Mie, ingénierie de phase
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1.1 Elements of nanophotonics and metamaterials

One of the main objectives of optics is the control of light propagation and confinement.

Progress in optics historically started with the development of bulky lenses and mirrors,

then prisms and gratings, and so on. The improvement of these devices slew down as Abbe’s

diffraction limit was approached. Nanophotonics aims at manipulating electromagnetic

(EM) waves at subwavelength scale to go beyond this limit. The recent evolution of

fabrication technologies, numerical tools and theoretical models opened the way to novel

devices with unprecedented performances.

Before getting to the main topic of this PhD thesis, we will briefly introduce some key

concepts and review the latest advancements which enabled to shrink light at the nanoscale

and improve current optical components. This will help to fix the historical framework and

provide the motivations for this work.

Optical antennas

Any radio frequency (RF) communication can be summarized in the following way: an

electric signal created by a transmitter is transferred to free radiation through an antenna;

far from this source, another antenna optimizes the energy transfer to a receiver, which

detects and processes the original signal. In that region of the spectrum, controlling and

guiding EM waves is critical for a successful communication and it is almost exclusively

achieved by engineering antennas geometry and properties.



2 1 INTRODUCTION

This control plays a central role also in the optical regime (� ∈ [400−700] nm) for example

for the development of telescopes, microscopes and spectrometers whose functions are

usually implemented with mirrors, lenses and other diffraction elements. The reason that

limited the development of optical antennas has mainly a technological origin. From the

radiowave domain it is well-known that, in order to effectively transfer a localized signal to

free radiation, an antenna should have sub-wavelength dimensions. In the optical regime

this requires fabrication technologies with a resolution of tens on nm, which explains

why their extensive development has only occurred in the last decades. As for their RF

counterparts, optical antennas are defined as transducerswhich convert a freely propagating

optical radiation into localized energy and vice-versa [1, 2].

Figure 1.1: Role of antennas in different regions of the EM spectrum. Top: the RF signal created by a transmitter

is coupled to free space through an antenna and vice-versa. Bottom: at optical frequency the radiative decay of

a localized source (quantum dots, organic molecules, etc...) is enhanced by the presence of a nanoantenna.

Historically, the first optical antennas have been metallic nanoparticles (NPs). Pioneering

theoretical investigations of light scattering by small particles were carried out by Lord

Rayleigh at the end of 19th century [3]. When the size 0 of a NP is much smaller than

wavelength �, a quasi-static approximation can be adopted. Within this limit, the scattering

by a NP has a purely electric-dipole character, which led among others to the explanation

of the blue sky or the redness of sunset [4]. Following these studies, in 1908 Mie derived an

analytical solution toMaxwell equations describing light interaction with spherical particles

[5]. When 0 ∼ �, a complete multipolar nature of the scattering has to be considered. NPs

can exhibit strong electric and magnetic response, revealing optical properties well beyond

those of common materials.

In metals, a large amount of free (or conduction) electrons can be collectively excited by

an external wave, resulting e.g. in light propagation at a metal-dielectric interface, called

surface plasmon polaritons (SPP). The EM wave is confined in a sub-� region close to the

surface, overcoming the constraints imposed by diffraction limit. When a NP is excited

by a low-frequency external field, conduction electrons are displaced with a negligible

phase delay. As the frequency increases, such delay gets more and more pronounced, and

when it reaches 90
◦
the oscillation amplitude is maximum, as it happens for a spring-mass
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system [6]. For many metals these resonances, usually termed as localized surface plasmon

resonances (LSPRs), occur at optical frequencies, giving rise to peculiar effects as sub-� EM

field confinement or directional scattering [7, 8].

Figure 1.2: Fabry-Perot representation of a plasmonic nanoantenna. ! is the nanoantennas physical length, �
the propagation constant and )' the additional phase due to reflection at antenna edges.

In RF domain antennas’ resonances are studied as Fabry-Perot oscillations which occur

whenever the metallic wire length corresponds to a multiple of �/2. When we scale down

to the optical regime, reflection coefficients at the edges of the Fabry-Perot cavity become

complex due to the polaritonic nature of the excitation. Since this additional phase term

)' acts as an increase of antennas effective length, the relation between multiples of half

resonance wavelength and geometrical length is no longer satisfied. LSPR can be therefore

understood as SPP standing-wave phenomena [6, 9]. Taking a nanorod with length ! (see

Fig. 1.2), Fabry-Perot resonance condition can be recast in

�! + )' = =� (1.1)

with � the propagation constant of the oscillating mode inside the nanorod. One can

get exactly to the same conclusion saying that when one of the antenna dimensions is

comparable with the metal skin depth (i.e. the nanorod section), the incident radiation is

no more perfectly reflected from the metal surface. Approaching the plasma frequency of

the metal 5? = 2/�? , free-electron gas oscillations are excited and the antenna perceives a

shorter effective wavelength �eff than free space one �. An empirical linear scaling law can

be derived [10]

�eff = =1 + =2

�
�?

(1.2)

where =1 and =2 are coefficients related to antenna geometry and material properties.

Fig. 1.3a-c shows some typical nanoantenna geometries.

Rigorously speaking, NPs play the same role as RF antennas just when they are coupled

with emitting molecules or quantum dots with strong effects on their radiative and

nonradiative properties. In that case, EM confinement in small volumes (see Fig. 1.3a)

increases the photonic local densisty of states (LDOS) which is responsible for the critical

modification of emitters properties, as for example Purcell enhancement [14]. Usually the size

of quantum emitters (QE) is much smaller than free-space wavelength, which leads in turn

to a strong mismatch between the electronic confinement length and radiation wavelength.

Then the impedance matching favored by plasmonic antennas boosts light coupling

between free space and localized modes, increasing quantum yield, reducing lifetimes

and consequently non-radiative losses. A typical example of organic dyes interacting
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Figure 1.3: Some examples of plasmonic antennas. a) Two-photon luminescence from single (left) or coupled

(right) nanorods. From top to bottom: theoretical prediction, experimental measurement and SEM image [11].

b,c) Examples of bow-tie (b) and Yagi-Uda (c) antennas [1]. d) Spontaneous-emission enhancement from a

fluorescent organic dye (pink slab) weakly coupled to an Ag nanowire (grey rod). The rightmost figure shows

the intensity time decay with (blue) or without (red) the plasmonic cavity [12]. e) Strong coupling between

methylene-blue molecule and a metallic nanoparticle on mirror [13].

with a plasmonic nanoantenna is shown in Fig. 1.3d, which highlights the fluorescence

enhancements of cavity-coupled emitters. The related coupling strength is described by

the so-called Rabi frequencyΩ'. WhenΩ' exceeds the damping losses of the NP, which

are usually the leading term due to the strong dissipation of metals [15], the energy is

periodically transferred between the emitter and the photonic cavity before being lost by

radiation or thermalization. The two oscillators are said to be strongly coupled, leading to

the emergence of mixed resonant states at different frequencies compared to those of the

unperturbed nanoantenna and emitter, see Fig. 1.3e [13]. All these effects triggered many

investigations in several fields [8, 16], ranging from efficiency and directional control in

light-emitting diode technology to light trapping in solar cells and molecular sensing. In the

latter case, optical hotspots enhance Raman scattering signals, promoting the development

of surface-plasmon enhanced Raman spectroscopy (SERS).

Metamaterials

In optics the manipulation of electromagnetic fields is usually achieved through the

modulation of permittivity �. The refractive index = =
√
� for most bulk dielectrics ranges

between 1 and 4 in the visible/near IR. An option to extend the control possibilities is

the fabrication of compact arrays of resonant elements with engineered properties. In

this sense the strong electric and magnetic response of NPs are attractive to create new

materials with effective optical properties out of the common intuition. Indeed, when NPs

are arranged in a lattice with periodicity 0 much lower than their resonating wavelength

�0, or equivalently when the resonance frequency $0 of the particles is much lower than

the first Bragg resonance of the lattice $� = �2/0, spatial dispersion can be neglected and

the array can be treated as an homogeneous material with effective permittivity �eff and

permeability �eff. The homogenization problem is largely discussed in literature, and the
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reader is referred to review [17] for a detailed treatment.

Figure 1.4: Schematic of a two.dimensional (2D) metamaterial composed by SRRs, whose resonance wavelength

�0 is much larger than Bragg wavelength ��.

Non-magnetic conducting sheets can for example exhibit an effective permeability�eff ≠ 0,

with values not available in natural materials [18]. For this ability to extend the range of

natural bulk material properties, these artificial structures are referred to as metamaterials.

Striking electrodynamics effects offered by negative permittivity and permeability, as

negative refraction, reversed Doppler and Cherenkov effects, were already pointed out in

1968 by Veselago [19]. In 2000, Pendry proposed a lens with a focusing resolution not limited

by the light wavelength [20]. One of the most studied metallic systems with strong magnetic

response is the split-ring resonator (SRR), see Fig. 1.4, which experimentally proved to be an

ideal candidate as building block for periodic arrays with both �eff < 0 and �eff < 0, usually

referred to as Negative Index Materials (NIM), at microwaves [21, 22]. These artificial

materials paved the way to the field of transformation optics [23] and led for example to

the demonstration of gradient index metamaterials [24] and electromagnetic cloaking [25].

Scaling down these structures to optical frequencies is quite challenging both from the

fabrication point of view and for the closer distance to plasma frequencies of the materials.

Different strategies have been proposed, which often rely on metal-insulator-metal (MIM)

structures like waveguides [26–29] or fishnet metamaterials [30].

From metals to dielectrics

As seen above, inducing a magnetic response in plasmonic nanostructures at optical

frequencies can be extremely challenging. Furthermore, it is true that plasmonics can

enhance the EM field at the nanoscale, overcoming the diffraction limit and increasing

the LDOS to boost Purcell effect. However, all these opportunities come at a price: rather

than being periodically transferred between electric and magnetic fields as in photonic

cavities, energy is stored in the motion of free electrons (kinetic energy) and thus mostly

lost due to absorption. Differently from mid-IR, where metallic losses are manageable, for

operations at optical frequencies in which efficiency matters, as light emission, harvesting

and nonlinear generation, these losses constitute a big problem [31].

A valuable alternative for some applications is represented by high-index dielectric

resonators. Indeed when the characteristic size 3 of a dielectric nanoparticle is comparable

with the wavelength � in the medium (3 ∼ �/= with = the refractive index) the magnetic

and electric responses have comparable contributions to the scattering. Technological
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Figure 1.5: Some examples of metamaterials. a) Left-handed metamaterial made of square copper SRR, used

to demonstrate negative refractive index in the microwaves [22]. (b) Double periodic arrays of parallel gold

nanorods exhibiting negative refractive index at optical frequencies [27]. (c) First demonstration of negative

refractive index in the near-IR with a dielectric-metal multilayer made of two nanostructured gold films

separated by a thin sapphire layer. (d) Fishnet metamaterial exhibiting negative refractive index at telecom

wavelengths. The SEM image reports 21-layer fishnet structure alternating layers of 30 nm silver and 50 nm

magnesium fluoride [30].

progress during the last decade enabled the fabrication of sub-� high-index dielectric

resonators that overcome the dissipative limitations of their plasmonic counterparts and

also offer new opportunities associated to near-field enhancement, longer exciton lifetimes

and semiconductor doping control for active devices.

At variance with metallic NPs, the origin of these resonances in dielectrics is related

to oscillating displacement currents rather than free electrons, and the first appearing

resonance when size parameter G = 3=/� ≈ 1 is a magnetic dipole. A schematic comparison

between the generation of amagnetic dipole in ametallic SRR and in a dielectric nanoparticle

is sketched in Fig. 1.6a [32]. In the latter, the local field enhancement is lower than in the

former; however, the largermode volume andnegligible lossesmake dielectricNPs attractive

for several applications, as will be shown below. The predictions on magnetic dipole driven

scattering at optical frequencies from silicon particles [36] were almost simultaneously

demonstrated by two groups in 2012 [32, 37]. Increasing the NP refractive index, the spectral

position of different resonances remains set by the size parameter G but the scattering

efficiency increases, see Fig. 1.6b [38]. This basically means that the effective interaction

surface (cross-section) between an external plane wave and the NP increases with = and

the resonator is more efficient in localizing free-radiation in the near field.

Local field enhancement combined with low thermal losses was exploited to generate

electric and magnetic hot spots in nanodimers [39], enhance Raman signal with low heat

conversion [40, 41] and demonstrate non-plasmonic nanolasers [33], see Fig. 1.6c. The

different peaks in Fig. 1.6b give a visual intuition on the highly multimodal nature of

scattering in dielectric NPs. Nonresonant interference of Mie modes motivated several

studies on directional control and non-radiative states. The former is based on the notion

that whenever two resonances with opposite parities are excited with the same amplitude

but opposite phase, backward scattering is suppressed. This effect was already predicted

by Kerker in 1983 [42]. Zero backward scattering condition was demonstrated at optical
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Figure 1.6:Mie scattering by dielectric nanoparticles. (a) Electric near-field enhancement at telecom wavelength

in a gold SRR (left) and silicon nanosphere (right), exhibiting a magnetic dipole response. Inset: sketch of

electric and magnetic fields close to a magnetic dipole resonance [32]. (b) Scattering efficiency vs dielectric

nanosphere size parameter G = 2A=/� and refractive index =: blue (red) shaded areas correspond to electric

(magnetic) dipole resonances; the yellow region sums up all the contributions with higher orders. (c) CsPbBr3

halide perovskite nanocubes supporting Mie resonances, used to demonstrate lasing at visible frequencies

[33]. (d) Directional scattering by a Si nanosphere. On the right, the far-field diagrams at 564 nm (top) and

660 nm (bottom) demonstrate backward to forward switched emission [34]. (e) Electric near-field distribution

in a dielectric sphere supporting an anapole state: the internal anapolar field cannot satisfy the condition of

continuous tangential field on the sphere surface if external field is removed [35].

frequencies with Si [34] and GaAs [43] spherical NPs combining magnetic- and electric-

dipole resonances. The almost symmetric condition, minimization of forward scattering (as

complete canceling would violate optical theorem), can be also achieved, see Fig. 1.6d.

Similarly, nonresonant interference can result in nonzero internal field with a null far-field

scattering. Fig. 1.6e shows a plane wave whose propagation is not perturbed by the presence

of a dielectric nanosphere, even though the object is polarized: this situation is an anapole

state, which can lead to a strong field confinement without radiation losses [35, 44]. Lorentz

reciprocity is not violated as the anapole is not an eigenmode of the system, conversely

its existence strictly relies on the presence of an external excitation, and as soon as this is

removed the anapole state is lost [35].

Differently from nonresonant approaches, strong field enhancement can be achieved

through coupling of modes with similar far-field patterns. Tuning the geometrical parame-

ters of the nanocavity, two Mie resonances radiating in the same direction can destructively

interfere producing a mode with suppressed radiation losses, called bound state in the

continuum (BIC) [45]. This situation can appear as an anticrossing in the dispersion curves

of two modes. Mathematically, a perfect BIC mode cannot be excited via free radiation, as

this would violate Lorentz reciprocity, and in a scattering experiment it can be considered

as a resonance with zero linewidth. Instead, it can be excited by local emitters or through

nonlinear effects. Physically, it is interesting to study the case of weak losses, referring to it
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as a quasi-BIC with a high quality factor. Again, Lorentz reciprocity imposes that coupling

free radiation with this mode is very inefficient, nonetheless the possibility to excite high-Q

modes in leaky subwavelength cavities remains interesting for several applications, e.g. for

nonlinear optics as it will be addressed in the following [46].

1.2 Motivations

After the first demonstration of second harmonic generation (SHG) by Franken et al. in

1961 [47] and the theoretical investigations on wave mixing by Bloembergen et al. in 1962

[48], the possibility to induce a nonlinear optical response in materials held promises to

reproduce logic operations with photons as in electronic transistors, i.e. to control light
with light via ultrafast all-optical switching [49, 50], as well as for many other applications

ranging from harmonic and supercontinuum generation, Raman scattering, generation of

ultra-short pulses [51] to quantum optics [52] and nonlinear imaging[53].

For several years the quest for integrated optics motivated the development of waveguide-

based photonic circuits [54], as ring resonators [55], slot waveguides [56] and photonic

crystals [57, 58]. In parallel to the progress in these fields, recent advancements in nanopho-

tonics opened up to nanoantennas, as a valuable alternative to scale down nonlinear optical

devices. In the following, we will review some of the most significant works that have

drawn the attention of the scientific community on this field and motivated this PhD

thesis. We provide here below just the general context and possibilities offered by nonlinear

nanophotonics, deferring the detailed description of nonlinear generation to Section 2.3 of

Chapter 2.

Nonlinear nanophotonics

As the integration of modern electronic devices started to experience a saturation due to

fundamental limitations in speed and bandwidth, the perspective of replacing them with

their photonic counterparts appeared as very promising. Nevertheless, the diffraction limit

of light represented a huge constraint for the miniaturization and integration of photonic

circuits. The development of plasmonic nanostructures promoted by nanofabrication

progress represented a first favorable way to overcome this limitation [1, 59]. Besides, the

strong field enhancement achieved with metallic nanoresonators in a small mode volume

triggered a plethora of solutions to reveal nonlinear optical phenomena that require high

intensity fields [60]. LSPRs can be tuned adjusting NP geometrical parameters in order to

enhance third-order nonlinear effects, which are always present in all materials.

Fig. 1.7a shows how four-wave mixing (FWM, see Section 2.3) [61] can be enhanced

by tuning the distance between two gold nanospheres. Similar results were reported in

literature for third harmonic generation (THG) [62, 63], and Fig. 1.7b displays the variation

of THG signal with geometrical parameters of a linear gold antenna.

The third-order susceptibility of metals was also exploited to study the modulation of

ultrafast optical response of a NP. Fig. 1.7c reports the extinction cross section variation of a
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gold nanorod in a pump-and-probe experiment. When a pump beam excites electrons by

intra- or interband absorption, the stimulated Kerr-type nonlinearity modifies both real

and imaginary parts of the permittivity. When the probe wavelength is tuned with the

LSPR, the detected decay time of extinction signal is significantly reduced. In a similar

way, plasmonic nanoantennas can be used for ultrafast all-optical control. Fig. 1.7d reports

the modulation of the extinction signal from a linear antenna embedded in indium tin

oxide (ITO) under picosecond pump beam excitation. Hot-electron injection from gold

nanoantenna enhance the large free-carrier nonlinearity of ITO, which in turn modifies the

plasmonic resonance. This double mechanism produces a large modulation of the antenna

dipole resonance at a picosecond timescale.

Figure 1.7: Nonlinear generation in plasmonic nanoparticles. (a) FWM from two coupled gold nanoparticles.

One of the two NPs is attached to an optical fiber which enables to tune their relative position. On the right,

FWM spectrum [61]. (b) THG from two gold nanorods (see inset) vs. their relative position and length. [63].

(c) Ultrafast all-optical modulation of extinction cross section of plasmonic nanorods. A pump beam excites

electrons by interband absorption and a probe monitors the change of sample transmission. The five curves

report the result for different probe wavelengths [64]. (d) All-optical control in plasmonic nanodimers on

ITO. Extinction (top) and fast nonlinear response (bottom) probed 5 ps after the pump modulation [65]. (e)

Supercontinuum generation in metallic nanospirals. Top: extinction cross section of two spirals with different

orientations. The inset reports the near field distribution in correspondence of two main resonances at low

frequencies. Bottom: nonlinear spectra for different geometrical parameters [66]. (f) Nonlinear mode matching

in plasmonic resonators. Total linear scattering spectra of a V-shaped antenna, either isolated (gray line) or

coupled to a nanorod (black circles). Red (blue) area highlights resonances at pump (SH) frequency. The red

and blue lines report the linear scattering for two different input polarizations [67].
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A different framework has to be set for quadratic nonlinearity. As it will be shown in

Section 2.3, second order nonlinear processes are possible only in non-centrosymmetric

materials within electric-dipole approximation of light-matter interaction. As most metals

are organized in face-centered cubic lattices, SHG should be inhibited by symmetry.

However in nanoplasmonics this constraint is relaxed for two reasons: 1) treating conduction

electrons as a free gas in a hydrodynamic model [68] makes a quadratic bulk contribution

appear, which arises from higher-order nonlocal magnetic-dipole and electric-quadrupole

interactions; and 2) the symmetry condition is broken at interfaces. Based on ahydrodynamic

description, higher harmonics and supercontinuum generation from metallic nanospiral

was demonstrated, see Fig. 1.7e. For SHG, symmetry breaking was proved both with

metamaterials [69] and isolated particles [67]. In the former case [70] the spatial ordering

of meta-atoms results in a modification of plasmonic resonances by long-range coupling.

Arranging the same meta-atoms in different configurations, the nonlinear response can be

enhanced up to a factor 50. In the latter case, gold nanostructures with no axial symmetry

were designed to maximize mode spatial overlap at pump and second-harmonic (SH)

frequencies [67]. In Fig1.7f, the linear spectral response of the nanoparticle exhibits two

peaks around 1550 nm and 775 nm for two different input polarizations (red and blue

curves). This resonant behavior boosts SH conversion efficiency up to 5 × 10
−10

W
−1
. Better

performances were reported by tuning the interference of gold nanoparticles so as to obtain

resonances at pump and SH frequencies, which led to a measured conversion efficiency of

4 × 10
−7

W
−1

[71].

Nevertheless, ohmic losses, heating and low damage thresholds, which were announced

to be possible limitations of plasmonic NPs in the linear regime, are even more dramatic for

nonlinear optics, where high intensity fields are required. This limitation, combined with a

substantial advancement in semiconductor fabrication technologies, pushed the interest of

scientific community towards all-dielectric alternatives [72]. Indeed high-refractive index

semiconductors as Si, Ge, AlGaAs and GaP combine very low, or even zero, absorption

losses in the near-IR range with strong optical nonlinearities. Furthermore, differently

from plasmonic nanostructures that generate hot spots close to the interfaces with very

small mode volumes, in dielectrics the electromagnetic field is concentrated inside the

nanoparticle volume. This condition is particularly favorable for nonlinear optics, as it

enables to exploit the strong bulk nonlinearities of the material.

Silicon nanoantennas were the first to be investigated, partly thanks to a more mature

technology and a third-order nonlinearity "(3)
(8
∼ 2.45 × 10

−19
m

2
/V

2
[73] of the same order

of gold ("(3)
�D
∼ 2 × 10

−19
m

2
/V

2
[74]). The excitation of a magnetic resonance in periodic

arrays of Si nanodisks in the near-IR enabled to enhance THG by two orders of magnitude

with respect to bulk silicon slab [75]. The higher near-field enhancement achieved with a

magnetic- rather than an electric-dipole response is displayed in the inset of Fig. 1.8a. The

same figure shows that resonances at pump frequency boost nonlinear generation as it

appears when one compares the linear scattering in the near-IR with the corresponding

THG spectrum in the visible. A conversion efficiency of 10
−7

was demonstrated with Si disks

arrays. Better performances were obtained with germanium, whose larger "(3) resulted
in a conversion efficiency in the near-IR more than 10 times higher than Si [76], with a

pump intensity of 15 GW/cm
2
. In this spectral range, Ge absorbs both at pump and TH.

Nevertheless, combining the high internal energy storage of an anapole state ( Fig. 1.8b) with
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very low aspect ratio geometry, a conversion efficiency of 10
−6

was demonstrated. In analogy

with plasmonic NP, Kerr-type nonlinearity can also be used for ultrafast modulation. A 65 fs

all-optical switching was demonstrated with magnetic dipole excitation in Si nanodisks, see

Fig. 1.8c, which offers another all-dielectric alternative together with photonic crystals [77]

for all-optical control. Increasing the quality factor of resonances through collective Fano

effects in Si nanoparticles arrays [78] proved to enhance THG by one order of magnitude

(1.2 × 10
−6
) with a slower switching time (490 fs). Fast TPA contribution in nonlinear

response is attractive for optical self-action effects, but it also constitutes a limitation of SOI

platform when working at high intensities. Ref. [79] reports a maximum pump intensity of

5 GW/cm
(2)

before the onset of saturation due to free-carrier absorption.

Figure 1.8: THG from dielectric NPs. (a) Left: Sketch of THG from an isolated Si nanodisk. Inset: electric near-

field in correspondence of a electric- or magnetic-dipole resonance. Right: THG spectrum from Si nanodisks

arrays. The gray area shows the linear extinction, purple dots the measured TH signal [75]. (b) THG from

germanium nanodiks in the presence of an anapole state excitation. Left: TH signal for different disks diameters.

Inset: SEM images and TH intensity maps. Right: near-field distribution at anapole condition. [76]. (c) Ultrafast

modulation in Si nanodisks, with refractive index modulated through TPA with a Ti:sapphire pulsed laser [79].

In this respect, III-V semiconductor alloys as GaAs [80], AlGaAs [81, 82] and GaP [83],

as well as lithium niobate [84] and transition-metal dichalcogenides [85, 86] combine the

advantages of a high-refractive index with no TPA in the near-IR with non-centrosymmetry,

which enables second-order nonlinearity (see Section 2.3).

My PhD thesis focused mainly on AlGaAs nanoresonators for SHG. The seminal paper

by Carletti et al. in 2015 [87] predicted that the strong electromagnetic field enhancement

induced by a magnetic-dipole resonance in an air-suspended AlGaAs nanodisk could

boost SHG efficiency up to 10
−3

in the near-IR with a pump intensity of 1 GW/cm
2
. (100)-

epitaxially growth AlGaAs was identified as a first promising candidate thanks to the
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strong GaAs quadratic nonlinearity ("(2)
�0�B

∼ 2 × 10
−10

m/V), the possibility to tune the

material bandgap with Al concentration, and the robust (100)-GaAs technology compatible

with optoelectronic devices. Al0.18Ga0.82As was proposed as a good compromise to work in

TPA-free regime with a pump at telecom wavelength, while preserving a "(2) almost as

strong as for GaAs [88]. The presence of two resonances in the linear extinction spectrum of

the nanodisk, at pump and SH frequencies, is a keypoint to maximize SHG (see Fig. 1.9a).

Those predictions were confirmed by theoretical investigations on Mie modes selection

rules for the ideal case of air-suspended nanospheres [89]. In 2016 three independent

experimental works [80–82] validated this model demonstrating SHG efficiency as high

as 8.5 × 10
−5

with a pump intensity of 7 GW/cm
2
[82], see Fig. 1.9b-d. The fulfillment of

magnetic-dipole excitation is detected as a peak in SH signal, shown in Fig. 1.9b, when

varying the nanodisk radius. The discrepancy of about 2 orders of magnitude with the

first theoretical expectations are partly due to the presence of a substrate, which reduces

the modes quality factor, and the reduced collection angle of microscope objectives. As

displayed in back-focal plane characterization in Fig. 1.9c, the SH harmonic radiation pattern

of a nanodisk reveals a zero at normal emission and two lobes at large angles, due to the

selection rules imposed by the system symmetry [89].

Figure 1.9: SHG in all-dielectric nanodisks. (a) Theoretical prediction of SHG in an AlGaAs nanodisk with

400-nm height. From left to right: linear scattering spectrum around pumpwavelength, linear scattering around

SH wavelength and SHG efficiency. Insets: electric field distributions in correspondence of main resonances

[87]. (b) Numerically computed (red line) and experimentally measured (blue dots) SHG in AlGaAs nanodisks

with different radii [90]. (c) Back focal plane SH intensity (left) and Stokes parameters (right) from an AlGaAs

nanodisk in forward direction [82]. (d) Relation between SHG and pump power in GaAs nanodisks [80].

These pioneering results inspired a multitude of following works, which we can divide in

two categories: some aimed at maximizing the conversion efficiency inside the nanocavity

and others at controlling the emission properties in terms of SH polarization and radiation

pattern.

SHG enhancement. SHGoptimization in dielectric nanocavitiesmotivated the development

of different strategies and technological platforms. The excitation of a magnetic dipole in
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nanodisks was primarily interesting for the strong field confinement inside the resonator

volume. The same concept was developed by maximizing the internal energy through

the interference of nanocavity modes with suppressed radiation losses. This anapole-state

condition was achieved in single nanodisks [91], symmetric [92] and asymmetric [93] dimers

as well as in hybrid plasmonic-dielectric nanoparticles [94]. In the best case, the anapole

excitation at pump frequency resulted in a SHG efficiency of 1.9 × 10
−5

for an incident

intensity of 1 GW/cm
2
[91] which is comparable with the results obtained with magnetic

dipole excitation. This relatively modest outcome is explained by the small efficiency in

exciting the interference of two modes leading to the anapole state through external free

radiation.

Compared to microcavities, Mie resonances in all-dielectric spheres with small size

parameter G = =3/� exhibit significantly lower quality factors (& ∼ 10), which limit SHG

efficiency. As anticipated in Section 1.1, it seems more intriguing to look for a resonant mode

with negligible radiation losses (i.e. with a high quality factor), as quasi-BIC mode. These

optical bound states within the continuum of radiation modes were predicted in dielectric

nanocavities, stemming from the coupling of two modes that are approximately orthogonal

inside the resonator and destructively interfering outside [95, 96]. Theoretical investigations

of supercavity modes for nonlinear generation anticipated a two-order-of-magnitude SHG

enhancement from AlGaAs nanodisks with respect to magnetic-dipole configuration[97].

Very recently a quasi-BIC resonance with quality factor ∼ 188 has been experimentally

demonstrated, with SHG efficiency of 1.3 × 10
−6

W
−1
[98], of the same order of the record

value for magnetic-dipole-driven SHG (6 × 10
−6

W
−1

[82]). This somehow disappointing

outcome can be explained by the difficulty in coupling free-space excitation to an optical

bound mode with very low radiation losses. Nevertheless, high Q-factor modes, in analogy

with nonlinear generation in microcavities, remain the most promising solution to boost

SHG efficiency in dielectric nanoparticles. These considerations will be pushed forward

in Chapter 3, by developing a modal theory for nonlinear generation in non-Hermitian

systems. Finally we acknowledge the possibility to enhance nonlinear generation through

topologically protected states. This approach is gaining a growing interest in the scientific

community, but it goes beyond the scope of the present work. We refer the interested reader

to thematic reviews [99].

SHG control. Fig. 1.9 highlights two key features of SHG in (100)-AlGaAs nanodisks: 1)

the possibility to create different SH polarization states, and 2) null on-axis emission for

normal incidence.

The first feature is evidenced by Stokes parameters in Fig. 1.9b. The excitation of a main

magnetic or electric response at SH by rotating input polarization was shown as an efficient

control mechanism on SH polarization state [100–102]. SH polarization control in isolated

and consequently arrayed nanoparticles will be discussed in Chapter 4.

The second feature constitutes a severe limitation when working with small numerical

apertures or when an on-axis response is required. Breaking this constrain with a tilted

excitation [103] was proven to enhance SH collected power by over one order of magnitude

[104]. More recent works suggested the possibility to overcome this limitation by using

either a different AlGaAs epitaxial growth as (110) or (111)-oriented AlGaAs [105], or

asymmetryc AlGaAs nanoresonators [106], or different crystalline structures as Wurzite
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instead of commonly developped zincblende epitaxial structure [107]. This topic will be

treated more in detail in Chapter 5.

Nonlinear metasurfaces

As mentioned above, 2D arrays of nanoparticles can be used to break symmetry constraints

for nonlinear generation [70] and excite collective modes. When the latter results in peaked

scattering features like Fano [108–110] or BIC resonances [96, 111], nonlinear effects at the

nanoscale can be enhanced. Such feature can scale down and improve the performances of

bulk devices, with the aim of optical integration and ultra-fast response.

Alternatively, the same building blocks can be used to locally engineer amplitude and

phase of nonlinear generation with features that are unavailable with bulk optics due to

phase matching constraints. In the following we will refer to these devices as nonlinear

metasurfaces.

Linear metasurfaces offered attractive solutions to scale down optical devices as lenses,

spatial light modulators, blazed gratings and so on. In the late 60s it was already demon-

strated how, adjusting the position of inclusions in aperiodic gratings, light could be

deflected into desired directions [112]. This idea, called detour phase, was at the origin

of first computer generated holograms (CGHs). A different approach derived from the

investigations in the 50s by Pancharatnam [113] on the propagation of elliptically polarized

waves in absorbing biaxial crystals, and later generalized by Berry in the 80s [114]. The

Pancharatnam-Berry, or geometrical, phase difference between two positions relies on

metasurface elements orientation. Finally, in the late 90s, the acquisition of different phase

delays in single-mode waveguides at subwavelength scale was demonstrated [115]. All

these methods can be implemented through non-resonant elements. During the last decade,

the resonating approach for phase engineering gained a growing interest, due to the

development of fabrication technologies enabling to pattern sub-� structures. In this case,

either the geometric-phase approach was extended to resonating elements, or the phase

acquired by scattered light from resonating nano-objects was exploited. I will compare

resonant and non-resonant approaches in Chapter 5.

Nonlinear beam shaping in an embedded device requires strong field enhancement,

and consequently resonances, for an efficient generation. The development of nonlinear

metasurfaces followed the same technological evolution of isolated nanoantennas. In 2015,

Li et al. extended the concept of geometrical phase to harmonic generation in plasmonic

metasurfaces [116], see Fig. 1.10a. The phase of circularly polarized THG beam depends on

the orientation of plasmonic nanorods. Successively in 2016, Almeida et al. demonstrated

TH holography with plasmonic metasurfaces (Fig. 1.10b) based on the idea that a change

of nanostructures size impacts the resonances at pump frequency and, consequently, the

phase of TH signal.

In dielectrics, the presence of a large number of modes at harmonic frequencies makes the

design more complex, due to the interplay of several resonances when the nanoresonators

size is changed. Wang et al. proposed in 2018 a set of silicon nanocyliders which balances

multipoles with opposite parities to achieve unidirectional scattering, as predicted by



REFERENCES 15

Figure 1.10: Beam shaping with nonlinear metasurfaces. (a) TH geometrical phase control with gold nanorods.

The SEM image shows a metasurface for beam steering. On the bottom-right experimental measurements

for a right circularly polarized (RCP) deflecting RCP TH beam to the 1-diffraction order, and a left circularly

polarized (LCP) beam deflecting LCP TH beam to the -1-diffraction order [116]. (b) TH holography with gold

double-layered metasurfaces. Switching from vertical to horizontal input polarization the Hebrew letters

Alef and Shin are reproduced [117]. (c) All-dielectric silicon metasurface steering the TH beam into the first

diffraction order [118]. (d) "(3) Fresnel lens allowing to study lens equation in the nonlinear regime [119].

first Kerker condition [120]. The extension of Huygens’ condition to THG was adopted to

demonstrate nonlinear beam steering in all-dielectric metasurfaces, see Fig. 1.10c. Finally,

nonlinear metasurfaces enabled to generalize the classical study of object imaging to

the nonlinear regime, which is hardly achievable with bulk optics [119], see Fig. 1.10d.

These works hold promises for the development of nonlinear imaging devices, yet a clear

solution for SH phase encoding seems missing to date. In Chapter 5, I will show that SH

phase encoding in AlGaAs-on-sapphire nanostructures offers high conversion efficiency,

demonstrating for the first time dielectric "(2) metasurfaces for beam shaping.
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Absorption and scattering of light by small particles is an archetypal problem in elec-

tromagnetic theory and its treatment can be found in several reference textbooks [1, 2].

In order to uniform the mathematical formalism throughout the manuscript and provide

the physical context, we introduce in this chapter the fundamental concepts to describe

light interaction with nano-objects that exhibit strong nonlinear optical responses. Starting

from the macroscopic formulation of Maxwell equations, we derive first the useful figures

of merit to study linear scattering. Then, the main concepts of nonlinear optics will be

recalled with particular focus on second harmonic generation in gallium arsenide, which

constitutes the main subject of this thesis. Finally some numerical tools to solve the problem

of nonlinear radiation by nano-objects will be presented.
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2.1 Macroscopic electrodynamics

In macroscopic electrodynamics all the classical phenomena are described by Maxwell

equations, which in SI units take on the form:

∇ × E(AAA, C) = −%B(AAA, C)
%C

(2.1)

∇ · B(AAA, C) = 0 (2.2)

∇ ·D(AAA, C) = �(AAA, C) (2.3)

∇ ×H(AAA, C) = %D(AAA, C)
%C

+J (AAA, C) (2.4)

E(AAA, C) andH(AAA, C) denote the electric and magnetic field distributions,D(AAA, C) the electric
displacement,B(AAA, C) the magnetic induction,J (AAA, C) the current density (including driving

sources and conduction currents) and � the charge density. Equations (2.3) and (2.4)

relate electromagnetic fields with fixed or moving charges, constituting the core of light

interaction with matter. The electromagnetic properties of matter are usually embedded

in the polarization P(AAA, C) and magnetizationM(AAA, C) vectors defined by the constitutive

relations

D(AAA, C) = ���E(AAA, C) = �0E(AAA, C) +P(AAA, C) (2.5)

B(AAA, C) = ���H(AAA, C) = �0H(AAA, C) +M(AAA, C) (2.6)

where ��� and ��� are the electric permittivity and magnetic permeability tensors of the

material. For isotropic materials, these are scalar quantities defined as � = �0�A with

�0 ≈ 8, 85×10
−12

F/mthevacuumpermittivity and �A the relativepermittivity of thematerial,

and similarily � = �0�A with �0 = 4� × 10
−7
H/m the vacuum magnetic permeability and

�A the relative permeability of the medium. Importantly, all the defined fields are spatial

averages of microscopic fields associated with local charges, which constitutes the key

feature of macroscopic formulation.

Maxwell equations are more easily handled in the frequency domain. In a linear medium

an electromagnetic field can be written as a superposition of monochromatic waves:

E(AAA, $) =
∑
8

08E04
8(:::·AAA−$C)

(2.7)

where 4−8$C convention is used for propagating wave. The time-dependent filed E(AAA, C) is
related to its spectral representation by the Fourier transform

∗
:

E(AAA, C) =
∫ ∞

−∞
E(AAA, $)4−8$C3$ (2.8)

∗
To provide a visual separation between temporal and spectral domains we represents fields in time domain

with calligraphic font (e.g. E) and in frequency domain with normal font (e.g. E)
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Using the spectral representation, equations (2.1)-(2.4) become:

∇ × E(AAA, $) = 8$B(AAA, $) (2.9)

∇ · B(AAA, $) = 0 (2.10)

∇ ·D(AAA, $) = �(AAA, $) (2.11)

∇ ×H(AAA, $) = −8$D(AAA, $) + J(AAA, $) (2.12)

On the right-hand side of (2.12) one finds the polarization current inside the term −8$D,

and the conduction and source currents in J. Constitutive equations (2.5)-(2.6) should

actually include also the description of conduction (or free carriers) currents J2 = �E, with

� being the conductivity of the material. In the present context polarization and conduction

currents are merged together introducing a complex dielectric constant ���. Consequently,
applying Fourier transform to constitutive equations (2.5)-(2.6), and (2.9)-(2.12) become:


0 8���−1(AAA, $)∇×

−8���−1(AAA, $)∇× 0



E(AAA, $)

H(AAA, $)

 = $


E(AAA, $)

H(AAA, $)

 +

8���−1(AAA, $)J

0
(AAA, $)

0

 (2.13)

or equivalently:

∇ ×���−1∇ × E − $2���E = 8$J
0

(2.14)

∇ × ���−1∇ ×H − $2���H = −∇ × ���−1J
0

(2.15)

where J
0
are the sole source currents and ��� and ��� are generally spatially variant, dispersive

and anisotropic. For the sake of simplicity in the following we will consider isotropic and

non-magnetic materials for which ��� = �0�A and ��� = �0 are scalar quantities. In absence of

external sources (J
0
= 0) equations (2.14)-(2.15) lead to the homogeneous Helmoltz wave

equations:

ΔE(AAA, $) + $2��E(AAA, $) = 0 (2.16)

ΔH(AAA, $) + $2��H(AAA, $) = 0 (2.17)

where Δ is the Laplacian operator and the identity ∇×∇× = −Δ+∇∇·was used. Helmoltz

equation brings out also the dispersion relation inside the propagation medium:

:2($) = $2�($)�($) = $2

22

�A (2.18)
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2.2 Light interaction at the nanoscale

Light scattering by nanoobjects

A typical scattering experiment can be sketched as in Fig. 2.1: an external excitation described

by [E8=2 ,H8=2] (e.g. a plane wave generated by a current distribution at infinity) is incident

on a nano-object transferring part of its energy to it. A portion of the exchanged energy is

stocked by the object, another part is dissipated (e.g. through thermal losses) and the rest is

scattered away. The total electromagnetic field is the sum of background field [E1 ,H1] and
scattered field [E( ,H(]. [E1 ,H1] denotes the interaction result of incident field with the

environment if the nano-object were removed, which corresponds to [E8=2 ,H8=2] just in the

particular case of a nanoobject suspended in a uniform medium.

Figure 2.1: Light scattering by a nano-object. An external planewave [E8=2 ,H8=2] impinges on the nanostructure

inducing a current distribution J in its volume. The resulting radiated fields satisfies outgoing boundary

conditions.

Poynting theorem and cross sections

The energy balance of the system can be better interpreted in the time domain. From curl

equations (2.1)-(2.4) one can derive:

H · (∇ × E) − E · (∇ ×H) = −H · %B
%C
− E · %D

%C
−J · E (2.19)

Applying the divergence theorem on an arbitrary closed surfaceΣ (see Fig. 2.2) surrounding

a finite volumeΩ, the Poynting theorem for a linear material is derived:

−1

2

%

%C

∫
Ω

(D · E +B ·H)3AAA =
∮
Σ

(E ×H) · n3� +
∫
Ω

J · E3AAA. (2.20)
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The left-hand term denotes the derivative of total electromagnetic energy stored inside

the volume Ω,,(Ω, C) at a finite time while the right-hand side describes the two loss

mechanisms: scattering and absorption respectively. This concept is schematically explained

in Fig. 2.2: at time C < C0 an external plane wave excites the system in a steady-state and all

the energy contributions are balanced. At C = C0 the external source is switched off, and the

system enter a transient state in which all the stored energy is lost in time by radiation or

transformed into heat. Thus, from (2.20) the total stored eneregy inside the volumeΩ at

time C0 can be expressed as:

,(Ω, C) =
∫ ∞

C0

∮
Σ

(E ×H) · n3�3C +
∫ ∞

C0

∫
Ω

J · E3AAA3C. (2.21)

Figure 2.2: Schematic representation of Poynting theorem. At time C < C0, a plane wave [E8=2 ,H8=2] interacts
with a nanoobject transferring part of its energy to it. At time C = C0 the external excitation is removed, the

current distribution J established in the nanostructure is the source of radiated field [E( ,H(] until all the
energy has leaked away or has been absorbed by the material.

Moving to time-harmonic domain, the complex Poynting theorem in the presence of an

external excitation becomes:

−1

2

∫
Ω

J∗ · E3AAA = 28$

∫
Ω

,3AAA +
∮
Σ

S · n3� (2.22)

where , and S are the electromagnetic energy density and the total Poynting vector

respectively:

, =
1

4

(E ·D∗ + B ·H∗) (2.23)

S =
1

2

E ×H∗ (2.24)

Decomposing the electric and magnetic contributions of incident and scattered field, the
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total Poynting vector can be rewritten as [2]:

S = S8=2 + SB20 + S4GC (2.25)

where:

S8=2 =
1

2

E1 ×H∗1 (2.26)

SB20 =
1

2

E( ×H∗( (2.27)

S4GC =
1

2

(E1 ×H∗( + E( ×H∗1) (2.28)

The time-average of equation (2.22) leads therefore to the power balance:

,01B +,B20 =,8=2 +,4GC (2.29)

with:

,01B = −
1

2

∫
Ω

Re(J∗ · E)3AAA (2.30)

,B20 =

∮
Σ

< SB20 > ·n3� =
1

2

∮
Σ

Re(E( ×H∗() · n3� (2.31)

,8=2 =

∮
Σ

< S8=2 > ·n3� =
1

2

∮
Σ

Re(E1 ×H∗1) · n3� (2.32)

,4GC =

∮
Σ

< S4GC > ·n3� =
1

2

∮
Σ

Re(E1 ×H∗( + E( ×H∗1) · n3� (2.33)

,01B corresponds to the average power transformed into heat while,B20 is the scattered

power.,8=2 , the total incident power, is null when the integral is performed over a closed

surface and the surrounding medium is not absorbing. Therefore, ,4GC = ,01B +,B20 ,

called extinction power, denotes the total amount of power subtracted from the external

excitation. In case of a plane wave excitation, these contributions can be normalized by the

wave intensity (0 = 1/2
√
�0/�0 |E0 |, introducing the concept of cross-sections:

�4GC = �B20 + �01B (2.34)

The extinction cross section denotes the effective nanoparticle area that the electromagnetic

field perceives in the interaction. Independently on nano-object properties, it can be shown

that extinction cross section is strictly related to scattering amplitude in forward direction

�4GC =
4�

: |E0 |2
Im[E∗

0
· E((::: = :::0)] (2.35)

where : is the wavevector in surroundingmedium and :::0 denotes the propagation direction

of incident plane wave. This powerful relationship, called Optical Theorem [1], states that the
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total power transferred to the nano-object only depends on the scattered field in the same

direction of incoming plane wave.

Multipole expansion in spherical coordinates

One of the most significant exactly soluble problems of nano-optics is the scattering by

a spherical particle suspended in a uniform medium. The natural modes of this system,

called vector spherical wave functions (VSWF), can be computed analytically as solutions

of source-free Maxwell equations in spherical coordinates and they provide a valuable tool

to approximate the response of nonspherical particles. Indeed multipolar expansion of

electromagnetic fields consists in replacing the nanoscatterer under study with a set of point

multipoles which generate an equivalent field. Practically this is implemented by projecting

the total field inside the resonator on VSWFs. Since the electromagnetic properties of those

point multipoles are well-known, they can offer a useful tool to design on-demand scattering

properties. In many cases this series can be truncated to low order elements which describes

with accurate approximation the original fields. For small objects compared to wavelength,

electromagnetic fields can often be approximated with the sole electric dipole contribution

while all higher multipole orders can be neglected. At variance, as the size is increased, an

optical magnetic response can be evidenced [3]. The interaction of few multipoles can lead

to more complex and appealing optical functionalities, as unidirectional scattering [4, 5] or

nonradiating anapoles [6].

Being solutions of the source-free Maxwell equation, in time-harmonic domain VSWF

are analytically derived as the solution of vector helmoltz equation in spherical coordinates

[1]. To introduce the problem, let us first consider the scalar version of Helmoltz equation

introduced in (2.16)-(2.17):

ΔΨ(AAA, $) + :2Ψ(AAA, $) = 0 (2.36)

In spherical coordinates, the solution can be found separating the radial and angular

variables:

Ψ(AAA, $) =
∑
;<

#;(A).;<(�, !) (2.37)

where A is the radial coordinate while � and ! the polar and azimuthal angles respectively.

The radial functions #;(A) are solutions of:[
32

3A2

+ 2

A

3

3A
+ :2 − ;(; + 1)

A2

]
#;(A) = 0 (2.38)

which can be reconducted to Bessel equation and whose mathematical solutions are given
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by the spherical Bessel, Neumann and Hankel functions:

9;(:A) =
(
�

2:A

)
1/2
�;+1/2(:A)

=;(:A) =
(
�

2:A

)
1/2
#;+1/2(:A)

ℎ
(1,2)
;
(:A) =

(
�

2:A

)
1/2
[�;+1/2(:A) ± 8#;+1/2(:A)]

(2.39)

The boundary conditions (Sommerfeld radiation condition) and regularity of electromag-

netic field determine which of these function will be retained.

The angular dependece is given by the equation

−
[

1

sin�
%

%�

(
sin�

%

%�

)
+ 1

sin
2 �

%2

%�2

]
.;< = ;(; + 1).;< (2.40)

whose general solution is well-known and applied in several domains from quantum

mechanics to fluid dynamics:

.;<(�, !) =

√
2; + 1

4�

(; − <)!
(; + <)!%

<
;
(cos�)4 8<!

(2.41)

where %<
;
(cos�) are the associated Legendre polynomials:

%<
;
(cos�) = (−1)<(sin�)< 3

<%; cos�

3(cos�)< (2.42)

We can now introduce the vector spherical wave functions:

X;<(�, )) =
−8√
;(; + 1)

(AAA ×∇∇∇).;<(�, !) (2.43)

which are solutions of source-free vector Helmoltz equations. Therefore a general solution

of Maxwell equations can be expanded in a combination of these functions [1]. To provide

an easier visual interpretation, the spatial distribution in absolute value for the first scalar

and vector spherical harmonics with ; < 3 is reported in Fig. 2.3

The scattered electromagnetic field from an isolated particle in an homogeneous sur-

rounding upon a plane wave excitation with amplitude �0, angular frequency $ and
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Figure 2.3: Spatial distribution in square modulus of the first spherical harmonics with ; < 3. The whole set is

divided in two, depending on the choice of real (even) or imaginary (odd) part of exp(8<!) in (2.41). Colors of

the scalar harmonics denote the positive (red) or negative (blue) values.

wavevector ::: can be expanded in spherical coordinates as

E((A, �, !) = �0

∞∑
;=1

<∑
;=−<

8 ;[�(2; + 1)]1/2
{

1

:
0�(; , <)∇ ×

[
ℎ
(1)
;
(:A)X;<(�, !)

]
+ 0"(; , <)ℎ(1); (:A)X;<(�, !)

} (2.44)

H((A, �, !) =
�0

�

∞∑
;=1

<∑
;=−<

8 ;−1[�(2; + 1)]1/2
{

1

:
0"(; , <)∇ ×

[
ℎ
(1)
;
(:A)X;<(�, !)

]
+ 0�(; , <)ℎ(1); (:A)X;<(�, !)

} (2.45)

with � the impedence of the host medium. The VSWFs form a complete basis to describe

the electromagnetic field radiated by the isolated particle. 0� and 0" define the electric

and magnetic multipole coefficients, whose analytical expression was demonstrated for a

spherical particle by Gustav Mie in 1908 [7]. From their knowledge, the scattering (�B20)
cross section introduced in equations (2.31)-(2.34) can be written as [2]:

�B20 =
�

:2

∞∑
;=1

;∑
<=−;
(2; + 1)

[
|0�(; , <)|2 + |0"(; , <)|2

]
(2.46)
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The square moduli in the sum allow to determine the contribution of each multipole to the

total scattering efficiency. In Fig. 2.4a the analytical result for a dielectric nanosphere with

radius A = 200 nm and refractive index = = 4 has been reported. When the wavelength

in the material (�/=) is comparable with the nano-object size (A), its response cannot be

approximated with the sole electric dipole and many multipolar contributions arise. Tuning

the nanosphere size and refractive index is therefore possible to optimize a specific response

(e.g. conceiving a nanostructure with a main electric or magnetic dipolar character as

depicted in Fig. 2.4b).

.

Figure 2.4: Mie scattering by a sphere in a uniform medium. (a) Scattering cross section of a sphere with

radius A = 200 nm and refractive index = = 4. The total scattering (black) has been decomposed in electric

(blue) and magnetic (red) multipolar contributions according to Mie theory. (b) Electric (top) and magnetic

(bottom) contributions to the scattering cross section vs the radius and refractive index of the sphere. Excitation

wavelength has been fixed at � = 1550 nm. The reported scattering spectra are normalized with respect to

geometrical cross sections �64>< = �A2

In most of the cases the electromagnetic problem cannot be solved analytically, but the

scattered field can be computed numerically. The orthogonality properties of VSWF can be

applied to invert equations (2.44)-(2.45) and extract the multipole coefficients [8]:

0�(; , <) = −
�

�08 ;+1

√
�(2; + 1)ℎ(1)

;
(:A)

∫
2�

0

∫ �

0

X∗;<(�, !) ·H((A, �, !) sin(�)3�3! (2.47)

0"(; , <) =
1

�08 ;
√
�(2; + 1)ℎ(1)

;
(:A)

∫
2�

0

∫ �

0

X∗;<(�, !) · E((A, �, !) sin(�)3�3! (2.48)

The two integrals represent the projection of the scattered field on the VSWF. As it was

previously shown in Fig. 2.20 in the time domain, the origin of the scattered field are the

source currents induced inside the nano-object volume + , which are given by:

J((AAA) = −8$�0(� − �1)EC(AAA) (2.49)

with �1 the permittivity of the background and EC(AAA) the total electric field. Within this
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formalism, one can explicit the multipole coefficients in terms of the source current [8]:

0�(; , <) =
(−8);−1:2�$;<

�0

√
�(2; + 1)

∫
+

exp(−8<!)
{ [
Ψ;(:A) +Ψ′′; (:A)

]
%<
;
(cos�)ÂAA · J((AAA)

+
Ψ′
;
(:A)
:A

[
�;<(�)�̂�� · J((AAA) − 8�;<(�)!̂!! · J((AAA)

] }
33A

(2.50)

0"(; , <) =
(−8);+1:2�$;<

�0

√
�(2; + 1)

∫
+

exp(−8<!)9;(:A)
[
8�;<(�)�̂�� · J((AAA) + �;<(�)!̂!! · J((AAA)

]
33A

(2.51)

whereΨ(:A) = :A 9;(:A) are the Riccati-Bessel functions, and:

$;< =
1√

;(; + 1)

[
(2; + 1)(; − <)!

4�(; + <)!

]
1/2
,

�;<(�) =
3

3�
%<
;
(cos�),

�;<(�) =
<

sin�
%<
;
(cos�).

Equations (2.50)-(2.51) are more convenient for numerical implementation with respect to

(2.47)-(2.48) as they just require the knowledge of the source currents inside the resonator

to compute electric and magnetic multipole coefficients.

2.3 Nonlinear frequency generation in sub-� resonators

The accurate control of scattering properties and electromagnetic field confinement in

nano-objects is of paramount interest for tailoring the nonlinear optical response of different

materials. In the broad spectrum of applications, it offers attractive solutions ranging

from ultra-fast switching and reconfigurable nonlinear metasurfaces to the generation of

entangled photons with controlled polarization and phase. In the following sections, wewill

briefly introduce some general concepts of nonlinear frequency generation in bulk materials

and then we will present in detail the problem of nonlinear scattering by subwavelength

objects.

Generation processes in nonlinear materials

In constitutive equations (2.5)-(2.6) it was shown that for non-magnetic materials the

electromagnetic properties of matter are all included in the polarization vectorP(AAA, C). In
most of the cases, the induced collective displacement of electrons originates a scattered
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field synchronously oscillating with the external electric field and the material response

has a linear dependence. For the sake of notation simplicity, let us introduce the problem

considering a dispersion-less material, for which we can write:

P(C) = �0"
(1)E(C) (2.52)

where "(1) is known as the linear susceptibility and �0 is the permittivity of free space. In

this regime the scattered power is linearly proportional to the incident one, and light-matter

interaction result in common phenomena as refraction and reflection. For some materials,

the interaction with a sufficiently intense field distorts electronic orbits and modifies their

optical properties. The electromagnetic response is no more linear and equation (2.52) can

be generalized allowing a nonlinear dependence [9]:

P(C) = �0

[
"(1)E(C) + "(2)E2(C) + "(3)E3(C) + ...

]
(2.53)

with "(2) and "(3) the second- and third-order nonlinear susceptibilities, respectively. One

intuitively expects that nonlinear phenomena are no more negligible when the amplitude

of external field becomes comparable with the atomic electric field �0 = 4/(4��00
2

0
) ∼

5 × 10
11

V/m with 4 the electron charge and 00 the Bohr radius of hydrogen atom. For bulk

materials, "(1) is of the order of unity, thuswe expect "(2) ∼ 1 pm/Vand "(3) ∼ 1 (pm/V)
2

.

In a more accurate picture, the susceptibilities of non-isotropic materials are tensors with

rank higher than one. In this case the 8-th component of polarization vector is written as:

P8 = �0

©«
∑
9

"(1)
8 9
ℰ 9 +

∑
9:

"(2)
8 9:
ℰ 9ℰ: +

∑
9:;

"(3)
8 9:;
ℰ 9ℰ:ℰ; + ...

ª®¬ (2.54)

Replacing equation (2.53) or (2.54) in the electric displacement in (2.5) one has:

D(AAA, C) = �0E(AAA, C) +P (1)(AAA, C) +P#!(AAA, C) = D(AAA, C)(1) +P#!(AAA, C) (2.55)

Using (2.55) in (2.4), one can retrieve the wave propagation equation in the presence of

a nonlinear medium. Assuming no free charges (� = 0) and source currents (J = 0) are

present and the material to be non-magnetic (M = 0), it is possible to derive:

∇2E − �A
22

%2E
%C2

=
1

�022

%P#!

%C2
(2.56)
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Second-order processes

Among all possible nonlinear processes, this thesis is mainly devoted to the analysis of

second-order phenomena, nonlinear processes which only occur in non-centrosymmetryc

materials. Indeed, since an inversion symmetry of the crystal imposes that the sign of the

polarization vector must change upon a change in the electric field sign, we have:

−P (2) = �0"
(2) [−E]2 = �0"

(2) [E]2 = P (2) ⇒ "(2) = 0 (2.57)

Figure 2.5: Schematic representation of a zincblende (4̄3< symmetry) crystalline structure.

In particular, let us consider aluminum gallium arsenide (AlGaAs), a III-V alloy with

zincblende crystalline structure (4̄3< or )3 symmetry) as sketched in Fig. 2.5. In contracted

form the quadratic polarizability for this material can be written as


P(2)G
P(2)H
P(2)I


= 2�0


0 0 0 314 0 0

0 0 0 0 325 0

0 0 0 0 0 336





ℰ2

G

ℰ2

H

ℰ2

I

ℰHℰI

ℰGℰI

ℰGℰH



(2.58)

with 314 = 325 = 336 = "(2)GHI/2, or equivalently we can write

P(2)
8
= �0

∑
9:

"(2)
8 9:
ℰ 9ℰ: with "(2)

8 9:
≠ 0 for 8 ≠ 9 ≠ : (2.59)

To simplify the notation let us consider at first a scalar field made by two time-harmonic



38 2 THEORETICAL FRAMEWORK

components in the form

ℰ(C) = �14
−8$1C + �24

−8$2C + c.c.

the second-order contribution to the nonlinear polarization is given by:

P(2)(C) =�0"
(2) [�2

1
4−28$1C + �2

2
4−28$2C + 2�1�24

−8($1+$2)C

+ 2�1�
∗
2
4−8($1−$2)C + c.c

]
+ 2�0"

(2) [�1�
∗
1
+ �2�

∗
2

] (2.60)

To provide a clearer insight of equation (2.60), it is more convenient to move to the frequency

domain and separate all its different contributions:

%(2$1) = �0"
(2)�2

1
and %(2$2) = �0"

(2)�2

2
(SHG) (2.61)

%($1 + $2) = 2�0"
(2)�1�2 (SFG) (2.62)

%($1 − $2) = 2�0"
(2)�1�

∗
2

(DFG) (2.63)

%(0) = 2�0"
(2)(�1�

∗
1
+ �2�

∗
2
) (OR) (2.64)

They describe four different nonlinear phenomenawhich are schematically shown in Fig. 2.6:

second-harmonic generation (SHG), sum-frequency generation (SFG), difference-frequency

generation (DFG) and optical rectification (OR). Please note that energy must be conserved

in any process. If for SHG and SFG this condition is trivially satisfied, in case of DFG the

creation of a photon at $3 = $1 − $2 must be accompanied by a second photon at $2, thus

the lower frequency input is amplified.

Figure 2.6: Second-order nonlinear generation processes. From left to right: second harmonic generation (SHG),

sum frequency generation (SFG), difference frequency generation (DFG).

In this framework, equation (2.56) results in a set of coupled equations of the type:

∇2E= +
$2

=

22

�A($=)E= = −
$2

=

�022

P#!= (2.65)
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where the index = denotes the different spectral components. Two waves at frequencies

$1 and $2 can get nonlinearly coupled and constitute the source term of the Helmoltz

equation at frequency $3. The solution of this system of coupled equations leads to complete

description of the nonlinear interactions.

Figure 2.7: Sum frequency generation (SFG) of two signal $1 and $2 in a "(2) crystal

More specifically, as an example, let us suppose that these three waves propagate in a

nonlinear bulk medium as sketched in Fig. 2.7, so that their electric field can be written

as:

ℰ 9 = � 94
8(: 9I−$9 C) + c.c (9 = 1, 2, 3) (2.66)

with I the linear propagation direction and � 9 the slowly varying amplitude along I. It can

be shown [9] that (2.65) leads to three coupled equations:

3�3

3I
=
8"(2)$2

3

:322

�1�24
8Δ:I , (2.67)

3�1

3I
=
8"(2)$2

1

:122

�3�
∗
2
4−8Δ:I (2.68)

3�2

3I
=
8"(2)$2

2

:222

�3�
∗
1
4−8Δ:I (2.69)

whereΔ: = :3− :2− :1. We note that whenΔ: = 0 the amplitude �3 increases linearly with

I, meaning that when the three waves propagate in phase, energy is continously transferred

from the fields at $1 and $2 to the field at $3 = $1 + $2. This requirement is known as

phase matching condition. Out of this condition, energy is periodically exchanged between

the input fields and the output field with a characteristic length !2 = �/Δ: called coherence

length. The sum-frequency intensity �3 originated from the nonlinear interaction of the two

pumps with intensities �1 and �2 after a distance ! is given by:

�3 =
2"(2)

2

$2

3
�1�2

=1=2=3�022

!2

sinc
2

(
Δ:!

2

)
(2.70)
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Third-order processes

At variance with the "(2) case, third-order nonlinear terms in (2.54) are not subjected to

symmetry restrictions. In analogy with equation 2.60, we can analyze the third-order

polarization vector

P(3)(C) = �0"
(3)ℰ(C)3 (2.71)

induced by an electric field composed by the superposition of threemonochromatic waves

ℰ(C) = �14
−8$1C + �24

−8$2C + �34
−8$3C + c.c. (2.72)

After some algebra one finds 44 frequency components, considering separately positive

and negative frequencies, which highlights the multitude of "(3) effects such as four-wave

mixing (FWM), self- and cross-phase modulation, self-focusing and optical Kerr effect [9].

In the particular case of a monochromatic driving field, we get

P(3)(C) = �0"
(3)

[
�3

0
4−83$C + c.c.

]
+ 3�0"

(3)
[
�2

0
�∗

0
4−8$C + c.c.

]
. (2.73)

The first term describes third-harmonic generation (THG), in which three photons at $ are

annihilated to create one photon at 3$. THG with some non-degenerate FWM processes

are sketched in Fig. 2.8.

Figure 2.8: Third-order nonlinear generation processes. Left: third-harmonic generation (THG). Right: non-

degenerate four-wave mixing (FWM).

The second term in (2.73) describes the propagation of a signal at $ which constitutes an

additional contribution to the linear polarization vector. In the presence of this effect, the

refractive index of the material can be written as

= = =0 + =2� (2.74)

where =0 is the linear refractive index, � is the field intensity and

=2 =
3

2=2

0
�02

"(3). (2.75)
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Material refractive index, and consequently wave propagation, is modulated by the intensity

of the incident wave, which can result for example in self-focusing [9].

Radiation by a localized nonlinear source

From a phenomenological point of view, equation (2.70) states that nonlinear generation

with detectable intensity requires strong driving fields which overlap in phase for a large

interaction length. In this perspective, optically resonant systems as Fabry-Perot cavities offer

a valuable solution to confine the field, boost the nonlinear interaction and consequently the

generation efficiency. Similarly, nanoresonators are excellent candidates for their ability to

tightly trap the electromagnetic field at the sub-wavelength scale. Differently from the case

of equations (2.67)-(2.69), in a nano-object the picture of interacting fields that propagate

along a preferred direction, as in bulk media or optical waveguides, is no longer valid and

the concept of phase matching has to be recast.

Figure 2.9: SHG process in a nanostructure. A plane wave [E8=2 ,H8=2] interacts with the nano-object creating a

current distribution J in its volume. The quadratic susceptibility of the material and the strong field confinement

induce a second harmonic current distribution J(2) = 8�0"(2)2$ECEC which is the driving term of the radiated

field [E(2)
C
,H(2)

C
] at 2$.

Let us consider the specific case of SHG. The scattering problem presented in Fig. 2.1 can

be generalized as a two-step process sketched in Fig. 2.9:

• An external wave [E8=2 ,H8=2] excites the nanoresonator, leading to a total electromag-

netic field [EC ,HC] at $ confined inside its volume;

• a nonlinear polarization vector bulids up in the nonlinear medium according to

equation (2.61) leading to a localized current term

�
(2)
;
(2$) = −28$�0

∑
<=

"(2)
;<=

�C ,<($)�C ,=($). (2.76)

J(2) is the driving source of a second wave equation at 2$, whose solution determines

the electromagnetic field [E(2)C ,H
(2)
C ].

This simplified picture relies on two approximations:
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• undepleted pump, i.e. the nonlinear interaction is weak and pump losses are just due

to the material absorption;

• negligible cascading phenomena originated by photons at 2$ coupling back with

photons at $ (DFG,SFG,...).

Once [E(2)C ,H
(2)
C ] are known, it is possible to define the nonlinear absorption and scattering

cross sections:

�(2)
01B

=
,
(2)
01B

(0

= − 1

2(0

∫
Ω

Re(J(2)∗C · E
(2)
C )3AAA (2.77)

�(2)B20 =
,
(2)
B20

(0

=
1

2(0

∮
Σ

Re(E(2)C ×H(2)∗C ) · n3� (2.78)

As it is clear from (2.61) and (2.76), the power radiated at SH,,
(2)
B20 , scales with the square

of incident intensity (0. Thus, at variance with linear scattering, cross sections (2.77)-(2.78)

scale linearly with the impinging power. Consequently, we define the SHG efficiency, �(��,
as the ratio between radiated power at 2$ and the square of the power impinging on the

nanostructure

�(�� =
,
(2)
B20

(�64><(0)2
[W−1] (2.79)

which is independent of the pump power. A closed-form solution for the problem in Fig. 2.9

can be found just for very specific cases, i.e. a nanosphere suspended in a uniform medium

[10]. For more complex geometries it is necessary to rely on numerical calculations.

2.4 Numerical calculation of SHG in nanostructures

Since the birth of nano-optics, several numerical tools have been proposed to study

the interaction of electromagnetic fields with nanostructured matter. Among others,

let us mention the transition matrix null field method (T -Matrix), the discrete dipole

approximation (DDA), the finite difference time domain (FDTD) and the finite element

method (FEM). A detailed comparisons can be found in [11, 12]. All along this work we

adopt the FEM for its good accuracy in computing near-field distributions in complex 3D

geometries and the possibility to handle complex empirical dispersion relations, which

are sometimes hard to accurately fit with analytical models (e.g. Lorentz-Drude). In this

section we provide technical details on the numerical solution of the problem of Fig. 2.9

with COMSOL Multiphysics.
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Linear scattering

The general idea of FEM is to discretize the 3D geometry under study into a finite

number of elements with a desired shape. For result accuracy and convergence speed, the

most convenient choice in our case is to use tetrahedral elements. This mesh allows to

discretize Maxwell equations (2.1)-(2.4) and iteratively search for approximate solutions

under appropriate boundary conditions. In the RF module of COMSOLMultiphysics, wave

equations are solved in the frequency domain. The analysis of light scattering by a nano-

object, as in Fig. 2.9, requires to solve an unbounded problem. In COMSOLMultiphysics the

infinite space can be modeled by surrounding the geometry under study with an ideal layer,

called perfectly matched layer (PML), which absorbs all the outgoing waves preventing

any reflection at the edges. An illustration of the typical mesh used to study the scattering

of a nanocylinder on a substrate is reported in Fig. 2.10. The general guideline followed

to design the mesh is to set the maximum element size equal to �/(5=), where � is the

wavelength in vacuum and = the refractive index of the material, with a further refinement

close to critical points to avoid unphysical solutions and boost convergence.

Figure 2.10: Mesh definition in COMSOL Multiphysics of a PML-mapped space for the analysis of light

scattering by an isolated nanocylinder on substrate

The optical response is computed in scattered-field formulation of RF module. The

background field [E1 ,H1] is set analytically as the solution of the wave equation when the

nanostructure is removed. It corresponds to the field refracted at the interface (set at I = I0)

between the hosting medium (=ℎ) and the substrate (=B). For an impinging plane wave with

: vector along −I

E1(G, H, I > I0) = E0

[
4 8=ℎ :I + AB 4−8=ℎ :I

]
E1(G, H, I < I0) = E0CB 4

8=B :I
(2.80)
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with AB and CB the reflection and transmission Fresnel coefficients.

To provide a numerical example, let us consider an AlGaAs nanocylinder suspended

in air (=ℎ = =B = 1) and excited by a linearly polarized plane wave along x (E0 = �0x̂). We

set the radius A = 220 nm and height ℎ = 400 nm. The numerical computation of scattered

near-field [E( ,H(] enables to derive the scattering cross section �B20 according to (2.31).

Besides, as the nanocylinder is surrounded by a uniform medium, (2.50)-(2.51) can be

applied once the source current J( has been computed, and the multipolar contribution

to �B20 can be retrieved via (2.46). The spectral response in the near infrared (see Fig. 2.11)

exhibits several resonant peaks with different multipolar contributions.

Figure 2.11: Linear scattering of a plane wave impinging on an air-suspended AlGaAs nanocylinder with

radius A = 220 nm and height ℎ = 400 nm. The :-vector of the external excitation is aligned with the axis

of the cylinder. The numerically computed scattering cross section �B20 is normalized by the geometrical

one �64>< = �A2
. The electric (red) and magnetic (blue) multipolar contribution to the scattering have been

computed according to (2.50)-(2.51) for ; < 3, and the azimuthal orders < have been summed up. Insets: field

enhancement (electric field module normalized to the incident field amplitude) for the four peaks at lowest

frequencies.

The resulting field enhancement in the structure volume, shown in the near-field

distribution in Fig. 2.11, is one of the key features to maximize the nonlinear generation

efficiency.

Second harmonic generation

Once the total field [EC(AAA, $),HC(AAA, $)] is known, the radiation problem at 2$ in Fig. 2.9

can be solved independently in COMSOL Multyphysics. It suffices to undertake in its RF

module a second study at 2$, with the same geometry and PML, and impose an external

current source as in (2.76) [13].

Let us consider the broad magnetic dipole resonance in Fig. 2.11 and compute the SH

radiation, as described in (2.78) for a fundamental frequency (FF) in the range ��� ∈
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[1400 − 1700] nm. The result is shown in Fig. 2.12a, while Fig. 2.12b reports the near-field

map at 2$ corresponding to the SHG maximum. The knowledge of total current near-field

distribution enables in turn to extract the nonlinear radiation properties of the nanostructure,

as the field outside the antenna can be written as:

E(2)C (AAA, 2$) = 28$�

∫
+

←→
G (AAA, AAA′)J(AAA′, 2$)33A (2.81)

where

←→
G (AAA, AAA′) is the dyadic Green function of the system [14]. This can be performed

numerically either in COMSOL, through Stratton-Chu formula, or with external near-to-far

field transformation packages for a broader validity [15] (e.g. antennas on substrates, metals,

thin layers,...). Fig. 2.12c reports an exemplary far-field calculation corresponding to the

near field distribution in Fig. 2.12b. This provides an efficient tool to predict the collected

power in a typical nonlinear microscopy characterization and optimize the nanostructure

geometry. The resonant behavior highlighted by Fig. 2.12 and the comparisonwith nonlinear

generation in microcavities make already possible some general considerations for the

optimization process:

Figure 2.12: Numerical calculation of SHG in an air-suspended AlGaAs nanocylinder. (a) Linear (blue line)

and SH (red line) scattering cross section computed as in (2.78) in the pump wavelength range ��� ∈
[1400 nm − 1700 nm]. (b) Near-field module of SH electric field normalized to incident field SHG maximum,

corresponding to ��� = 1662 nm. (c) Far-field transformation of the distribution in (b).

• an efficient generation is achieved when a doubly resonant condition (at FF and

SH) is fulfilled, awell knownoutcome of nonlinear generation in closed cavities [16, 17];

• the longer light is trapped inside the cavity, the larger the interaction between FF and

SH fields. Conversion efficiency is therefore expected to scale with the quality factors

of resonances at FF and SH;

• field enhancement inside the nanostructure depends in some way on the overlap

between the incident field and the resonant mode of the cavity. Thus, the SHG

coefficient should quadratically scale with a term describing how well energy is

transferred from the external plane wave to the nanoresonator;

• there should be a coefficient describing how efficiently energy is transferred between
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the resonances at $ and 2$ (in optical waveguides, which often provide a useful

analogy, this term depends on the spatial overlap of guided modes at FF and SH);

• finally, SH power needs to be efficiently extracted from the cavity. The far-field

properties of the resonance must be taken into account to evaluate the fraction of total

generated power that is effectively collected.

2.5 Conclusion

In this chapterweprovided the theoretical context for studying nonlinear optical phenomena

in nanostructures. After expliciting the fundamental physical quantities to describe a

nonlinear scattering problem, numerical methods to solve Maxwell equations at harmonic

frequencies have been proposed. Focusing the attention on the specific case of second

harmonic generation in AlGaAs nanoresonators, it was possible to trace a clear parallelism

between microcavities and nanoantennas. However, even if the proposed numerical tools

can reveal the resonant behavior of harmonic generation, full vectorial calculations and

multipolar analysis may not suffice to quantitatively define all the figures of merit that grant

an efficient generation. During this thesis, it appeared clear that moving to the framework

of modal analysis would offer a better description in terms of physical understanding and

design guidelines. This theoretical development is the core of next chapter.
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Chapter 2 emphasized that linear and nonlinear responses of subwavelength structures

to an external excitation commonly involve a large amount of resonances. Even if multipolar

expansion provides an intuitive physical description of the system, it underlines that

the interaction of light with nanoantennas relies on the natural modes of the structure

which, except for the exemplary case of a sphere suspended in a uniform medium, do not

correspond to vector spherical wave functions. Therefore, it appears natural to root back on

a modal formalism to describe the nonlinear response of subwavelength resonators, as it is

usually done in waveguides and closed cavities.

Let us introduce this framework with the pedagogic example of a one dimensional

vibrating string. From undergraduate textbooks we know that when the string is fixed at

both ends, i.e. G = 0 and G = !, its natural modes are standing waves with a transverse

amplitude profile described by:

H=(G, C) = 0= sin

(
=�
!
G

)
cos(2� 5=C) (3.1)
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where ! is the string length, = an integer number and 5= = =�/2! the natural frequency

of =-th mode (� being the speed of mechanical waves in the medium). When the system is

excited with an external perturbation, energy is transferred to these modes, which are the

sole vibrations allowed in the string. The response of the system can be decomposed as a

sum of standing waves:

H(G, C) =
∑
=

0= sin

(
=�
!
G

)
cos

(
=��
!
C

)
(3.2)

The spectrum of this signal is a series of Dirac deltas with different amplitudes 0= , and

mathematically we expect that this oscillation will last indefinitely in the system. In real

world, when we excite an acoustic (e.g. vibrating string, Helmoltz resonator) as well as an

optical resonator (e.g. Fabry-Perot cavity), we always experience a finite oscillation with

a caracteristic exponential decay in time. Usually we cope with this problem introducing

small perturbations to describe the energy leakage, and the efficiency of the resonator in

storing energy defines its quality factor, &.

In the following, we will describe optical nanoresonators in the broad context of open

cavity systems. From the guided-optics perspective, nanoantennas can be seen as low-&

cavities with large radiation losses, and the scattering problem can be described schemati-

cally as a two step process [1]: 1) at time C = 0 an external field transfers energy to those

resonator modes that it is able to excite; 2) these leaky modes exponentially decay in time,

radiating away the stored energy. Total energy is therefore not conserved during the process

in this open cavity, whose physics is described by non-Hermitian operators. The eigenstates

of the wave equation obey to outgoing-wave boundary conditions (Sommerfeld radiation

condition) at infinity, and consistently with literature of open-systems we will refer to them

as Quasinormal Modes (QNM)[2].

3.1 Quasinormal Modes of electromagnetic resonators

In electrodynamics, quasinormal modes are the time-harmonic solutions of the source-free

Maxwell equations (2.13) [1, 3–5]:[
0 8���−1(AAA, $̃<)∇×

−8���−1(AAA, $̃<)∇× 0

] [
Ẽ<(AAA)
H̃<(AAA)

]
= $̃<

[
Ẽ<(AAA)
H̃<(AAA)

]
(3.3)

where ��� and��� are the permittivity and permeability tensors of the whole system (resonator

plus its background),while $̃< and [̃E<(AAA), H̃<(AAA)] are the eigenfrequencies and eigenvectors

respectively. In closed systems, cavity eigenfrequencies $< are real quantities and losses

are introduced as perturbations. Their main outcome is to transform a series of Dirac delta

in the spectral response into Lorentzian features with finite bandwidth. Conversely, leaky

systems exhibit QNMs with complex-valued eigenfrequencies $̃< = Ω< − 8Γ</2 where

Ω< is the central resonant frequency and Γ< is the damping rate directly related to the

mode lifetime �< = 1/Γ< .
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Let us write compactly the eigenproblem (3.3) [6]

Ĥ7̃<(AAA) = $̃<7̃<(AAA) (3.4)

where 7̃< = [̃E< , H̃<]. The solution of any light scattering problem

Ĥ	($, AAA) = $	($, AAA) + S($, AAA) (3.5)

where	 = [E,H] and S = [8�−1J
0
, 0] is an external driving source, can be expanded on the

QNM basis

	($, AAA) =
∑
<

<($)7̃<(AAA) (3.6)

which is exactly correct if the orthonormal basis is complete. Equation (3.6) highlights the

efficiency of the method: once the modes of the system are known, it suffices to retrieve

the excitation coefficients of any driving field S to solve the problem. In this section, we

revise the properties of electromagnetic QNMs. We will describe how they are numerically

computed and normalized, with some remarks on the completeness of their basis.

Poynting Theorem and quality factor

Differently from Chapter 2, where we just considered real frequencies, here the reality

of time-dependent fields E ,H imposes ���(−$̃∗) = ���∗($̃) and ���(−$̃∗) = ���∗($̃). This means

that if [̃E<(AAA), H̃<(AAA)] is a QNM with eigenfrequency $̃< , [̃E
∗
<(AAA), H̃

∗
<(AAA)] is a solution of

source-free Maxwell equation too, with eigenfrequency −$̃∗< and the same Poynting vector,

indeed Ẽ< × H̃
∗
< + Ẽ

∗
< × H̃< = 2Re(̃E< × H̃

∗
<). Let us consider for the sake of simplicity an

isotropic material:

∇ × Ẽ< = 8�($̃<)$̃<H̃< and ∇ × H̃< = −8�($̃<)$̃<H̃< (3.7)

∇ × Ẽ
∗
< = −8�(−$̃∗<)$̃∗<H̃

∗
< and ∇ × H̃

∗
< = 8�(−$̃∗<)$̃∗<H̃

∗
< (3.8)

Let us focus now on the integral of ∇ · (̃E< × H̃
∗
< + Ẽ

∗
< × H̃<) over a volume+ surrounded by

a closed surface Σ. Applying the vector identity ∇ · (E1 ×H2) = H2 · (∇ × E1) − E1 · (∇ ×H2)
and the divergence theorem leads to [1]:

∯
Σ

Re(̃E< × H̃
∗
<) · n̂3� = −

∭
+

[
Im

[
$̃<�($̃<)

]
Ẽ< · Ẽ

∗
< + Im

[
$̃<�($̃<)

]
H̃< · H̃

∗
<

]
33AAA

(3.9)
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where � − �∗ = 28Im(�) was used. Expanding $̃< = Ω< + 8Γ</2, Poynting theorem can be

derived:

1

2

∯
Σ

Re(̃E< × H̃
∗
<) · n̂3�+

Ω<

2

∭
+

[
Im

[
�($̃<)

]
|Ẽ< |2 + Im

[
�($̃<)

]
|H̃< |2

]
33AAA =

=
Γ<

4

∭
+

[
Re

[
�($̃<)

]
|Ẽ< |2 + Re

[
�($̃<)

]
|H̃< |2

]
33AAA

(3.10)

In case of a non-dispersive resonator, the two terms on the left-hand side of equation (3.10)

describe energy losses by radiation and absorption, respectively, while the right-hand side

term represents the electromagnetic energy stored in the volume + .

These quantities define in turn the resonator quality factor expressing the energy loss

per cycle [6]:

&< = 2�
Energy stored

Energy dissipated per cycle

= Ω<
,4

%01B + %A03
=
Ω<

Γ<
(3.11)

ThemodeQ-factor can bedecomposed in two intrinsic contributions, 1/& = 1/&01B+1/&A03

with &01B = Ω<,4/%01B and &A03 = Ω<,4/%A03.

Mode normalization

In order to take advantage of QNM formalism, two central questions have to be clarified.

1) How are QNMs computed and normalized? 2) Do these modes form a complete

orthonormal basis susceptible to describe all the properties of the system? For time-

harmonic solutions of source-free Maxwell equations satisfing outgoing-wave boundary

conditions, the term exp[8(::: · AAA − 8$C)] diverges at infinity, and it was already pointed

out that energy is dissipated by the system. Thus standard normalizations based on

energy considerations are no longer valid. The literature of lossy systems copes with the

normalization problem substituting the conjugated product Ẽ< · Ẽ
∗
< with Ẽ< · Ẽ< . Indeed

the normalization based on Ẽ< · Ẽ
∗
< ignores the phase of the resonant mode, and it is a good

approximation for slightly absorbing media or high-Q resonators [7]. Please note that the

suppression of conjugated product is also detailed in textbooks [8] for the case of absorbing

waveguides. However, this substitution doesn’t solve the problem of diverging fields when

trying to define the normalization integral over a finite volume. There have been several

attempts in literature to solve this problem [2, 9–11]. The numerical solution adopted in the

following takes inspiration from the literature on perfectly matched layers (PMLs) [10]. The

physical domain containing the resonator and its background is enclosed by an (ideally)

infinetely thick absorbing material, which damps the exponentially growing QNM field.
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Within this approach, mode normalization is defined by [10]:

〈Ẽ< |Ẽ=〉 =
∭

Ω

[
Ẽ< ·

(
%$�

%$

)
Ẽ= + H̃< ·

(
%$�

%$

)
H̃=

]
33AAA = �<= (3.12)

Derivatives in equation (3.12) are taken at QNM frequencies $̃< andΩ includes the physical

(+) and PML-mapped volumes.

3.2 Modal analysis of linear dispersive nanoresonators

For frequency-dependent permittivities and permeabilities, the eigenvalue problem (3.3)

is generally nonlinear with respect to $. Commercially available software packages are

not well-suited to directly solve numerically this problem and extract the eigenfrequencies.

To this end, different approaches have been adopted in literature: pole-search approach,

perturbation theory, auxiliary-fields method, Keldysh theorem, Riesz-projection method

[4, 6, 11–15]. The following treatment focuses on the auxiliary-field formalism, which was

presented in [6] to solve the eigenvalue problem (3.3). For the sake of completeness, we

report here its main keypoints, while for a deeper analysis the interested reader can refer to

[6].

Auxiliary-field formalism

In this section we restrict our analysis to isotropic and non-magnetic materials, for which

���($) = �0. The nonlinearity of eigenproblem (3.3) arises from the dispersive permittivity

�($), which for most materials can be modeled at optical frequencies with an N-pole

Lorentz-Drude model:

�($) = �∞ − �∞
#∑
8=1

$2

?,8

$2 − $2

0,8
− 8$�8

(3.13)

For the sake of simplicity, in the following we will use a single-pole dispersion and set

# = 1. However, the same conclusions can be extended to the general case # > 1. The

general idea of the method is to increase the dimension of the eigenvector in order to

linearize the problem (3.3). Based on (3.13), one can introduce two auxiliary fields:

P = −�0�∞
$2

?

$2 − $2

0
+ 8$�

E, J = −8$P. (3.14)
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One can therefore expand the problem (2.13) as it follows:

∇ × E(AAA, $) =8$�0H(AAA, $)

∇ ×H(AAA, $) = − 8$�0�∞E(AAA, $) + J(AAA, $) + J
0
(AAA, $)

J(AAA, $) = − 8$P(AAA, $)

�0�∞$
2

?E(AAA, $) =(� − 8$)J(AAA, $) + $2

0
P(AAA, $)

(3.15)

and consequently write the linearized source-free (J
0
= 0) Maxwell eigenproblem
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?�0�∞ −8$2

0
−8�





H̃<

Ẽ<

P̃<

J̃<


= $̃<



H̃<

Ẽ<

P̃<

J̃<


(3.16)

Therefore, this formulation simplifies the numerical calculation of eigenvectors 7̃< =

[H̃< , Ẽ< , P̃< , J̃<] by formally removing the dispersion.

It can be shown [6] that the following relation of quasi orthonormality holds between

any couple of eigenmodes 7̃< , 7̃= with eigenfrequencies $̃< , $̃= :

($̃< − $̃=)
∫
+

7̃)
<D̂7̃=3

3A = 8

∮
Σ

(̃E< × H̃= − Ẽ= × H̃<) · n3� (3.17)

where + and Σ represents the volume and outer surface of the space under study, and the

operator D̂ = diag

[
−�0 , �0�∞ , $2

0
/(�∞$2

?),−1/(�∞$2

?)
]
. When working in a PML-mapped

space, the field tangential components on the outer surface Σ vanishes, and (3.17) reduces

to the orthonormality relation ∫
+

7̃)
<D̂7̃=3

3A = �<= (3.18)

which enables modal expansion and the determination of excitation coefficients < in

(3.6).

Modal excitation coefficients of scattered field

Let us consider the scattering problem illustrated in Fig. 2.1, which is reported in Fig. 3.1a,

and a similar one (b) where the nanostructure has been removed and the same source J
0
is
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applied (for example an ideal current distribution at infinity originating an incident plane

wave as in figure). Two different problems can be solved, one for the total field [EC ,HC]

∇ ×HC = −8$�0�EC + J
0
, ∇ × EC = 8$�0HC (3.19)

and the other for the background field [E1 ,H1]

∇ ×H1 = −8$�0�1E1 + J
0
, ∇ × E1 = 8$�0H1 (3.20)

Please notice that [E1 ,H1] is identical to the incident field [E8=2 ,H8=2] just in the particular

case of a resonator suspended in a uniform medium. Generally (resonators on substrates,

thin films, etc...) these two fields are different, and we label with �1(AAA) the permittivity

distribution of background media. Subtracting term by term (3.20) from (3.19) we obtain

the scattered field formulation

∇ ×H( = −8$�0�E( − 8$�0Δ�E1 , ∇ × E( = 8$�0H( (3.21)

Figure 3.1: Scattered field formulation of light interaction with matter. (a) A driving source at infinity J
0

generates the plane wave [E8=2 ,H8=2] incident on the nanoobject with refractive index � = �1 + Δ�. This
interaction originates a current distribution J (conduction and displacement currents) responsible for absorption

and scattering mechanisms. (b) Background field [E1 ,H1]without the resonator. (c) The same problem as (a)

seen in scattered-field formalism: the external source is removed and a localized current source J( is imposed in

the resonator volume. Its distribution is such to radiate the same scattered field [E( ,H(] as in the former case.

As depicted in Fig. 3.1c, the scattered field [E( ,H(] by a nanostructure can equivalently

be described as the field radiated by a current source distribution −8$�0Δ�E1 localized in

the resonator volume (where Δ� ≠ 0) [6]. Using the auxiliary-field formulation, we can

again expand �0�(E(+E1) = �0�∞(E(+E1)+P(, andMaxwell equations in (3.15) become:

∇ × E((AAA, $) =8$�0H((AAA, $)

∇ ×H((AAA, $) = − 8$�0�∞E((AAA, $) + J((AAA, $) − 8$�∞E1(AAA, $)

J((AAA, $) = − 8$P((AAA, $)

�0�∞$
2

?E((AAA, $) =(� − 8$)J((AAA, $) + $2

0
P((AAA, $) − �0�∞$

2

?E1(AAA, $)

(3.22)



56 3 QNM EXPANSION IN NONLINEAR NANO-OPTICS

which can be rewritten in the matrix formulation

Ĥ	((AAA, $) = $	((AAA, $) + S1(AAA, $) (3.23)

as



0 −8�−1

0
∇× 0 0

8�−1

0
�−1

∞ ∇× 0 0 −8�−1

0
�−1

∞

0 0 0 8

0 8$2

?�0�∞ −8$2

0
−8�

︸                                                   ︷︷                                                   ︸
Ĥ



H(

E(

P(

J(

︸︷︷︸
	(

= $



H(

E(

P(

J(


+



0[
$(�∞ − �1)/�∞

]
E1

0

−8$2

?�0�∞E1

︸                      ︷︷                      ︸
S1

(3.24)

where all the dependence on the external driving field is included in the term S1 . Or-

thonormality relation in (3.18) allows to decompose the scattered field 	( on the QNM

basis

	((AAA, $) =
∞∑
<=1

<($)7̃<(AAA). (3.25)

Indeed, plugging (3.25) in (3.23) and usign orthonormality relation (3.18), the following

closed form for the excitation coefficients < can be derived:

<($) =
∫
+
7̃)
<D̂S133A

$̃< − $

=

{
$

$̃< − $
�0

[
�($̃<) − �1

]
+ �0

[
�($̃<) − �∞

]} ∫
+A4B

Ẽ<(AAA) · E1(AAA, $)33A

(3.26)

in which the integral is over the resonator volume +A4B , where S1 ≠ 0.

Near-field reconstruction

Once the excitation coefficients have been computed, the scattered field [E( ,H(] can be

reconstructed through a truncated summation in equation (3.25). Furthermore in several

applications, like the computation of nonlinear currents, it is necessary to retrieve the total

field [EC ,HC]. The auxiliary-field formalism opens several reconstruction scenarios with

different convergence speeds.

• Outside the resonator: the medium is dispersionless, the auxiliary fields are equal to
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zero, and a unique reconstruction is possible:

EC(AAA, $) = E1(AAA, $) + E((AAA, $) ≈ E1(AAA, $) +
#∑
<=1

<($)̃E<(AAA) (3.27)

where we truncated the summation to the first #-modes

• Inside the resonator: different formulas can be proposed, depending on whether

EC is reconstructed directly as a summation of the modal electric field distributions

Ẽ< , or the auxiliary fields P( or J( are first reconstructed and then EC is retrieved
from them. These options may seem confusing, but it is noteworthy that all the

reconstructions converge to the same result for # →∞. The choice of any of them

determines the convergence rapidity, and consequently the number of modes # that

ensures a good accuracy. In this thesis, I adopted the reconstruction proposed in [16]

which was numerically proved to converge most rapidly. Taking back the definition

of polarization vector auxiliary field �0�(E( + E1) = �0�∞(E( + E1) + P(, we derive

the total field from P(:

EC(AAA, $) =E((AAA, $) + E1(AAA, $) =
P((AAA, $)

�0[�($) − �∞]

=
∑
<

<($)
�0[�($) − �∞]

P̃<(AAA) =
∑
<

<($)
�($̃<) − �∞
�($) − �∞

Ẽ<(AAA)
(3.28)

In some cases, as we will see in Section 3.3, it is more convenient to explicit the pole

$̃< − $. Thus, we introduce the equivalent notation

EC(AAA, $) =
∞∑
<=1

$

$̃< − $
�<($)̃E<(AAA) (3.29)

with

�<($) =
$̃<

[
�($̃<) − �∞

]
− $ [�1 − �∞]

$

�($̃<) − �∞
�($) − �∞

∫
+A4B

Ẽ<(AAA) · E1(AAA, $)33A. (3.30)

Weak formulation in COMSOL and eigenfunctions numerical calculation

In most of the cases, the eigenmodes of an arbitrarily shaped resonator cannot be computed

with a closed-form expression, and the eigenvalue problem (3.16)must be solved numerically.

Here we resorted to finite-element-method in COMSOL Multyphysics, as explained in

Chapter 2. In particular, the system (3.16) can be expressed as a quadratic eigenproblem

dependent on solely [̃E< , P̃<]

∇ × �−1

0
∇ × Ẽ< − $̃2

<

[
�0�∞Ẽ< + P̃<

]
= 0 (3.31)
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�0�∞$
2

?Ẽ< − ($̃2

< + $2

0
)̃P< + 8$̃<�P̃< = 0 (3.32)

which can be efficiently solved through the so-called first companion linearization [17].

When P̃< = 0 (dispersionless case), (3.31) reduces to a classic Helmoltz equation, which is

easily solved by the standard eigenfrequency study in COMSOL RF module. Conversely,

for dispersive materials, (3.32) has to be simultaneously solved resorting to COMSOL

mathematical tools. We introduce (3.32) through the partial differential equation (PDE)

module in COMSOL. It is a common practice in FEM computations to implement the weak

formulation to solve PDEs with defined boundary conditions, in order to avoid numerical

issues when the differentiability of variables under study may be limited. The main idea is

to turn the differential equations into an integral ones to reduce the difficulty of numerical

algorithm in evaluating derivatives. We can do this by multiplying equations (3.31)-(3.32)

by a suitably smooth test function F(AAA) and then integrating it:

∫
+

∇ × F(AAA) · �−1

0
∇ × Ẽ<(AAA) − $̃2

<

[
�0�∞F(AAA) · Ẽ<(AAA) + F(AAA) · P̃<(AAA)

]
33A = 0∫

+

�0�∞$
2

?F(AAA) · Ẽ<(AAA) − ($̃2

< + $2

0
+ 8$̃<�)F(AAA) · P̃<(AAA)33A = 0

(3.33)

P̃< is plugged as a weak contribution in the Helmoltz eigenvalue problem in the RF module,

to account for material dispersion. Finally, the normalization condition in (3.12) is fulfilled

computing the overlap integral between the retrieved field over all the PML-mapped space

as shown in equation (3.18). Importantly COMSOL solver computes a finite number of

eigenmodes, which finally result in truncated approximations of the scattered field. This

has not to be seen as a critical limitation of the tool, first because usually a good accuracy in

a finite spectrum of energies is achieved with a small amount of modes, and secondarily

because the modal picture is particularly promising for capturing the physics of the system

with few modes and in turn simplify calculations.

3.3 QNM implementation in nonlinear nano-optics

In Section 3.2 we recalled how the field scattered by a nanoresonator can be expanded in

the natural basis of QNMs [6]. Here, resorting back to the double-step picture of nonlinear

generation in nanostructures depicted in Fig. 2.9, we show the first original contribution

of my PhD thesis: how to reconstruct the total electromagnetic field inside the structure,

compute the nonlinear current source and finally expand the radiated field at SH on the

same QNM basis calculated for the linear scattering problem. The QNM formalism proves

promising for both its computational costs and the simplicity of its physical interpretation.
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Nonlinear current reconstruction

The double scattering picture in Fig. 2.9 can be more conviniently reformulated through

modal analysis in the following way [18], see Fig. 3.2:

Figure 3.2: Schematic representation of nonlinear frequency generation in the QNM formalism. A driving field

E1($) excites the modes of the nanoresonator resulting in a total field EC ($). Such modes get coupled via the

"(2) with modes that resonate near 2$, resulting in a SH source of radiation. All the terms in the figure are

clarified in the main text of this section.

• An external driving fieldE1(AAA, $)with power%($) excites theQNMsof the dissipative

resonator, transferring part of its energy to them. The light-matter interaction results

in a total field distribution EC(AAA, $) at fundamental frequency (FF). The quantity

of transferred energy to the <-th mode is proportional to the excitation coefficient

< , and the ability of this QNM to store energy is revealed by its quality factor

& = −Re($̃<)/2Im($̃<).
• The quadratic nonlinearity of the material leads to the formation of a nonlinear

current distribution J(2) at 2$, contributing to the energy transfer from the QNMs

excited at $ to other modes with real eigenfrequency close to 2$. This nonlinear
mode coupling can be estimated by evaluating the spatial overlap �;<= between the

three involved modes with labels ;, < and =.

• Finally these excited modes leak their energy in time, by radiating power in the far

field at 2$.

This picture encompasses several figures of merit which deserve to be addressed. Let us

therefore analyse the process step by step. The nonlinear generated current J(2) (2.76) can
be written as

J(2)(AAA, 2$) = − 82$P(2)(AAA, 2$) = −82$�06
(2)

:

[
EC(AAA, $) ⊗ EC(AAA, $)

]
= − 82$�0

∑
<,=

<($)=($)
[
�($̃<) − �∞

] [
�($̃=) − �∞

][
�($) − �∞

]
2

6(2) :

[
Ẽ<(AAA) ⊗ Ẽ=(AAA)

]
= − 82$�0

∑
<,=

$2

($̃< − $)($̃= − $)
�<($)�=($)6(2) :

[
Ẽ<(AAA) ⊗ Ẽ=(AAA)

]
(3.34)

where we introduced the notations ":" and "⊗" for the inner and tensorial products

respectively.
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Nonlinear excitation coefficients and mode overlap

The nonlinear current (3.34) provides the source term S(2) of our radiation problem at 2$,

similarly to the term S1 in (3.24)
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0
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�−1

∞ J(2)

0
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(3.35)

from S(2) we can directly derive the excitation coefficients at 2$:

(2)
;
(2$) =

∫
+
7̃)
;
D̂S(2)

$̃; − 2$
= − 2$

$̃; − 2$

∫
+

P(2)(AAA, 2$) · Ẽ;(AAA)33A

=
∑
<,=

−2$3�;<=�<=($)
($̃; − 2$)($̃< − $)($̃= − $)

(3.36)

where we defined

�<=($) = �<($)�=($) (3.37)

and

�;<= = �0

∫
+A4B

Ẽ;(AAA) ·
{
6(2) :

[
Ẽ<(AAA) ⊗ Ẽ=(AAA)

]}
33A (3.38)

The main advantage of this formalism is the possibility to define with a closed-form

expression the excitation coefficient of modes at harmonic frequencies. Typically just few

modes capture all the physics of the system, and this enables a deep insight with extreme

simplicity. Let us point out some key concepts included in (3.36):

• The ;-th QNM is effectively excited at 2$ if energy is effectively transferred from an

external field to two modes < and = at $ (�<=($) term) and a good nonlinear spatial

overlap between the three modes is ensured (�;<= term). It is worth noticing that in

the spectrally matched case, in which Re($̃;) = 2$ and Re($̃<) = Re($̃=) = $, the
excitation coefficient at 2$ reduces to

(2)
;
(2$) = 88

∑
<=

&;&<&=�;<=�<=($) (3.39)
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Equation (3.39) highlights that a stronger harmonic generation occurs as light is

trapped for a longer time, which allows a longer nonlinear interaction between the

three modes;

• the amount of energy transferred from the pump to the resonator is quantified by

the term �($). Importantly, once the modes are known for a given structure, this

coefficient can be retrieved analytically for any possible pump configuration, reducing

drastically the computational costs. From a design perspective, this approach provides

a simple formula to optimize the pump in order to maximize SHG efficiency;

• equation (3.38) defines the spatial overlap integral between the nonlinearly interacting

modes. The analyticity of this derivation is of paramount importance for nonlinear

generation in non-Hermitian systems. The nonlinear overlap integral is a well-known

concept in closed cavities and optical waveguides. To make a strict and useful

comparison, in the case of two signals propagating along I in a waveguide with

length ! and transverse section (, the generation efficiency scales with

�0

∫
+

E∗(�(G, H) · 6
(2)

:

[
E��(G, H) ⊗ E��(G, H)

]
exp[8(:(� − 2:��)I]33A

= �0

∫
(

E∗(�(G, H) · 6
(2)

:

[
E��(G, H) ⊗ E��(G, H)

]
3G3H

∫
!

exp[8(:(� − 2:��)I]3I.

(3.40)

The first termdenotes themodal overlap and the second the phase-matching condition,

as it was presented for a bulk crystal in Chapter 2. In a nanostructure, however, the

idea of propagating fields is lost, and the volume integral in (3.40) can no longer

be factorized in a transverse and a propagative contribution. The concepts of phase

matching and modal overlap are all included in �;<= . Please notice that, at variance
with formulations of mode coupling coefficient based on Hermitian theories [19–21],

�;<= presents no complex conjugation in the triple product �̃;�̃<�̃= . This is an inherent

difference of non-Hermitian physics and results from mode normalization (3.12).

• The importance of overlap integral �;<= is related to mode normalization. Historically

this concept has always assumed a central role in Hermitian systems, the difficulty to

recast it in open-cavities is mainly related to the complex problem of normalizing

leaky modes. Thanks to the normalization (3.12), �;<= acquires here a quantitative
meaning: |�;<= |2 being the SHG efficiency, now the values obtained from different

resonances can be properly compared. Furthermore, being an intrinsic quantity of

the system, i.e. unrelated to the excitation frequency $, �;<= is a good figure of merit

to be optimized independently of the pump configuration.

Cross sections

Light interaction with a nanocavity is usually probed through the amount of energy that

is absorbed in its volume or scattered in the far field. As shown in Chapter 2, this leads

to the definition of absorption and scattering cross sections (2.30)-(2.31) which represents

effective interaction surfaces.
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If we apply the operation

∫
+
33A	†Â to both sides of Ĥ	 = $	 + S in (3.5), with 	†

conjugate transpose of 	, Â = diag[�0 , �0�∞ , $2

0
/(�0�∞$2

?), 1/(�0�∞$2

?)] and complex-

valued $, we get [6]:

−2Im($),4 = %01B + %B20 − %4GC (3.41)

where, within the auxiliary-field formulation, we have

,4 =
1

4

∫
+

�0 |H|2+�0�∞ |E|2 +
1

�0�∞$2

?

(
|J|2 + $2

0
|P|2

)
33A (3.42)

%4GC = −
1

2

∫
+

Im

(
	†ÂS

)
33A (3.43)

%01B =
1

2

∫
+

�

�0�∞$2

?

|J|233A (3.44)

%B20 =
1

2

∮
Σ

Re(E ×H∗) · n̂3� (3.45)

(3.41) corresponds to the Poynting theorem: the decay of stored energy (3.42) is equal to the

sum of absorbed (3.44) and scattered (3.44) power minus the total power transferred from

the source to the resonator (3.43).

By replacing the source term S1 in scattered-field formulation, we retrieve the definition

of cross-sections at real frequencies as in Section 2.2:

�01B($) =
1

2(0

∫
+

�

�0�∞$2

?

��J((AAA, $)��2 33A

=
∑
<

�

2(0�0�∞$2

?

|<($)$̃<�0[�($̃<) − �∞]|2
∫
+

���̃E<(AAA)���2 33A

(3.46)

�4GC($) = −
$

2(0

∫
+

Im

[
$�0 (�∞ − �1)E∗((AAA, $) · E1(AAA, $) − 8J

∗
((AAA, $) · E1(AAA, $)

]
33A

= −
∑
<

Im

{
�0<($)

[
$(�∞ − �1) − $̃<

(
�($̃< − �∞)

) ] ∫
+

Ẽ
∗
<(AAA) · E1(AAA, $)33A

}
(3.47)

Finally, the scattering cross section can be straightforwardly computed as the difference

between extinction and absorption cross sections. This derivation is more convenient for

numerical implementation, as it involves just integrals over the resonator volume which

can be easily discretized at low computational costs.
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With the same considerations made in Section 2.3, the concept of cross sections can be

extended to SHG process, by replacing external plane-wave excitation S1 with the localized

nonlinear current distribution S(2) = [0, 8�−1

0
�−1

∞ J(2) , 0, 0] and normalizing to pump intensity

(0:

�(2)
01B
(2$) =%01B(2$)

(0

=
1

2(0

∫
+

�

�0�∞$2

?

��J(AAA, 2$)��2 33A

=
∑
;

�

2(0�0�∞$2

?

|;(2$)$̃;�0[�($̃;) − �∞]|2
∫
+

���̃E;(AAA)���2 33A

(3.48)

�(2)4GC(2$) = −
$
(0

∫
+

Im

[
E(2)∗C (AAA, 2$) · P

(2)(AAA, 2$)
]
33A

=
$
(0

∑
;

Im

{
(2)
;
(2$)

∫
+

Ẽ;(AAA) · P(2)∗(AAA, $)33A

} (3.49)

These two figures of merit linearly scale with pump intensity (0 and enable to separately

study the contribution of all modes triads [; , <, =] to SHG efficiency. While all the above

scattering cross sections are rigorously defined for a plane-wave excitation, for spatially

non-uniform pumps they are approximated considering the average intensity (̄0 on the

nanoresonator.

3.4 Numerical example and design guidelines

Having discussed in Section 3.3 the whole theoretical formalism and the details for

numerical implementation of QNM analysis of SHG in nanoresonators, let us now show

two examples of modal analysis in AlGaAs nanocylinders on a substrate. The first one

is an instructive case to explain step by step how the analysis is numerically performed;

the second one considers a more complex geometry and aims at demonstrating how the

optimization of the overlap coefficient �;<= can boost SHG efficiency. All the numerical

examples presented here below can be reproduced through the open-access nonlinear

toolbox in [22].

Nonlinear generation in AlGaAs-on-AlOx nanocavities

Let us consider for illustrative purposes the geometry in Fig. 3.3. It represents an

Al0.18Ga0.82As nanocylinder with radius A = 220 nm and height ℎ = 400 nm lying over an

AlOx substrate with constant refractive index =B = 1.6. The permittivity of Al.18Ga.82As is
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Figure 3.3: Schematic illustration of the cavity under study: an Al0.18Ga0.82As nanocylinder over an aluminum

oxide (AlOx) substrate. The external driving field is an s-polarized plane wave along G axis, with : vector

aligned along −I.

modeled with a single-pole Lorentzian dispersion

�($) = �∞ − �∞
$2

?

$2 − $2

0
− 8$�



�∞ = 1

$? = 2691 × 2� THz

$0 = 883 × 2� THz

(3.50)

Figure 3.4: QNM distribution in the complex plane for the same AlGaAs-on-AlOx nanocylinder as in Fig. 3.3.

QNM with (dark blue dots) or without (light blue dots) the substrate are reported. Two labels on the same

dot indicate degenerate QNMs. Their near-field distribution |�̃< | is shown in the GI plane at H = 0, i.e. in the

central vertical section of the nanocylinder.

Material parameters in (3.50) are fitted from the empirical model in [23], for more detailed

information on the fitting algorithm please refer to the Appendix A. Let us suppose to work

below the material bangap (� > 740 nm), thereby neglecting absorption losses (� = 0). The

model has a limited spectral validity and dispersion is introduced just in the real part of
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permittivity, which is necessary to retrieve the right eigenfrequencies in the visible/near-IR.

The sole numerical calculation to retrieve the optical response of such resonator for a broad

spectrum and different excitation conditions is the mode calculation. The eigenfrequencies

of the 10 most relevant modes in the range [1000 − 1700] nm are shown in the complex

plane in Fig. 3.4 together with near electric field distribution in absolute value. They are

labelled "FF"(Fundamental Frequency) as they are in the range of the pump wavelength

used in the following for nonlinear generation.

Figure 3.5: Extinction cross section of an AlGaAs nanocylinder excited by a normally impinging plane wave

(linear polarization along G). The reconstruction with the 10 dominant QNMs is reported for the case of

on-substrate (left) or air-suspended (right) resonator. The contribution of the most excited modes is reported as

colored dashed lines. Their position in the complex plane is shown on the top: circles radius is proportional to

the average of excitation coefficient in the considered spectrum, and their color corresponds to the maximum

absolute value of their extinction cross section. In the inset, the near-field distribution |�̃< | of the relevant

QNMs.

Importantly, the shaded region in the complex plane reports the presence of additional

modes called PML modes. These are non-physical modes which appear as soon as the

infinite space that an open cavity occupies is numerically confined with the addition of

perfect matching layers. Their nature and eigenfrequencies being strongly dependent on the

PML mesh, they can easily be distinguished from QNMs by computing the ratio between

the energy stored in the PML and in the resonator (we recall that modes are normalized

before being compared and that this distinction is meaningful only if a good normalization

is adopted). The contribution of PML modes has to be taken into account to boost the

convergence of field reconstruction to the exact fully vectorial result (a detailed numerical

comparison is reported in [6]). Finally, a first effect of placing the resonator on a substrate

can be appreciated by comparing the position of QNM resonances (dark blue dots), with

the light blue dots that refer to an air-suspended nanocylinder of equal size. As expected,

the presence of the substrate leads to a reduction of quality factors (Im[$̃<] increases) and
a slight shift of the resonance Re[$̃<].

It is worth considering the numerical costs for this computation: on an average per-

formance workstation (CPU 3.70GHz - RAM 16GB) with a mesh consisting of about

35000 domain elements, the calculation of 35 modes for a fixed geometry in the spectrum

[1000− 1700] nm takes ≈ 3 minutes. On the contrary the solution of a full vectorial problem



66 3 QNM EXPANSION IN NONLINEAR NANO-OPTICS

at a fixed geometry, wavelength and pump configuration on the same machine requires

around ≈ 30 seconds. However, the latter returns the full numerical result but it reveals just

the resonances excited by the external pump, limiting the total physical comprehension.

Therefore computing the QNMs for different geometries and following their trajectories in

the complex plane still remains cost effective with respect to full numerical calculations and

it enables to extract most of the physics of the system, in terms of resonant modes and their

quality factors, independently of the imposed external excitation.

Figure 3.6: Reconstruction of FF (left) and SH (right) extinction cross sections for an AlGaAs nanocylinder

excited by a normally impinging plane wave with intensity (0 = 1GW/cm2
. The reconstruction with few

dominant QNMs (black solid curve) is compared with the full numerical result obtained in COMSOL (orange

dots) with the same Lorentzian dispersion for the permittivity. The dashed blue lines report the contribution of

the most excited mode, FF1 and SH1 respectively. The insets display the near-field distributions |�̃< | of FF1 and
SH1.

Once the QNMs are known, the electric field and scattering properties for a fixed external

source can be expanded on this basis (this process is referred to as "reconstruction" in the

following). Let us assume to excite the nanocylinder of Fig. 3.3 with a plane wave polarized

along G axis and wavevector ::: along −I (� = 0). Working below the material bandgap

where absorption is neglected (� = 0), the extinction and scattering cross sections are equal.

Using therefore equation (3.49), the scattering spectrum can be reconstructed. The result,

reported in Fig. 3.5, is compared with the same geometry without the substrate, which

highlights the broadening and small shift of spectral features. The air-suspended case

exhibits the same qualitative behavior as shown with full numerical calculation in Fig. 2.11.

The quantitative mismatch between the two is explained by the truncated reconstruction

and the inaccuracy due to fitting AlGaAs permittivity with a single-pole Lorentzian. It is

finally interesting to remark in Fig. 3.5 the appearence of negative extinction cross sections.

According to definition in (3.17) the projection of an eigenmode < on another eigenmode =

is strictly equal to zero when the integral is extended over all the PML mapped space. This

means that even in the case of a driving term S1 = −8$�0Δ�E1 in scattering formulation

(3.21) perfectly overlapping with the < mode distribution, the overlap integral appearing in

the excitation coefficient (3.26) with the mode = can be different from zero as the integration

is restrained to the resonator volume +A4B . While in a closed system this integral would

be strictly equal to zero, in an open system two different QNMs can effectively interact

in the resonator volume, constructively or destructively, and the negative contribution

to the extinction is a footprint of this effect. When a QNM is excited alone, no negative

contribution to the extinction is observed in accordance with energy conservation. Those
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negative contributions have been revealed also in other QNMs toolboxes [13], and it is

similar to "negative Purcell effect" reported in [10].

Figure 3.7: Ratio between SH

(
%(� =,

(2)
4GC

)
and FF

(
%�� = (0�A2

)
power impinging on the AlGaAs-on-AlOx

cylinder of Fig. 3.3. � is the angle of incidence between the plane-wave :-vector and the cylinder axis (I). (0 is

set at 1 GW/cm2
. The total reconstruction on the left is decomposed in its four main contribution on the right.

Insets: near-field distributions |�̃< | of the corresponding QNMs in the GI plane (the color bar is the same for

the four plots).

In order to analyse SHG in the same nanocylinder, another set of 60 QNMs are computed

around � = 800 nm, and consistently with previous notation they are labelled "SH". While

in principle all the modes could be computed once in one broad frequency spectrum, here

the separation of FF and SH QNMs aims at boosting the calculation speed as the region of

interest is spectrally limited. The total electric field is reconstructed in the pumpwavelength

range ��� ∈ [1600 − 1700] nm, then the SH polarization vector P(2) is retrieved and finally

the nonlinear extinction cross section is computed according to (3.49). The result of such

reconstruction, reported in Fig. 3.6, is compared with the fully vectorial result obtained with

the same dispersion model and geometry. A small amount of QNMs (2 at FF and 4 at SH)

suffices to reconstruct the extinction with good accuracy. To improve the convergence, more

QNMs and PML modes should be included, but this goes beyond our scope here. For a

more detailed analysis on convergence the interested reader can refer to the supplementary

material of Ref.[6]. In this case we prefer to accept a tolerance of few percent but keep the

number of involved QNMs low.

The advantages of modal formalism are unquestionable also when the response of the

system has to be probed upon the simultaneous sweep of several pump parameters. For

example, let us scan the pump wavelength as before, but also change at the same time

the incident angle � in a range [0◦ − 50
◦]. Fig. 3.7 reports the reconstructed ratio between

SH and FF power for 7500 different pump configurations. With the same machine and

mesh as before, such calculation requires ≈ 2 minutes (instead of 7500 × 30” = 62ℎ30
′
,

with independent fully vectorial simulations). Obviously, as shown above, the contribution

from different QNMs can be isolated, which enables to explore their near-field, study their

symmetry, quality factor, cross interaction, and finally compute their radiation pattern

through near-to-far field packages [24].
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Phase matching in subwavelength resonators

Figure 3.8: Nonlinear overlap analysis between modes FF1 and SH1. (a) Main components of the modes: norm

(top) and phase (bottom). From left to right: product of G and I components of Ẽ��1
; H component of Ẽ(�1

;

main component of the nonlinear product Ẽ(�1
· [6(2) : Ẽ��1

⊗ Ẽ��1
]. (b) Discretized contribution to the overlap

integral �;<= along finite slices in the GH plane, centered at G8 with thickness 3G = 5 nm. Only the real part is

reported.

As recalled in the previous section, a key advantage of modal approach is the possibility

to analyse in detail the overlap integral �;<= between different modes. Let us just focus

for example on the main excited modes FF1 and SH1. In Fig. 3.8a the electric near-field

distribution of their dominant component in the GI plane at H = 0 is shown in norm and

phase. Moreover, in the rightmost column one can find the dominant term of the overlap

integral �;<= , i.e. �; ,H�<,G�=,I with ; =SH1 and < = = =FF1. Its phase exhibits two main

regions (in black and white) which are in phase opposition. The result is similar to what

happens in optical waveguides when perfect phase matching condition is not fullfilled: for

a distance shorter than the coherence length !2 the SH amplitude increases, then the pump

and SH waves end up in phase opposition and the amplitude decreases, producing an

oscillating SH signal. Similarly, in nanoresonators, mode overlap can result in contributions

to nonlinear generation with opposite signs, as shown in Fig. 3.8b where the overlap integral

�;<= has been discretized over vertical slices with thickness 3G = 5 nm centered at different

positions G8 along G axis. This effect reduces the total generated power, and its knowledge

can lead to an optimization of nanocavities for nonlinear generation.

Optimizing SHG in nanocavities

In Section 3.4, I have shown how the QNM formalism can be numerically implemented

and what are the advantages for the analysis of a defined nonlinear scattering problem.

To make a step forward, it is reasonable to wonder if this tool can offer guidelines to

optimize nonlinear generation in nanoresonators. Different routes are conceivable, but in

the following we will only explore in detail the optimization of the overlap integral �;<= . To
illustrate this point, let us consider again an Al0.18Ga0.82As-on-AlOx nanodisk with a fixed
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Figure 3.9: SHG in an AlGaAs-on-AlOx nanocylinder with radius A = 440 nm, height ℎ = 400 nm and

rounded-rectangular axial hole with sizes ; = 480 nm and F = 150 nm (see inset). (a) Electric field distribution

|�̃< | in the GH plane (at I = 200 nm) of the 8 dominant QNMs around pump frequency (FF1-2) and SH (SH1-6).

Their central wavelength and Q-factor are reported at the bottom. (b) Reconstructed linear extinction in the

range ��� ∈ [1600 − 1750] nm with 2 QNMs (black solid line), whose contribution is reported as colored lines,

for normally impinging azimuthally polarized pump with total power % = 50 W. (c) Corresponding nonlinear

extinction (i.e. SHG efficiency) decomposed in its six (SH1-6) main contributions.

height ℎ = 400 nm. Varying the radius A and following how theQNMs evolve, one can single

out high-Q modes either in the FF or SH range, which can boost SHG efficiency according

to (3.39). Here we focus on SH modes, as the larger ratio A/�(� allows to find more easily

high-Q modes at subwavelength scale. After few iterations, two high-Q modes are selected

in the [800 − 875] nm region for A = 440 nm. They resemble two low-order whispering

gallery modes with quality factors of the order of 10
4
and 10

3
respectively, and are shown

in Fig. 3.9a as modes SH2 and SH3. An asymmetric hole (with rounded-rectangular shape

and sizes ; = 480 nm and F = 150 nm) appears about the axis of the cylinder, to break the

symmetry of the system (by doing so, the modes that would be symmetry-forbidden are

immediately revealed before any optimization process and the degeneracy of axisymmetryc

modes is lifted).

Since the main electric field component of these high-Q modes is along I, let us suppose

to pump with an azimuthally polarized Gaussian beam, which maximizes the overlap

integral Ẽ< · E1 with two modes polarized in the GH plane, labelled FF1 and FF2 in 3.9(a).

In the paraxial approximation, the incident field can be written in cylindrical coordinates as
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[25]

E8=2(�, �, I) =
�√
�

2�

F(I)2 4
−
(

�
F(I)

)
2

4−28tan−1(I/I')4 8:I)̂ (3.51)

Mode SH1 SH2 SH3 SH4 SH5 SH6

&; 20 1320 13600 23 100 40

|�;11 | [C · V] 151 12 11 42 23 106

Table 3.1: Quality factors (&; ) and nonlinear overlap integrals (|�;<= |) of the six considered modes around SH

with the dominant mode at pump frequency FF1.

with F(I) = F0

√
1 + (I/I')2 the beamwaist, I' = �F2

0
/� the Rayleigh range, : = 2�/� the

wave number, � an amplitude coefficient (in Volts) and )̂ the azimuthal unitary vector. The

values of the parameters are chosen such to have 50 Wof total power and a waistF0 = 2 �m.

The reconstructed linear �4GC and nonlinear �(2)4GC extinctions are shown in Fig. 3.9b-c. Even

if SH3 exhibits the highest Q-factor, it just gives a minor contribution to SHG. Since, as

shown in (b), most of the physics at FF is described by one dominant contribution for the

adopted pump configuration, the SH modes are all mainly pumped by FF1, and the reason

for this behavior stems from their spatial overlap with this QNM. Table 3.1 reports the

quality factors of the six SH modes and their overlap integral |�;11 | with FF1.

Once again, since the QNMs are normalized, the different overlaps |�;11 | can be quantita-

tively compared. SH3 exhibits the lowest overlap, which explains its poor contribution to

SHG. Similarly to the previous section, it is worth exploring the near-field distributions of

FF1 and SH3 to understand the origin of such small overlap. The main field components

in the GH plane are shown in Fig. 3.10a. The phase of the overlap integral in the rightmost

column visually highlights angular sectors with positive (white) and negative (black)

contributions. More quantitatively, Fig. 3.10b reports the overlap integral discretized over

infinitesimal "slices" in the GH plane as a function of the azimuthal angle �.

The sum of positive and negative contributions finally result in the poor SHG signal

shown in Fig. 3.9. In order to boost SHG efficiency, one can think of locally reversing

the sign of "(2) while keeping unaltered the cylinder permittivity (1+"(1)), and thus the

QNMs. Fig. 3.10b provides a quantitavive guideline toward optimization: the cylinder

area is divided in 12 angular sectors with opposite "(2). Fig. 3.10c shows the nonlinear

extinction of a nanodisk where contributions to �;<= have been rephased compared with

a common one. SHG power is enhanced by more than 2 orders of magnitude. This sign

reversal recalls quasi-phase matching techniques commonly adopted in GaAs waveguides.

Fig. 3.11a reports the summation of infinitesimal contributions to �;<= of Fig. 3.10b as a

function of � for the optimized and unoptimized cases. These two behaviors are reminiscent

of the quasi-phase matched and mismatched beams propagating in an optical waveguide,

Fig. 3.11b.

This comparison is extremely instructive as it explains how the phase plays a central

role also in subwavelength resonators and how QNM formalism can offer useful analogies

and connections between the worlds of nonlinear optics in Hermitian and non-Hermitian

systems.
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Figure 3.10: Nonlinear overlap integral optimization in nanocavities. (a) Main components of dominant

mode FF1 and highest-Q mode SH3 shown in absolute value(top) and phase(bottom). From left to right:

product of G and H components of Ẽ��1
, I component of Ẽ(�3

, main component of the nonlinear product

Ẽ(�3
· [6(2) : Ẽ��1

⊗ Ẽ��1
].(b) Discretized real-part contribution to the overlap integral �;<= along finite

angular sectors in the GH plane centered at � with width 3� = 0.5◦. (c) Comparison of reconstructed extinction

spectrum between an homogeneous (100) AlGaAs nanocylinder (grey line) and an optimized one where half

of the splices have a reversed "(2) sign. Red dots report the fully vectorial result obtained with COMSOL

Multyphysics.

Figure 3.11: Role of the phase in nanocavities. (a) Summation of the discretized contributions to �;<= in Fig. 3.9b

for the optimized (red) and unoptimized (grey) nanocylider. (b) Spatial evolution of SHG amplitude along

propagation direction in an optical waveguide in presence of wavevector mismatch, quasi phase matching and

perfect phase matching. Reproduced from [26]

3.5 Conclusion

Optimization routines for nonlinear optical guided systems rely since long time on modal

analysis as it offers precise guidelines to both maximize mode overlap and study phase-

matching conditions and propagation of nonlinear signals. In this chapter we discussed the
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extension of these concepts to unbound systems. Modal formalism in nonlinear nano-optics

can provide several helpful tools: identifying high-Qmodes (e.g. BICmodes) which could be

symmetry forbidden or poorly excited when the resonator response is analyzed for a fixed

pump configuration; reconstruct the response of the system with few dominant resonances;

study the modal nonlinear overlap and predict the far-field properties of excited modes.

With respect to multipolar decomposition, it offers a broader range of validity (resonators

on substrates and non-uniform media, no geometry restriction, coupled nanocavities)

and a deeper insight as all the modes are computed at once. In the last section of the

chapter we presented an optimization algorithm based on "(2) engineering, which requires

a single numerical calculation. However, many other routes are conceivable. As an example,

the evolution of QNMs in the complex plane could be monitored upon the modification

of the external environment, geometric parameter or again when interacting with other

structures revealing strong coupling regimes. In all these studies, QNM formalism settles

as a complementary numerical tool to investigate nonlinear optical properties of matter at

the nanoscale and tailor the nonlinear response of nanoantennas.
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After having introduced the theoretical framework and all the numerical tools necessary

to study the nonlinear light-matter interaction at the nanoscale, in this chapter I will focus on

the fabrication of AlGaAs nanoresonators and SHG experimental characterization. At first,

I will discuss the material choice, then the fabrication of isolated or arrayed nanoresonators,

and finally the experimental setup to characterize their nonlinear response. Once compared

the theoretical predictions and experimental measurements on the isolated resonators, I

will show how they can be arranged in periodic arrays to control radiation direction and

polarization states of SHG beam.

4.1 Material properties

GaAs is one of the most employed III-V alloy in optoelectronic integrated circuits as it

combines several interesting properties:
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• a large direct band-gap (�6 = 1.44 eV);

• a high refractive index in the near-IR (= ≈ 3.3);

• the possibility to form ternary alloys with aluminum, indium and phosphorus to

modify its optical properties or implement lattice-matched epitaxial semiconductor

heterostructures [1];

• a zincblende crystalline structure featuring a high quadratic nonlinear response

("(2) ≈ 200 pm/V at � = 1550 nm [2]) which is inhibited in centrosymmetric

materials, as seen in Chapter 2.

In the following, we will aim at optimizing photonic devices operating in the C-telecom

band (� ∈ [1530 − 1565] nm). This means that the SHG signal would have a higher energy

than material bandgap (�(� ∼ 1.6 eV), with a consequent strong absorption (thermal

losses). A well-known workaround for such limitation is shown in Fig. 4.1a: moving to the

ternary AlGGa1−GAs alloy, the bandgap of the material increases with Al molar fraction G

while the lattice constant 0 stays almost unvaried (0(G) = 5.6533 + 0.0078G ) enabling the

growth of epitaxial thin layers of AlGaAs on a GaAs substrate with minimal stress. Fig. 4.1b

reports the bandgap variation of AlGGa1−GAs with an increasing aluminum molar fraction

G as evidenced by empirical demonstration in [3].

Figure 4.1: (a) III-V semiconductor alloys bandgap vs. lattice constant [4]. (b) AlGGa1−GAs bandgap vs.

aluminum molar fraction G [3].

One would envisage the largest bandgap to operate in a transparent regime both at

pump frequency and SH. In contrast, an excessive Al concentration would have two

counterproductive effects, see Fig. 4.1:

(a) it reduces the refractive index of the material, leading in turn to a weaker light

confinement inside the antenna’s volume. In this work, the empirical model in [5] is

used for the refractive index;

(b) it lowers the effective quadratic susceptibility [6].

The best trade-off was found at G = 0.18, for which "(2) ≈ 200 pm/V and the material is

transparent for � > 740 nm.
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Figure 4.2: AlGGa1−GAs optical properties vs. aluminum molar fraction G. (a) Refractive index from [5]. (b)

AlGGa1−GAs "(2) (normalized to GaAs) [6].

4.2 Technological platform

The way to tightly confine light at sub-� scale is a high-index contrast between the

nanoantenna and its surrounding. Two main techniques can be identified (see Fig. 4.3):

• To epitaxially grow an heterostructure of Al0.18Ga0.82As/Al0.98Ga0.02As/GaAs and

selectively oxidize the Al-rich layer. When the concentration of aluminum in AlGaAs

is high enough, wet oxidation at high temperatures () = 390
◦
for G > 0.9, typically)

yields to a non-stoichiometric amorphous layer of aluminum oxide (AlOx) with

refractive index ≈ 1.6. The final result is a monolithic device in which the oxide layer

can be thick enough to be considered as semi-infinite.

• The epitaxially grown thin layer of Al0.18Ga0.82As on GaAs can be reported through

wafer bonding techniques on a low refractive index material, like sapphire (Al2O3,

= ≈ 1.75). In this way the substrate is completely transparent, enabling to collect the

generated signals both in forward and backward directions.

Figure 4.3: Fabrication techniques of Al0.18Ga0.82As nanopatterned surfaces on low-index substrates. (a)

Monolithic and (b) wafer bonding approaches.

Even if the two approaches offer different advantages and application solutions, they

share many common points. Thus, we present first in detail the monolithic fabrication, and

then we will discuss just the different aspects of wafer bonding protocol.

The fabrication process starts from an epitaxial Al0.18Ga0.82As/Al0.98Ga0.02As/GaAs

growth. The substrate is a non-intentionally doped (100)-oriented GaAs wafer, and the

thickness C of Al0.98Ga0.02As layer has to be large enough to minimize the effect of GaAs
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substrate in the final device. A rule of thumb to consider the patterned Al0.18Ga0.82As

nanostructures optically uncoupled from the substrate is to set C > �/=B where � is the

working wavelength in vacuum and =B is the AlOx refractive index. We chose in our case

C = 1000 > 1550/1.6 nm.

All the fabrication steps following the epitaxial growth are presented in Fig. 4.4: a negative

resist is spun on the sample (b) and successively exposed to the electron beam (e-beam)

lithography. Once the resist has been developed (c), the AlGaAs layer is etched (d) and

finally the Al-rich layer is oxidized (e). In the following we discuss in detail these steps.

Figure 4.4: Fabrication process of AlGaAs-on-AlOx nanoresonators. (a) Starting epitaxial structure, (b) resist

deposition, (c) e-beam lithography (EBL) and resist development, (d) inductively-coupled plasma reactive-ion

etching, (e) wet oxidation.

Resist spinning

Regardless of the resist used, all the samples are initially treated with a standard cleaning

process: 5 min of ultrasound bath at 40
◦
in acetone to remove any organic impurity on

the surface, followed by 1 min in isopropanol. The latter is suitable to dissolve non-polar

contaminants, residues left by acetone, and it evaporates at a faster rate. Successively,

2 min of $2-plasma at gas pressure of 0.6 mbar removes any possible organic residual. The

cleaning is concluded by a dehydration bake at 120
◦
for 4 min to completely dry the surface

and improve resist adhesion. The fabrication protocol depicted in Fig. 4.4 suggests the use

of a negative-tone resist as smaller areas have to be exposed. Two different resists have been

optimized for this process, according to the specific pattern to be implemented:

• Man-2401, an industrial photoresist produced by Micro Resist Technology [7]. It

offers the advantage of a good resolution with a low e-beam exposure dose (typically

120 µC/cm2
), which allows to pattern large surfaces with reasonable process times,

yet it is not well suited when coping with proximity effects. We employ this solution

whenever the elements to pattern are farther than 100 nm apart. Ti-prime promoter

is applied on the wafer (spin rate = 4000 rpm followed by 2 min soft bake at 120
◦
)
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to improve adhesion. Then, Man-2401 is spun at 4000 rpm, ensuring a thin layer

of around 100 nm, essential for a good lithographic resolution. The resist is finally

soft-baked at 95
◦
for 1 min.

• HSQ (hydrogen silsesquioxane) by Dow Corning Corporation [8]. It offers a better

resolution than Man-2401, which stems both from a slightly reduced thickness and a

lower sensitivity to e-beam exposure (typical used doses are around 2000 µC/cm2
),

reducing the impact of secondary electrons and in turn of proximity effects. As a

drawback, it requires ∼ 20 times the exposure time than Man-2401, which can be

dramatically relevant when patterning large arrays of nanostructures. We rely on this

technique to produce compact arrays or oligomers with gaps narrower than 100 nm.

Being a Si-based polymer, its direct adhesion with GaAs substrate is critical and it has

to be improved either with industrial promoters (e.g. Surpass3000) or by depositing a

thin SiO2 layer. We usually adopt this second solution, with a 10nm-thick SiO2 layer

deposited through PECVD at 280
◦
. Successively, HSQ is spun at 4000 rpm followed

by a double-step baking (150
◦
for 2 min, then 200

◦
for other 2 min).

E-beam lithography and development

All the lithographic processes are performed with a combined EBL/SEM hybrid, Pioneer

Two by Raith nanofabrication. It provides an acceleration voltage up to 20 kV and a minimal

beam aperture of 7 µm (10 µm is typically adopted, as it ensures almost the same resolution

but a larger beam current, and in turn a faster writing speed). We commonly use nominal

doses of 120 µC/cm2
and 1800 µC/cm2

for Man-2401 and HSQ, respectively. However, dose

tests from 1 to 2 times the nominal dose are systematically performed for any different

geometry. This is mostly due to the fact that changing nanoresonators size and array

periodicity has a strong impact on proximity effects, leading to the impossibility of a

universal dose test for any geometry. A valuable adopted alternative consists of making

several replica of the same metasurface, where the designed parameters are continuously

varied by few percents to ensure that at least one of the final devices is as close as possible

to the desired one.

The resist is successively developed in a basic solution. Also in this case, depending on

the polymer used, two different processes are implemented:

Figure 4.5: E-beam lithography result. SEM images show Man-2401 after development, corresponding to step

(c) in Fig. 4.4.
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• Man-2401: the sample is dipped in a solution of 2.38% tetramethyl-ammonium-

hydroxide (TMAH) in water (AZ 726 MIF by Microchemicals) for 10 sec, followed by

50 sec of H2O rinsing, and then again 40 sec in AZ 726 MIF plus 50 sec in H2O to

finely remove the unexposed resist and contaminant re-depositions. The development

is followed by 18 sec of O2-plasma, 30 sec of UV exposure, 1 min re-flow on hot-plate

at 110
◦
and 10 min hard bake at 160

◦
. These steps aim at refining the exposed resist to

smooth the edges and harden the layer for the etching process. Fig. 4.5 shows an SEM

image of the lithographic mask.

• HSQ: the developer is a basic solution of buffered KOH in water (AZ 400K by

Microchemicals). The sample is dipped in AZ 400K for 1 min followed by 2 min in

H2O. HSQ exhibits smoother edges than Man-2401 and, being a Si-based compound,

it is more resistant to SiCl4 etching, so it does not require any further re-flow or

hard-bake process. An example of small gap (∼ 50 nm) dimers, which can be obtained

with HSQ process, is reported in Fig. 4.6.

Figure 4.6: AlGaAs-on-AlOx nanodimers with 340 nm radius and 50 nm gap obtained with HSQ resist.

Reactive Ion Etching

The lithographic pattern is transferred to theAlGaAs layer through reactive ion etching (RIE).

In case of HSQ resist, the 10nm-thick SiO2 adhesion layer is removed with a preliminary

CHF3-based RIE, a standard engraving process in SOI technology. AlGaAs is etched through

Inductively Coupled Plasma(ICP)-RIE commonly adopted in III-V nanofabrication. A 35 W

RF source is used to create a high-density plasma through a metallic coil (the inductive

component). The plasma is injected inside the sample chamber and accelerated with another

15 W RF source. The gas mixture inside the chamber is composed by Argon (30 sccm)

and SiCl4. Ar
+
ions provide a mechanical etching which is highly directional and poorly

selective. SiClG and SiCl
+
G free radicals, produced in the plasma, chemically activate GaAs

and AlGaAs surfaces, featuring high material selectivity. The combined action of free

radicals and Ar
+
ions results in perfectly vertical and smooth sidewalls, see Fig. 4.7.
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Figure 4.7: Tilted SEM images of typical fabrication results. Left: an isolated disk with radius A = 230 nm and

height ℎ = 400 nm. Right: a metasurface with period ? = 940 nm.

Oxidation

The final step of monolithic fabrication protocol is the oxidation of aluminum-rich layer,

which creates the high-index contrast necessary to tightly confine the electromagnetic

field inside the resonator volume. This process is performed with an AET Technlogies

wet-oxidation oven. The sample is introduced in a chamber under vacuum and slowly

warmed up to 390
◦
(20
◦
/min) under controlled gas conditions (N2 at 500 mbar). In the

meantime, the oxidation gas (a mixture of N2/H2 with water vapor) is prepared in a

controlled mixer. When the steady state is achieved, the gas is injected in the oven and

oxidation starts. As reported in [9], when such vapor mixture interacts with AlAs it

triggers a thermodynamically favorable (negative Gibbs free energies) reaction chain at

high temperatures which can be written as:

2 AlAs + 6 H2O(6) = Al2O3 + As2O3(;) + 6 H2

As2O3(;) + 3 H2 = 2 As + 3 H2O(6)

As2O3(;) + 6 H = 2 As + 3 H2O(6)

(4.1)

In the present case, an amorphous layer of non-stoichiometric AlOx is obtained at the

end of the process. The oxidation rate and extent strongly depend on temperature and Al

concentration, as shown in Fig. 4.8.

The oxidation recipe carried out in the AET oven is detailed in Table 4.1.

Wafer bonding option

An alternative solution to monolithic fabrication of high-index contrast nanostructures

is provided by wafer bonding techniques. In this case the AlGaAs nanoresonator lies on

a transparent sapphire substrate. The fabrication protocol differs from AlGaAs-on-AlOx

platform just for few steps that we list here below.



82 4 SHG IN ALGAAS NANORESONATORS

Figure 4.8: AlGGa1−GAs oxidation properties vs. temperature, process time, and Al molar fraction (G) [9].

Process Description Oxidation Chamber Humid Gas Dry Gas

Step Time Temp Pressure N2H2 H2O N2 N2H2

[min:sec] [Deg] [mbar] [l/min] [g/h] [l/min] [l/min]

Initial vacuum 01:00 20
◦ ∼ 9 × 10

−2
0.0 0.0 0.0 0.0

N2 injection 05:00 20
◦

500 0.0 0.0 0.5 0.0

N2H2 in evaporator 01:00 20
◦

500 0.6 0.0 0.5 0.0

H2O in evaporator 01:00 20
◦

500 0.6 4.0 0.5 0.0

Heating (20
◦
/min) 18:30 390

◦
500 0.6 4.0 0.5 0.0

N2H2 in chamber 00:30 390
◦

500 0.6 4.0 0.0 1.0

Humid gas injection 30:00 390
◦

500 0.6 4.0 0.0 1.0

Cooling 30:00 20
◦ ∼ 9 × 10

−2
0.0 0.0 0.0 0.0

Table 4.1: Oxidation program in AET Technologies oven.

Raw wafer

The sample preparation starts from amolecular beam epitaxyMBE growth of a 400-nm-thick

Al0.18Ga0.82As layer on a (100) GaAs substrate. A 500-nm-thick Al0.8Ga0.2As sacrificial layer

is inserted before the AlGaAs epitaxial growth. The sample is then glued on a sapphire host

substrate with a flip-chip process. Finally GaAs substrate and sacrificial layer are removed

by mechanical and selective chemical etching, leaving only the 400-nm-thick AlGaAs as a

mirror-flat surface.

Spin coating and lithography

The first lithographic tests done on wafer bonded samples showed that the developed

Man2401 resist was much thinner with respect to the monolithic protocol, too thin to

withstand the entire etching process. Two routes can be conceived to overcome the problem:

1) using a slower spin rate to ensure a thicker Man-2401 layer, 2) moving to a different

resist compound. The second strategy was adopted in the present work, using Man-2403

which preserves the same chemical properties as the previous one with about three times

its thickness. The above protocols for spin coating and lithographic exposure are therefore
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maintained.

Finally, being the substrate non-conductive, strong charge accumulation issues can occur

during e-beam lithography. For this reason, a discharging coating (Electra 92 by AllResist)

is applied after Man-2403. This conductive polymer is spun at 4000 rpm and successively

baked at 90
◦
for 2 min. It results in a thin 40 nm layer whose sole effects is to favor charge

removal during lithography. It is then solved in water before Man-2403 development.

4.3 Nonlinear microscopy

In order to experimentally probe the nonlinear optical properties of nanoresonators, one

must rely on two facilities: 1) an optical system to properly excite a nanostructured surface

and detect its response with good spatial resolution; 2) a high-power laser source which can

induce a detectable nonlinear response inside the resonator. The optical system developed

by us to perform nonlinear microscopy is schematically presented in Fig. 4.9.

Figure 4.9: Simplified sketch of a microscope for nonlinear characterization in epi-illumination configuration.

(SPDM: Short-Pass Dichroic Mirror, TL: Tube Lens, CCD: Charge Coupled Device, SPAD: Single Photon

Avalanche Diode)

A broadly tunable femtosecond source in epi-illumination configuration provides the

high-intensity pulsed excitation in the near-IR. A microscope objective focuses this beam to

a diffraction-limited spot with Airy disk size

3 = 1.22 × �
=NA

(4.2)

where � is the laser wavelength, NA the objective numerical aperture and = the medium

refractive index (air in this case). This tight focusing combined with a high-power laser

enables to achieve field intensities of the order of GW/cm
2
, essential to generate detectable

nonlinear signals in low-Q nanocavities. The harmonic response is then filtered by a

short-pass dichroic mirror and imaged on a CCD camera, through a tube lens. This hybrid

configuration between widefield and confocal microscopy offers the advantages of a high-

intensity, diffraction-limited excitation and the possibility to image at once the nonlinear

response on a high-sensitivity camera. Alternatively, the harmonic signal can be filtered

by a pinhole to remove the out-of-focus components and detected with a single-photon
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avalanche diode, implementing a confocal microscopy. Finally, its spectral features can be

analyzed through a spectrometer. In the following, we will detail all the different parts of

this setup and describe further imaging options.

Coherent source

Differently from closed cavities, where the high-Q factors enable nonlinear optics with

continuous wave sources, the generation of nonlinear signals in dielectric nanoresonators

imposes to work with pulsed optical beams. In my PhD thesis, the excitation beam is

generated in an optical parametric amplifier (OPA - Mango by Amplitude) pumped by

a mode-locked Yt-doped fiber laser (Satsuma by Amplitude). The mode-locked cavity

generates a 10 W pulsed beam at 1030 nm with a temporal width � ∼ 200 fs and repetition

rate of 1 MHz (corresponding to 10 µJ). In the OPA, part of this signal is frequency-doubled

with a nonlinear crystal, and the rest is exploited for supercontinuum generation. These

two products constitute the pump and seed signals of a DFG process, respectively, which

is the core of the OPA cavity. Adjusting the phase-matching conditions for the two beta

barium borate (BBO) crystals where the DFG occurs, one can tune the generated beam in a

broad spectrum between 600 and 2400 nm.

Figure 4.10: Autocorrelation measurement of optical pulses. The main plot reports the autocorrelator trace

acquired through the oscilloscope. Top left: sketch of the interferometer configuration. Top right: reconstruction

of laser pulse shape.

The pulse duration at � = 1550 nm was characterized through the FR-103 autocorrelator

by Femtochrome. The adopted configuration is a rotational Michelson interferometer. The

time delay depends on the stage angular velocity (see Fig. 4.10), allowing to measure fs

pulses in theµs domainwith a common oscilloscope. The two halves of the splitted beam are

recombined on a nonlinear crystal, and SHG signal returns the intensity autocorrelation

�(�) =
∫ ∞

−∞
�(C)�(C − �)3C. (4.3)

The measured full width half maximum (FWHM) of �(�) is 229 fs which, assuming a
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Gaussian pulse profile, corresponds to

√
2 times the pulse duration. We estimated therefore

the FWHM of laser beam at 1550 nm ∼160 fs.

Pump spectrum analysis, reported in Fig. 4.11, shows a peak centered at 1557 nm with

a width of 18.4 nm (corresponding to a bandwidth of 2.75 THz). Before reaching the

spectrometer, the OPA beam passes through a few more dispersive elements than for

reaching the autocorrelator. We can thus reasonably assume that the Gaussian pulse is

transform-limited.

Figure 4.11: Spectral width of OPA laser beam measured through Ocean Optics NIRQuest.

Optical focusing system

The OPA beam exhibits a waist of around 6 mm, while most of the microscope objectives

used during characterization (in particular high-NA ones) have a rear aperture of ∼ 2 mm.

Two different solutions have been adopted in time not to waste most of input power: 1) a

slowly convergent lens (with focal distance > 500 mm) is placed along the excitation path;

2) a collimator in beam-reducer configuration (i.e. a Galileian telescope with magnification

1/3, see Fig. 4.9). The latter can be placed in any position along excitation path and produces

a collimated beam. However, it increases the divergence of input ray. The former solves this

problem producing a slowly converging beam, but its position along the excitation path is

critical.

In order to characterize SHG in reflection configuration, a short-wavelength-pass dichroic

mirror is inserted before the objective (Thorlabs DMSP950 was used in all the experiment

illustrated in the following).

The choice of microscope objective depends on the desired excitation spot size and

collection angle. When probing single resonators, the choice of high-NA objective is favored.

In the present work two 100X-magnification objectives are alternatively used (LCPLFLN100X

or LMPLFLN100X by Olympus) with numerical apertures of 0.85 and 0.8 corresponding to

maximum collection angles of 58
◦
and 53

◦
, respectively. Whenever a larger region has to be

excited and the collection angle can be reduced, low-NA 10X-magnification objectives are

preferred. A general overview of different solutions is reported in Table 4.2.
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Objective LCPLFLN100X LMPLFLN100X LMPLN10XIR Leitz NPL10XDF
Magnification 100X 100X 10X 10X

NA 0.85 0.8 0.3 0.2

Collection angle 58
◦

53
◦

17
◦

12
◦

Spot size
(∗)

2.22 µm 2.36 µm 6.3µm 9.45µm

Table 4.2: Overview on different objectives properties.
(∗)

Diffraction limited spot size at � = 1550 nm.

Imaging with camera

The CCD camera in Fig. 4.9 relies on a high-sensitivity sensor (Sony ICX825AL) with

quantum efficiency around 38% at 775 nm, which allows to detect low-power signals

generated in dielectric resonators. For example, in the simplest configuration, the camera

enables to image in the real space the SHG signal by single nanoresonators, as sketched in

Fig. 4.12a. The system is coupled to a motorized stage composed by a 3-axis closed-loop

piezo actuator (Nanomax300 by Thorlabs), for displacements within 20 µm with 5 nm

resolution, mounted on two stepper motors (Newport UE41PP withMM4006 controller), for

longer travel range in the GH-plane with 1 µm resolution. The whole system is synchronized

through LabVIEW environment, which allows to align the focused beam on a single

resonator, acquire the SHG signal in camera, and move to the following structure. At any

acquisition just a region of interest (ROI) of 120×120 pixels of the total 1392×1040 CCD

sensor is recorded. In this way a complete mapping of a SHG by individual resonators can

be extracted as shown in Fig. 4.12b.

Figure 4.12: SHG characterization with a CCD camera. (a) Experimental setup: an array of nanodisks (shown

in the inset) is placed on a translation stage, SHG in backward direction is collected by a CCD camera. (b)

Processed result. Nanodisks radius increases along H-axis and identical structures are repeated along G-axis.

CCD camera response was calibrated with a power meter, as described in Appendix B, to

extract a quantitative information on SHG efficiency.
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Back-focal-plane imaging

Besides real-space analysis, it is often helpful to image the Fourier space which gives direct

information on the radiation pattern of a nanoantenna. The simplest way to implement

reciprocal-spacemicroscopy is to add a lens, usually called Bertrand lens, along the detection

path so as to Fourier transform the image plane. This concept is depicted in Fig. 4.13a.

Figure 4.13: Back focal plane (BFP) imaging configurations. (a) a Bertrand lens (BL) is used to Fourier transform

image plane (IP). (b) BL focus is placed in correspondence of objective back focal plane to project Fourier space

at infinity.

In a simple ray-tracing picture, one can think that all the beams emitted from the sample

at different positions, but with the same angle (blue and red in Fig4.13), are focused on

the same spot on the camera. Thus, the resulting image describes the distribution of :‖ in
the object plane. The main disadvantages of this configuration is that moving from real

to Fourier space imaging is not trivial, furthermore Bertrand lens (BL) and Tube lens (TL)

form a finite conjugate pair, meaning that their distance is critical. A more practical solution

consists in directly imaging with a Bertrand lens the back focal plane of the objective. In

this case, Fourier image is projected at infinity and the tube lens is used to create the image

in camera. BL and TL are now infinitely conjugated and deviations on BL position cause

just defocus at camera plane. Finally, this configuration enables to move from real to Fourier

plane with the simple addition of one optical element along detection path. For a more

exhaustive comparative analysis the interested reader can refer to [10].

In order to extract a quantitative angular information from BFP imaging, the Fourier

space was calibrated by means of a diffraction grating. For example, in case of 10X objective,

a 1D groove array with 100 lines per mm, corresponding to a periodΛ = 10µm, was imaged

at 775 nm. From grating law, one expects to image a series of peaks corresponding to the

in-plane wavevector component of diffracted orders:

:>DC‖ =
2�
�

sin(�) = : 8=‖ + <
2�
Λ

(4.4)

From BFP image, shown in Fig. 4.14, one can therefore extract the relationship between

camera pixels and rad/m in the Fourier space.

 = 314 px↔ 2�
Λ
= 0.628rad/µm (4.5)
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Figure 4.14: BFP calibration. Top: Fourier image of a grating with period Λ (shown in the inset) obtained with

configuration in 4.13b. Bottom: Gaussian fit to extract diffraction orders distance on the camera.

The complete setup is shown in Fig. 4.15. Starting from the parametric source, it includes

a motorized power control constituted by a half-wave plate (Thorlabs AHWP10M-1600) plus

a Glan Taylor polarizer (Thorlabs GT10); a collimator to reduce beam waist to around 2 mm;

an half-wave plate (Thorlabs AHWP10M-1600) to control the pump beam polarization; a

removable lens (FL) to focus excitation beam on the rear focal plane of microscope objective

allowing to control beam size or incident angle; a beam splitter (BS - Thorlabs BSN12) and

an InGaAs photodiode (PD - Newport 818-IG) to continuously monitor the pump power; a

short pass dichroic mirror (SPDM - Thorlabs DMSP950); two mirrored detection paths to

characterize SHG in backward or forward direction. Detection paths are featured with a

short pass (SP - Thorlabs FESH850) filter to remove any contribution from pump beam and

substrate TPA and a removable BL (Thorlabs LA4102-A-ML) to image Fourier space. Other

detection possibilities are offered by a fibered spectrometer (Broadcom QminiVIS/NIR), a

SPAD (IDQ ID120) and a Silicon power meter (PD - Newport 818-SL).

Stokes parameters polarimetry

The polarization state of SH light is evaluated through the experimental measurement of

Stokes parameters. Polarization of a generic beam,with intensity � anddegree of polarization

?, can be described by two parameters, see Fig. 4.16a: #, called inclination, denoting the

orientation of polarization ellipse with respect to G-axis; and ", called ellipticity, expressing
the ratio between the two semi-axes.
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Figure 4.15: Illustration of the complete experimental setup for nonlinear microscopy both in backward and

forward direction.

One can therefore define the Stokes vector as:

S =


�

&

*

+


=


�

�? cos(2#) cos(2")
�? sin(2#) cos(2")

�? sin(2")


(4.6)

Based on these parameters, one can completely describe the polarization state of light

as a point on the Poincaré sphere, see Fig. 4.16a: an horizontal/vertical linear polarization

corresponds to & = ±1,U=0,V=0; a diagonal one to & = 0,U=±1,V=0; and a right/left

circular one to & = 0,U=0,V=±1. Projecting definition (4.6) on different coordinate systems

it can be straightforwardly demonstrated that

S =


�

&

*

+


=


|�G |2 + |�H |2
|�G |2 − |�H |2
|�0 |2 − |�1 |2
|�A |2 + |�; |2


(4.7)

where �G,H are electric-field components on G/H axis respectively, �0,1 on the two

diagonals, and �A,; on a circular basis. This directly provides an experimental pathway to

evaluate Stokes vector. Changing the orientation ) of a wire-grid polarizer, see Fig. 4.16b,

one can extract the four field components |�G,H,0,1 |2. Adding a quarter-wave plate oriented

at � = ±45
◦
and setting ) = 0

◦
with respect to horizontal axis, |�A,; |2 can be consequently

measured.

Inverting (4.6), one can finally plot the inclination # and ellipticity " in the Fourier

space.
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Figure 4.16:Measurement of Stokes parameters. (a) Elliptical polarization representation on Poincaré sphere.

(b) Experimental setup. WG: Wire-Grid polarizer, QW: Quarter-Wave plate.

4.4 SHG from isolated particles

The first experimental investigations were carried out on isolated AlGaAs-on-AlOx nan-

odisks. Being these the first measurements performed with aforementioned nonlinear

microscope, the choice of a well-studied geometry allowed direct comparison with existing

works in literature, so as to probe our optical setup, validate theoretical predictions, and

test our fabrication process.

Compared to two paradigmatic examples of SHG in AlGaAs nanodisk, Gili et al. [11] and

Camacho-Morales et al. [12], our first epitaxial structures were based on a metalorganic

chemical vapor deposition (MOCVD) as in [12] instead of molecular beam epitaxy (MBE)

as in [11]. The thickness of AlGaAs layer was set to 350 nm, i.e. thicker than 300 nm in

[12] and thinner than 400 nm in [11]. We adopted the Al0.18Ga0.82As-on-AlOx monolithic

configuration as in [11], with the only difference that MOCVD growth enables an abrupt

transition between GaAs substrate and Al0.98Ga0.02As layer, while in [11] two 90 nm

transition layers with varying Al concentration were implemented to reduce oxidation-

induced interface strain.

MOCVD was performed at C2N in a Veeco Turbodisc D180 reactor using a hydrogen

carrier gas, trimethylgallium and trimethylaluminum as organometallic precursors to

elementary gallium and aluminum, and arsine as a gas precursor to arsenic. The structure

was grown at 705
◦
C reactor temperature and 70 Torr pressure. A thin GaAs interlayer

was added between the Al-rich and Al-poor AlGaAs layers as a barrier against oxidation,

ensuring a smoother interface between the oxide and the nanoantenna.

Full numerical calculations, described in Chapter 2 and [13], were used to study linear

and nonlinear response of AlGaAs nanodisks with varying radii. Setting the pump at

telecomwavelength (��� = 1550 nm), the decomposed linear scattering and internal energy

of air-suspended nanodisks are shown in Fig. 4.17a. Within the radii range between 200

and 250 nm, nanoantennas exhibit a magnetic dipole resonance, more efficient than electric

dipole in confining energy inside the nanodisk volume.

Following the protocol of Section 4.2, we fabricated matrices of nanodisks with nominal

radii varying from 180 to 260 nm with 5 nm step along [11̄0] crystallographic direction,
separated by 6 µm distance, see Fig. 4.17b. The structures were repeated along [110] axis to
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Figure 4.17: Isolated AlGaAs nanodisks. (a) Scattering cross section (left) and internal energy (right) of an

air-suspended nanodisk with fixed height ℎ = 350 nm, excited by a plane wave at normal incidence and

� = 1550 nm. Green (blue) solid curve reports magnetic (electric) dipole contribution to the scattering. (b) SEM

image of a nanodisk array with 6 µm interaxial distance.

enable a statistical analysis on SHG.

The quality of technological process was investigated through TEM microscopy. The

sample surface was spin-coated with benzo-cyclobutene (BCB) for planarization and surface

protection, and a platinum layer was deposited for charge removal. Then, a TEM lamella was

realized through Focused Ion Beam (FIB) etching. High angle annular dark-field scanning

transmission electron microscopy (HAADF-STEM) and energy-dispersive X-ray (EDX)

spectroscopy measurements were carried out in a FEI Titan TEM operating at 200 keV.

A low-magnification HAADF-STEMmicrograph is reported in Fig. 4.18a. Four antennas

are visible on top of the AlOx layer. The main interest of this analysis is the evaluation of

interfaces between AlOx layer and both the antennas and the wafer, which appear smooth

and free of air voids. The TEMmicrograph of the antennas, see Fig. 4.18b, reveals fringes

only in crystalline portions of the sample, i.e. the wafer and the antennas, while AlOx

appears completely amorphous. The interface between the antennas and the AlOx layer

was investigated more precisely using HAADF STEM and EDX. Figs. 4.18c and 4.18d show

the atomically resolved HAADF-STEM micrographs of the base (c) and the whole volume

(d) of nanoantenna. AlOx is separated from the Al0.18Ga0.82As by a 20 nm thick layer of

mixed AlOx/GaAsOx. The profile of HAADF contrast in Fig. 4.18e shows a 5 nm thick

plateau before the atomic columns of the crystalline Al0.18Ga0.82As, which corresponds to

the oxidation of the initial GaAs interlayer. The plot in Fig. 4.18f shows the results of EDX

measurements along the middle of HAADF STEMmicrograph in Fig. 4.18e. EDX results

corroborate the HAADF-STEM observation and confirm that the AlOx layer is separated

from the Al0.18Ga0.82As by only a 20 nm layer of mixed oxide. AlGaAs composition is also

shown to be homogeneous throughout the nanoantenna body. In addition to recalling that

the quality of the oxidation process should not depend on the growth technique [14], we

also note that this MOCVD AlGaAs-on-AlOx sample behaves comparably to similar MBE

samples in terms of mechanical stability [15].

Using the experimental setup of Fig. 4.15, we characterized the SHG from isolated

pillars in backward direction with Olympus LMPLFLN100X objective (NA=0.8). OPA signal

wavelength was set at ��� = 1550 nm, average power %�� = 0.5 mW (corresponding to

��� ∼ 3 GW/cm
2
peak intensity) and input linear polarization along [110]-crystallographic
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Figure 4.18: TEM images of AlGaAs-on-AlOx nanoantennas. (a) HAADF-STEM micrograph of four nanorods.

(b) TEM side-view of the sample. (c) and (d) HAADF-STEM resolving the AlGaAs-AlOx interface (c) and the

whole antenna (d). (e) Contrast profile along the white dashed line in (c). (f) EDX measurements performed on

the same antenna as in (d).

axis. Measured SHG from nanodisks with different radii was compared with numerical

calculations in COMSOL Multiphysics. In order to retrieve a good matching with experi-

mental results, the presence of the substrate and the limited collection angle due to NA

were considered, see Fig. 4.19. SHG efficiency was normalized by the incident power on

nanoantennas:

�(�� =
%(�

(����A2)2 (4.8)

Figure 4.19: SHG measurement from the nanoantennas of Fig. 4.17b. Left: post-processed CCD acquisitions for

increasing radii. Right: numerical (solid line) and experimental (dots) SHG efficiency. Blue shaded area denotes

the standard deviation over 10 resonators with the same nominal geometry.

Our measured peak efficiency �(�� ∼ 6.2 × 10
−6

W
−1

in Fig. 4.19 is very close to the

maximum value that we can infer from the results reported in [12] report a maximum

dimensionless conversion efficiency of 8.5 × 10
−5

for an optimized disk with A =245 nm

and ℎ = 300 nm (�(�� ∼ 6.4 × 10
−6

W
−1
).
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We finally performed Fourier-space imaging (setup of Fig. 4.13) and Stokes parameters

analysis (setup of Fig. 4.16b) to retrieve the radiation diagram and linear polarization state

for different disks radii. Our experimental results and theoretical predictions are compared

in Fig. 4.20. As reported by several theoretical and experimental works in literature [12,

16–19], all the studied geometries exhibit a null SHG along normal direction upon normal

incidence of the pump beam. This behavior can be explained by the selection rules imposed

via the "(2) tensor of (100)-AlGaAs and the symmetry of both resonator and the excitation

[20].

Figure 4.20: BFP analysis of SHG from isolated nanoantennas with varying radii reporting intensity (a) and

inclination (b) restricted to a NA=0.8

In Ref. [17], the authors show that for a pump with a linear polarization at 45
◦
from

[100] crystalline axis, SHG is dominated by electric quadrupole and octupole, resulting

in a radially polarized SH in backward direction. Here, we retrieve a similar outcome by

analyzing the inclination pattern of Fig. 4.20b.

Although this polarization control mechanism and the high SHG efficiency seem promis-

ing for practical implementations, the null on-axis emission is usually undesirable. Possible

workarounds have been demonstrated exciting the nanodisk with a tilted pump [19], or

integrating a grating to redirect SH emission [21]. Yet, they require particular configurations

which are not always easy to implement. In the following we will focus on nanoantenna

arrays, to explore how the properties of isolated resonators are affected by a periodic

arrangement, and question if this configuration can provide a control mechanism for

on-axis operation.

4.5 From isolated to periodic structures

The first concepts evoked with reference to periodic dielectric structures are diffraction

gratings and photonic crystals. Therefore, before showing the nonlinear properties of

our AlGaAs metasurfaces, let us provide a more general context for the gratings that we

will treat in the following. As a pedagogic example, let us consider an array of GaAs

nanodisks with dispersionless permittivity �A = 12, radius A = 200 nm, period 0 = 1000
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nm and thickness ℎ = 400 nm. These geometrical parameters are close to the nonlinear

metasurfaces studied afterwards. Let us report in Fig. 4.21 the dispersion diagram for the

first 8 bands of this photonic crystal slab. Numerical calculations were performed with the

open-source software package MIT photonic bands (MPB) [22]. For simplicity, we focus

only on TE-like modes, for which the electric field is parallel to the slab (GH-plane) and

exhibit even-symmetry with respect to I-axis [23]. Differently from a 2D photonic crystal,

in this case the in-plane wavevector :‖ is conserved while the out-of-plane component :I is

not. Indeed, the yellow shaded region in Fig. 4.21 corresponds to the continuum of radiation

modes in air.

Figure 4.21: Photonic crystal slab made of air-suspended GaAs nanorods with radius A = 200 nm, thickness

ℎ = 400 nm and period 0 = 1000 nm. First 8 band with even symmetry (TE-like modes) are reported. The

yellow region denotes the light cone.

The eigenmodes in the irreducible Brillouin zone below the light cone ($ < 2 |:‖ |) are
guided modes infinitely confined within the slab, while above the light cone they have

finite lifetime and they can couple to radiation modes. For this reason, in literature they are

referred to as guided resonances [24]. Some of these eigenstates can be completely decoupled

from radiation modes for symmetry reasons, e.g. when electric and magnetic field are even

under 180
◦
rotation around I-axis (C2 symmetry) at Γ-point, resulting in bound states in

the continuum (BIC) with diverging quality factors [25].

In this work we are mostly interested in the region around Γ-point, where almost all the

modes are above the light cone. Furthermore, at variance with most photonic crystals, the

constitutive elements in this case (i.e. dielectric nanorods) are themselves resonant. We

therefore distinguish three regions in the frequency spectrum depending on the relationship

between the wavelength �A4B of the first resonant mode of isolated element and Bragg

wavelength ��/=eff = 20:

• for very compact structures (0 small) or high refractive index, one can achieve the

condition �A4B � ��. The incident wave with � ∼ �A4B perceives the material as

uniform as it is the case for metamaterials [26].

• when �A4B � �� the properties of isolated resonators dominate the scattering. The

structure can be treated as an antenna array and for � < 0 diffraction orders appear.

• between these two regions, incoming light couples with Bloch modes of the structure



4.5 FROM ISOLATED TO PERIODIC STRUCTURES 95

which oscillate between the two interfaces, eventually interfering. The properties of

isolated resonators are modulated by the periodic array, and guided resonances of

the photonic crystal can be excited.

Let us therefore analyze the diffraction properties of the grating in the near-IR frequency

range (150-250 THz) of interest. Fig. 4.22a reports the zero-order reflection efficiency

for a varying B-polarized wave with incident angle � from the normal. Calculations are

performed with open-source RETICOLO package [27], implementing rigorous coupled

wave analysis (RCWA). The yellow shaded region denotes the appearance of first diffraction

order and the analysis is restricted to TE-polarization. There are four propagative Bloch

modes within the structure, three symmetric and one antisymmetric
∗
. The real part of their

electric field computed at normal incidence and � = 1200 nm is shown in Fig. 4.22b. At

� = 0 just symmetric modes contribute to the scattering. Increasing �, the symmetry of the

system is broken and quasi-antisymmetric modes can give a contribution. The black solid

line in Fig. 4.22a reports the reflectivity for � = 20
◦
, highlighting a sharp Fano resonance

around 195 THz. These anomalies were already addressed in literature and explained with

Fabry-Perot resonances of nearly-antisymmetric modes [28]. They gained a renewed interest

more recently for the possibility to excite high Q-factor resonances, e.g. to boost nonlinear

generation [29]. For � approaching zero, this Fano resonance collapses to a symmetry

protected BIC [25] with diverging Q. Similarly, also at larger angles these guided resonances

can diverge to a BIC, or embedded state, with no leakages due to destructive interference of

several radiation channels [30].

Figure 4.22: RCWA analysis of a 2D grating made from GaAs nanorods as in 4.21. (a) TE-reflectivity increasing

incidence angle � from the normal. Yellow shaded region displays the emergence of first diffraction order

and Rayleigh anomalies
†
. Black solid line reports a cut view for � = 20

◦
. On the right: dispersion of the four

propagating Bloch modes at normal incidence. (b) Electric near-field of the same four modes computed at

� = 1200 nm.

Out of these critical points, which are due to collective effects, optical coupling between

neighboring structures only moderately affects the resonant behavior of isolated elements.

Following the literature on plasmonic crystals, we can distinguish two coupling regimes

[31]:

∗
The symmetric-antisymmetric distinction is strictly valid just at Γ-point. Out of this condition we speak of

quasi-symmetric/antisymmetric.

†
At about 230 THz the 0

th
-transmission order coefficient exhibits a singular point with discontinuous derivative

that indicates the appearance of a diffracted order.
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• Near-field coupling. In densely packed arrays, nanoantennas strongly interact in the

near-field, leading to a complete modification of their resonances due to mode hy-

bridization.

• Far-field coupling. When the wavelength of the scattered light is comparable with the

array periodicity, the electromagnetic field perceived by every nanoantenna is the

sum of external excitation and diffraction from neighboring structures. In this thesis,

I focus on this mechanism. As we will see in the following, this regime can be studied

through coupled-dipole approximation. It can finally lead to new collective modes or

to Q-factor increase of single-particle resonances [32–34].

The upper panel of Fig. 4.23a reports the scattering multipolar decomposition for a GaAs

nanodisk, with the same radius A and height ℎ as before, for � = 0. Numerical calculations,

performed as described in Chapter 2, reveal the electric/magnetic nature of different

resonances. By replacing PMLs with Floquet-Bloch boundary conditions, we can compute

the near-field distribution inside the array with the same constituents and period 0 = 1000

nm. Then, we can project it onto spherical wave functions and extract the multipolar

electric/magnetic coefficients 0�," , so as to evaluate the scattering contribution from a unit

cell. The result, reported on the bottom panel of Fig. 4.23a, suggests that the array partially

shifts some resonances and enhances the quality factors (and in turn electromagnetic field

confinement), while keeping the major features unaltered. This conclusion is confirmed

by inspecting the near-field enhancement inside the structure for the magnetic dipole

resonance at � = 1615 nm, see Fig. 4.23b. Please note that such a behavior is much more

pronounced for wavelengths close to array periodicity. In the following section we will

evaluate quantitatively the effect of the array on SHG efficiency and radiation properties.

Figure 4.23: Comparison between isolated (top) and arrayed (bottom) nanoantennas. (a) Electric (blue) and

magnetic (red) multipolar contribution to the scattering efficiency
‡
. An G-polarized normally impinging plane

wave was considered. (b) Electric near-field enhancement in correspondence of magnetic-dipole resonance

peak at � = 1615 and 1570 nm, respectively.

‡
Please note that this definition of scattering cross section is rigorous just in the case of an isolated resonator.

The contributions to �B20 in Fig. 4.23 are computed as �/:2(2; + 1)
��0�," (;)��2.
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Nonlinear antenna arrays

We numerically and experimentally verified the effect of resonators coupling in AlGaAs-on

AlOx metasurfaces made of nanorods with fixed height ℎ = 400 nm [35]. Array period

0, and nanodisks radius A can be varied to analyze the impact of different geometrical

configurations. As a first step, we fixed the external plane-wave excitation at ��� = 1550 nm

normally impinging on the metasurface, and we scanned over A and 0 to maximize SHG

into the zero-diffracted order. In Fig. 4.24 we report a SEM image of a metasurface with

A = 200 nm and 0 = 1025 nm, corresponding to the optimized case. With the optical setup

in Fig. 4.15, we experimentally investigated the SHG in backward direction for different

values of A, 0 and ��� (see Fig. 4.25). An objective with numerical aperture NA=0.1 was

used for two reasons: 1) ensure a Gaussian beam excitation with waist F0 ∼ 25 µm and

peak intensity �0 = 0.5 GW/cm
2
, and 2) filter out first-diffraction orders in collection.

Figure 4.24: Tilted and top-view SEM images of AlGaAs-on-AlOx metasurface.

Based on these numerical and experimental evidences, we can make some important

observations:

• Fig. 4.25a demonstrates a resonant condition relying on meta-atom size: SHG is en-

hanced for radii between 200 and 210 nm. These parameters correspond to magnetic-

dipole excitation in isolated nanodisks [11, 13], we therefore expect the resonant

behavior of the isolated constituents to be a key feature for boosting SHG.

• Pump wavelength scan, see Fig. 4.25b, exhibits a peaked response around 1550 nm

with a quality factor& ∼ 50, much larger thanMie-resonances in isolated all-dielectric

particles.

• Finally, varying the metasurface period, see Fig. 4.25c, we observe an optimum value

at 0 = 1025 nm with a significant SHG drop far from this point.

Total collected SH power, %(� , is normalized by the number of excited nanostructures"

and pump power on nanodisks surface %�� = �0�A2

The so-computed SHG efficiency

�(�� =
%(�

"(�0�A2)2 =
%(�0

2

�3F2

0
(�0A2)2

(4.9)
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Figure 4.25: Numerical (blue) and experimental (red) SHG from AlGaAs-on-AlOx metasurfaces with fixed

thickness ℎ = 400 nm. (a) SHG efficiency varying nanorods radii at fixed periodicity 0 = 1025 nm and

wavelength ��� = 1550 nm. (b) Sweep over pump wavelength for fixed radius A = 200 nm and periodicity

0 = 1025 nm. (c) SHG from metasurfaces made from identical building blocks (A = 200 nm) but different

periods.

from a meta-atom inside the array can be fairly compared with isolated nanostructure

performances. The maximum recorded value, �(�� ∼ 2 × 10
−6

W
−1

is 50 times larger

than the isolated counterpart within the same NA [21]. Therefore, the role of the array is

not limited to sum up the contribution from isolated resonators and it deserves further

investigations.

Weused for this purpose the coupled-dipolemodel [33, 36, 37].Within this approximation,

every particle is modeled as a dipole with electric and magnetic polarizabilities 4 ,< related

to Mie coefficients as 4 ,< = 8(6�/:3)0�," , with : the wavevector in the surrounding

medium. The analysis is restricted to electric/magnetic dipolar response, higher multipolar

contributions being negligible in our case (large wavelengths). When excited by the external

pump, every particle scatters the electromagnetic field proportionally to its dipole moment.

The total field perceived by each meta-atom is therefore the sum of external driving field

and the radiation from all other dipoles. According to the formalism proposed in [36], the

metasurface effective polarizability can be written as

Figure 4.26: Square lattice of electric- and magnetic-dipoles with period 0.

<4C04,< =
1

−1

4 ,< − (
(4.10)

where ( is the retarded-dipole sum

( =
∑
?≠@

4 8:A?@

[
(1 − 8:A?@)(3 cos

2 )?@ − 1)
A3

?@

+
:2

sin
2 )?@

A?@

]
(4.11)
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with A?@ the distance between dipoles and )?@ the angle between AAA?@ and polarization

vector of other particles (see Fig. 4.26). Metasurface resonances correspond to the poles of

<4C04,< , i.e. Re[1/4 ,< − (] = 0, and they result from the interplay of isolated particles (4 ,<)
and array properties ((). Here, we restrict the analysis just to nearest neighbors. Real parts

of 1/4 ,< and ( for a metasurface with period 0 = 1025 nm and nanodisks radius A = 200

nm, see Fig. 4.27a, cross at � = 1540 and 760 nm for the electric dipole as well as at 1570

and 770 nm for the magnetic one.

Figure 4.27: (a) Coupled-dipole model for AlGaAs nanoantennas array with period 0 = 1025 nm. Black curves

report real (solid) and imaginary (dashed) part of retarded dipole sum. In red (blue) the real part of inverse

electric (magnetic) polarizability for an isolated antenna. (b) Multipolar decomposition of scattering cross

section of an AlGaAs nanoantenna inside the same array.

In order to probe this semi-analytical result,we numerically computed the electromagnetic

field inside the resonator volume with FEM simulation in COMSOL and extracted electric-

andmagnetic-dipole contributions, as shown inChapter 2. The role of neighboring structures

is automatically taken into account imposing periodic boundary conditions at the unit-cell

borders. Multipolar decomposition of the scattering from a unit cell in Fig. 4.27b highlights

a clear correspondence between electric/magnetic dipole resonances and the effective

polarizability poles, validating the semi-analytical model. Compared to the response of

isolated nanodisks, one can conclude that the impact of the array is twofold: 1) a partial shift

of some resonance positions; 2) an enhancement of resonance quality factors. In particular

the latter occurs when Im(() < 0 corresponding to a reduction of radiative damping due to

dipolar interactions, as well documented in literature [38]. This explains the high &-factor

observed in Fig. 4.25b. Meanwhile, the position of magnetic-dipole resonance is almost

unaltered, explaining why in Fig. 4.25a the maximum SHG is found for radii close to the

isolated counterparts [11].

Figure 4.28: SH far-field analysis. (a) Polar plot of the array factor for a metasurface with period 0 = 1025 nm,

computed at wavelength � = 775 nm and azimuthal angle ) = 0
◦
. (b) Semi-analytical (blue) and experimental

(red) far field at plane ) = 0. (c) Experimental Fourier imaging in the whole numerical aperture NA=0.1.

Moreover at SH frequency, where the modes are even more confined and the role of the
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array less important, similar resonances are excited in both cases. Based on this observation,

the SH far-field pattern can be predicted through the independent emitters approximation.

In this framework, the total radiation intensity can be written as

�tot
far
(�, )) = |�(�, ))|2�far(�, )) (4.12)

where �far(�, )) is the radiation pattern of the isolated element and �(�, )) the array factor

of the metasurface with � ()) the polar (azimuthal) direction of radiated plane wave

:::-vector in the far field. For a 2D array of # × # independent emitters with period 0, this

can be written as [39]

�(�, )) =
#∑
?,@

2?@4
8:::·AAA?@ =

#∑
?,@

2?@4
8:0(? sin� cos)+@ sin� sin))

(4.13)

with AAA?@ , 2?@ the position and amplitude of (?, @)-th emitter, respectively. For an array of

uniform antennas with equal coefficients 2?@ , (4.13) can be further simplified. Here, in order

to take into account the experimental Gaussian beam excitation at FF, �(�, )) is computed

imposing

2?@ = 4
− 2(AAA?@−AAA0)2

F2

0 (4.14)

with AAA0 and F0 the central position and waist of the Gaussian beam. The factor 2 reflects

the quadratic dependence of SHG power on pump power. Fig. 4.28a reports |�(�, ))|2
on the GI-plane ()=0) and Fig. 4.28b compares the semi-analytical result obtained with

equation (4.13) and the experimental back-focal plane of the metasurface with A = 200 nm

and 0 = 1025 nm. In view of these observations, we can extract an important conclusion

from the behavior shown in Fig4.25c: for short periods non-local interactions prevail and

the resonant properties of isolated nanostructures are lost; on the opposite limit, for long

periods, most of the power from isolated structures is coupled to the first diffraction orders,

and SH signal collected within a NA=0.1 decreases. Between these two regimes, there is

a region where Mie-resonances are preserved and the role of the array is to enhance the

field confinement and partially redirect SHG into the zero-diffracted order. Clearly, we still

expect a null at exactly normal direction � = 0. Nevertheless, a 50-fold SHG enhancement

for � < 6
◦
enables, within some extents, on-axis applications. Furthermore, even with

the heavy approximation of the coupled-dipole model limited to first neighbors, we can

accurately explain the observed experimental features. Long-range non-local interactions

give therefore a minor contribution in this regime, and SHG can be engineered based on

Mie-resonances of single structures, as we will see in the next section.

Polarization control in periodic arrays

Control of SH polarization can be achieved through two different mechanisms: either

keeping the metasurface unaltered and switch FF polarization with the aim of switching
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the excited modes at pump frequency and in turn at SH; or, conversely, fixing the pump

polarization and modifying the metasurface morphology, so as to reshape the excited

resonances. Accordingly, in order to implement these functionalities, let us focus on two

geometries, see Fig. 4.29:

• the former, Fig. 4.29a-b, is achieved through nanorodswith fixed radius A. By changing

pump linear polarization from [100] to [110] the same magnetic dipole resonance is

excited at FF. Yet, the different orientation with respect to crystalline axis results in a

different nonlinear coupling to SH modes mediated by "(2)-tensor. As a consequence,

SHG exhibits different polarization properties;

• the latter relies on nanocylinderswith elliptical baseswhich induce a slight asymmetry

in the system such to favor the emission with a defined polarization state. As sketched

in Fig. 4.29c, pump polarization is fixed along [100] crystalline axis, and the ellipse

semiaxes 0 and 1 are along [110] and [11̄0], respectively. By swapping 0 and 1, see

Fig. 4.29d, the symmetry is reversed and the orthogonal SH polarization is favored.

Figure 4.29: SH polarization control in AlGaAs metasurfaces. (a-b) First option: an array of nanodisks with

radius A and period ? is excited with pump polarization along [100] (a) or [110] (b). (c-d) Second option:

elliptical basis meta-atoms with different semi-axes 0 and 1 excited by the same pump polarized along [100].
(e) Artist’s view of SHG from a metasurface, with the scattered signal collected in backward direction.

The design of such circular- and elliptical-basis nanocylinders, which constitute the

building blocks of our metasurfaces, entirely roots on FEM modeling in COMSOL Multi-

physics. We decomposed the SH poynting vector S(2) in order to separate the contributions

with orthogonal electric-field orientations and consequently extract the generated power

(integral of S(2) over 2� steradians in backward direction) with different polarizations. In the

following, we refer to horizontal (�) or vertical (+) polarization for an electric field aligned

along array axis [110] or [11̄0], respectively; whereas we call principal (�1) or secondary

(�2) diagonal for an electric field aligned along [100] or [010], respectively.

We first probed experimentally isolated structure properties, as shown in Section 4.4.

Then we moved to periodic arrays with the the configuration sketched in Fig. 4.29e: a 2D

square array aligned along [110] and [11̄0] axes is excited by a Gaussian beam at fixed

wavelength ��� = 1550 nm and waist F0 ∼ 9 µm. SHG is collected in backward direction

with the same microscope objective (NA=0.2). AlGaAs-on-AlOx nanorods have a fixed

height ℎ = 350 nm.
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Fixed geometry, switching pump

For the design of circular basis nanocylinders we used as figures of merit the normalized

difference between �- and +-polarized SHG when pump is aligned along [110], and
between �1 and �2 for a pump along [100] (see Fig. 4.30a). For A ∈ [205 − 215] nm we

predict to simultaneously maximize �-+ and �1-�2 contrast. Experimentally, we find the

best results for A = 215 nm. As depicted in Fig. 4.30b, when pump polarization is rotated

by 45
◦
the near-field distribution at SH is completely modified, proving that nonlinear

coupling with different modes is favored in the two cases. Fourier-space imaging restricted

to a NA=0.8 (see Fig. 4.30c) highlights that in the isolated structure SHG direction and

polarization are two strongly correlated properties. However, this polarization control is

rather unpractical due to the large angular separation of the two SH lobes. This limitation

motivates the transition to periodic arrays so as to decouple these two properties and

engineer SH polarization in the zero-diffraction order. The choice of unit-cell dimensions

relied again on FEM simulations: we scanned over different periods (see Fig. 4.30c) finding

a maximized SHG for ? = 940 nm.

Figure 4.30:Metasurfaces of AlGaAs circular nanocylinders. (a) Normalized difference between two orthogonal

polarizations �1 −�2 (blue) and+ −� (red) vs. A for fixed height ℎ = 350 nm, corresponding to Fig. 4.29a and

4.29b, respectively. (b) Near- and far-field properties of an isolated AlGaAs nanodisk with radius A = 215 nm.

(c) SHG efficiency in backward direction for a metasurface vs. A and ?. (d) Far-field properties of a metasurface

with period ? = 940 nm and same meta-atoms as in (b).

Metasurfaces radiation pattern was predicted with independent emitters approximation

in (4.12) and validated by experimental characterization, see Fig. 4.30d. For an input

polarization aligned along [100], we recorded a ratio of about 7:3 between the two diagonal

polarizations, while for input polarization along [110] we measured a ratio 1:4 between

horizontally and vertically polarized SHG.
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Fixed pump, rotating meta-atoms

In case of elliptical bases ( Fig. 4.29c-d) we fixed the optimized period ? = 940 nm and

modified the two semiaxes 0 and 1 to maximize the contrast between� and+ polarizations.

Based on numerical model, see Fig. 4.31, we set 0 = 240 and 1 = 200 nm.

Figure 4.31:Normalized contrast between �- and+-polarized SHG from a metasurface made of nanocylinders

with elliptical basis as in Fig. 4.29c,d. Period ? = 940 nm is kept fixed and the scan is over the two basis semiaxes

0 and 1.

As in the previous case, let us study first the properties of isolated structures, see

Fig. 4.32a-c. At variance with circular bases, now the near-field distribution at SH is

identical under �/2-rotation, meaning that the same mode is excited at FF as expected from

system symmetry. Once again SH polarization properties are strictly related with emission

directions, implying that the two orthogonal states are obtained for different azimuthal

angles in the two geometries. Moving to metasurfaces, Fig. 4.32d, the control mechanism

is maintained with a ratio between principal and secondary polarizations of about 4:1.

Experimental results for the two cases are not perfectly symmetric due to astigmatism

effects during e-beam lithography and slight misalignment introduced in characterization

process.

Figure 4.32: Elliptical-nanodisks metasurfaces. (a) Near-field distribution of the mainly excited SH mode, with

the indication of FF polarization. (b) SH radiation pattern of an isolated element within a solid angle set by

a NA=0.8 (corresponding to 106
◦
field of view) of the microscope objective. White dashes delimit a region

with NA=0.2 (corresponding to 23
◦
field of view). (c) Inclination of SH linear polarization direction for the

single element. (d) BFP imaging of SH generated by a metasurface with the same constitutive elements as in

(c), period ? = 940 nm, and collection restricted to NA=0.2 (e) Polarization components of SHG from the two

metasurfaces.

The role of the array can be better appreciated comparing SH intensity within white
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dashed line in Fig. 4.32b and radiation pattern in Fig. 4.32d. This result is even more explicit

using a high-NA objective (NA=0.8) for metasurface Fourier imaging. In order to ensure

a large excitation spot, pump beam was focused in the back focal plane of the objective.

Comparison between isolated and arrayed elements is reported in Fig. 4.33: 20% of total

emitted power is conveyed within 8
◦
from the normal in case of a metasurface enabling

quasi on-axis polarization control.

Figure 4.33: Integral of SH measured power for an increasing angle � from the normal direction. Inset: back

focal plane images of SHG from isolated (top) and arrayed (bottom) nanodisks with elliptical basis as in Fig. 4.32

within a #� = 0.8.

4.6 Conclusion

In this chapter we demonstrated the fabrication and experimental characterization of

AlGaAs-on-AlOx metasurfaces. Differently from works in literature proving SHG into

first-diffraction order [18], here we showed that 20% of SHG from metasurfaces is directed

into the zero-diffraction order in backward direction. Exploiting the far-field coupling

between nanoantennas in the array, we recorded a 50-fold SHG enhancement compared

to isolated resonators. At variance with experimental works based on collective modes

(e.g. Fano resonances) [40] to boost SHG, our optimization protocol roots on isolated

resonator properties. This idea is particularly convenient for engineering SH radiation

pattern, polarization and also SH phase, that is a key point to design metasurfaces for

nonlinear beam shaping, as it will be discussed in the following chapter.
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The very essence of many optical devices, e.g. lenses, spatial light modulators and

waveplates, lies in the control of EM field phase to implement some functionality. Phase

delay is acquired through the propagation in refractive components, and wavefront shaping

is regulated by the laws of refraction, reflection and diffraction. The domain of flat optics

aims at achieving the same results within a shorter distance than vacuum wavelength. The

first example we can think of is the Fresnel lens: the same phase profile provided by a

conventional lens can be reproduced dividing it into an ideally infinite set of concentric

annular sections imprinting a phase jump between 0 and 2�. Nevertheless, the first

implementations of this concept, at the beginning of XIX century, were still based on Snell

law, essentially resulting in more compact, yet bulky, devices. The idea that the functionality

of a prism could be reproduced through a grating with thickness equal to � was concretely

formulated by Lord Rayleigh in 1888 [1]:

"If it were possible to introduce at every part of the aperture of the grating

an arbitrary retardation, all the light might be concentrated in any desired

spectrum. By supposing the retardation to vary uniformly and continuously we

fall upon the case of ordinary prism; but there is then no diffraction spectrum

in the usual sense. To obtain such it would be necessary that the retardation

should gradually alter by a wavelength in passing over any element of the

grating, and then fall back to its previous value, thus springing suddenly over a

wavelength."

That concept led in 1910 to the achievement of the first blazed (or echelette) grating in

the near-IR by Wood [2]. At first, practical implementations evolved much faster in the RF
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range, mainly due to technological reasons, leading to the experimental demonstration of

phase-delay engineering already in the 40s [3], which showed for the first time the possibility

to reproduce the phase profile of a plano-convex lens through conducting plates acting as

waveguides. The first diffractive optical elements (DOEs) approximated continuous phase

profiles with multilevel photolithography [4, 5]; then, in the 80s, the development of e-beam

lithography enabled the creation of blazed grating and Fresnel lenses with high efficiencies

(70% and 50%, respectively) at 633 nm [6]. The optical phase delay Δ) acquired by the wave

propagating in these dielectric components with respect to vacuum (see Fig.5.1) depends

on the thickness ℎ and refractive index = of the material at each transverse position G

Δ)(G) = 2�
�
(= − 1)ℎ(G) (5.1)

successfully implementing the intuition of Lord Rayleigh a century before. Nevertheless,

blazed gratings and DOEs in general are subjected to two strong limitations:

• the phase discontinuities introduce a shadow effect represented in the inset of Fig. 5.1.

Part of the light bounces towards undesired directions due to total internal reflection

at sidewalls. This region of the grating will not behave as expected, and the steeper

the phase profile (i.e. the deflection angle), themore severewill be this undesired effect;

• the computed phase delay is valid for the designwavelength in (5.1), and the efficiency

consequently decreases as one get farther from this value.

Figure 5.1: Examples of blazed grating to scale down a prism (top) and a lens (bottom). Inset: sketch of shadow

effect.

The wish to overcome those limitations motivated several works in the last 30 years. In the

following, we will first discuss the main approaches proposed in literature. Understanding

the mechanisms for linear beam shaping will let us derive some general criteria for the

design of metasurfaces to control the wavefront of nonlinear generation. Finally, I will

demonstrate numerically and experimentally how to develop "(2)-metasurfaces for SH

beam steering, focusing and holography.
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5.1 Linear metasurfaces design

The central problem of metasurface design for beam shaping is sketched in Fig. 5.2a: how

can we find a set of nanostructures which enforce a defined phase jump to the incoming

wave, such to finely reproduce any arbitrary and continuous phase profile? Fig. 5.2b depicts

the particular case that we will study in the following, i.e. a metasurface fabricated by

selectively etching a uniformly thick layer, called binary blazed grating, as the refractive

index distribution in space can assume two values: =ℎ (completely etched material) or

=< (no etching). In general the adopted nanostructures could have different heights, yet

Fig. 5.2b represents the most convenient condition for fabrication.

Figure 5.2: Design of a binary blazed grating. An arbitrary phase profile (a) is sampled through a discrete set

of nanostructures (in gray) placed at a distance Λ (b).

The ultimate goal of flat optics is accomplished by respecting two requirements:

1) the set of nanostructures should allow to cover the whole [0 − 2�] range, and their

properties should not be modified by the presence of neighboring structures, i.e. close

nanostructures should be optically uncoupled;

2) Nyquist sampling criterion must be satisfied, i.e. phase should be sampled with a

sub-wavelength resolution (Λ < �) in order to funnel all incoming light into the

desired diffraction order.

The second requirement already implies that the metasurface is composed by a periodic

arrangement of nanostructures. In a general picture this is not mandatory, but, as it will be

clear in the following, this is more convenient from the calculation point of view. These

two conditions are somehow in conflict: one would prefer to finely sample the phase,

as illustrated by the right part of Fig. 5.2b, where the discrepancy between the desired

and the sampled profile is more striking; however the smaller Λ, the stronger the optical

coupling between neighboring structures. Finding the best compromise between these two

constraints is a core task of metasurface design.

Regardless of the adopted physical mechanism, most of the approaches in literature

start from the same optimization step, that is the determination of a one-to-one mapping

between the imprinted phase and the shape of the elementary units (termed in the following
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as meta-atoms), with the aim to create a library of building blocks to reproduce any

desired phase profile. This process is often termed as lookup-table (LUT) generation. The

related calculations are usually performed on periodic arrays of identical meta-atoms, by

extracting the amplitude and phase of transmission coefficient as a function of some tuning

parameter, usually the meta-atom size. LUT properties accurately approximate the behavior

of the metasurface when the encoded phase variation between two close meta-atoms is

significantly smaller than 2�/�. However, for rapidly varying phases, LUT predictions

become the less accurate as the optical coupling between nearest neighbors gets stronger.

Dependingon thenature of themeta-atoms,we can identify two categories ofmetasurfaces

for beam shaping:

• guiding nanostructures, in which a phase delay is acquired throughwave propagation

along nanoscale pillars;

• resonant nanostructures, in which the scattered field exhibits a phase lag with respect

to incident field as expected from a driven harmonic oscillator.

Here below we will comparatively present the two cases. Both of them can be adopted to

implement geometric phase control, which we will briefly introduce without discussing it

in detail.

Non-resonant approach

In the early 90s, thanks to the development of robust Fourier-expansion numerical methods,

several research groups started to investigate binary gratings with sub-� periods to model

artificial materials with graded index [7, 8], see Fig. 5.3a. The original problem, sketched

in Fig. 5.3b, was to realize under which conditions a binary grating with period Λ and

thickness ℎ could be approximated to a thin film with effective index =eff.

Figure 5.3: (a) Binary grating realized by etching a uniformly thick dielectric layer (top) modeling a graded

index grating (bottom). (b) Top: homogeneous binary grating made from dielectric nanopillars with index =< ,

height ℎ and period Λ in a surrounding medium with index =ℎ . Bottom: artificial thin film with effective index

=
eff

that should reproduce the same functionality.

This equivalence is legitimate if three conditions are fulfilled [9]:

• only zero-diffraction orders propagate in the host medium, all higher orders being

evanescent. This condition defines a diffraction cutoff which depends only on the
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periodΛ, workingwavelength� and host medium index =ℎ , while being uncorrelated

to the thickness, size and index of the nanopillars.

• Only one propagating mode is supported by the structure. If we denote with I the

propagation axis through the grating, this mode travels between the two boundaries

with a phase term exp(82�=effI/�), where =ℎ < =eff < =< , as it would occur in a

thin film. At variance with the previous one, this condition depends mainly on the

refractive index and geometry of the nanopillars forming the grating, and it is called

for this reason structural cutoff [10]. In this regime one gets somehow closer to what

happens in the long-wavelength (or static) limit, where effective medium theories

exist and periodic structures support only one propagating mode.

• The grating thickness ℎ is large enough to ensure that evanescentmodes are attenuated

and do not tunnel through the grating, giving an extra contribution to transmission.

We further remark that a full 2�modulation in a binary grating is ensured for a minimum

value ℎ = �/(=< − =ℎ), =< corresponding to =eff of sites where the dielectric material is

not etched at all, and =ℎ where the latter is completely removed. Based on this point, one

would conclude that a high-index material is preferable. However, this would result in: 1)

a smaller Λwhich is convenient for a fine phase sampling but can be challenging from a

fabrication point of view, and 2) larger Fresnel losses at the grating interface.

Let us consider the binary blazed grating inRef. [11], as itwill provide a pedagogic example

of LUT calculation and a benchmark for the resonant approach. Its meta-atom is sketched

in the inset of Fig. 5.4a: a square TiO2 (=< = 2.3) nanopillar lying on an SiO2 substrate

(=B = 1.46), with air (=ℎ = 1) cladding and excitation provided by a He-Ne laser (� = 633

nm). Since homogenization cannot be used in this space of parameters and no analytical

approximations exist, the structural cutoff has to be determined numerically by increasing

Λ. We consider a 2D square lattice withΛ = 272 nm and ℎ = �/(=< − 1) ≈ 817 nm as in [11],

and we compute amplitude and phase of transmission coefficient (C = �C/|�8 |) of uniform
gratings made of identical meta-atoms. In the following we consider TE polarization, but

similar results can be shown for the TM case. Repeating the computation for increasing

values of nanopillar size one can get the LUT in Fig. 5.4a. Various numerical tools can be

adopted for these calculations, from RCWA to FDTD and FEM. In the present case, we

resort to RCWA [12] setting periodic boundary conditions along G and H (retaining 17 × 17

Fourier components), for its fast convergence.

The nanowaveguide being single-mode, Fig. 5.4b shows the effective index of its prop-

agative Bloch mode in the structure and its near-field distribution for a pillar edge ! = 180

nm. The phase acquired during propagation is ) = 2�=effI/�.

Let us now use the LUT in Fig. 5.4a to design a sawtooth phase profile )(G) = 2�/(#Λ)G
along G and being constant along H, with a number # of meta-atoms per super-cell. This

corresponds to a blazed grating with steering angle

�� = sin
−1

(
�
=B0

)
(5.2)
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Figure 5.4: LUT calculation for non-resonant metasurfaces based on TiO2 nanoposts on SiO2 [11]. (a) Square

modulus (black solid curve - left axis) and phase (blue dashed curve - right axis) of transmission coefficient

C = �C/|�8 | at � = 633 nm, for increasing pillar size !. Inset: sketch of the considered geometry, ℎ = 817 nm and

Λ = 272 nm. (b) Effective index of the sole propagative Bloch mode vs. pillar size. Inset: Corresponding real

part of H-component of electric field distribution (obtained by imposing periodic conditions along G and H).

with 0 = #Λ the size of the super-cell along G. The blazing efficiency of this grating into

the first diffracted order is shown in Fig 5.5a as a function of # . As expected, by increasing

the number of meta-atoms per super-cell, corresponding to less steep phase profiles, the

efficiency increases. Remarkably, with # = 5 (0/� ≈ 2.15), the diffraction efficiency already

exceeds 80% and the device remains reliable also for TM polarization and excitation from

the substrate.

Figure 5.5: (a) Blazed binary grating diffraction efficiency vs. super-cell size 0 = #Λ with # = 3, 4, ...10 at

� = 633 nm for TE (full squares) and TM (empty circles) polarizations. Red (black) marks denote an excitation

from the air (substrate), see inset. The two dashed lines denote the cases for# = 3 and # = 10. (b) H-component

of electric near field for the case # = 8 and excitation from air in the GI-plane at H = 0. Top: juxtaposed field

distributions for the 8 elements as computed in the LUT. Bottom: near-field distribution in the real super-cell

[13].

Fig 5.5b compares the near-field of 8 separate meta-atoms, as expected from the LUT

calculation, and the near-field inside the final super-cell. Placing nanopillars with different

dimensions one close to the other clearly introduces some deviations from LUT expectations.

However, since for most of the structures the wave is guided inside the dielectric pillar,

the binary blazed grating can be seen as a phased array of nearly independent coherent

emitters, and optical coupling between neighboring structures introduces just a minor

deviation [14]. Thus, the ability of waveguiding mechanism to outperform conventional
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echelette gratings has to be attributed to a reduction of the shadowing zone and small

coupling between adjacent pillars [15, 16].

Recently, it was predicted and demonstrated that moving to higher refractive index

(i.e. Si instead of TiO2), the single-mode condition could be moderately relaxed, ensuring

that nearest-neighbor coupling remains small, even above structural cutoff [17]. Several

successive works adopted this approach to reduce the aspect ratio of TiO2 metasurfaces

[18–23]. In this regime the meta-atoms are weakly resonant and the presence of multiple

propagating modes results in a steeper phase dependence on nanopillar size [19] than

in Fig. 5.4a. The strong field confinement in the high-index material is the key feature

responsible for the reliability of LUT calculation and high efficiency of the final device.

High-contrast arrays have been reported to enable simultaneous control of polarization and

phase of transmitted wave [18], sub-wavelength focusing [19] and tunable metasurfaces

with varying focal distance [23].

Resonant approach

As announced in Section 1.1, due to their finite effective mass, free electrons in metallic

nanoantennas react with increasing phase lag to the driving EM field close to a LSPR.

The equation of motion of electrons under a forced excitation at frequency $ can be

approximated with a damped harmonic oscillator:

¥G + � ¤G + $2

0
G =

4�0

<
exp(8$C) (5.3)

Figure 5.6: (a) Resonant metasurfaces working principle. Every resonator acts as a secondary source inducing

an arbitrary phase jump. (b) Huygens’ metasurfaces concept. Arbitrary fields in two regions separated by

a closed surface ( which provides electric and magnetic current sources. The surface equivalence principle

returns the fictitious electric and magnetic surface currents that satisfy the boundary conditions [24].

with < the effective mass, � the damping factor, $0 the plasmon resonance frequency and

�0 the driving field amplitude. A more complete picture includes the Abraham-Lorentz

force term accounting for radiation losses, which we neglect in this general introduction.
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The solution at steady-state has the harmonic form G(C) = � exp(8$C + )), with

� =
�0√

$2�2 +
(
$2

0
− $2

)
2

) = tan
−1

(
�$

$2

0
− $2

)
+ =�

(5.4)

At low frequencies $ � $0, the electron motion and consequently the scattered field are

in phase with driving field, while ) = � for $ � $0. At exactly resonance frequency

) = �/2. Thus, instead of impressing a phase delay through propagation inside a dielectric

nanoguide, one could think to impose a phase jump to the scattered field based on the phase

lag in (5.4), see Fig. 5.6a. This idea holds promises for the possibility of creating ultra-thin

devices [25, 26]. However, experimental demonstrations show efficiencies of about 1% for

ultra-flat lenses [27], well below the expected performances for practical application. The

main limitations of plasmonic metasurfaces using only resonant scattering rely on few

factors: 1) the inability to achieve a full 2� phase control with a single plasmon resonance, 2)

impedance matching issues and poor forward directivity of the scattering, 3) high thermal

losses of metals [28] but for mid- or far-IR operation.

Nevertheless, tailoring meta-atoms resonances remains attractive to design metasurfaces

with arbitrary electric and magnetic polarizabilities. This idea was developed in 2013 by

Pfeiffer and Grbic [24] who proposed a new paradigm to generate arbitrary field patterns

for a given illumination. We can summarize it in the following terms: let us consider two

spatial regions (� and �� in Fig. 5.6b) separated by a surface (. In region � we impose

the illumination field [E1 ,H1], while in region �� the desired one [E2 ,H2]. In general, the

EM field is discontinuous on (. According to surface equivalence principle, the boundary

conditions are satisfied introducing the electric and magnetic surface currents

JB = n̂ × (H2 −H1)
MB = −n̂ × (E2 − E1)

(5.5)

Thus, it is expected that one could shape the wavefront of scattered field by arranging a

set of meta-atoms with arbitrary electric (eff

4 ) and magnetic (eff

< ) polarizabilities so as to

satisfy

9$eff

4 EC |( = n̂ × (H2 −H1)
9$eff

< HC |( = −n̂ × (E2 − E1)
(5.6)

The unit-cells forming the final metasurface can be seen as secondary Huygens sources
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of outgoing waves with engineered phase. They are termed for this reason Huygens

metasurfaces (HMS).

In this context, dielectric resonators exhibiting both electric and magnetic resonances

gained a strong interest for two reasons: 1) in the aforementioned harmonic oscillator

picture, the combination of two resonances, each providing a � phase delay, ensure a full

2� phase control; 2) according to first Kerker condition [29], the far-field interference of

two resonating modes in phase opposition can lead to purely forward scattering, which in

turn may provide Huygens sources of forward-propagating waves. The latter feature was

experimentally demonstrated by several groups in 2013 for Si [30, 31] and GaAs [32] NPs.

Let us consider in the following the same geometry as in the pioneering work in Ref. [33],

proposing Si nanodisks for controlling the phase of transmitted wave at optical frequencies.

Fig. 5.7a shows the amplitude and phase of transmission coefficient C at � = 1340 nm, for

Si nanodisk arrays suspended in a homogeneous medium (=ℎ = 1.66), with fixed period

Λ = 666 nm, thickness ℎ = 220 nm and varying diameters. The interference of electric- and

magnetic-dipole resonances centered at the same frequency results in an almost flat unitary

transmission with a phase spanning over the whole [0 − 2�] range.

Figure 5.7: LUT calculation for resonant metasurfaces based on Si nanodisks (=< = 3.5) in an homogeneous

medium (=ℎ = 1.66). (a) modulus square (black solid curve - left axis) and phase (blue dashed curve - right

axis) of transmission coefficient C = �C/|�8 | at � = 1340 nm for increasing nanodisks diameter. In the inset a

sketch of the considered geometry, ℎ = 220 nm and Λ = 666 nm. (b) Effective index of the six propagative

Bloch modes vs. nanodisk diameter. Inset: Corresponding real part of electric field distribution (H-component)

for the three symmetric (S1-3) and three antisymmetric (A1-3) modes [13].

Blochmode analysis, shown in Fig. 5.7b, highlights another central differencewith respect

to the non-resonant case: six modes, divided into symmetric (S1-3) and antisymmetric

(A1-3) propagate in the structure [13]. Importantly, since the LUT is computed at normal

incidence, just symmetric modes contribute to its properties. Such symmetry constraint is

broken when implementing a spatially-varying phase profile and antisymmetric modes

could provide an additional contribution.

In analogy with the non-resonant case, we use as a benchmark a sawtooth phase profile

to steer the transmitted beam at various blazing angles. Remarkably, Fig. 5.8a reveals that

first-order diffraction efficiency is lower than 50% for all the considered gratings.

It is therefore questionable whether LUT predictions and Kerker condition are preserved

when one designs a non-constant phase profile. To this end, let us consider an adiabatic

phase variation implementing a sawtooth profile over # = 16 unit cells. We expand the

polarization vector inside each meta-atom in multipole moments contributions in Cartesian

coordinates as done in [34]. First Kerker condition is satisfied when the contribution to
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Figure 5.8:Huygens metasurface performances (a) Diffraction efficiency into the 1
BC

order vs. super-cell size

0 = #Λ with # = 3, 4, ...10 at � = 1340 nm for TE (full squares) and TM (empty circles) polarizations. The

two dashed lines denote the cases for # = 3 and # = 10. (b) Multipolar decomposition of EM near-field in

silicon nanodisks metasurfaces. The scattered electric fields from symmetric (left) and anti-symmetric (right)

multipoles for meta-atoms in a meta-grating (circle marks) and in a uniform array (star marks) under TE

polarization. Color bar denotes the increasing nanodisk radius, from A = 143 nm (red) to A = 261 nm (blue) [13].

back-scattering from symmetric multipoles (electric and toroidal dipoles and magnetic

quadrupoles) cancels out the antisymmetric (magnetic dipole and electric quadrupole) one.

Fig. 5.8b confirms that, when we consider uniform arrays of identical meta-atoms as in LUT

calculations, the contribution from symmetric and antisymmetric multipoles form similar

trajectories in the complex plane and Kerker condition is satisfied for all the considered

nanodisk radii. Conversely, this requirement does no longer hold in the real device limiting

its diffraction efficiency.

We can gain a deeper physical insight by exploring the electric near-field with the aim

of evaluating the impact of meta-atoms optical coupling. Let us consider the same 16

meta-atoms as before, to design a blazed grating with total period 0 = #Λ ≈ 10.66 µm

corresponding to a deviation angle �� ≈ 4.3◦. Fig. 5.9a-b reports the electric near-field

enhancement in case of isolated and arrayed nanodisks, respectively. Their comparison

reveals that HMS properties stem from the collective resonances, not from isolated nanodisk

modes, and LUT predictions in Fig. 5.7a strictly depend on the presence of the array.

However, the argument that the nanodisks behave collectively as a resonator does not

entirely explain the performances in Fig. 5.8a.

When comparing the LUT predictions (Fig. 5.9b) with the steeringmeta-grating (Fig. 5.9c),

one immediately remarks that the field in the 8 pillars closest to the abrupt phase transition

(4 on the left-most and 4 on the right-most region of Fig. 5.9b-c) strongly differs. This ≈
4�-wide region acts as the shadow zone in conventional DOEs, representing the main

limitation of HMS performances. Furthermore, considering the adiabatic variation in

diameter (≈ 3 nm between adjacent nanostructures in the middle region), also the minor

differences in the central 8 nanodisks seem difficult to explain.

Fig. 5.9d shows the LUT calculation imposing an external field with a small incident angle

�8 = −�� = −4.3◦. Such a small variation suffices to induce considerable modifications

in all the nanodisks: the reason for this behavior has to be attributed to the presence of

antisymmetric modes revealed in Fig. 5.8b, whose contribution is no longer negligible

at �8 ≠ 0. Besides, they always play a role when constructing a spatially varying phase
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Figure 5.9: H-component of electric near-field in the GI plane of Huygens’ meta-gratings at H = 0. All the

maps are obtained for the same polarization (TE) and wavelength (�=1340 nm). Incident electric/magnetic

field orientations are reported with red/blue arrows. Field amplitudes are normalized to the incident field.

(a) Isolated nanodisks. (b) Arrayed nanodisks as in LUT of Fig. 5.7a. The diameters are chosen to uniformly

sample the [0, 2�] phase interval. (c) Meta-grating obtained by placing in a super-cell the 16 meta-atoms of (b):

it corresponds to a design deviation angle �� = 4.3◦. (d) Same as in (b), for an incident angle �8 = −4.3◦. The
same color scale is applied in all plots, allowing for a direct comparison. (e) Transmission coefficient comparison,

in square modulus (black) and phase (blue), between an incident angle �8 = 0
◦
(left) and �8 = −4.3◦ (right) on

a uniform metasurface of identical nanodisks [13].

profile. This assumption is better understood with a reciprocity argument: a metasurface

designed to blaze at an angle ��, upon normal excitation from the top, should diffract

light at normal direction when excited by a plane wave incident with an angle �8 = ��
from the bottom. The LUT calculation at an angle �8 = �� in Fig. 5.9e exhibits several

dips in transmission amplitude where the phase varies the most attributed to the presence

of antisymmetric modes. A design based on this LUT will result in poor performances.

Consequently, reciprocity imposes that the design of metasurfaces with spatially varying

phase profiles cannot restrict to the properties of symmetric modes not even for normal

incidence operation [13].

Even if these considerations are based on a specific geometry, similar performances

have been reported for other HMS designs: in [35], HMS based on polycrystalline silicon

meta-atoms exhibit 36% measured efficiency in steering at 14
◦
a laser beam at 1550 nm; 45%

diffraction efficiency was reported for HMS deflecting a beam at 705 nm by 10
◦
[36]; and 36%

efficiency for a meta-grating operating at 650 nm [37]. Experimental demonstrations of HMS

sensitivity to incidence angle have been reported in [38]. Better performances were achieved

through a second optimization step aimed at compensating the effect of optical coupling

by slightly modifying nanodisks geometries. This approach enabled an experimental 57%

diffraction efficiency at 1340 nm, being, however, highly polarization sensitive. Optimization
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Figure 5.10: Huygens’ blazed grating steering a beam at an angle �� when excited at normal incidence (solid

arrow). By reciprocity, the same grating deflects at normal direction a beam from the bottom with an incident

angle equal to �� (dashed arrow). The blue solid (dashed) curve denotes the approximated (targeted) phase

profile.

processes based on genetic algorithms led to flat-lenseswith designedNA=0.51 and focusing

efficiency equals to 60% [39]. On the other hand, such significant improvements come at a

price: global optimization often favors non-local interactions making the metasurface more

sensitive to wavelength and incident angle variations, and the advantages of a one-to-one

mapping provided by the LUT are lost.

Ideally, a Huygens’ component is formed by resonant meta-atoms which purely scatter

in forward direction and independently sample the phase at a subwavelength distance. It

represents an optical phased array made of resonant constituents (i.e. optical nanoantennas).

In this perspective, it is worth making some considerations[13]:

• The effective interaction surface of an optical nanoantenna with an external plane

wave is represented by its scattering cross-section, which, at resonance, is much larger

than its geometrical cross-section. Independent resonators operation imposes the

meta-atoms distance to be larger than this value, which constitutes a severe constrain

on subwavelength sampling condition.

• Fulfillment of first Kerker condition requires the resonators to be multimodal, i.e.

to work far from static electric-dipole (long wavelength) approximation. As already

seen introducing coupled-dipole approach in Chapter 4, the field perceived by each

particle is the sum of external field and scattered field by all other particles in the

array. Close to resonances, the latter contribution can be comparable or stronger than

the former one. Long range coupling promoted by dipole-dipole interaction [40] leads

to much larger cross-talk than evanescent coupling in nanoguiding approach.

In conclusion, the resonant approachdoes not comewithout aprice, yet thehigh sensitivity

to geometrical and dielectric parameters can be attractive to modulate metasurface response,

as well as the lower aspect ratio with respect to nanoguiding approach. In the limit where

high efficiency and fine phase sampling are not required, instead large tunability and

thin devices are preferred, HMS offer a potential alternative. Nevertheless, I believe that

aforementioned observations should be carefully considered whenever designing HMS.



5.2 NONLINEAR WAVEFRONT CONTROL 121

5.2 Nonlinear wavefront control

Optical metasurfaces for nonlinear wavefront shaping integrate in the same device two

functionalities: harmonic field generation and phase encoding. Thus, it is worth adding

two observations with respect to Section 5.1:

• as announced in Chapter 2, nonlinear optical response of materials is typically very

weak, therefore a detectable nonlinear generation must rely on the presence of strong

local field enhancement: a resonant approach seems the only viable solution;

• as seen in Chapter 3, an efficient SHG depends on a double resonant condition at

pump and harmonic frequencies.

The necessity of resorting to nanoresonators determined also the late development of

nonlinear metasurfaces at optical frequencies, which set up on the technological progress

triggered by resonant plasmonic metasurfaces. In 2015, based on LSPR of metallic nanorods,

Li et al. [41] extended the concept of Pancharatnam-Berry phase to the nonlinear regime. By

applying the principle of spin-rotation coupling of light [42], they demonstrated for the first

time the control of TH polarization vector phase upon the orientation of meta-atoms with

four-fold rotational symmetry (C4). Accordingly, SH beam steering was also demonstrated

by moving from C4 to C3 symmetry. Although the EM field enhancement is provided by

the plasmonic resonators, the nonlinear generation properties stem from a 100-nm-thick

polydioctylfluorene (PFO) coating on the Au-nanostructures. In the same year, Segal and

coworkers [43] developed the concept of nonlinear photonic crystals, proposed by Berger

[44] at the end of the 90s, to demonstrate discrete SHG phase sampling in plasmonic

metasurfaces. Despite the restriction of phase modulation to just two values (0 and �),
this idea enabled the realization of ultra-thin nonlinear Fresnel zone plates (FZP) with

�(�� ∼ 4 × 10
−14

W
−1
. The year after, the same group extended this principle by adding

the spatial modulation of SHG amplitude achieved by changing the geometry of metallic

SRR [45]. A continuous phase control of THG, not restricted to circular polarization, was

demonstrated for the first time by Almeida et al. [46]. Based on the near-field properties of

V-shaped antennas [25], the authors demonstrated a direct relationship between the phase

of EM field at FF and the third-order polarization vector, with 10
−8

conversion efficiency for

a peak pump power of 6 MW (�)�� ∼ 2.5 × 10
−22

W
−2
). All these works explored different

design techniques, demonstrating nonlinear holography with flat metasurfaces [46], and

they envisaged the possibility to image through nonlinear meta-lenses [47], opening the

way to new optical functionalities and fundamental physics studies.

However, the reported conversion efficiencies were too low for practical applications.

For this reason, several research groups started considering all-dielectric metasurfaces as a

more attractive solution [48, 49]. The mature SOI technology favored the development of

"(3) metasurfaces. It is worth underlining two main differences between Si and plasmonic

metasurfaces: 1) the nonlinear polarization currents originate from volume resonances,

enabling to exploit the bulk nonlinearity of the material, and 2) the thermal-losses are

drastically reduced, allowing to increase pump power without sample damaging. In 2018,

Wang et al. [50] demonstrated TH beam shaping, extending Huygens condition to the

case of nonlinear harmonic generation, with an experimental diffraction efficiency of
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92%. Importantly, this impressive result suggests that the above-discussed limitations for

linear HMS may not apply in the context of nonlinear nanophotonics where the current

sources are localized. Furthermore, the reported conversion efficiency �)�� ∼ 9 × 10
−16

W
−2

is one-million-times larger than the record value with plasmonic counterparts. Such

performances were confirmed by later works which demonstrated nonlinear holography

[51] and nonlinear imaging with 48% diffraction efficiency [52].

When approaching the problem of metasurface design for nonlinear beam shaping,

the starting question which comes to the mind is: which material could offer the best

performances for practical applications? Non-centrosymmetric materials with strong "(2)

susceptibilities would appear as the most appealing choice to realize metasurfaces with

high conversion efficiencies. In contrast, no works on all-dielectric "(2) meta-gratings

working in the VIS/near-IR have been reported in the literature. The prevalence of SOI over

"(2)-materials cannot be explained by purely technological reasons, instead it requires two

further considerations:

• all the above-mentioned works are based on isotropic nonlinear susceptibilities. As a

consequence, the nonlinear polarization vector can always be related to FF electric

field through a dependence of the type

%(=) ∝ "(=)
[
|��� | 4 8;)

]=
. (5.7)

Conversely, "(2) nonlinearities exhibit a full-tensorial character adding a further tech-

nical difficulty. One can deal with this issue resorting to fully vectorial simulations,

but a general and intuitive relationship between FF and harmonic phases is no longer

available;

• the most promising III-V materials to work in the VIS/near-IR regime, (100)-GaAs and

AlGaAs, exhibit a "(2) tensor structure with dominating off-diagonal terms, which

are unfavorable for on-axis applications in the case of axially symmetric geometries.

Specifically, it is well known in literature that, upon a normally impinging excitation,

(100)-AlGaAs nanodisks exhibit a SH radiation pattern with two radiation lobes at

large angles and a null on the optical axis [53–56].

In the following Iwill demonstrate a possible strategy to overcome these issues. The above-

discussed general considerations provide us three preliminary criteria that will constitute

the cornerstone of our numerical design for SH beam shaping in AlGaAs metasurfaces:

(i) On-axis SHG. As previously announced, axially symmetric resonators made of

(100)-AlGaAs are inconvenient from this point of view. Consequently, two different

strategies have been suggested in literature to provide on-axis SHG. The first one

proposes to move from (100)-AlGaAs epitaxial growth to other crystallographic

orientations as (110) or (111) [57, 58] , see Fig. 5.11a, in order to excite modes at SH with

odd azimuthal orders that favor on-axis emission. The second one employs symmetry

breaking to redirect SHG towards normal direction [59], see Fig. 5.11b. Both have their

pros and cons, but we adopt the latter for the more robust technological processes

developed with (100)-AlGaAs.
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Figure 5.11: Techniques to provide on-axis SHG from AlGaAs nanoresonators. (a) A normally impinging beam

on a (110)-AlGaAs nanodisk excites SH multipoles with odd azimuthal orders and in turn normal emission [57].

(b) Numerically calculated cross-polarized SH radiation in the Fourier plane from a (100)-AlGaAs nanodisk

(top) and nanochair (bottom). Inducing a symmetry breaking in an axially symmetric nanodisk favors normal

emission.

(ii) Low-Q uncoupled resonators. In Chapter 3, we saw that at resonance the excitation

coefficient of the ;-th mode at SH is (2)
;
∝ &;&<&=�;<= , with <, = two modes at

FF and �;<= the overlap integral. This would suggest to exploit high-Q resonances

to boost SHG efficiency. However, in dielectrics, high-Q modes stem from either

collective effects [60, 61] or large size-to-wavelength ratio in isolated structures [62],

and both these conditions are unfavorable for sub-� phase sampling. Moreover, sharp

spectral features and sensitivity to surrounding environment of high-Q resonances

make them ideal for sensing, ultra-fast switching or all-optical modulation, but less

appealing for broad-band operations. Thus, we consider low-Q resonances as a

better-suited compromise between generation efficiency and locally adjustable EM

response.

(iii) Continuous [0−2�] SHphase sampling at constant amplitude. Due to the difficulty

to establish a direct relationship as (5.7) in presence of an anisotropic nonlinearity,

we resort to FEM simulations. This enable to extract the SH radiation properties for

different geometries and identify a set of nanoresonators with equal SHG efficiency

and varying phases in the whole [0 − 2�] interval.

We take inspiration from asymmetric diffraction gratings used to reveal symmetry

protected modes and achieve normal-incidence response for spectral filtering [63]. The

meta-atom considered in the following is sketched in Fig. 5.12: it stems from an AlGaAs

cylinder with elliptical basis, where one fourth of the volume has been etched away. The

difference in the two halves heights, ℎ and ℎ/2, induces a retardation between the two

radiation lobes at large angles that put them back in phase and favors SHG along the normal

to the substrate (see Fig. 5.11b). This "nanochair"-shaped resonator lies on a transparent

sapphire substrate that allows to work in a transmission configuration. There are two main

reasons to engineer SHG in air rather than in the substrate: 1) it allows larger unit-cell size

Λ, as the first diffraction orders become evanescent for Λ < �(�/=, with = the refractive
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index of propagation medium; and 2) SHG wave does not cross any interface before being

collected by the objective, reducing measurement errors. We fix ℎ = 400 nm, as for the

metasurfaces explored in Chapter 4, and we study the SHG properties for varying semiaxes

0 and 1, as well as unit-cell size Λ.

Figure 5.12: AlGaAs-on-sapphire nanochair meta-atom.

The fulfillment of conditions (i)-(iii) can result in a library of building blocks to be

arranged in any desired configuration to reproduce an on-demand phase profile.

With the aim of minimizing optical coupling between neighboring structures and

construct a robust LUT, it is interesting to start from the study of isolated particles

(Λ → ∞). Let us set pump wavelength ��� = 1550 nm, intensity �0 = 1 GW/cm
2
, and

linear polarization along G direction aligned with [100] crystallographic axis of AlGaAs

(this choice turns out to be the most favorable for phase sampling). EM near-fields were

computed with FEM simulations in COMSOL Multiphysics as described in Chapter 2, and

radiation patterns were extracted through near-to-far-field transformation package RETOP

[64]. A resonant mode with main G and I electric field components dominates the scattering

at FF as sketched in Fig. 5.13a for two semiaxes 0 = 280 nm and 1 = 260 nm. In turn, this

results in a mostly H-polarized SH field, whose radiation diagram is sketched in Fig. 5.13b.

Modifying nanochair geometry, resonances at FF and SH get reshaped and their overlap

changes.

Fig. 5.13c reports the phase and amplitude of H-polarized SH field at normal direction,

while Fig. 5.13d shows the orientation angle of the main radiation lobe with respect to I.

Among the several ways to evaluate the radiation pattern in Fig. 5.13b, we consider the

orientation of the SHG maximum as it allows to select the geometries with a dominating

central lobe close to the normal. This last result highlights that it exists a space of parameters

in which nanochairs satisfy conditions (i), even though for the moment it is still not

clear if (iii) can be fulfilled. Importantly, besides the emission redirection mechanism,

nanochair symmetry offers also the opportunity to extend the phase properties in Fig. 5.13c:

upon an in-plane rotation of 180
◦
, G-component of the electric field at FF is unaltered

while I-component is �-shifted. Consequently the H-component of SH polarization vector

%
(2)
H = 2�0"(2)�G�I is �-shifted too, see Fig. 5.14.

In the following I will first discuss how to construct a LUT preserving the properties of
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Figure 5.13: Near- and far-field properties of an isolated nanochair. (a) Side views in the HI-plane at G = 0

(top) and GI-plane at H = 0 (bottom) of the three electric field components (real part) at ��� = 1550 nm. (b)

H-polarized SH radiation pattern, colorbar is in arbitrary units. (c) Phase (left) and normalized amplitude

(right) of SH H electric field component valued at normal direction (I) vs. nanochair semiaxes 0 and 1. (d)

Orientation (in degrees) of the maximum SH radiation lobe with respect to I-axis.

Figure 5.14: (a) G- (left) and I- (right) electric near-field components at ��� = 1550 nm for the same nanochair

upon an in-plane rotation of 180
◦
. An input pump intensity �0 = 1 GW/cm

2
is considered. (b) H-component of

the second order polarization vector at �(� = 775 nm for the two cases.

isolated resonators and minimizing sampling distance. Then, I will provide the fabrication

protocol and the experimental demonstration of three different devices: "(2) beam steerer,

"(2) meta-lens and "(2) meta-hologram.

Lookup table computation

Fig. 5.13c-d suggest that, if ideally resonators were not perturbed by the presence of

neighboring structures, it should be possible to extract a one-to-one mapping between a

geometrical parameter (let us label it with 0 for simplicity) and the phase of SHG at normal

direction, see Fig. 5.15.
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Figure 5.15: Nonlinear phased array concept. An ideal LUT provides a set of nanoresonators exhibiting on-axis

SHG with constant amplitude and a phase which varies with a geometrical parameter 0.

This concept evokes the idea of a nonlinear optical phased array in which every resonator

independently generates an harmonic field with an on-demand phase on a sub-� scale. In

order to verify the domain of validity of this statement, we performed periodic simulations

with finite unit-cell sizes Λ by replacing PML at the borders of the modeled domain with

Floquet-Bloch boundary conditions. We maintained the same pump field with identical

phase to ensure a meaningful comparison with isolated resonators.

Figure 5.16: (a) Phase (top) and normalized amplitude (bottom) of SH electric field (H-component) vs. nanochair

semiaxes 0 and 1 for an isolated structure (Λ → ∞). (b) Same as (a) for a decreasing meta-atom size from

Λ = 1000 nm (left) to 750 nm (right). The red dashed line denotes the sub-� threshold.

Fig. 5.16 proves that for Λ < 900 nm collective effects become less and less negligible.

Λ < �(� would be preferable for a fine phase sampling, however in this case the LUT

predictions would be lost when nanochairs with different geometries are placed close to

each other. Conversely, forΛ > 900 nm, LUT results stem from isolated resonator properties

providing a more robust set of meta-atoms. The best trade-off appears to be at Λ = 900 nm,

although in this case SHG power is partially funneled into the first diffraction order. Such

compromise can be fairly acceptable if the radiation pattern at SH is highly directional. Blue

dots in Fig. 5.17 report the far-field calculation of a meta-atom with 0 = 280 nm and 1 = 260

nm.

Inter-particle interaction in the near-field is taken into account through periodic boundary

conditions, while far-field interference is included via the multiplication of this result by the
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Figure 5.17: SH radiation diagram of nanochair metasurfaces in the GI-plane. Blue dots: H-polarized SH far-field

from an isolated nanochair with 0 = 280 and 1 = 260 nm. Red solid line: array factor computed for Λ = 900 nm

and # = 8 structures. Yellow shaded area: product between the two previous curves.

array factor of the metasurface (red curve). If the meta-atom features an emission lobe with

a maximum close to the normal and decreasing at large angles, most of the generated power

from the metasurface is funneled into the zero-diffracted order (yellow shaded area). The

calculation of cross-polarized SH field amplitude and phase along the normal in Fig. 5.16

for the two nanochair orientations (see Fig. 5.18a) are thus complemented by the evaluation

of the main lobe direction in Fig. 5.18b.

Figure 5.18: LUT calculations for nanochairs-on-sapphire metasurfaces with Λ = 900 nm. (a) Phase (left) and

normalized amplitude (right) of SH H electric field component valued at normal direction (I) vs. nanochair

semiaxes 0 and 1. Insets: nanochair orientation. (b) Direction (in degrees) of the maximum SH radiation lobe

from the single meta-atom with respect to I-axis.

The algorithm to identify the elementary building blocks for wavefront shaping imple-

ments the following workflow:

1) from LUT in Fig. 5.18a, single-out the resonators with a radiation lobe at � < �"0G ,

with �"0G the maximum accepted deviation from the normal

2) iteratively impose an amplitude mask to filter out just the resonators exhibiting an

SHG amplitude in the range [�8 − �, �8 + �], with �8 the target amplitude for 8-th

iteration and � a tolerance factor

3) define an error function 4 between the target phase profile to implement )) and the

real phase profile )' provided by the subset of selected resonators

48 =
∑
=

[
))(=) − )'(=)

]
2

. (5.8)
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4) repeat the procedure until the maximum SHG amplitude �8 is found, which ensures

an acceptable error 4.

The two free parameters, �"0G and �, can be set by the user to find the best compromise

between a large SHG amplitude and the quality of phase sampling: for large values of �"0G

and � it will be easier to find a set of resonators with high SHG satisfying the required

criteria, but probably they will not provide the same constant amplitude and they will

radiate at large angles from the normal. We found the best trade-off for �"0G = 15
◦
and

� = �8/10.

We started by implementing a sawtooth phase profile, which constitutes the ideal initial

benchmark to probe the reliability of the design, due to the moderate computational costs

required to evaluate the diffraction efficiency of the final device.

Figure 5.19: Filtered LUT in Fig. 5.18a showing the selected building blocks that span the whole [0, 2�] range
with almost constant amplitude.

Imposing as a target phase function ))(=) = 2�(= − 1/2)/# in [0, 2�] with # = 8

elements, we found an optimized value for the amplitude filter at 63% of maximum |E(2)H |
in Fig. 5.18a. The filtered LUT with the subset of available structures for nonlinear phase

shaping is reported in Fig. 5.19.

Figure 5.20: SH radiation patterns in the GI plane for 8 selected nanochairs that uniformly sample the [0, 2�]
phase interval.

Fig. 5.20 reports the radiation diagrams of the 8 nanochairs which better reproduce the

target phase profile. They all provide an emission lobe with a maximum close to the normal
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and similar amplitude, but some of them feature also an intense emission at large angles. In

order to evaluate the diffraction performances, we model a super-cell made from these 8

elements placed close to each other. It corresponds to a meta-grating steering the SHG beam

at an angle �� = sin
−1(�(�/#Λ) ∼ 6.2◦. We first compare the near-field distributions as

predicted by LUT calculation (i.e. arrays made of identical resonators) and the full vectorial

simulation of the whole super-cell (made of 8 different nanochairs), see Fig. 5.21. As seen in

Section 5.1, this inspection reveals if the predictions of LUT are preserved in the final device.

Optical coupling should be more critical at larger wavelengths (i.e. at FF), however Fig. 5.21a

proves that the main features of LUT are unchanged in the real meta-grating. While the

large unit-cell size (Λ > �(�) prevents to observe the steering behavior in Fig. 5.21b, a tilted

continuous wavefront with an angle �� ∼ 6.2◦ from the normal is retrieved in Fig. 5.21c, at

a distance of about 13�(� .

Figure 5.21: Near-field maps of a "(2) meta-grating. The super-cell is composed by # = 8 resonators providing

a sawtooth phase profile that steers SHG at an angle �� = 6.2◦ from the normal. (a) G-component of FF electric

field predicted by LUT (top) and in the real super-cell (bottom). (b) Same as (a) for the H-component of SH

electric field. (c) Same as (b) extended to a larger simulation domain.

Projecting the near-field of Fig. 5.21b into the far-field, we find a diffraction efficiency

of ∼ 52%, see Fig. 5.22. The rest of SHG in forward direction is lost into higher diffraction

orders due to the relatively large unit-cell size.

Now that all the design elements have been introduced, I will first provide the fabrication

protocol of nanochair metasurfaces and then discuss the experimental verification of the

real devices.
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Figure 5.22: Near-to-far field transformation of electric field distribution in Fig. 5.21b.

Figure 5.23: Nanochairs-on-sapphire fabrication. SEM images refer to steps e to g, respectively.

Sample fabrication

The fabrication process of nanochair resonators is summarized in Fig. 5.23. The technological

protocol starts with a bonding process to report a 400-nm-thick Al0.18Ga0.82As layer on a

sapphire substrate, as detailed in Chapter 4.

Nanochairs patterning relies on a two-step lithography. HSQ resist would be the best

choice for highest fabrication reliability, yet it requires long exposure times and a 10-nm

thick SiO2 adhesion layer (see Chapter 4) which reduces the clarity of alignment marks in

the second lithography. We therefore opted for Man2403 negative resist.

The first half of the chair structure, as well as the alignment marks at the borders of
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every writing field, were patterned by e-beam lithography with an accelerating voltage

of 20 kV and exposure dose of 120 µC/cm2
. A first ICP-RIE dry etching with SiCl4

transferred the first half of cylinder pattern to the AlGaAs layer. During this process, in-situ

interferometry enabled to accurately control the etching depth, ensuring to stop once 200

nm of Al0.18Ga0.82As were removed. The SEM image of Fig. 5.23e shows the result after this

step.

The second e-beam lithography, which aims at defining the basis of the nanochairs,

follows the same recipe as the first one. An accurate alignment is ensured by the automatic

procedure of Raith Pioneer Two EBL system, proven by the SEM imageof Fig. 5.23f. The

fabrication was completed with a second ICP etching, with the same characteristics as the

former one, and plasma oxygen to remove Man resist.

Proximity effects and unoptimized e-beam lithography resulted in systematic deviations

of real geometrical parameters from designed ones, and some inaccuracy in the chair profile.

However, we want to stress that fabrication tolerances required by LUT in Fig. 5.18 are

perfectly achievable with the state-of-the-art e-beam instrumentation. As an example, let

us provide, in Fig. 5.24, an SEM image of an isolated nanochair. Optical performances of

nanochair metasurfaces are partly limited by fabrication inaccuracies, whose optimization

is yet beyond the scope of this PhD thesis.

Figure 5.24: SEM image of an isolated nanochair resonator.

Nonlinear beam steering

As a first test device we fabricated the nonlinear beam steerer analyzed in Fig. 5.21 along

with a benchmark uniform metasurface made of identical nanochairs. Fig. 5.25 shows a top

and side view of the fabricated device, with 70 µm×70 µm size.

For its optical characterization, we used the horizontal microscope described in Chapter

4 with a few modifications (see Fig. 5.26). Pump and SH power are monitored by Newport

818-IG and 818-SL detectors, respectively. Pump wavelength is fixed at ��� = 1550 nm and

input polarization is set by an achromatic half-waveplate (Thorlabs AHWP10M-1600) and

calibrated in the object plane through a wire grid polarizer (Thorlabs WP25M-UB).

In order to ensure an almost uniform excitation on the whole metasurface, we used a

plano-convex lens with focal distance 5 = 400 mm, focusing pump beam on the rear focal
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Figure 5.25: Top (left) and tilted (right) SEM views of the AlGaAs-on-sapphire meta-grating designed in

Fig. 5.21.

Figure 5.26: Horizontal microscope for nonlinear characterization of "(2) meta-gratings. HW: half-wave plate;

GT: Glan-Taylor polarizer; FL: focusing lens ( 5 = 400 mm); BS: beam splitter; PD: photodiode; DMSP: dichroic

mirror; 10X-100X: microscope objectives with NA = 0.2 and 0.8, respectively; BL: Bertrand lens; SP: short-pass

filter; TL: lens tube

plane of a 10X (NA=0.2) microscope objective. Knife-edge measurement in the object plane,

see Fig. 5.27, demonstrates that with this configuration [65] we obtain a collimated beam

with F0 ∼ 100 µmwaist.

Figure 5.27: Knife-edge measurement of pump beam at ��� = 1550 nm in the space between two microscope

objectives. I = 0 corresponds to the focal distance of 10X objective.

The SH beam in the forward direction was collected by a 100X (NA=0.8) objective, and

the Fourier plane was imaged on a CCD camera by placing a Bertrand lens on the collection

path (see Section 4.3). Such setup was first adopted to compare the far-field emission of

nanochairs- and nanocylinders-on-sapphire, which can be found in Appendix C. Thus, we

imaged the SH Poynting vectors in the :-space of the reference sample and the beam steerer
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(see Fig. 5.28). To obtain the numerical predictions, we multiplied the radiation pattern of

Fig. 5.22 by the array factor that accounts for the total !G · !H =70 µm × 70 µm metasurface

size.

Figure 5.28: Comparison between SH Fourier imaging of a uniform array composed by identical nanochairs

with 0 = 320 nm and 1 = 310 nm (left) and the meta-grating in Fig. 5.21 (right). Insets: sketch of the super-cell

Numerically simulated far-fields (Sim) and experimental BFP (Exp). Pump wavelength is ��� = 1550 nm and

Fourier-space is restricted to the objective NA=0.8 (corresponding to a maximum collection angle of ≈ 53
◦

from the normal).

The NA of the microscope objective enables to visualize up to 8 diffraction orders (from

-7 to +7), and Fig. 5.28 demonstrates that most of the collected SHG power from the beam

steerer is funneled into the first diffraction order. Fig. 5.29 provides a closer comparison

between numerical model and experiment in polar coordinates: diffraction efficiency at

design wavelength is 47% which fairly validates numerical predictions.

Figure 5.29: Polar plot of SH radiation pattern from Fig. 5.28 in the GI-plane. Red dots: experimental data. Blue

solid curve: numerical predictions extended to the whole space in forward direction.

We further studied the spectral response of this device to investigate the operation

bandwidth. At first, we swept the pump wavelength and measured the SHG power from

the reference metasurface with the photodiode. Fig. 5.30 highlights a resonant peak at

���=1570 nmwith FWHM≈65 nm, revealing a Q-factor around 23, which wemainly ascribe

to SH resonances.

Then,wemeasured the spectral behavior of themeta-grating. Fig. 5.31a displays the power

funneled into the 15 diffraction orders within the objective NA for ��� ∈ [1450 − 1650] nm.

The maximum diffraction efficiency (47%) is achieved for the design wavelength ���=1550
nm and it remains larger than 40% in the range ��� ∈ [1540 − 1600] nm, as shown in

Fig. 5.31b. Although at larger wavelengths diffraction efficiency increases over 70%, we

do not consider this spectral region as a useful working range as SHG efficiency drops,

consistently with Fig. 5.30.

In order to evaluate the nonlinear conversion efficiency, we measured the SHG power

with the Newport 818-SL photodiode. The obtained relationship %̄(� vs. %̄�� , shown in
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Figure 5.30: Spectral SHG efficiency for the uniform array of Fig. 5.28. The Lorentzian fit reveals a resonant

peak at 0.788 eV (1574 nm) with a full-width-half-maximum of 0.033 eV (65 nm).

Figure 5.31: "(2) meta-grating dispersion. (a) SHG power spectrum vs. emission angle, obtained by repeating

experimental measurement in Fig. 5.28 for different pump wavelengths and normalizing with respect to the

input power. (b) diffraction efficiency into the 1
BC

order as a function of the incident wavelength. This is a slice

of (a) around the steering angle �� = 6.2◦

Fig. 5.32, exhibits a logarithmic dependence with fit slope 1.96 ± 0.04, as expected from

a "(2) process. Please note that Fig. 5.32 reports the time-average power measured by

photodiodes of Fig. 5.26. Pump power has been renormalized by beam splitter (Thorlabs

BSN12) and dichroic mirror (Thorlabs DMSP950) reflectivity, '�( and '�" respectively, as

well as the metasurface fill factor FF

%̄�� = %%�
1 − '�(
'�(

'�"
!G!H FF

�F2

0

(5.9)

where %%� is the power measured by the photodetector.

The maximum recorded conversion ratio %̄(�/%̄�� was 1.3 × 10
−5

for an average pump

power %�� = 7.4 mW, being four-order-of-magnitude higher than SHG record in plasmonic

metasurfaces [43]. Please note also that the measurement for increasing and decreasing

power in Fig. 5.32 returns the same result proving that the sample is not damaged in the

range of FF power. Working in TPA-free regime, we indeed expect that it should be possible

to further increase the pump power, at variance with SOI devices operating in the same

band. Actually for very high FF power we remark a slight deviation from the quadratic fit,
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Figure 5.32: Experimental SH vs. FF time-averaged power for the two metasurfaces of Fig. 5.28. Full dots

and empty squares refer to increasing or decreasing FF power, respectively, proving that the sample does not

undergo irreversible processes when illuminated at high power.

which could herald a saturation possibly due to either three-photon absorption or surface

defects. Considering our pulse duration �? ∼ 160 fs and repetition rate '' = 1 MHz, we

estimate a SHG efficiency �(�� = 2.8 × 10
−10

W
−1
. Since this value depends on the size of

the metasurface, we computed also the intrinsic SHG efficiency in the single resonator as

�A4B(�� =
%̄(�

#
[
%̄A4B
��

]
2

1

�?''
(5.10)

with

%̄A4B�� = %%�
1 − '�(
'�(

'�"
01

F2

0

(5.11)

resulting in an intrinsic conversion efficiency �A4B
(��

= 9.3 × 10
−7

W
−1

which is comparable

with reported performances in literature on single AlGaAs resonators [53, 66].

Nonlinear meta-lenses

The second class of devices that we studied includes "(2) flat lenses. The possibility to

generate and focus nonlinear beams to a diffraction-limited spot size with a single meta-lens

envisages new perspectives for nonlinear imaging with unconventional features that are

not predicted by classical lens theory [47, 52]. I designed a metasurface focusing the SHG

signal at a distance 5 by imposing a hyperboloidal phase profile to SHG

))(G, H) =
2�
�(�

(√
5 2 + G2 + H2 −

�� 5 ��) . (5.12)

I designed two different lenses with dimensions !G · !H = 70 µm × 70 µm, which focus

SHG beam at 5 = 175 and 70 µm from the metasurface. They roughly corresponds to

numerical aperture NA=0.2 and 0.5, respectively. Please note that these values are estimated

using NA=sin� = sin[arctan(�/2 5 )] ≈ (�/2 5 ) with � = !G = !H being the diameter of



136 5 PHASE ENCODING IN NONLINEAR METASURFACES

the inscribed circle, and they are therefore slightly underestimated. Fig. 5.33 reports an

example of the obtained phase profile with the LUT in Fig. 5.18.

Figure 5.33: Calculated Fresnel phase profile (5.12) with the LUT of Fig. 5.18. Inset: cut view along the white

dashed line, showing the target phase at sampling points (black dots) and the one obtained with nanochairs

(red squares).

We used the Raith GDSII MATLAB toolbox [67] to automatically extract the lithographic

mask from the target phase profile and LUT calculations. Fig. 5.34 shows two SEM images

of the fabricated devices.

Figure 5.34: Top (left) and tilted (right) SEM images of fabricated "(2) meta-lenses.

To characterize their focusing properties, the collection objective of Fig. 5.26 was mounted

on a motorized stage (Thorlabs Z812B) which provides a minimum displacement of 0.2

µm. In order to reconstruct the 3D profile of the SH beam, we acquired an image every

ΔI = 1 µm and we fix I = 0 at object plane (where the lens is perfectly imaged by the CCD

camera). In order to extract a spatial information, the images acquired by CCD camera were

calibrated through a 20 µm-long reference mark fabricated close to the metasurfaces (see

Fig. 5.35) which corresponds to 300 pixels. We can therefore considered an uncertainty of

0.07µm on the following beam measurements.

The 3D reconstruction of SH beam for the two meta-lenses is reported in Fig. 5.36. The
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Figure 5.35: Reference mark for spatial calibration. Top: SEM image, the white scale bar equals to 10 µm. Bottom:

image acquired by CCD camera with 100X objective. The black curve represents the sum of pixels along vertical

direction.

Figure 5.36: Experimental 3D reconstruction of SHG beam from two "(2) meta-lenses designed to focus SH at

5 = 175 µm (left) and 70 µm (right).

acquired data enable to perform a numerical knife edge by integrating over one of the two

in-plane axes (G or H) at each I position. As an example, Fig. 5.37 shows the experimental

intensity profile together with the fit result, assuming a Gaussian beam with"2 = 1, at I

positions 40 and 140 µm.

Figure 5.37: Numerical knife-edge analysis. Insets: SHG acquired by CCD camera at positions I = 40 µm (left)

and 140 µm (right). Integrated counts along the blue arrow (blue dots) are fitted with an erf function assuming

a Gaussian beam (green line).

We can therefore reconstruct the waist profile F(I) and fit it with

F(I) = F0

√
1 +

(
I − 5
I'

)
2

(5.13)

with I' = �F2

0
/�(� the Rayleigh distance and F0 the waist at focal plane. Fig. 5.38 reports
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the fit results for the two meta-lenses At I = 5 the acquired images exhibit the characteristic

Airy pattern of diffraction limited spots with an intensity profile of the type:

�(G) = �0


2�1

(
2�

�(�GNA

)
2�

�(�GNA


2

(5.14)

with �1 the Bessel function of the first kind. The first minimum of Airy function is

at G = 1.22�(�/(2NA). Approximating the Airy pattern with a Gaussian distribution

�(G) = �′
0

exp(−2G2/F2

0
), one finds F0 ∼ 0.42�(�/NA. Thus, for the two designed lenses

with NA=0.2 and 0.5, wewould expectF0 ∼ 1.63 and 0.66 µm, respectively. From fit process

in Fig. 5.38, we found experimental spot sizes F0 = 1.75 and 0.65 µm at focal distances

5 = 185 and 75 µm respectively, which are in fair agreement with theoretical predictions if

one considers the experimental uncertainty and the aforementioned slight underestimation

of meta-lens NA.

Figure 5.38: Side view reconstruction of SHG beam from the two "(2) meta-lenses, with measured focal

distances 5 = 185 µm (a) and 5 = 70 µm (b), respectively. The zoomed regions around the focal point report

the knife-edge measurement (dots) and the Gaussian beam waist fit (dashed line) used to retrieve the focal spot

dimensions of 1.75 µm (a) and 0.65 µm (b), respectively. Insets: SHG acquired at the metasurface plane I = 0

and at focal plane I = 5 . The black scale bars in all the four insets correspond to 10 µm.

In order to assess the meta-lens performances, we formed an intermediate image plane

along the collection path through two plano-convex lenses (see Fig. 5.39a) and we spatially

filtered the focused power with a movable iris. Fig. 5.39b reports the SHG vs. FF power

at object (I = 0) and focal (I = 5 ) planes. Total SHG is identical to previously reported

results for beam steerer, while diffraction efficiency is about 20% and 18% in the two

cases. Although the diffraction efficiency of the present devices is upper-bounded by phase

sampling distance andwe are just considering SHG in forward direction, these experimental

evidences are, to the best of our knowledge, the highest reported performances for SH beam

shaping with flat metasurfaces.

Nonlinear holography

The identification of a reliable set of building blocks for nonlinear phase encoding is

extremely attractive to design any transfer function. In view of future perspectives, we

harness this point using the same LUT of Fig. 5.18 to probe the proposed method on a more
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Figure 5.39: Experimental nonlinear meta-lenses efficiency. (a) Schematics of the used spatial filtering along

the collection path, adopted to remove out-of-focus contributions: an intermediate image plane is created with

two plano-convex lenses (Thorlabs LA4725-B-ML) and the interesting region is selected with a variable size

aperture. (b-c) Total (orange) and focused (green) SH vs. FF power for designed NA=0.2 (b) and 0.5 (c). Right

axes display the ratio between the two, providing the diffraction efficiencies of the devices.

complex phase profile: a 2D hologram showing the logo of the University of Paris, which

involves higher spatial frequencies and requires a better resolution. The phase mask was

computed starting from a set of # = 16 resonators uniformly sampling the [0, 2�] phase
range. A Gerchberg-Saxton (GS) algorithm was implemented to iteratively optimize the

phase mask, as reported in Fig. 5.40.

Figure 5.40: Gerchberg-Saxton algorithm for the calculation of holographic phase mask. A source amplitude

profile �8= with initial random phase !8= is Fourier transformed to retrieve its distribution at infinity*>DC .

The amplitude is therefore replaced by the desired target distribution and thus back propagated to object plane

through inverse Fourier transform. The process is iterated up to convergence, obtaining the desired phase mask.

The amplitude and phase profile at object plane were projected at infinity through

Fourier transform and compared with the desired intensity profile, and the error was

corrected back, up to convergence. Please notice that in this case we designed the hologram
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at infinity, but an analogue result can be obtained in the near-field by replacing FFT with

numerical Fresnel integral transform [68, 69]. As a source intensity at object plane we set

a Gaussian beam �(�) = �0 exp(−4�2/F2

0
), with �2 = G2 + H2

. The factor 4 arises from the

second-order nature of "(2) process and F0 is set at 100 µm. Fig. 5.41 comparatively shows

theoretical predictions and experimental results. As for the meta-grating and meta-lenses,

we ascribe the discrepancy between GS prediction and the experimental meta-hologram to

an unoptimized lithography. The latter results in non-nominal values of nanochair semiaxes

0 and 1, and it has large margins for improvement. However, beyond the technological

optimization, we believe that this first proof-of-concept clearly validates the proposed

design protocol and unveils an attractive scenario for future applications.

Figure 5.41:All-dielectric "(2) holography. (Top) designed phase mask (left) and intensity profile obtained with

a GS algorithm (right), based on 16 elements which uniformly sample the [0, 2�] interval. (Bottom) SEM image

of the final metasurface (left) and the experimental characterization at SH (right).

5.3 Conclusion and perspectives

In this chapter we discussed how to implement SHG with imprinted spatially varying

phase in all-dielectric metasurfaces. With a view to this ambitious goal, we started with

the analysis of phase shaping in linear metasurfaces, to understand the pros and cons of

resonant approach with respect to the well-established binary blazed gratings. This was

crucial as resonators appear to be the sole possible solution to provide interesting efficiencies

for practical applications in the nonlinear regime. We discussed general criteria to design

meta-atoms that enable the construction of a reliable LUT for obtaining an on-demand

phase transfer function. LUT is not the only possible way; for example, in the last decade

inverse design proved to be more and more attractive as it enables to include and take

advantage from non-local interactions, optimizing the metasurface as a whole. However,

these calculations are often much more demanding in terms of computational costs, they

offer a poorer physical insight, and they are less versatile when new phase profiles have to

be designed.
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In the present version, the computed LUT has two limitations: 1) part of SHG is emitted

in the backward direction and consequently lost, and 2) the unit-cell size does not allow

sub-� phase sampling at SH. The former is not a severe one in a first demonstration, as

the large "(2) nonlinearity of AlGaAs already ensures high performances. However, the

latter one constitutes a more serious constraint for diffraction efficiency. We expect that this

issue might be overcome by exploring a larger space of parameters for the geometry of the

meta-atom. As an example for future perspectives, Fig. 5.42a reports the SH amplitude

along I for taller nanochairs, and Fig. 5.42b-c proves that, setting ℎ = 580 nm, a continuous

phase control can be achieved with smaller basis semiaxes 0 and 1, in turn enabling to

eventually reduce meta-atom size.

Figure 5.42: (a) SH amplitude in forward normal direction vs. nanochair total height ℎ and radius A of its

circular basis. (b) Direction (in degrees) of the maximum SH radiation lobe with respect to I-axis from an

isolated nanochair with height ℎ = 580 nm. (c) Phase (left) and normalized amplitude (right) of SH H electric

field component valued at normal direction (I) vs. nanochair semiaxes 0 and 1.

Fig. 5.42 illustrates just one example of the various possible paths towards future improve-

ments. Anyhow, the numerical investigations provided in this chapter, all corroborated by

experimental evidences, already endorse low-Q AlGaAs-on-sapphire resonators for nonlin-

ear beam shaping. The measured SHG efficiency of 1.3 × 10
−5

is six-order-of-magnitude

higher than SHG record in plasmonic metasurfaces [45], three-order-of-magnitude higher

than THG in plasmonic metasurfaces [46], and one-order-of-magnitude higher the record

value for THG in silicon metasurfaces [51, 52, 70]. Beyond the demonstration of three SH

beam-shaping devices, we have shown the first implementation of nonlinear meta-optics

providing 0 − 2� phase control and conversion efficiency compatible with real-world

applications. We believe that the combination of these two aspects can pave the way to an

ambitious evolution like a flat-optics camera for night vision. Of course, this should not be

seen as an alternative to InGaAs camera or Ge-Sn photodetectors which exhibit incompara-
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ble performances up to 2.6 �m [71]. Contrarily, we believe that our proof-of-concept can

spur further work on nonlinear metasurfaces based on SFG, enabling to convert mid-IR

signals (where compact cameras are either lacking or very expensive) up to near-IR or

visible range, and image them with cMOS-compatible semiconductor focal planes.
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Conclusion and outlook 6
For the last years, the rapidly evolving domain of nonlinear nanophotonics has witnessed

the possibility to strongly enhance harmonic response in sub-� resonators and harness their

radiation properties. As a means to feed such progress, it is pivotal to develop robust design

and experimental tools that ease the physical comprehension and offer clear guidelines for

optimization. Such resources, combinedwith the recent technological progress, promote the

demonstration of unprecedented flat devices providing new perspectives to the 60-years-old

domain of nonlinear optics.

In this PhD thesis we have investigated SHG in AlGaAs nanoresonators, producing three

original results which might contribute to such progress:

Modal formalism of nonlinear generation in open-cavities

We implemented QNM formalism to study harmonic generation in non-Hermitian

systems, which provides fundamental parallelisms and highlights substantial differences

with respect to nonlinear phenomena in guided systems. Although we specifically focused

on SHG, the formalism can be straightforwardly extended to all nonlinear processes. Its

strength relies on the appropriate normalization of numerically computed modes. This

facilitates the definition of clear figures of merit to evaluate generation efficiency in terms of

modes quality factors and overlap integrals. This, in turn, provide useful guidelines for the

design of open-cavities. We limited ourselves to the investigation of up-conversion process,

but it seems likely that the rapid exploration of cavity modes and the low computation

costs required by a semi-analytical approach will constitute a cornerstone for the study

of down-conversion processes, with an impact in the domain of quantum optics in open

cavities.

Diffraction and polarization control in AlGaAs-on-AlOx metasurfaces

The performances of isolated nanoresonators, even in the best optimized case, are still

far from those of guided systems. Nanocavities offer a precious advantage when their

properties can be modulated on a fast timescale, when they can be combined with local

emitters or, finally, when they are arranged in large arrays to control either the polarization

or the phase of nonlinearly generated beams. This idea pushed us towards the study of

all-dielectric "(2) metasurfaces. We tried to understand and define the similarities and

differences of these devices with respect to photonic crystals and plasmonic metamaterials.

Relying on the established technological knowledge of the DON group, we developed

AlGaAs-on-AlOx metasurfaces to promote far-field interference of resonator arrays and

manipulate SH radiation patterns. Finally, we showed that the emission properties of

resonant modes in isolated nanoresonators can be preserved in periodic arrays with a view

to control SHG polarization state.

SH wavefront shaping in AlGaAs-on-sapphire metasurfaces
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Periodic arrays of identical particles provide a limited control over nonlinear radiation

properties.We therefore investigated and demonstrated a design tool to spatiallymanipulate

SHG amplitude and phase. Compared with existing work on THG in Si nanodisks, the

additional difficulty represented by the fully tensorial "(2) susceptibility was tackled

numerically, identifying a robust set of building blocks regardless of the targeted phase

profile. In order to work in transmission configuration, we moved from the well-established

monolithic AlGaAs-on-AlOx technology to a wafer-bonded AlGaAs-on-sapphire platform

and we improved the fabrication protocol to realize axially asymmetric nanoresonators.

Thus, we demonstrated three devices that concurrently up-convert a pump at telecom

wavelength to 775 nm and define its wavefront so as to steer it, focus it or implement

an holographic image, respectively. We reported an experimental diffraction efficiency of

47% to deflect a SH beam at 6.2
◦
with ≈ 1.3 × 10

−5
conversion efficiency for an average

pump power of 7.4 mW. To our knowledge this constitutes the largest reported generation

efficiency in nonlinear beam shaping devices to date.

What’s next?

The results discussed in this thesis open the way to several developments.

Nonlinear generation in coupled resonators

QNM formalism offers a suitable framework to study nonlinear generation in systems

where several resonators are coupled in the near-field, e.g. dimers, trimers and oligomers.

Mode hybridization is deeply studied in the linear regime, and it may offer interesting

possibilities to tune nonlinear properties, induce a fast-switching response or promote

topological effects.

Modal formalism of down-conversion processes in open-cavities

Nowadays SPDC processes in open cavities are predicted with fully vectorial simulations

which model the corresponding up-conversion phenomena of SHG and SFG. However,

due to the large number of degrees of freedom in open systems, it is hard to achieve a

one-to-one correspondence between up- and down-conversion processes. In turn, this

requires to perform a huge amount of numerical simulations for a complete analysis.

This burden is heavier than for closed cavities, where the presence of further constraints

(e.g. phase matching conditions) largely reduces the parameter space. In non-Hermitian

systems, conversely, one often resorts to severe approximations to make calculations

less painful. In this context, the development of a quantum-classical correspondence

within QNM framework seems promising to extrapolate general criteria for the design of

efficient quantum sources at the nanoscale. Moreover, the semi-analytic character of QNM

formalism will enable to rapidly scan a large amount of parameters making predictions

more accurate.

Optimization of nonlinear beam shaping devices

Although the results discussed in Chapter 5 provide a proof-of-concept to assess the

feasibility of AlGaAs metasurfaces for SH beam shaping, plenty of room remains for
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improvement both from the design and fabrication points of view. The optimization

of nanochair meta-atom may yield to a spatially finer phase sampling. In parallel, the

development of more stable fabrication protocols, combined with state-of-the-art e-beam

lithography, might reduce proximity effects and improve the quality of nanochairs, reducing

the distance between nominal and actual device properties.

Improved meta-atom design approaches

In the first proof-of-concept of this thesis, the design of nanochair meta-atoms relied on

an initial qualitative intuition followed by extensive FEM simulations, scanning over some

geometrical parameters to retrieve the desired radiation properties. The general criteria

proposed in Chapter 5 for "(2) metasurfaces design might be combined with modal analysis

in Chapter 3. This might openmore convenient paths to [0−2�] phase control. Alternatively,

the full numerical design could be improved with machine learning techniques, partially

loosing the physical comprehension but eventually gaining in performances.

Quantum metasurfaces

Finally, all the optimization techniques and numerical tools developed in this thesis

might be exploited for the design of quantum "(2) metasurfaces. In this case the control of

SPDC processes in sub-� resonator arrays might be adopted to shape the amplitude, phase

and polarization state of generated entangled photons.
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Lorentz model for AlGaAs permittivity A
Auxiliary-field formulation in Chapter 3 requires an analytical model for material

refractive index. As a reference for AlGGa1−GAs ternary alloy, we adopt Gehrsitz empirical

model [1] which accurately describes the real part of the permittivity below the material

bandgap. In the following we fit empirical data with a single-pole Lorentzian model

�($) = �∞ − �∞
$2

?

$2 − $2

0
− 8$�

. (A.1)

Since in the case of Al0.18Ga0.82As we work in a regime where material absorption is

negligible for � < 740 nm, we can set � = 0. Consequently we use nonlinear least-squares

method, see Fig. A.1 to find best-fit parameters $0 = 5.55 × 10
15

rad/s, $? = 1.69 × 10
15

rad/s and �∞ = 1.

Figure A.1: Real part of Al0.18Ga0.82As permittivity form empirical Gehrsitz model (blue dots) fitted with a

single pole Lorentzian (black solid line).

Importantly, this result holds whenever resonances close to or above thematerial bandgap

give a negligible contribution. Due to the absence of empirical or analytical models on

the complex permittivity for such specific alloy composition, the extension of this fit to a

broader working range was not pursued in this thesis.

References

[1] S. Gehrsitz, F. K. Reinhart, C. Gourgon, N. Herres, A. Vonlanthen, and H. Sigg, ‘The

refractive index of AlxGa1-xAs below the band gap: Accurate determination and

empirical modeling,’ Journal of Applied Physics, vol. 87, pp. 7825–7837, 2000. doi:

10.1063/1.373462.

https://doi.org/10.1063/1.373462




Camera calibration B
Real-space imaging (see Chapter 4) is helpful to study the resonant behavior of nanoan-

tennas by changing their size or excitation wavelength, but it doesn’t give any quantitative

information on the generation efficiency. For this purpose, the CCD sensor was calibrated

with a reference power meter. The adopted configuration is shown in Fig. B.1a.

Figure B.1: CCD camera power calibration. (a) Experimental setup: HW - Half Waveplate, GT - Glan Taylor

polarizer, OD: Optical Density. (b) Extracted fit.

A 775 nm pulsed beam from the OPA cavity is controlled in intensity by a motorized half-

wave plate and a Glan-Taylor polarizer. It is then split by a 90:10 (R:T) beamsplitter (BSX11

by Thorlabs). One half is directed on a power meter (Newport 2835-c with 818-IR sensor),

the other half is attenuated by a neutral optical-density filter (measured transmittivity

2.85×10
−5
) and imaged on the camera. Consistently with previous measurements, a region

of interest of 120×120 pixels is imposed. The extracted relationship between total counts and

measured power is reported in Fig. B.1(b), where the x-axis refers to time-average power

measured by the power meter. Since the total CCD counts do not scale linearly with laser

power, two alternative fit functions can be used to approximate this dependence:

I a logarithmic function

H = 00 · log

(
G

10

+ 1

)
(B.1)

with 00 = 3.63 × 10
8
and 10 = 0.13, which is valid for a measured power >50 pW.

I a double step log-log function

log(H) = 01,2 · log(G) + 11,2 (B.2)

with a saturation threshold separating the two slopes at 1 nW.

Such calibration curves are used in parallel with Newport 818-SL photodiode to estimate

the generation efficiency of dielectric nanoantennas.





On-axis SHG emission C
As a proof of concept on the on-axis emission provided by symmetry breaking, we

compared two uniformmetasurfaces: one based on the nanochairmeta-atomswith semiaxes

0 = 320 and 1 = 310 nm, as shown in Chapter 5, while the other one composed of their

cylindrical counterparts with radius A = 210 nm (this radius enables a maximum SHG

efficiency for common nanocylinders). We studied their SHG radiation pattern through

Fourier space imaging, performed as illustrated in Chapter 4. Fig. C.1a shows that, at

variance with the nanocylinders, the nanochairs exhibit a main lobe along z. The integration

over the azimuthal angle ! vs. the emission angle � (Fig. C.1b), proves that in the latter

case 60% of the SHG power is emitted for � < 8
◦
. This percentage decreases to less than

10% in the case of nanocylinders.

Figure C.1: (a)Experimental Fourier-plane imaging of the SHG in forward direction from uniform arrays of

nanochairs (left) and nanocylinders (right). SHG power has been normalized for better visualization of all the

emission lobes. (b) Normalized SHG power, integrated over the azimuthal angle ! in the range [0 − 2�], vs. �
(solid blue line, left axis) and its derivative (dashed green line, right axis)
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AlGaAs Aluminum-Gallium-Arsenide.

AlOx Aluminum Oxide.

BFP Back Focal Plane.

CGH Computer Generated Hologram.

DFG Difference-Frequency Generation.

DOE Diffractive Optical Element.

EM Electro-Magnetic.

FDTD Finite Difference Time Domain.

FEM Finite Element Modeling.

FF Fundamental Frequency.

FWM Four-Wave Mixing.

HMS Huygens’ Metasurface.

LSPR Localized Surface Plasmon Resonance.

LUT Look-Up Table.

MBE Molecular Beam Epitaxy.

MOCVD Metalorganic Chemical Vapor Deposition.

NP Nanoparticle.

PML Perfectly Matched Layer.

QNM Quasi Normal Mode.

RCWA Rigorous Coupled Wave Analysis.

RF Radio Frequency.

SFG Sum Frequency Generation.

SH Second Harmonic.

SHG Second-Harmonic Generation.

SPP Surface Plasmon Polariton.

TH Third Harmonic.

THG Third-Harmonic Generation.

TPA Two-Photon Absorption.



VSWF Vector Spherical Wave Function.
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