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Abstract in english

Nuclear Factor 90 (NF90) is a double-stranded RNA-binding protein (RBP) found

in both the nucleus and the cytoplasm that is involved in a plethora of different

cellular processes and pathways, such as transcription, splicing, translation and

mRNA stability or degradation. For this reason, NF90 compartmentalization and

shuttling from the nucleus to the cytoplasm is a very important and strictly

controlled process, guided by several stimuli such as viral infection or hypoxia.

With this PhD we analyzed the role of NF90 in the microRNA (miRNA) biogenesis,

in the nucleus, and its role in translational control and messenger RNA (mRNA)

stability, in the cytoplasm.

In the nucleus, NF90 was recently shown to be involved in miRNA biogenesis

regulation by negatively affecting the Microprocessor activity. However, this

mechanism, which our lab previously linked to ovarian carcinoma progression and

metastasis, is not fully understood. Here, we show the extent of NF90-mediated

pri-miRNA regulation in hepatocellular carcinoma (HCC), for which NF90 is

associated with poor prognosis. Genome-wide approaches revealed that NF90

increases the abundance of 286 miRNAs in HepG2 cell line. Of these, 22

pri-miRNAs are directly associated with NF90 through their stem region, in a

manner that is largely exclusive of Microprocessor. NF90-targeted pri-miRNAs are

mainly intronic, highly stable and have lower free energy and fewer mismatches

compared to all human pri-miRNAs. A group of mRNAs hosting NF90-bound and

modulated pri-miRNAs were significantly downregulated after loss of NF90 or

showed splicing defects in the introns containing the pri-miRNAs. These findings

suggest that NF90 is involved in the biogenesis of a subset of highly stable, intronic

miRNAs.
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In the cytoplasm, NF90 was shown to bind mRNAs, which increases their stability

or influences their translation. However, the exact mechanism is still largely

unknown. Here, we show that NF90 interacts with RBPs involved in RNA-induced

silencing complex (RISC)-mediated silencing, such as Moloney leukemia virus 10

(MOV10) and Argonaute 2 (Ago2), in an RNA-dependent manner. Upon glycerol

gradient sedimentation, we found that NF90, MOV10 and Ago2 can be found in the

same complex in HEK293T cell line. Using published data of NF90 and MOV10

enhanced crosslinking immunoprecipitation (eCLIP) and

individual-nucleotide-resolution UV crosslinking (iCLIP), respectively, we

identified a subset of mRNAs that can be bound by both NF90 and MOV10 in the

3’UTR. RNA immunoprecipitation (RIP) analyses suggest that the binding of

MOV10 to target mRNAs might prevent or reduce the binding of NF90 on the same

targets, and vice versa. Moreover, loss of NF90 increased association of Ago2 to the

target mRNAs while reducing their abundance. These findings suggest that NF90

might have a role in RISC-mediated silencing by modulating Ago2 association with

mRNAs and thereby enhancing their stability.
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Abstract in french

Le facteur nucléaire 90 (NF90) est une protéine de liaison à l’ARN (RBP) double

brin qui est impliquée dans une pléthore de différents processus et voies cellulaires

à la fois dans le noyau et le cytoplasme, tels que la transcription, l’épissage, la

traduction et la stabilité ou la dégradation de l’ARNm. Pour cette raison, la

compartimentation de NF90 dans le noyau ou le cytoplasme est un processus très

important contrôlé par plusieurs stimuli tels que l’infection virale ou l’hypoxie. Au

cours de cette thèse, nous avons analysé le rôle de NF90 dans la biogenèse des

microARN (miARN), dans le noyau, et son rôle dans le contrôle de la traduction et

la stabilité des ARN messagers (ARNm), dans le cytoplasme.

Al a récemment été montré que la fraction nucléaire de NF90 est impliquée dans la

régulation de la biogenèse des miARN en réprimant l’activité du microprocesseur.

Cependant, ce mécanisme, que notre laboratoire avait précédemment lié à la

progression et aux métastases du carcinome ovarien, n’est pas entièrement compris.

Ici, nous montrons l’étendue de la régulation des pri-miARN médiés par NF90

dans le carcinome hépatocellulaire (CHC), pour lequel NF90 est un facteur de

mauvais pronostic connu. Des approches à l’échelle du génome ont révélé que

NF90 augmente potentiellement l’abondance de 286 miARN dans la lignée

cellulaire HepG2. Parmi ceux-ci, 22 pri-miARN sont directement associés à NF90

via leur région en tige, alors qu’il ne sont pas liés au microprocesseur. Les

pri-miARN ciblés par NF90 sont principalement introniques, très stables et ont une

énergie libre plus faible et moins de mésappariements par rapport à tous les

pri-miARN humains. Un groupe d’ARNm hébergeant des pri-miARN modulés et

liés à NF90 était significativement diminué après la perte de NF90 ou présentait un

défaut d’épissage dans les introns contenant les pri-miARN. Ces résultats

suggèrent que NF90 est impliqué dans la biogenèse d’un sous-ensemble de miARN
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introniques hautement stables.

Dans le cytoplasme, NF90 s’est avéré se lier aux ARNm, augmentant leur stabilité

ou influençant leur traduction. Cependant, le mécanisme exact est encore

largement inconnu. Ici, nous montrons que NF90 interagit avec des RBP impliquées

dans le silençage induit par l’ARN (RISC), telles que le virus de la leucémie

Moloney 10 (MOV10) et Argonaute 2 (Ago2), d’une manière dépendante de l’ARN.

Lors de la sédimentation en gradient de glycérol, nous avons constaté que NF90,

MOV10 et Ago2 peuvent être trouvés dans le même complexe dans la lignée

cellulaire HEK293T. En utilisant les données publiées d’immunoprécipitation après

cross-linking de NF90 (eCLIP) et de cross-linking UV à résolution nucléotidique de

MOV10 (iCLIP), nous avons constaté que NF90 et MOV10 peuvent se lier aux

3’UTR des mêmes ARNm. Les analyses d’immunoprécipitation d’ARN (RIP)

suggèrent que la liaison de MOV10 aux ARNm cibles pourrait empêcher ou réduire

la liaison de NF90 sur les mêmes cibles, et vice versa. De plus, la perte de NF90

augmente l’association d’Ago2 aux ARNm cibles tout en réduisant leur abondance.

Ces résultats suggèrent que NF90 pourrait avoir un rôle dans le silencage induit par

RISC en inhibant sa fonction et en stabilisant les ARNm.
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French summary

Introduction

Les microARN (miARN) sont une classe d’ARN courts non codants d’une longueur

d’environ 20 à 22 nucléotides de longueur. Ils régulent l’expression de plus de 60%

des gènes de mammifères grâce à un mécanisme de silençage génique

post-transcriptionnel appelé interférence ARN (ARNi). Par conséquent, les miARN

sont impliqués dans plusieurs processus biologiques et ils sont fréquemment

dérégulés dans de nombreux types de cancers(Peng & Croce, 2016).

Les miARN sont transcrits par une ARN polymérase II sous la forme de longs

miARN primaires (pri-miARN). Leur maturation commence dans le noyau avec le

clivage en miARN précurseurs (pre-miARN) d’environ 65 nucléotides, par le

microprocesseur. Après le clivage, le pre-miARN est exporté vers le cytoplasme par

Exportin5 (XPO5) afin de subir un deuxième clivage par DICER pour obtenir le

miARN. Le miARN est ensuite pris en charge par les protéines Argonautes (Ago)

qui permettent la formation du complexe pré-miRISC (RNA-Induced Silencing

Complex). Enfin, la maturation des miARN se conclut avec la formation du

complexe miRISC, après l’élimination du brin passager du miARN et sa

dégradation. Le complexe miRISC mature, par le biais du brin guide , permet de

réguler l’expression génique, par sa fonction de répression. Le brin guide permet

d’associer RISC à l’ARNm auquel il est complémentaire. La liaison imparfaite du

miARN sur sa séquence cible a pour conséquence de réprimer l’expression des

gènes en détruisant l’ARNm par l’activité des exoribonucléases ou par blocage de

la traduction (Ha & Kim, 2014). De nombreuses protéines, en particulier des

protéines de liaison à l’ARN, sont impliquée es dans ce processus et, parmi elles,

NF90 (Michlewski & Cáceres, 2019).

Le facteur nucléaire 90 (NF90) est une protéine de liaison à l’ARN double brin qui
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se lie à des ARN structurés, tels que les ARN viraux (Y. Li & Belshan, 2016) et les

miARN (Barbier et al., 2018) et qui a, récemment, été impliqué dans la régulation de

la biogenèse des miARN (Barbier et al., 2018; Higuchi et al., 2016). Il a été montré

que NF90 est capable de lier les pri-miARN en compétition avec la première étape

de la biogenèse des miARN catalysée par le microprocesseur. Nous avons

précédemment montré que, lorsque NF90 est déplété, le clivage du pri-miARN par

le microprocesseur interfère avec l’épissage du gène hôte, DICER, ce qui diminue

son niveau d’expression de protéine. Enfin, nous avons montré que dans les

cellules de carcinome ovarien primaire, la surexpression de NF90 favorise

l’expression de DICER et réduit la prolifération; tandis que la surexpression de

NF90 dans les modèles de souris nues avec xénogreffe conduit à une réduction

significative de la taille de la tumeur et des métastases. Par conséquent, nous avons

identifié NF90 comme un bon facteur de pronostic pour le cancer de l’ovaire.

Cependant, la littérature sur le rôle de NF90 dans la biogenèse des miARN est

limitée (Barbier et al., 2018; Higuchi et al., 2016). Pour cette raison, dans le cadre de

mon projet de doctorat, nous avons décidé de détecter tous les miARN

potentiellement modulés par NF90 dans les HepG2, une lignée de carcinome

hépatocellulaire (CHC); pour lequel NF90 est un facteur de mauvais pronostic

connu.

En plus de contrôler et de moduler la maturation des miARN, NF90 peut réguler

directement la stabilité des ARNm spécifiques dans le cytoplasme. En effect, dans

le cytoplasme, NF90 a déjà été associé à la stabilité des ARNm humains et viraux,

étant impliqué dans leur traduction et leur dégradation (Castella et al., 2015;

Vumbaca et al., 2008). De plus, il a été montré qu’à la suite d’une infection virale, la

NF90 est phosphorylée ce qui conduit à une dissociation de NF45 et l’export

nucléaire de NF90. Le NF90 phosphorylé s’accumule sur les ribosomes où il

s’associe aux ARN viraux inhibant leur traduction (Harashima et al., 2010).

Cependant, le mécanisme de régulation des mARN par NF90 reste encore inconnu.

Au cours de ma thèse, j’ai essayé de comprendre le rôle de la NF90 dans le

cytoplasme et en particulier comment son effet sur les ARNm est médié.
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Matériel et méthodes

Pour mieux comprendre l’effet de NF90 sur la biogenèse des miARN dans les

HepG2, j’ai effectué un profilage de miARN et un RNA-seq, après une diminution

de NF90 par des siARN, pour détecter les miARN potentiellement régulés par

NF90 et le niveau de leurs gènes hôtes. Pendant la deuxième année de ma thèse, j’ai

eu la possibilité d’apprendre à analyser ces données complexes de séquençage sous

différents aspects tels que l’expression différentielle, l’analyse d’épissage et leur

représentation graphique. Ces connaissances ont également été appliquées à

l’extrapolation de nouveaux résultats par l’analyse des données

d’immunoprécipitation par CrossLinking UV (eCLIP) de NF90, réalisée dans

HepG2 et récemment publiée par une autre équipe (Nussbacher & Yeo, 2018).

Pour comprendre pourquoi NF90 ne semble se lier et moduler qu’un

sous-ensemble de miARN nous avons collaboré avec un groupe de

bioinformaticiens pour identifier les caractéristiques de ce sous-groupe de miARN.

Ensuite, nous avons testé ces résultats en effectuant des mutations au sein des

pri-miARN liés par NF90 afin de former des mésappariements et réduire leur

stabilité et nos collaborateurs ont mesuré leur association à NF90 par

Electrophoretic Mobility Shift Assay (EMSA). J’ai aussi réalisé des analyses

d’épissage en utilisant des PCR quantitatives (qPCR) avec des amorces projetées

pour amplifier des régions spécifiques du mARN hôte.

Enfin, l’une des techniques les plus importantes et laborieuses de cet article est

l’immunoprécipitation de l’ARN (RIP) que j’ai utilisé pendant tout ce travail pour

valider et renforcer les données décrites dans mon article.

Concernant le rôle de NF90 dans le cytoplasme, nous avons identifié son

interactome en réalisant une spectrométrie de masse après une immunopurification

en tandem de NF90 exogène dans les cellules HEK293T. Afin de valider les résultats

de la spectrométrie de masse, et de comprendre si la liaison de NF90 à ses

interactants est dépendante de l’ARN, nous avons réalisé des Co-IPs de NF90 en

présence de cocktail RNAse A/T1. De plus, un gradient de glycérol a été réalisé

pour comprendre si ces protéines se trouvaient dans le même complexe ou dans

des complexes NF90 différents. Pour comprendre l’effet de la liaison de NF90 aux
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ARNm et son interaction avec MOV10, nous avons effectué des RIPs sur une

sélection d’ARNm cibles liés par MOV10 et NF90, après dérégulation de l’un ou

l’autre facteur. Enfin, puisque MOV10 est une hélicase impliquée dans le silençage

génique médié par RISC, nous avons effectué des RIPs d’Ago2 sur le même ARNm

cibles liés par NF90 et MOV10.

Résultats

Afin de comprendre l’ampleur de l’effet de NF90 dans la biogenèse des miARN,

nous avons effectué un séquençage de miARN dans HepG2. L’analyse de

l’expression différentielle suggère que, après la perte de NF90, 268 miARN sur 1661

miARN humains exprimés dans HepG2 ont été régulés à la hausse. En utilisant un

jeu de données de eCLIP, nous avons pu identifier 38 pri-miARN dont la région

double brin est directement liée par NF90. Puisque des études précédentes ont

montrées que NF90 est en concurrence avec le microprocesseur pour la liaison des

pri-miARN, nous avons également analysé les eCLIP de DGCR8 et DROSHA.

Comme prévu, environ 60% des pri-miARN liés par DGCR8 étaient également liés

par DROSHA. Au contraire, seulement environ 20% des pri-miARN liés à NF90

étaient significativement liés par DGCR8 ou DROSHA, ce qui indique que les

pri-miARN liés à NF90 ne sont pas fortement associés au microprocesseur.

Nous nous sommes également demandé si la liaison de NF90 aux pri-miARN

interférait avec le clivage par le microprocesseur. Si tel est le cas, nous détecterions

une augmentation du niveau de miARN matures après la perte de NF90. Comme

prévu, le séquençage des miARN a identifié 22 miARN parmi les 38 pri-miARN

associés à NF90, qui ont montré une augmentation de leur produit mature. Nous

avons nommé ces miARNs «double-positifs»: ils sont associés à NF90 et leur

abondance est augmentée suite à la perte de NF90.

Un autre objectif de mon projet était de comprendre pourquoi NF90 semble se lier

et ne moduler qu’un sous-ensemble de miARN. En analysant la structure des 22

miARN doubles positifs, nous avons constaté que, comparés à tous les pri-miARN

humains, ils ont moins de mésappariements et une énergie libre plus faible; ce qui

signifie qu’ils sont très stables. Pour tester cette hypothèse, nous avons conçu des
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mutations au sein des pri-miARN liés par NF90 afin de former des

mésappariements et réduire leur stabilité et nous avons testé leur association à

NF90 par EMSA.

Les résultats montrent que si les structures sauvages étaient fortement liées par

NF90, leurs structures mutées n’étaient que faiblement associées ou pas du tout

associées à NF90. Il est intéressant de noter que les caractéristiques structurelles

trouvées pour les pri-miARN double positifs étaient également partagées entre les

pri-miARN modulés par NF90 mais pas positifs par eCLIP. Il est en effet possible

que certains pri-miARN associés à NF90 n’aient pas été détectés par l’analyse

eCLIP. En effet, l’analyse par EMSA a confirmé la liaison de NF90 à 2 pri-miARN,

très stables et avec peu de mésappariements, sélectionnés dans le groupe régulé à la

hausse mais négatif par eCLIP.

Comme expliqué précédemment, dans le cas de miR-3173, NF90 semble moduler

l’efficacité d’épissage du gène hôte pri-miARN, DICER. Pour comprendre si cela

s’appliquait également à nos nouvelles cibles (20 pri-miARNs sont introniques),

nous avons effectué un RNA-seq et nous avons montré que la régulation à la baisse

de NF90 diminue l’expression de 3 gènes contenant des pri-miARNs associés et

modulés par NF90. De plus, en effectuant des qPCR, nous avons identifié un

sous-ensemble de gènes hôtes dont l’efficacité d’épissage était diminuée pour les

introns contenant les pri-miARN, comme par exemple TIAM2 hébergeant

pri-miR-1273c. Les niveaux de protéines diminuées ont été mesurés par Western

Blot soutenant la régulation négative et les défauts d’épissage des gènes hôtes

observés par RNA-seq et qPCR.

Pour ce qui concerne le rôle de NF90 dans le cytoplasme, grâce à la spectrométrie

de masse, nous avons montré que NF90 interagit avec de nombreuses protéines

faisant partie du complexe RISC ou associées à la répression traductionnelle et au

métabolisme des ARNm, telles que AGO2 et MOV10. De plus, nous avons montré

que NF90 est dans le même complexe protéique avec AGO2 et MOV10 et que leur

interaction se fait par l’ARN. En analysant des donne de eCLIP et iCLIP déjà

publiés (Kenny et al., 2014; Nussbacher & Yeo, 2018), nous avons montré que les

41% des ARNm liés à MOV10 sont également liés par NF90, suggérant que leur
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interaction se produit souvent dans la cellule. Afin de comprendre la nature de

l’interaction entre NF90 et MOV10, nous avons effectué des RIP sur certaines cibles

sélectionnées, après dérégulation de l’une ou l’autre protéines. Les résultats ont

montré qu’après une dérégulation de NF90, nous pouvons détecter plus d’ARNm

lié à MOV10 et vice versa, suggérant un mécanisme de compétition entre ces deux

protéines. MOV10 est connu pour promouvoir l’association d’Ago2 aux ARNm,

améliorant ainsi la repression médié par RISC. Étant donné que NF90 et MOV10

s’influencent mutuellement sur la liaison aux ARNm cibles communs, nous nous

sommes demandé si l’altération du complexe d’association NF90/NF45 pouvait

avoir des effets similaires sur la liaison d’Ago2. À cette fin, nous avons effectué un

RIP d’Ago2 ou IgG après repression de NF90/NF45. La perte de NF90/NF45 a

augmenté de manière significative la liaison d’Ago2 aux ARNm cibles testés.

Discussion

Nous avons montré que NF90 a un effet plus important sur la biogenèse de

pri-miARN qu’on ne le pensait auparavant. Avec nos travaux sur NF90 et les

miARN, nous avons identifié un sous-ensemble de pri-miARN humains qui sont

liés par NF90 et qui partagent une structure similaire et très stable. Ces données

étendent nos connaissances sur la façon dont les pri-miARN peuvent être modulé

par les protéines de liaison a l’ARN et la compréhension des perturbations des

miARN dans des conditions pathologiques comme le CHC. Le carcinome

hépatocellulaire est la tumeur du foie la plus courante et la deuxième cause de

décès par cancer. Le développement et la progression du CHC sont des processus

extrêmement compliqués et, à ce jour, les mécanismes moléculaires sous-jacents

sont encore largement inconnus. Des études plus approfondies sont donc

nécessaires pour clarifier les mécanismes menant à la progression du cancer et aux

métastases et cela apporterait de la lumière sur de nouvelles cibles thérapeutiques

et / ou des biomarqueurs efficaces pour un diagnostic précoce.

Pour ce qui concerne le rôle de NF90 dans le cytoplasme, nous avons montré que

NF90 et l’hélicase MOV10 interfèrent négativement pour la liaison des ARNm
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cibles. Cette compétition, probablement indirecte, a un effet sur le recrutement

d’AGO2 vers l’ARNm qui conduit à la modulation du sort de l’ARNm. Ces

nouvelles découvertes pourraient avoir des implications importantes lors d’une

infection virale ou d’un cancer, car il est connu que le niveau de NF90 dans le

cytoplasme est modifié dans le cadre de ces cas. L’ interfèrence entre la liason de

NF90 et MOV10, que nous avons montré, pourrait donc affecter le recrutement de

Ago2 aux ARN cibles et par conséquent diminuer l’efficacité du silençage génique

induit par le complexe RISC. La compréhension de ces mécanismes pourra nous

permettre, à l’avenir, d’aborder des pathologies dans lesquelles le niveau de NF90

est modulé, comme le cancer ou des infections virales et peut être proposer des

thérapies ciblées et donc plus efficaces.
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Chapter 1

Introduction

1.1 Post-transcriptional gene regulation

Appropriate and controlled gene expression is essential for every living organism,

as the production of a required amount of a specific protein at the right moment

and location is critical for homeostasis, differentiation and development

(Christou-Kent et al., 2020; Willimott & Wagner, 2010). As a consequence, alteration

of gene expression can have profound effects and it can often be responsible for

diseases such as cancer and genetic disorders (Audic & Hartley, 2004). Therefore,

given the importance of controlled genes expression, many mechanisms have

evolved at this purpose.

While specific gene expression can be achieved at the gene transcription level,

numerous regulatory mechanisms contribute to gene expression pattern

post-transcriptionally. Post-transcriptional gene regulation is involved in a wide

range of processes and acts at different levels from splicing to export, translation

initiation and RNA degradation (Corbett, 2018). In a RNA molecule, the 5’

untranslated region (UTR) and the 3’UTR are often targets of a variety of

mechanisms that ultimately lead to regulation of RNA degradation, stability or

mRNA translational efficiency. Across the animal kingdom, several conserved

sequence elements, which are targets of gene regulation mechanisms, can be found

in the UTRs of protein-coding RNAs or in non-coding RNAs (ncRNAs) (Duret

et al., 1993). Other crucial elements for RNA regulation are the 5’ mRNA capping

(5’ cap) and the 3’ terminal poly(A). The 5’ cap is a 7-methylguanylate (m7G)
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modification of the first guanine nucleotide at the 5’ end of a mRNA molecule and

is involved in nuclear export regulation, stability of the mRNA and translation

initiation (Shuman, 2015). On the other hand, the poly(A) tail consists of multiple

adenosine monophosphates at the 3’ end of several RNA classes. The length of the

poly(A) tail dynamically controls translation efficiency and stability (Nicholson &

Pasquinelli, 2019).

All the above sequence and structural regulatory elements in the RNA molecules

can be bound by a multitude of RNA-binding proteins (RBP) with a large variety of

functions (Gerstberger et al., 2014). By binding to specific RNAs, RBP form

ribonucleoproteins (RNP) complexes that are able to coordinate transport, stability,

maturation and degradation of all classes of RNAs. As mentioned before, the UTRs

of an mRNA usually contain specific RNA sequence motifs that can be target of

RBP or RNA molecules themselves. In fact, mRNA regulation is a very complex

mechanism that is guided not only by RBP but also by the highly versatile

structural or sequence directed ncRNAs.

1.1.1 Non-coding RNAs

One of the long-standing principles of molecular biology is that the genome

sequence provides all the information needed for messenger RNAs transcription,

which act as a template for protein translation. The genome indeed contains all the

information but most of the transcripts are in fact not translated into proteins.

Thanks to the ENCODE project (Encyclopedia of DNA Elements) and the growing

Next Generation Sequencing technologies, we know that the genome is pervasively

transcribed, but only around 1.5% generates protein coding RNA molecules

(Alexander et al., 2010).

A much larger portion of transcribed molecules does not code for proteins but they

nevertheless play an important role in all cellular pathways. These RNAs are the

ncRNAs and they can be classified in different categories based on their length and

function.

Based on their function, ncRNAs can be classified in structural and regulatory
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ncRNAs (Fig. 1.1).

FIGURE 1.1: Schematic representation of RNA classification

ncRNAs with a structural function include transfer RNAs (tRNAs) and ribosomal

RNAs (rRNAs) involved in translation. Regulatory ncRNAs can be divided in

small ncRNAs (sncRNAs) or long ncRNAs (lncRNAs) (Hombach & Kretz, 2016).

LncRNAs are >200 nt in length and they often function as a scaffold playing crucial

roles in a variety of biological and pathological processes such as gene regulation,

mRNA stability, cancer progression, X-chromosome inactivation and differentiation

(Geisler & Coller, 2013; Pagani et al., 2013). On the other hand, sncRNAs are

between 18 nt and 200 nt in length and they can be further classified into:

endogenous short-interfering RNAs (siRNAs, 20–25 nt), microRNAs (miRNAs,

20-22 nt) and Piwi-interacting RNAs (piRNAs, 26-31 nt) which act as key regulators

of gene expression in many different cellular pathways, and small nuclear RNAs

(snRNAs) or small nucleolar RNAs (snoRNAs) involved in splicing events or

nucleolytic processing of rRNAs (Ambros, 2004; Y. Liu et al., 2019; C. Yan et al.,

2019). More recently, circular RNAs (circRNAs) have been identified as a family of

stable long or short ncRNAs that can regulate gene expression by sponging RBPs

and miRNAs, therefore affecting transcription, mRNA tournover and translation

(X. Zhang et al., 2018). In recent years, regulatory ncRNAs such as lncRNAs and

miRNAs gained attention for their ability to modulate gene expression in
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physiological conditions and for most biological processes such as homeostasis,

development, viral response, apoptosis and cancer.

small ncRNAs

The two major classes of small regulatory RNAs are miRNAs and siRNAs. Both are

around 22nts long but they differ in their biogenesis and target recognition. These

sncRNAs are implicated in gene expression regulation and they play a role in

virtually all biological pathways (Q. Liu & Paroo, 2010; Romano et al., 2017). Both

siRNAs and miRNAs exert their function by guiding effectors RBPs to their target

RNAs via base pairing, a mechanism called RNA interference (RNAi) (Saw & Song,

2020).

siRNAs originate from long dsRNA molecules and they are typically highly

complementary to their targets, while miRNAs derive from RNA hairpins that

usually contain several mismatched bases. miRNAs are not highly complementary

to their targets but they require a 6-8 nts "seed" region to be perfectly matched,

while other positions might contribute weakly to target specificity (V. N. Kim et al.,

2009).

siRNAs were first described in plants and invertebrates as part of an antiviral

defense mechanism (Hamilton & Baulcombe, 1999). In particular, the double

stranded RNA (dsRNA) intermediate from viral replication or from transposable

elements is recognized and cleaved by DICER endonucleases to form siRNAs that

are subsequently loaded onto an RNA-induced silencing complex (RISC). In this

complex, one strand of the siRNA is used as a fully complementary guide to bind

and cleave the complementary viral RNA genome. However, there are relatively

few reports of endogenous mammalian siRNAs and their implication in antiviral

immunity (Cullen, 2006).

On the other hand, the complete RNAi machinery in mammals is mostly dedicated

to the production of miRNAs that, upon association with the RISC, target

endogenous mRNAs for repression. RISC-mediated gene silencing guided by

miRNAs is one of the most extensive mechanism for gene regulation in mammals,
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being involved in most biological pathways. In fact, deregulation in the miRNA

pathway has been widely linked to a variety of diseases such as cancer or genetic

disorders (Ha & Kim, 2014). Therefore, it’s very important to deeply understand

the biogenesis of miRNAs, its regulation and miRNAs function.

In the next sections of this introduction the state of the art of the miRNA biogenesis

pathway and their regulatory function will be thoroughly detailed.

1.2 microRNAs

1.2.1 Overview on miRNAs

microRNAs are a class of short regulatory ncRNAs of around 20-22 nt in length (Ha

& Kim, 2014). miRNA genes represent one of the most abundant gene families and

they can be widely found in animals, plants, viruses and protists (Pasquinelli et al.,

2000). According to the latest version of miRNA database (miRbase V22), 2883

mature miRNAs were annotated in homo sapiens, 495 mature miRNAs in Drosophila

melanogaster and 450 mature miRNAs in Caenorhabditis elegans (Kozomara et al.,

2019).

The first miRNA characterized in Caenorhabditis elegans, lin-4, was linked to the

control of developmental timinig, mediating post-transcriptional control of lin-14

gene by sequence complementarity with its 3’ UTR (R. C. Lee et al., 1993).

Following the identification of lin-4, many more miRNAs have been characterized

in different species and, interestingly, multiple miRNA loci with related sequences

were found throughout the genomes analyzed. For instance one of the first

miRNAs indentified in Caenorhabditis elegans, let-7 (Reinhart et al., 2000), was

subsequently found to be conserved across a wide range of animal phyla, including

homo sapiens (Pasquinelli et al., 2000). This highlighted the potential impact of

miRNAs as a conserved gene regulation mechanism and suggested their evolution

by genome duplication (Berezikov, 2011). Genome duplication could also explain

the hairpin secondary structure common to all miRNAs in all species. In fact, the

central requirement for a miRNA is a primary transcript harboring a hairpin-like



20 Chapter 1. Introduction

secondary structure, essential for its processing and maturation to a functional

miRNA (see next section for more details).

Canonical miRNA genes are transcribed to produce primary miRNAs

(pri-miRNAs) by RNA PolII to produce m7G-capped pri-miRNA containing one or

more mismatched hairpin structures. In homo sapiens, around half of canonical

miRNAs are expressed from introns of non coding or protein coding genes and

they are called intronic miRNAs. Some other miRNAs can localize in intergenic

regions (intergenic miRNAs) and a small group of miRNAs can localize in exons

(exonic miRNAs). According to their localization, miRNAs expression could be

dependent on the transcription of the host gene or they could have their own

promoter (Monteys et al., 2010; Ozsolak et al., 2008) (see section 1.3.2 for details).

The pri-miRNA hairpin can be recognized and processed to form a mature miRNA

by sequential cleavage by two RNAse III proteins, DROSHA in the nucleus and

DICER in the cytoplasm. After their processing by RNAse III proteins, miRNAs

maturation concludes with the formation of a short RNA duplex which is loaded

into Argonaute family protein (AGO)- containing RISC and it is able to induce

RNA silencing by binding to specific mRNAs. Contrary to siRNAs, miRNAs do not

fully perfectly base-pair with their target mRNAs. Instead, only a short sequence of

around 6-8 nts, called "seed region", is perfectly complementary to the target RNA

(Ha & Kim, 2014).

However, in the last decades, studies have identified several non-canonical

miRNAs that undergo alternative biogenesis pathways. For instance, some

miRNAs, transcribed by RNA PolIII, can result from the processing of transfer

RNAs (tRNAs) or small nuclear RNAs (snRNAs) processing. Another class of

intronic miRNAs, that can be found in very small introns (miRtrons), can bypass

DROSHA processing exploiting intron splicing mechanisms to produce a mature

miRNA (Ruby et al., 2007). Similarly, some pre-miRNAs can be directly transcribed

by RNA PolII which generates the pre-miRNA m7G-capped 5’ end and 3’ end

following transcription termination. Therefore 5’m7G-capped pre-miRNAs bypass
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nuclear processing and are directly exported to the cytoplasm for DICER-mediated

cleavage (Xie et al., 2013). On the other hand, the biogenesis of another class of

non-canonical miRNAs, the simtrons, does not require processing by DICER but is

able to perform gene silencing by binding to different AGO proteins (Havens et al.,

2012) (see section 1.6 for details).

Independently of their biogenesis, it has been shown that miRNAs can regulate

gene expression at different levels, for example influencing transcription, mRNA

stability and translation (Di Leva et al., 2014; Long et al., 2018; S. Yan & Jiao, 2016).

To exploit this function, miRNAs act as a guide by base-pairing with its target

RNA, precisely with the miRNA recognition elements (MRE), usually at the 3’ UTR

of target mRNAs. According to the degree of base pairing, a miRNA binding to a

target coding transcript promotes its deadenylation, degradation or translation

inhibition, in any case leading to post-transcriptional gene silencing.

By binding to their target mRNAs, miRNAs are predicted to regulate the expression

of more than 60% of mammalian genes, thus contributing to a plethora of

physiological and pathological events. For instance, miR-122, the most abundant

tissue-specific miRNA expressed in the liver, is involved in the reduction of plasma

cholesterol levels by regulating genes responsible for cholesterol biosynthesis (Hsu

et al., 2012). In addition, miR-122 has been shown to be essential for Hepatitis C

virus replication interacting with the 5’ untranslated region of the viral genome

(Jopling et al., 2005). Finally, low levels of miR-122 have been strongly linked to

liver cancer where the overexpression of miR-122 promotes apoptosis of

hepatocellular carcinoma cells (Wei et al., 2019).

The regulation of target mRNAs by miRNAs is an interesting and well-studied

mechanism that is drawing attention because of its evident implication in

homeostasis, development, cancer, apoptosis and many more physiological and

pathological events. However, the regulation of miRNAs themselves is still poorly

understood.
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1.2.2 Evolution of miRNAs

Small RNAs emerged early in the evolutionary chain as an ancient system in

bacteria, archea and eukarya. They evolved primarily as a defense mechanism

against foreign nucleic acids and transposons, involving key RBPs whose helicase

and RNAse III domains are conserved from prokaryotes to eukaryotes (Obbard

et al., 2009; Shabalina & Koonin, 2008). The coordination of sncRNAs and effector

RBPs led to the establishment of the RNAi pathway acting as a defense mechanism

against viruses, transposable elements (Shabalina & Koonin, 2008). However, this

system seems to have been substituted with innate immunity and interferon

response in vertebrates (Cullen, 2006). In fact, in animals, there are very few

examples of siRNA-mediated RNAi mechanism. One exception to this observation

is represented by virus-infected mammalian embryonic stem cells that do not have

a functional interferon system (Berkhout, 2018; Cullen, 2006). On the other hand,

miRNA-mediated mRNA silencing in mammals represents a key feature in the

control of gene expression.

Interestingly, the miRNA repertoire drastically expanded simultaneously with

animal evolution and its complexity (Heimberg et al., 2008). Moreover, it seems

that more recent and conserved miRNAs arose in bursts coinciding with major

organism developments, while organisms that diverged early in the evolutionary

line tend to have few and non-conserved miRNAs (Cock et al., 2017). For instance,

it’s estimated that around 46% of human miRNAs are primate-specific and 14% are

human-specific (V. D. Patel & Capra, 2017).

Although thousands of miRNAs have been identified, their origin and their

expansion mechanism is still largely unknown. However, it is likely that highly

conserved secondary structures play an important role in miRNA evolution by

selecting miRNAs transcripts that form mismatched hairpins. Three different

models are proposed for the origin and expansion of miRNAs:

• transposable elements (TEs) insertion and derivatization. There are many

examples of miRNAs derived from different types of TEs. For instance, it was
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shown that the miR-548 family derived from Made1 TEs, while miR-28 and

miR-95 represent an example of LINE-2 derived miRNAs (Piriyapongsa et al.,

2007). Two types of TEs derived miRNAs were identified: type I, which

derived from inverted TE sequences, and type II that only partially overlap

with TEs. However, how miRNAs originate from TEs remains largely

unknown. Recently, it was speculated that type II TE-derived miRNAs could

originate from the head or tail of TEs or they could evolve by partially losing

TE sequence from the whole TE (Qin et al., 2015).

• spontaneous evolution of random sequences. This model is based on the

understanding that the human genome encodes for millions of potential

hairpins, mostly found in transcripts (Bentwich et al., 2005). Therefore,

functional targeting miRNAs could emerge from a pool of hairpin transcripts

via random mutations (Felippes et al., 2008).

• inverted gene duplication. This model suggests that miRNAs with new

binding and targeting specificities could evolve by duplication of an existing

functional miRNA followed by random mutation in the target recognition

site. This theory could explain the fact that approximately 37% of human

miRNA genes are found in paralogous clusters (Shabalina & Koonin, 2008).

The most supported mechanism for miRNA expansion is miRNA gene duplication

followed by sequence diversification, which leads to the organization of miRNAs

into clusters, often transcribed together (O’Brien et al., 2018). Sequence

diversification can occur by mutations in the mature sequence region, which could

lead to recognition of different target mRNAs, or mutation elsewhere in the miRNA

transcript, which leads to change in the hairpin structure and potentially modifies

its binding to the effector RBPs (Berezikov, 2011). However, mutations in the

mature sequence region and, in particular, in the "seed region" at the 5’ end of

mature miRNAs, are less frequent since they determine the specific mRNA target

repertoire and they are therefore under strong selective pressure. (Berezikov, 2011).

Interestingly, between 20 and 40% of human miRNAs are organized into clusters

(Chaulk et al., 2015). miRNA clusters are usually divided into two groups:

homologous and heterologous clusters. Homologous clusters are composed by
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miRNAs of the same family, recognized by the conservation of similar seed regions

and often targeting mRNAs with similar biological functions (Abbott et al., 2005;

Luo et al., 2018). On the other hand, heterologous clusters are composed by

miRNAs that are not part of the same family and can be involved in the regulation

of mRNAs in different biological pathways.

Introns might also contribute to miRNA expansion. Indeed, studies suggests that

introns, just like miRNA genes, were evolutionary gained in bursts, together with

organism complexity, thanks to the insertion of TEs between preexisting

nucleosomes (Worden et al., 2009). This mechanism would support the evidence

that almost half of human miRNAs, are located in intronic regions and have the

same orientation as their host-gene. Furthermore, more recent and conserved

miRNAs are more often localized in introns, compared to ancient miRNAs

(Campo-Paysaa et al., 2011). Therefore, introns seems to provide support for the

evolution of hairpin structures.

Importantly, given the extent and the significance of miRNA-mediated gene

regulation, the expansion of novel miRNAs has to emerge concurrently with

mechanisms regulating their expression to avoid undesired effects.

Transcriptional control of novel miRNAs

Novel miRNAs, especially if spontaneously evolved from random sequences, have

the potential to non-specifically target many mRNAs. It’s thought that the

transcription of novel miRNAs is placed under a strict control mechanism to

repress its expression. Because novel miRNAs, without target specificity, could

have deleterious off-target effects, this mechanism would avoid adverse influence

on the fitness of the organism (Shabalina & Koonin, 2008). With time and the

appearance of random mutations within the miRNA transcript, the off-target sites

would be purged and the expression of the miRNA could increase without

deleterious consequences, eventually acquiring physiologically important

regulatory functions.

This is in agreement with the observation that the estimated evolutionary age of a

miRNA corralates with its expression level (Berezikov et al., 2006).
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1.3 miRNA biogenesis

1.3.1 Overview on miRNA biogenesis

The majority of miRNA genes are transcribed by RNA polymerase II (Pol II) in the

nucleus which produces long primary transcripts (pri-miRNA) containing hairpin

structures where the miRNAs sequences are embedded (Fig. 1.2).

FIGURE 1.2: Overview of the miRNA biogenesis pathway, from
S. Lin and Gregory, 2015

Pri-miRNAs are capped, spliced and polyadenylated and often they can produce a

single miRNA or contain clusters of two or more miRNAs that are processed from a

common primary transcript. The canonical pri-miRNA transcript is typically over 1

kb and it includes an hairpin structure composed of a 33-35 bps long stem with a

terminal loop that is flanked by single stranded RNA fragments at both 5’ and 3’

sides.

Following transcription, the pri-miRNA is cleaved by the nuclear RNAse III-type

endonuclease DROSHA which crops the stem-loop releasing a small hairpin of

around 65 nt in length, the precursor miRNA (pre-miRNA). DROSHA acts in

synergy with factors, such as DiGeorge syndrome critical region 8 (DGCR8), which
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provides additional RNA-binding activity, and together they form a functional

complex called Microprocessor. The Microprocessor cleaves the hairpin 13 bps

before and 11 bps after the "basal junction" (the boundary between single strand

RNAs (ssRNAs) and the stem), producing a characteristic 2 nucleotide 3’ overhang

that is essential for further processing (Han et al., 2006).

After this nuclear process, the pre-miRNA is exported to the cytoplasm by

Exportin-5. In the cytoplasm, the RNAse III-type endonuclease DICER binds the

pre-miRNA with a preference for the 2-nt 3’ overhang and cleaves the dsRNA stem

at a fixed distance from the 3’ end (3’-counting rule) or from the 5’ end (5’-counting

rule), producing a 22 nt miRNA duplex.

Once the small RNA duplex is generated by DICER, it is loaded onto an AGO

protein, forming the RISC. Only one strand of the duplex, the guide strand, will be

part of the mature RISC; the other strand, the passenger strand, will be removed

and degraded.

The mature RISC is able to bind target mRNA through the "seed" region of the

miRNA guide strand. This region is located at the 5’ end of the miRNA and it is 6-8

base pairs long, therefore each microRNA has the potential to target multiple

different mRNAs (Lewis et al., 2005). The fate of the target mRNA depends on the

degree of base-pairing complementarity between the mRNA molecule and the

"seed" region, which can lead mRNA decay or translational repression (Fig. 1.2).
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1.3.2 miRNAs transcription

As previously mentioned in 1.2, miRNAs can be classified, based on their genomic

context, in intragenic (exonic or intronic) or intergenic. According to their

localization, miRNAs transcription can occur dependently on the host gene

transcription or independently using a miRNA-specific promoter (Fig. 1.3).
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FIGURE 1.3: miRNA genome localization and their transcription.
A) Scheme of miRNA localization in the genome

B) Transcription of miRNAs and their promoters (red arrows).

However, because of the transient nature of pri-miRNAs, the study of their

transcription is complex and the exact locations of promoters have not been

mapped yet for most miRNA genes. Traditional transcriptome profiling techniques,

such as RNA-seq, fail to sufficiently capture pri-miRNAs before their rapid

cleavage by DROSHA. To overcome this technical barrier to large-scale detection of

miRNA transcription starting sites (TSS), techniques to detect transient RNA

transcription on a genome-wide scale are mainly used (Chien et al., 2011).

Intergenic miRNAs are transcribed from their own promoter which is recognized

by PolII. Recently, many intergenic miRNA TSSs were identified using techniques

such as CAGE-seq (Cap-Analysis of Gene Expression coupled with sequencing) or

ChIP-seq (Chromatin Immunoprecipitation followed by sequencing) for marks
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associated with actively transcribed genes, such as H3K4me3, H3ac and PolII

occupancy (Chien et al., 2011; Hua et al., 2016).

Until recently, it was thought that intronic miRNAs and their host genes were

always under the influence of common transcriptional regulatory mechanisms and

that the mature miRNA was produced by processing from the host gene primary

transcript. Interestingly, recent studies show a discordant expression of several

intronic miRNAs and their host genes, suggesting that also intronic miRNAs might

have their own promoter and therefore could be transcribed independently from

their host gene (Q. Liu et al., 2017; Marsico et al., 2013; Ramalingam et al., 2014).

Genome-wide analyses identified PolII intron-resident promoters for around 30%

of intronic miRNAs, based on the presence of RNA PolII regulatory sequences

(Monteys et al., 2010).

A more recent study suggests widespread independent transcription of intronic

miRNAs showing that it’s relatively common for intronic miRNAs and their host

genes to display discordant expression. Intronic miRNAs showing discordant

expression with their host genes were further analyzed to detect a putative miRNA

TSS based on DNAse I hypersensitivity sites sequencing, H3K4me3 histone

modification and other marks associated with promoter activity. miRNAs

transcription was then classified into dependent or independent from host gene

transcription according to the distance between the miRNA TSS and the host gene

TSS (Hua et al., 2016; Steiman-Shimony et al., 2018; Y. Sun et al., 2017). However,

the associations found in these studies are often not supported by conclusive

experimental validations. One intronic-miRNA and host gene pair was recently

validated using a 5’ RACE (Rapid Amplification of cDNA Ends) assay. It was

shown that the intronic pri-miR-26b was transcribed using a proximal promoter

and its TSS aligned to the first intron of its host gene Carboxy-Terminal Domain

Small Phosphatase 1 (CTDSP1) (Y. Sun et al., 2017).

On the other hand, discordant expression of intronic miRNA and its host gene

could also be explained by other mechanisms. Several studies showed how
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alternative splicing contributed to uncoupled expression of intronic miRNAs and

host genes (Ramalingam et al., 2014). Moreover, the possibility should not be

excluded that intronic miRNAs transcription might be controlled by both the host

gene TSS and a downstream TSS at the same time in one cell type or that the TSS

usage could vary in different cell types and/or conditions (Steiman-Shimony et al.,

2018; X.-Q. Yang et al., 2019).

Exonic miRNAs and intronic miRNAs can be canonically transcribed by PolII using

their host gene promoter as a single transcriptional unit (pri-miRNA) which can

subsequently be processed by DROSHA. In this case, transcription is controlled by

RNA Pol II-associated transcription factors, such as MYC and p53, and epigenetic

regulators that contribute to miRNA gene regulation through DNA methylation

and histone modification. Several studies support a p53-dependent regulation of

miRNAs transcription (Cortez et al., 2016; Su et al., 2014; Y. Zhang et al., 2016). For

instance, it was shown that miR-27b and miR-455, two intronic miRNAs involved

in cancer cell quiescence, are both regulated by p53 which increases transcriptional

activity in response to serum starvation. In addition, it was demonstrated that

miR-27b and miR-455, found in human Chromosome 9 Open Reading Frame 3

(C9ORF3) and human collagen alpha-1 (XXVII) chain (COL27A1) genes

respectively, are co-transcribed with their host genes and co-regulated by p53

during serum starvation. Indeed, knockdown (KD) of C9ORF3 and COL27A1

inhibited the expression of miR-27b and miR-455; while, following serum

starvation, both host genes and miRNAs were upregulated (La et al., 2018).

Another study (Heller et al., 2018) extensively analyzed the methylation pattern of

some miRNA genes known to be involved in Non-small-cell Lung Carcinoma

(NSCLC). For example, miR-1179 has tumor growth suppressor properties

mediated by repression of its main target, Cyclin E1. In NSCLC, the expression of

miR-1179 is affected by its methylation status which, in turn, can modulate cell

viability and cell proliferation.

On the other hand, some examples show that intronic miRNAs transcribed

independently of their host gene, can also be subjected to distinct transcriptional
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control systems. For instance, transcription of the intronic miRNA, miR-26b, is

suppressed by the transcription factor Myc, whereas the latter does not control

transcription of the host gene, CTDSP1 (Y. Sun et al., 2017).

Despite the examples cited and the recent progress in the detection of transient

pri-miRNA transcripts, miRNA transcription and its regulation is still largely

unknown.

1.3.3 Microprocessor cleavage

The nuclear processing of the transcribed pri-miRNAs starts with the cleavage by a

complex called Microprocessor. The product of this process is a pre-miRNA, a 65 nt

long hairpin with the characteristic 2 nts overhang at the 3’ end (Denli et al., 2004;

Nguyen et al., 2015). As aforementioned, the Microprocessor is an heterotrimetric

complex of around 364 kDa composed by DROSHA, an RNAse III enzyme, and a

DGCR8 dimer (Quick-Cleveland et al., 2014).
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Microprocessor structure

DROSHA is a predominantly nuclear protein of around 159 kDa. It consists of

N-terminal proline-rich (P-rich) and arginine/serine-rich (R/S-rich) domains, a

central domain (CED), and two RNase III domains (RIIIDa and RIIIDb) followed by

a dsRNA-binding domain (dsRBD) (Fig. 1.4).

FIGURE 1.4: Microprocessor protein structure.
A) Domain composition of human DROSHA and DGCR8.

B) Model of human Microprocessor bound to a pri-miRNA.
Adapted from Kwon et al., 2016

The N-terminal domains are important for the processing of pri-miRNAs, while the

first and second RIIIDs interact with each other forming an intramolecular dimer to

cut the 3’ (RIIIDa) and 5’ (RIIIDb) strands of the stem (Kwon et al., 2016). The

central domain is functionally uncharacterized but it appears to be essential for

DROSHA function (Han et al., 2004). The two RIIIDs domains are able to recognize

and cut the 3’ and the 5’ strands independently of each other suggesting that

DROSHA is able to orient itself on the pri-miRNA. It was proposed that the CED

might help DROSHA orienting the RIIIDs domains at the 3’ and 5’ strands of the
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stem or, alternatively, this function could be assured by DGCR8 (Han et al., 2004).

DGCR8 is a nuclear protein of around 86 kDa that consists of an N-terminal region

including the nuclear localization signal (NLS), the central RNA-binding heme

domain (Rhed), two dsRBDs, and the C-terminal tail region (CTT). It was shown

that depletion of the CTT region inhibits the interaction of DGCR8 with DROSHA

suggesting that the CTT domain is essential for binding and stabilizing DROSHA

binding to DGCR8 (Yeom et al., 2006).

Recognition and cleavage of the pri-miRNA stem loop by DROSHA and DGCR8

The mechanism by which Microprocessor chooses cleavage sites on pri-miRNAs is

still unclear. It is now accepted that during the cleavage of the pri-miRNA to form

the pre-miRNA, DROSHA functions as a "molecular ruler" measuring 11 and 13

bps distance from the 5’ and 3’ ends of the basal ssRNA-dsRNA junction,

determining the cleavage site and cutting the pri-miRNA stem-loop (Han et al.,

2006). However, for different pri-miRNAs, different mechanisms have been

observed and models proposed. It was shown that extending the lower stem or

altering the upper stem caused alternative DROSHA processing for a subset of

pri-miRNAs, suggesting that both lower and upper ssRNA-dsRNA junctions

contribute to determine DROSHA cleavage site (H. Ma et al., 2013). Therefore, the

existing models do not fully explain cleavage site choice and further investigation

of this mechanism is needed.

The binding of DROSHA to its cofactor, DGCR8, is also essential for accurate and

efficient processing of the pri-miRNA, promoting Microprocessor activity. In

particular, the dsRBDs of DGCR8 enhance RNA binding affinity of the

Microprocessor while the dimerization of DGCR8 ensures the accuracy of the

process by inhibiting non-canonical processing, also called "unproductive

processing" (Nguyen et al., 2015).



1.3. miRNA biogenesis 33

Both DROSHA and DGCR8 are thought to contact the pri-miRNA hairpin by

recognizing specific primary sequence features (Fig. 1.5).

FIGURE 1.5: Sequence motifs on the pri-miRNAs that are recognized
by effecter RBPs. Adapted from Creugny et al., 2018

In particular, DROSHA binds the basal ssRNA-dsRNA junction of the pri-miRNA

hairpin recognizing an UG motif (basal UG motif) at position -14 and -13 of the

Microprocessor cleavage site (Auyeung et al., 2013). Another primary sequence

important for the recognition of pri-miRNA stem-loops is the CNNC motif

(flanking CNNC motif), found in most pri-miRNAs and located on the 3’ ssRNA,

around 17 bps downstream the Microprocessor cleavage site. The CNNC motif was

recently found to be recognized by the splicing factor SRSF3 (SRp20) and to recruit

DROSHA to the basal junction of the pri-miRNA. Moreover, it was shown that the

distance of the CNNC domain from the basal junction influences DROSHA cutting

site through its binding to SRSF3 (Auyeung et al., 2013; K. Kim et al., 2018).

On the apical region, an UGU conserved motif (apical UGU motif) can be

recognized by DGCR8 through its Rhed domain (Auyeung et al., 2013; Michlewski

& Cáceres, 2019). However, evidence suggests that this primary sequence motif

doesn’t influence cleavage site determination but instead enhances fidelity and

efficiency of the processing (Kwon et al., 2019).

Among all human pri-miRNAs, 79% contain at least one of the aforementioned

motifs (Creugny et al., 2018; K. Kim et al., 2018). Interestingly, it was found that
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these motifs are not enriched in C. elegans pri-miRNAs but, when artificially added,

they significantly increased pri-miRNA processing in mammalian cells. Thus,

although very conserved among mammals, these primary-sequence motifs differ in

nematodes (Auyeung et al., 2013).

More recently, a mismatched GHG motif (mGHG) was identified in the 3p arm and

frequently mismatched at position 8 from the basal junction (Fang & Bartel, 2015).

This motif is recognized by the dsRBD of DROSHA and it seems to be crucial for

precise processing, at least for a subset of pri-miRNAs. Furthermore, sequence

alignment studies show that mGHG is conserved from sea anemones to humans,

implying its relevance for DROSHA processing. Therefore, the mGHG motif

evolved much earlier that the basal and the apical motifs and plays a critical and

highly conserved role in the determination of cleavage sites (Kwon et al., 2019).

The aforementioned primary sequences features have been found to be important

for the correct and precise cleavage of pri-miRNAs and also enhance processing.

Some exceptions to this observation are, for example, pri-miR-16-1 and

pri-miR-30a. pri-miR-16-1 does not contain the UGU motif in the apical junction,

suggesting that its basal junction is strong enough to ensure precise processing. On

the other hand, the processing of pri-miR-30a, lacking the UG motif in the basal

junction, has been shown to be strongly dependent on the apical DGCR8 binding

motif. This indicates that sequence motifs and structural modules contribute to

varying degrees to the recognition of each pri-miRNA by Microprocessor (Nguyen

et al., 2015).

The ability of these numerous sequence motifs to guide cleavage by Microprocessor

and their conservation confirms that the efficiency and the single-nucleotide

precision of this process are crucial for miRNA abundance and targeting specificity.

Because miRNAs bind their target mRNA specifically through their "seed region",

located close to the 5’ end of the miRNA, a change in the cleavage site, even of one

nucleotide only, can completely modify the target specificity of a miRNA (Chiang

et al., 2010; H. Wu et al., 2009). Interestingly, it was shown that some pri-miRNAs

can be processed by DROSHA at multiple sites, producing more than one
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pre-miRNA from a single hairpin and, therefore, different mature miRNA isoforms

(isomiR) (H. Wu et al., 2009). Different isomiRs, produced from the same precursor,

can have different seed sequence and therefore regulate different mRNAs (Tan

et al., 2014). As detected by sequencing, IsomiRs can vary by one or multiple

nucleotides at the 5’ or 3’ ends (R. C. Lee et al., 1993) and their concentration was

shown to fluctuate considerably after drug exposure (Giuliani et al., 2020), infection

(Rotival et al., 2020), development (Fernandez-Valverde et al., 2010; Yuan et al.,

2015), diasease and cancer (Liang et al., 2020; Martí et al., 2010), suggesting that

their biogenesis might be actively regulated.

Microprocessor non-canonical substrates

Recently, DROSHA cleavage sites have been annotated on a genomic scale using

formaldehyde crosslinking, immunoprecipitation, and sequencing (fCLIP-seq)

(B. Kim et al., 2017). This approach allowed the discovery of DROSHA cleavage

sites in an unbiased manner revealing numerous non-canonical substrates. Among

them, several hairpin loci were found to be target of DROSHA cleavage but not yet

annotated as miRNAs nor conserved among species (B. Kim et al., 2017). Thus, it is

possible that these hairpin loci may be evolving miRNA genes with limited or no

biological activity (section 1.2.2). On the other hand, these hairpins may represent

cis acting elements for the regulation of mRNAs. It was already reported that

DROSHA can destabilize mRNAs hosting hairpin structures in a

miRNA-independent fashion by cleaving hairpins embedded in exons or UTRs

(Han et al., 2009; Triboulet et al., 2009).

DROSHA miRNA-independent regulation was also shown for mRNAs of factors

important for neurogenesis and myelopoiesis (Johanson et al., 2015; Knuckles et al.,

2012; Rolando et al., 2016). For instance, the transcription factor Neurogenin 2

(Ngn2) mRNA, an important regulator of mammalian neurogenesis, contains

evolutionary conserved hairpin structures that can be cleaved by DROSHA leading

to transcript destabilization. This mechanism is particularly important for mouse

development since it provides a molecular inhibition of Ngn2 accumulation,

preventing abnormal neurogenesis (Knuckles et al., 2012).
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Interestingly, Drosha was found to have a role in splicing regulation and alternative

splicing modulation for different mRNAs, including its own transcript (Havens

et al., 2014; D. Lee et al., 2017). It was shown that DROSHA is involved in the

regulation of alternatively spliced exon 5 of eIF4H gene (Havens et al., 2014). Exon

5 has a predicted hairpin structure that can be recognized and cleaved by the

Microprocessor. However, binding of DROSHA can enhance splicing of exon 5 in a

cleavage-independent manner.

Lastly, DROSHA miRNA-independent regulation was linked to the viral response.

Upon RNA virus infection, DROSHA is exported to the cytoplasm and cleaves viral

genomic RNA, thereby inhibiting viral replication (Shapiro et al., 2014).

Considering the plenitude of hairpin structures located throughout the whole

transcriptome, it’s not surprising that DROSHA is able to recognize and cleave

them, contributing in a miRNA-independent fashion to the regulation of transcript

stability.

pri-miRNA cleavage is co-transcriptional

Cleavage of pri-miRNAs by Microprocessor was shown to occur

co-transcriptionally on chromatin-associated pri-miRNAs (Y.-K. Kim & Kim, 2007;

Morlando et al., 2008). It was demonstrated that coupling of PolII-transcription and

pri-miRNA processing generally enhances the kinetics and efficiency of pri-miRNA

processing. Moreover, in presence of flanking exons, miRNA biogenesis is

enhanced, probably due to prolonged retention at the site of transcription (Pawlicki

& Steitz, 2008; Yin et al., 2015). In fact, endogenous pri-miRNAs that are efficiently

processed are enriched in chromatin-associated nuclear fractions, while

pri-miRNAs inefficiently processed at transcription sites are recognized as

defective transcripts and accumulate in splicing factor SC35 (SC35) domains, as a

result of quality control mechanisms (Pawlicki & Steitz, 2008). Interestingly, many

proteins have been shown to inhibit or promote the co-transcriptional association of

the Microprocessor to the nascent pri-miRNA, thereby promoting or inhibiting

efficient pri-miRNA processing.
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For instance, fused in sarcoma/translocated in liposarcoma (FUS/TSL), a

ubiquitously expressed RNA-binding protein, is recruited to chromatin at sites of

pri-miRNA transcription and facilitates co-transcriptional DROSHA recruitment

(Morlando et al., 2012).

Another important factor associated with co-transcriptional pri-miRNA processing

is the RNA-binding protein LIN-28. During early development in embryonic stem

cells, LIN-28 was found to inhibit the precocious maturation of let-7 miRNA by

binding to its nascent transcript and inhibiting its processing by DROSHA

(Newman et al., 2008).

It is plausible that proteins involved in Microprocessor activity regulation at this

stage might also possess DNA-binding activity in order to interact with chromatin

factors and promote Microprocessor association with nascent pri-miRNAs. For

example, the heterochromatin protein 1 binding protein 3 (HP1BP3) is a histone

H1-related protein that was recently associated with co-transcriptional miRNA

processing (H. Liu et al., 2016). HP1BP3 was found to bind chromatin DNA,

nascent pri-miRNA transcript and to specifically associate with the Microprocessor

in order to retain pri-miRNA on chromatin and promote miRNA biogenesis.

pri-miRNAs transcription and host pre-mRNAs splicing The coupling of

transcription and pri-miRNA processing is particularly interesting for intronic

miRNAs where the cleavage of the pri-miRNAs could potentially interfere with the

splicing of the pre-mRNA, also occurring co-transcriptionally. Notably, many

splicing factors have been linked to the Microprocessor activity or have been found

in the same complex (Treiber et al., 2017). For instance, the splicing regulator

KHSRP, a key mediator of mRNA decay, binds the terminal loop of a subset of

pri-miRNAs and favours processing by promoting their interaction with DROSHA

(Trabucchi et al., 2009). The coordination of pri-miRNA processing and splicing

may also be facilitated by the presence of DROSHA and DGCR8 in the

suprasplaceosome, (Agranat-Tamir et al., 2014) a complex of around 21 MDa

composed of 4 native spliceosome and the nascent pre-mRNA (Azubel et al., 2004).
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In a subset of pre-miRNAs investigated, pri-miRNA processing was shown to occur

before splicing, exposing the cleaved intron to rapid exonucleolytic degradation.

This was also supported by the observation that the chromatin at these specific

introns interacts with exosome and the 5’-3’ exonuclease XRN2 (Morlando et al.,

2008). On the contrary, another study revealed that an artificial intron containing a

pre-miRNA was spliced before pre-miRNA processing (Agranat-Tamir et al., 2014).

Concerning splicing efficiency, some studies found that the cropping of intronic

pre-miRNAs by the Microprocessor did not significantly affect the production and

maturation of the host mRNA (Janas et al., 2011; Y.-K. Kim & Kim, 2007; Pianigiani

et al., 2018). Indeed, KD of DROSHA did not diminish splicing although introns

without pre-miRNAs were spliced more rapidly than introns containing

pre-miRNAs (Kataoka et al., 2009). This observation could be explained by a model

where the pri-miRNA processing occurs between the splicing commitment step

and the excision step. Therefore, despite the discontinuity of the intron that follows

the cropping by the Microprocessor, splicing catalysis could still occur efficiently

because the exons have already been paired and tethered to each other. However,

in more recent studies, it was found that splicing inhibition increases miRNAs

processing while KD of DROSHA increases the level of novel spliced isoforms,

suggesting a competition between pri-miRNA processing and splicing

(Agranat-Tamir et al., 2014; Barbier et al., 2018).

Data supporting both hypotheses could suggest that the interplay between

pri-miRNA processing and splicing might be dependent on some other features

that have not been taken into consideration yet. For instance, one could speculate

that the competition or cooperation between Microprocessor and spliceosome

could somehow depend on the length of the intron, on its position or on the specific

protein composition of both complexes. Needless to say, more evidence needs to be

gathered in order elucidate this mechanism.
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Transcriptional and post-transcriptional regulation of DROSHA and DGCR8

In order to efficiently process miRNAs and control their abundance,

Microprocessor activity must be tightly regulated. Multiple mechanisms that

control the expression level, the activity and the specificity of DROSHA and

DGCR8 have been recently discovered. DROSHA N-terminal region contains

proline-rich (P-rich) and arginine/serine-rich (RS-rich) domains that provide a

regulatory platform for DROSHA post-translational modifications. For instance,

glycogen synthase kinase 3β (GSK3β) phosphorylates Serine300 and Serine302,

located in the RS-rich domain which facilitates nuclear localization of DROSHA

(Tang et al., 2011). Serine300 residue can also be a target of p38 mitogen-activated

protein kinase (MAPK) under stress conditions, inducing DROSHA nuclear export

and degradation (Q. Yang et al., 2015).

On the other hand, critical lysine residues of DGCR8 dsRBDs can be deacetylated

by Histone deacetylase 1 (HDAC1). The deacetylation of these residues increases

the affinity of DGCR8 for primary miRNA transcripts and enhances miRNA

processing (Wada et al., 2012). Another example of post-translational modification

that regulates Microprocessor activity is the phosphorylation of the residue Tyr267

by the kinase ABL. This residue is found immediately N-terminal to the DGCR8

Rhed domain, involved in the interaction with DROSHA. This modification has

been shown to enhance the processing of some pri-miRNAs, including pri-miR-34c,

probably by promoting the recruitment of DROSHA to the miRNA transcript (Tu

et al., 2015).

Interestingly, examples of autoregulation between DROSHA and DGCR8 have

been also shown. In the absence of DGCR8, the level of DROSHA protein is

downregulated, suggesting that DGCR8 might stabilize DROSHA through

protein-protein interactions. On the other hand, DROSHA was shown to suppress

the expression of DGCR8 by targeting two hairpin structures found in the 5’UTR

and in the coding region of DGCR8 mRNA (Han et al., 2009). Furthermore, this

cross-regulatory loop that enables the homeostatic maintenance of Microprocessor
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activity, is evolutionary conserved.

In addition, DROSHA pre-mRNA hosts a pri-miRNA-like hairpin, between exon 7

and intron 7, that can be a target of the Microprocessor itself (D. Lee et al., 2017).

The binding of the Microprocessor to this structural feature in DROSHA

pre-mRNA was shown to compete with the splicing machinery promoting exon 7

skipping in human cells. This mechanism impairs DROSHA protein nuclear

localization or facilitates nuclear export. In fact, DROSHA proteins generated from

exon 7-skipped isoforms were exclusively nuclear, while those from exon

7-containing isoforms were also present in the cytoplasm (Link et al., 2016). This

alternative spliced isoform of DROSHA seems to have emerged very recently since

it only occurs in placental mammals and was shown to be predominantly abundant

in the brain (D. Lee et al., 2017; Link et al., 2016).

RNA-binding proteins involved in Microprocessor activity

Although the minimal components of Microprocessor are DROSHA and its

co-factor DGCR8, many other proteins have been implicated in the pri-miRNA

processing step of the miRNAs biogenesis at different stages. As previously

discussed, a number of proteins are able to enhance or inhibit Microprocessor

activity by modulating its co-transcriptional recruitment on chromatin DNA. Many

other trans-acting factors, especially proteins with RNA-binding activity, have been

shown to positively or negatively influence Microprocessor activity. For instance,

RBP hnRNP A1 is able to enhance pri-miR-18a processing by binding to its terminal

loop and driving an allosteric destabilization of the base-pairing in the stem that

promotes more efficient DROSHA binding (Kooshapur et al., 2018; Michlewski

et al., 2010). This is particularly interesting because it suggests that the tertiary

structure and the sequence of the stem and the loop regions are both important for

DROSHA binding and Microprocessor activity.

In addition to hnRNP A1, many other RBPs can recognize the terminal loop of

miRNA precursors and positively or negatively influence their biogenesis

(Castilla-Llorente et al., 2013; Michlewski et al., 2008). In fact, proteins that were
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previously cited in this text, such as LIN28 and FUS/TSL, exploit their function by

binding to the terminal loop of their target miRNAs precursors. Another interesting

factor is the KH-type splicing regulatory protein (KSRP). KSRP was shown to

directly interact with G-rich stretches in the terminal loops of a subset of precursor

miRNAs, optimizing the position/recruitment of both Microprocessor and the

downstream DICER miRNA processing complex (Trabucchi et al., 2009).

Importantly, these trans-acting factors have different effects on Microprocessor

activity depending on different miRNA precursors or cell types. For instance, in

human cells that lack LIN28 expression, hhnRNP A1 can act as a negative regulator

for some miRNAs, such as let-7a, by competing with the activator protein KSRP for

the binding to its terminal loop (Michlewski & Cáceres, 2010).

Helicases, such as the DEAD box RNA helicases p72/DDX17, can also act as

cofactors for the Microprocessor activity (Dardenne et al., 2014). DDX17 is able to

promote the maturation of a subset of miRNA precursors by remodelling the 3’

flanking region of the pri-miRNA, therefore enhancing DROSHA processing (Ngo

et al., 2019; Remenyi et al., 2016). Similarly, p68/DDX5 was found to be a

component of the Microprocessor complex for the efficient processing of some

pri-miRNAs (Gregory et al., 2004; Hong et al., 2013).

More recently, other classes of proteins have been linked to the recognition of the

pri-miRNA stem by DROSHA and DGCR8. For instance, Hemin, a ferric

ion-containing porphyrin, can be incorporated in DGCR8, which modifies its

conformation and enhances the specific interaction between the DGCR8 dimer and

the apical UGU motif on the pri-miRNA (Nguyen et al., 2018; Partin et al., 2017). In

addition, this was shown to be particularly important for the differential expression

of certain pri-miRNAs as Hemin-binding positively influences only

UGU-containing pri-miRNAs (Nguyen et al., 2018).

More factors associated with Microprocessor activity are continuing to be

identified, suggesting the existence of a diversified, but yet largely unexplored,

regulatory interactome surrounding DROSHA and DGCR8 (Davis et al., 2008;

J. Song et al., 2020). More importantly, different cofactors already identified have
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the ability to specifically modulate the processing of a set of miRNAs, sometimes

leading to divergent outcomes, depending on the cell type or the cellular

environment. These observations reveal a much more convoluted mechanism than

previously thought, leading to a plethora of different outputs to finely tune miRNA

expression and maturation. Nevertheless, the exact mechanism of pri-miRNA

processing regulation is still largely unknown.

1.3.4 Stability of pri-miRNA hairpins

Hairpins are very stable and recurrent structures that can be widely found in the

human transcriptome (Bentwich et al., 2005). Several features contribute to the

stability of hairpin structures, such as the length of the duplex and the loop, the

number and the type of mismatches included in the stem (Groebe & Uhlenbeck,

1988; Meroueh & Chow, 1999). Mismatches found in the duplex are destabilizing

and increase the free energy of the hairpin structure. Moreover, mismatches with at

least one purine base (e.g. C/A, A/C, G/A) show higher stability (and lower free

energy) than two pyrimidine bases (e.g. U/U). On the other hand, RNA containing

G/U and U/G mismatches are the most stable compared to all the other

mismatches (Meroueh & Chow, 1999).

Concerning structural features, hairpin loops seem to be a target for many RBPs. It

was found that approximately 14% of all human pri-miRNAs have highly

conserved loops that are often bound my RBPs, which influences their stability and

association with Microprocessor (see previous section for details). For example,

pri-miR-7-1, whose mature form, miR-7, that is enriched in brain and pancreatic

tissue, has a conserved terminal loop that was shown to be bound by Musashi

homolog 2 (MSI2) and Hu antigen R (HuR) proteins. In particular, in non-neural

cells, although its host mRNA is expressed, the cleavage of pri-miR-7-1 is inhibited

by MSI2/HuR binding to its terminal loop, leading to tissue-specific control of its

expression (N. R. Choudhury et al., 2013). In the same study, it was shown that,

upon binding of MSI2/HuR to the loop, the stem of pri-miR-7-1 becomes more

stable and rigid, inhibiting Microprocessor activity.

On the other hand, hnRNP A1, already cited in this text (section 1.3.3), enhances
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pri-miR-18 processing by binding to the hairpin and inducing a conformational

change in its terminal loop that leads to a more relaxed stem and efficient DROSHA

cleavage (Michlewski et al., 2008).

Aside from structural characteristics, also sequence motifs recognized by RBPs can

increase or diminish the hairpin stability, depending on the RBP involved. For

instance, LIN28, already found to bind terminal loop of pri-miRNAs influencing

their processing (section 1.3.3), was shown to recognize a GGAG motif in several

human pri-miRNAs (Rybak et al., 2008; Urbanek-Trzeciak et al., 2018).

Finally, enzymes part of the adenosine/cytidine deaminase family, such as ADAR1

and ADAR2 (Adenosine Deaminase acting on RNA), can trigger single nucleotide

changes in the pri-miRNA sequence, impacting their stability. Indeed, nucleotide

modifications (A-to-I or C-to-U), typical of the RNA editing mechanism, especially

occurring in the stem region of pri-miRNAs, have the potential to change their

secondary structure and therefore influence their stability, maturation and,

importantly, their target repertoire (Correia de Sousa et al., 2019). For example, the

edited form of miR-376, a miRNA expressed in gliomas, lacks its ability to bind its

target mRNAs, leading to higher invasive capacity in this type of cancer

(Y. Choudhury et al., 2012).

1.3.5 pre-miRNAs export

After the first step of miRNAs maturation, carried out by the Microprocessor, the

pre-miRNAs formed are exported to the cytoplasm through the Exportin 5 (XPO5).

XPO5 is one of the karyopherin β family of nucleocytoplasmic transport factors,

which mediate protein export to the cytoplasm by recognizing specific transport

signals in the cargo proteins. In particular, XPO5 was shown to shuttle small RNAs

and RBPs, such as NF90 and ADAR1, to the cytoplasm, interacting with transport

signals in their dsRBDs (Fritz et al., 2009; Gwizdek et al., 2003). Interestingly, the

export of RBP was shown to be facilitated by their binding to RNA which increases

their affinity to XPO5 (Fritz et al., 2009).

Several members of this family have been shown to shuttle ncRNAs; XPO5 was
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initially shown to transport the adenovirus VA1 RNA (Gwizdek et al., 2003).

Because of the "mini-helix" structure and the presence of two nucleotides 3’

overhang, characteristic of the adenovirus VA1 RNA and other ncRNAs, it was

hypothesized and subsequently shown that XPO5 could mediate miRNAs nuclear

export. XPO5 nuclear cargo binding requires the GTP-bound form of the Ran

GTPase in the nucleus: pre-miRNAs are transported by Ran/GTP/XPO5 to the

cytoplasm through the nuclear pore complex, released upon GTP hydrolysis to

GDP, thereby allowing free XPO5 to subsequently return to the nuclear

compartment (Lund et al., 2004; Yi et al., 2003).

The structure of XPO5:RanGTP:pre-miRNA reported by Okada et al., using X-ray

technology, shows that the 2 nt 3’ overhang of the pre-miRNA functions as a

transport signal, allowing XPO5 to recognize and bind its cargo pre-miRNA (Fig.

1.6).

FIGURE 1.6: Structure of XPO5 complexed with a pre-miRNA.
A) The electrostatic surface potentials are represented in a color
gradient from red to blue while the black backbone represents the
stem of the pre-miRNA. The inner surface of the baseball mitt-
like structure is positively charged. B) The inside of the tunnel is
electrostatically basic and shows many hydrophilic interactions with

the 2-nt 3 overhang structure. Adapted from Okada et al., 2009

The 2 nt 3’ overhang is bound to a tunnel-like structure of XPO5 and stabilized
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through a number of hydrogen bonds and salt bridges. On the other hand, the

pre-miRNA stem is bound by a baseball mitt-like structure of XPO5. The inner

surface of the tunnel and the baseball mitt-like structure is rich in positive charges,

which stabilizes the interaction with the negatively charged RNA. Moreover, since

both 3’ and 5’ ends of the pre-miRNA are shielded by XPO5, it also prevents the

degradation of pre-miRNAs by exonucleases. Interestingly, all pre-miRNA/XPO5

interactions were found to be mediated by atoms of the sugar-phosphate backbone,

suggesting that pre-miRNAs recognition is independent on their sequence (Okada

et al., 2009). On the contrary, XPO5 binding to pre-miRNAs was shown to be

sensitive to the RNA structure, particularly around the basal elements. In fact, the

pre-miRNA 3’ overhang was important but not essential for XPO5 binding.

Blunt-ends, 5 or 1 nt 3’ overhangs with or without a 2 nts 5’ overhang were able to

bind XPO5, while only a 5’ overhang compromised XPO5 binding (Zeng & Cullen,

2004).

Pre-miRNAs export is a rate-limiting step of miRNA biogenesis and therefore an

efficient cytoplasm shuttling is critical for miRNA maturation and

miRNA-dependent gene regulation. As expected, downregulation of XPO5 inhibits

miRNAs maturation and induces precursor degradation (Lund et al., 2004). In

some types of colon cancers, the C-terminal region of XPO5 was found to be

truncated. Because this region is essential for the formation of

XPO5/Ran-GTP/pre-miRNA complex, the truncated XPO5 can not bind

pre-miRNA, leading to nuclear accumulation of pre-miRNAs (Melo et al., 2010). On

the other hand, overexpression of XPO5 enhances expression of mature miRNAs by

enhancing cytoplasmic shuttling and increasing pre-miRNA availability for

subsequent maturation steps. As a result, overexpression of XPO5 enhances

miRNA-mediated inhibition of target mRNAs (Yi et al., 2005). Therefore, XPO5

regulation is essential for miRNAs biogenesis.

It was shown that ERK activation globally reduces miRNA expression by

phosphorylating XPO5 and reducing its ability to bind pre-miRNAs (H.-L. Sun

et al., 2016). In the same study, they showed that in hepatocellular carcinoma

(HCC), phosphorilation of XPO5 by ERK inhibits miR-122 maturation. Loss of
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miR-122 results in reduced chemosensitivity and confers resistance to the drug

Taxol (Xu et al., 2011). Recently, XPO5 was also found to bind closely clustered

polycistronic pri-miRNAs in the nucleus in a GTP-independent manner. In

particular, XPO5 is able to bind pre-miR-19a hairpin in a GTP-dependent manner

and pri-miR-19a basal stem region independently of Ran-GTP. By binding outside

of pre-miR-19a hairpin region, XPO5 was found to promote Microprocessor

cleavage in vitro (J. Wang et al., 2020).

Some non-canonical pre-miRNAs, such as the Microprocessor-independent m7G

capped pre-miRNAs, have been shown to utilize a different export pathway. For

instance, in quiescent cells, m7G-capped pre-miRNAs can be exported by

Exportin-1 (XPO1 or CRM1) (Martinez et al., 2017). CRM1 is able to export a variety

of RNA subtypes, by recruiting a phosphorylated adapter RNA export protein

(PHAX) as an anchor for pre-miRNA binding (Xie et al., 2013). However, the

mechanism of PHAX binding to pre-miRNAs is still unclear. It’s possible that

PHAX recognizes the cap structure at the 5’ end of the pre-miRNAs, since the

interaction between PHAX and cap-binding-complex (CBC) was already shown for

snRNAs nuclear export by CRM1 (Boulon et al., 2004).

Thus pre-miRNA export is a crucial part of the miRNA biogenesis pathway,

representing a rate limiting step that is subjected to several regulatory mechanisms.

1.3.6 DICER cleavage

After export to the cytoplasm, pre-miRNAs maturation proceeds with DICER

cleavage to produce small RNA duplexes, the miRNAs. Like DROSHA, DICER is a

member of the RNAse III family and it specifically hydrolyzes phosphodiester

bonds found in double-stranded RNAs, generating 21-25 nucleotides long products

having 5’-phosphate, 3’-hydroxyl and 2-nt 3’-overhangs (Macrae et al., 2006).

Evolutionary studies indicate that animals developed two Dicer genes: Dicer-1,

responsible for pre-miRNA recognition and cleavage to produce miRNAs, and

Dicer-2 that cleaved dsRNA to generate siRNAs (Y. S. Lee et al., 2004). Dicer-2 has

an important role in the response to viral infections by cleaving viral dsRNAs, but
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it was subsequently lost from vertebrates that developed complex immune systems

(Mukherjee et al., 2013).

DICER structure

Mammalian DICER is a 220 kDa multidomain protein that is produced as a single

isoform from Dicer gene (Ciechanowska et al., 2021). A crystal of full-length

mammalian DICER is not yet available and, so far, its structure has been inferred

from numerous biochemical studies (E. Ma et al., 2008), comparison with DICER

homologous proteins (Macrae et al., 2006) and crystallographic structure analyses

of separate domains (Du et al., 2008; J.-B. Ma et al., 2004; Takeshita et al., 2007).

Thanks to a recent cryogenic Electron Microscopy (cryo-EM) analysis, we know

that the overall shape of DICER resembles the letter "L" and it is conventionally

divided in three parts: head, body and base (Fig. 1.7) (Taylor et al., 2013).

FIGURE 1.7: Schematic representation of DICER structure in
complex with a pre-miRNA. The arrows indicate the cleavage

sites. From Ciechanowska et al., 2021

The main functional domains are: PAZ (Piwi-Argonaute-Zwille) domain, located in

the head of the protein, the RNAse IIIa and IIIb, located in the body together with

the dsRNA binding domain, the helicase domain and a domain of unknown

function (DUF283) which constitutes the base (Svobodova et al., 2016).
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The PAZ domain is a dsRNA-terminus binding motif, common to Argonaute and

DICER proteins (K. S. Yan et al., 2003). It contains a highly conserved 3’ overhang

binding pocket to specifically anchor the two-nucleotide 3’ overhang of the RNA

duplexes and it seems to be involved in the transfer of cleaved RNA to the PAZ

domain of Argonaute in the RISC (J.-B. Ma et al., 2004; Macrae et al., 2006) . In

particular, it was shown that modification of the 3’ overhang structure of the target

RNA duplexes leads to significant reduction of DICER cleavage and RNAi

efficiency (Elbashir, Lendeckel, et al., 2001; Harborth et al., 2003). By contrast, many

other studies have reported that 3’ modifications of RNA duplexes do not interfere

with RNAi, suggesting that PAZ might not be the only RNA duplex recognition

domain (Amarzguioui et al., 2003; Elbashir, Martinez, et al., 2001). Specifically,

DICER PAZ domain contains a large extended loop enriched in basic amino acids

that dramatically changes the electrostatic potential of the 3’ overhang binding

pocket and could be involved in the transfer of cleaved RNA to other proteins

(Macrae et al., 2006).

An extension of the PAZ domain, the Platform-PAZ-connector helix cassette,

contains a phosphate-binding pocket (5’ pocket) positioned in close proximity to

the 3’ pocket to ensure simultaneous accomodation of the substrate 5’- and 3’-ends

(J.-E. Park et al., 2011; Tian et al., 2014). The helicase domain of human DICER

contains a DExD/H-box motif capable of unwinding RNA or DNA duplexes.

While this activity is usually ATP-dependent, this has not been proven for

vertebrate DICERs containing DExD/H-box motifs. The helicase domain can also

function as a platform for dsRBPs binding (Hansen et al., 2019).

The DUF283 domain has still no characterized function but its structure adopts an

alpha-beta-beta-beta-alpha (α-β-β-β-α) topology, typical of canonical dsRBDs

(Dlakić, 2006; Z. Liu et al., 2018). Nevertheless, a dsRNA-binding activity has not

been demonstrated for this domain, although it was reported that DUF283 is

capable of binding single-stranded nucleic acids in vitro and enhancing

hybridization between short RNAs and their complementary regions in longer
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RNAs (Kurzynska-Kokorniak et al., 2016).

The two RNAse IIIa and IIIb domains, found in the body of DICER, form an

intramolecular dimer and constitute its catalytic core. The mechanism of cleavage

and substrate recognition has, so far, been studied only in E. coli. In particular, it

was shown that the RNAse IIIa domain cleaves the pre-miRNA 3’ arm that contains

the 3’-overhangs, while the RNAse IIIb domain cleaves the arm containing the 5’

phosphate (H. Zhang et al., 2004). The role of the dsRBD in human DICER is still

under study. In fact, it doesn’t seem essential for DICER action in standard assays

but, when isolated, it binds strongly to dsRNA (Wostenberg et al., 2012) and

enables substrate processing by DICER in absence of the PAZ domain (E. Ma et al.,

2012). This suggests that the dsRBD plays an auxiliary role in dsRNA binding and

cleavage or it might recognize alternative substrates that are not recognized by the

PAZ domain.

Recognition and cleavage of the pre-miRNA by DICER

As aforementioned, mammalian DICER cleaves the Microprocessor products, the

pre-miRNAs, generating RNA duplexes of 21 to 28 nucleotides.

Crystallographic structure studies suggest that DICER anchors both ends of its

pre-miRNA substrates (Fig. 1.8).

It was reported that the region surrounding the PAZ domain contains a phosphate

5’-binding pocket in close proximity to the already known 2-nt 3’-overhang binding

site (Tian et al., 2014). Interestingly, the distance between the 5’ and 3’-binding

pockets is approximately 20 Å, which corresponds to the distance between the 5’

and the 3’-ends of a dsRNA with a 2-nt 3’-overhang. Therefore, the distance

between the two binding pockets could explain the strong preference of DICER for

dsRNAs containing a 2-nt 3’-overhang (J.-E. Park et al., 2011).

It is possible that the 5’ and 3’-ends of the substrate dsRNAs are simultaneously

accommodated in the phosphate and the 3’ pockets, respectively (J.-E. Park et al.,

2011; Tian et al., 2014). The binding of both ends seems to be extremely important

for the precise and uniform processing of the substrates. Indeed, mutations of the
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FIGURE 1.8: Model for DICER processing of pre-miRNA. The
arrows indicate the cleavage sites. Adapted from J.-E. Park et al.,

2011

5’-binding pocket lead to reduced accuracy and efficiency of human DICER, while

3’-pocket mutations reduce its processing activity (Tian et al., 2014). Moreover,

mutations in the 3’ or 5’-ends of DICER substrates shows that, according to the

substrate used, the product length might vary. Tests on several pre-miRNAs

showed that DICER acts as a molecular ruler, cleaving the dsRNA substrate of a

length that is calculated from the 3’-binding pocket (3’ counting rule) or the

5’-binding pocket (5’ counting rule) or both to the RNAse III domains (J.-E. Park

et al., 2011). The relative contribution of the 5’ and 3’ ends to the length of the

cleaved product seems to vary among pre-miRNAs. It was shown that

pre-miRNAs following the 3’ counting rule are relatively stable at the stem termini,

whereas the 5’ counting rule seems to occur when the pre-miRNA end is

thermodynamically unstable (mismatch, G–U, or A–U pair) (Soifer et al., 2008).

The processing efficiency of thermodynamically unstable duplexes, such as

pre-miRNAs harboring mismatches in the stem region, seems to depend on DICER

helicase domain, since mutation in this domain results in poor processing of these

substrates (Soifer et al., 2008). In addition, it was speculated that the helicase

domain of DICER could be involved in the rearrangement of the enzyme to release

the processed miRNA and handing it off to the RISC. Importantly, another level of
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recognition of the substrate is carried out by the helicase domain itself which binds

the hairpin RNA loop (E. Ma et al., 2012).

The cleavage center of DICER is formed by the intramolecular dimerization of the

two RNAse III domains that independently cleave the two strands of the substrate

(Takeshita et al., 2007). In fact, mutation of single RNAse III domain prevents

cleavage of one RNA strand but has no effect on the second strand (H. Zhang et al.,

2004). Moreover, dicing assays indicated that DICER processing rate varies with

different substrates (Chakravarthy et al., 2010). Cleavage catalysis speed depends

not only on the substrate binding affinity but it could depend on an inefficient

release of the product or a sub-optimal loading due to particular structural

properties of the substrates. Considering only pre-miRNAs, many variations in

structure such as number of mismatches or loop size naturally exist and they might

lead to considerable differences in their recognition and processing by DICER

(Chakravarthy et al., 2010).

Other proteins involved in DICER processing

It was shown that DICER processes different pre-miRNAs at distinct rates,

according to their structural properties (Chakravarthy et al., 2010). In fact, the

interaction of DICER with dsRNA-binding proteins, such as the human

trans-activation (TAR) RNA-binding protein (TRBP), can modulate its processing

efficiency, its accuracy or fine tuning the length of mature miRNAs (Chendrimada

et al., 2005). However, the effect of TRBP on DICER activity is still very

controversial.

It is possible that the binding of TRBP to DICER induces a conformational change

that influences DICER substrate specificity and kinetics. For instance, a dicing

assay performed on pre-miR-31 or a chimeric substrate showed that association of

TRBP with DICER inhibited the processing of these substrates by several fold.

Results from the same study suggest that the effect of TRBP on the substrates might

be mediated by their stem-loop conformation, since insertion of mismatches in the

stem-loops of the targets reversed the effect observed previously (H. Y. Lee &
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Doudna, 2012; Zhu et al., 2018). Along the same lines, TRBP binding to Dicer is able

to alter isomiR production, contributing to guide strand selection and mRNA target

silencing activity (H. Y. Lee & Doudna, 2012; Zhu et al., 2018). In fact, according to

the substrate sequence and stem flanking nucleotides, mismatches in the stem-loop

of a DICER/TRBP-bound pre-miRNA can change the length of the duplex included

between the PAZ domain and the RNAse III domains, leading to isomiR

production (Zhu et al., 2018).

Therefore, TRBP is not a general enhancer of DICER activity, but it can have

divergent functions according to the substrate structure or even cellular context and

signalling. For example, phosphorylation of TRBP, mediated by the mitogen

activated protein kinase (MAPK) Erk, has been suggested to extend DICER-TRBP

complex half-life and enhance growth promoting miRNA processing activity

(Paroo et al., 2009). On a different note, it was recently shown that TRBP is involved

in immunodeficiency virus type 1 (HIV-1) translation and replication by binding to

the TAR RNA and inhibiting the 5’UTR TAR RNA-mediated translation

suppression of TAR RNA while DICER processes HIV-1 TAR RNA to generate TAR

miRNAs (Komori et al., 2020).

Importantly, TRBP was found to regulate DICER products loading onto Ago during

RISC assembly in Drosophila, while in mammals its implication in this process is

rather controversial. It has been demonstrated that DICER and TRBP regulate RISC

formation and strand selection (Daniels et al., 2009; Noland & Doudna, 2013). In

contrast, a more recent publication, showed that TRBP KO altered

DICER-processing sites in a subset of pre-miRNAs but had no effect on miRNA

abundance, DICER stability or AGO2 loading (Betancur & Tomari, 2012).

Another protein involved in DICER processing is the dsRNA-binding Protein

Kinase R (PKR) activating protein (PACT), a cellular protein activator of the kinase

PKR and human paralog of TRBP (R. C. Patel & Sen, 1998). Coimmunoprecipitation

analysis showed that AGO2 interacts with PACT similarly to TRBP but the precise

role of PACT in DICER processing has not yet been fully defined (Y. Lee et al.,
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2006). PACT was shown to associate with DICER and it seems to have a function

similar to TRBP. Their conserved sequence and domain organization suggest that

TRBP and PACT may be functionally redundant although they appear to act on

different miRNAs (Wilson et al., 2015). They are both conserved among vertebrates

supporting the observation that PACT and TRBP function at the same step in the

small RNA biogenesis pathway, but on different substrates (Heyam et al., 2015).

Moreover, crystallographic structure of DICER-TRBP complex showed that binding

of PACT and TRBP to DICER is mutually exclusive although it cannot be excluded

that PACT and TRBP interact with each other and only one of them binds to DICER

(Heyam et al., 2015; Kok et al., 2007).

DICER together with TRBP or PACT are often essential to achieve optimal strand

selection, but they show different and relative contribution to this process (Wilson

et al., 2015). In addition, double KO of TRBP and PACT indicated that the two

proteins do not functionally compensate for each other (Y. Kim et al., 2014).

Interestingly, variations of TRBP or PACT expression and their effect in miRNA

biogenesis is linked to several types of cancers (Caramuta et al., 2013; Sand et al.,

2012). Overall, the role of TRBP and PACT in DICER-mediate miRNA processing is

still controversial and more evidence is needed to draw conclusions.

Non-canonical DICER substrates and functions

In addition to pre-miRNAs, DICER can process endogenous and exogenous long

dsRNAs although these have only a partial experimental support in mammals.

Exogenous sources of substrate dsRNA of DICER include viral dsRNA,

documented in plants, Drosophila and C. elegans (Vance & Vaucheret, 2001;

X.-H. Wang et al., 2006; Wilkins et al., 2005). For instance, viral infection in adult

flies triggers Drosophila Dicer protein to act as a sensor of the viral double-stranded

RNA and produce siRNAs to activate the siRNA-dependent RISC (siRISC), leading

to viral RNA silencing (X.-H. Wang et al., 2006). However, this pathway seems to

have a very limited functionality in mammals (Stein et al., 2005; Svoboda, 2014).

Although DICER is mainly localized in the cytoplasm where it exerts its function in
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the miRNAs biogenesis pathway, it was found in the nucleus of mammalian cells,

suggesting a nuclear role as well. Nuclear DICER was found to process non

canonical damage-induced dsRNAs that promote DNA repair, taking part in the

DNA-damage response (DDR) (Burger et al., 2017; Francia et al., 2012).

Importantly, DICER was shown to be implicated in the biogenesis of tRNA-derived

fragments (tRFs), a class of small RNAs derived from tRNAs in plants and

Drosophila (Cole et al., 2009).

DICER regulation

In addition to the RBPs implicated in DICER processing that modulate miRNA

maturation, DICER itself can be modified to regulate miRNA processing. For

instance, it was shown that the DExD/H-box domain, included in the helicase

domain of DICER, inhibits the rate of perfect-duplex dsRNA cleavage.

Interestingly, this domain functions as a protein interaction domain with TRBP. It is

plausible that the binding of TRBP to DICER leads to a conformational change that

enhances its processing activity, suggesting that the DExD/H-domain acts as a

structural switch that controls DICER activity (E. Ma et al., 2008).

DICER localization can also strongly impact miRNA processing. For example,

studies indicated that phosphorylation of DICER by ERK affects oocyte

development in C. Elegans and humans. In particular, ERK can phosphorylate two

conserved residues of DICER RNAseIII and dsRNA-binding domains resulting in

its nuclear translocation (Drake et al., 2014). DNA damage was also shown to

induce phosphorylation and translocation of DICER into the nucleus where, as

previously mentioned, it is involved in the DDR by generating non canonical small

RNAs (Burger et al., 2017).

A more recent study suggests that regulation of DICER is important for specific

miRNA production in a sub-cellular localization. It was shown that local synaptic

activity can stimulate DICER-dependent maturation of pre-miRNAs leading to

their maturation and a decrease in their target mRNA translation (Sambandan

et al., 2017).
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1.4 RISC-mediated gene silencing

The catalytic core of the human RISC is represented by AGO proteins. The

Argonaute family can be divided into two subfamilies: Ago subfamily (composed

by AGO1, AGO2, AGO3 and AGO4) and PIWI subfamily (which includes HIWI1,

HIWI2, HIWI3 and HIWI4). PIWI subfamily is exclusively expressed in germ-line

cells, while AGO family is widely expressed in different tissues. AGO proteins are

extremely conserved among species from bacteria to archaea and eukaryotes.

In humans, while the four AGO proteins are expressed, AGO2 is essential for

RISC-guided mRNA silencing by binding to miRNA or siRNA and mediating

translational repression or cleavage and decay of the target mRNAs. AGO2 was

thought to be the only AGO protein having mRNA slicing activity. However, more

recently, AGO3 has been shown to slice target mRNAs when loaded with a subset

of miRNAs (M. S. Park et al., 2017). In the majority of the cases, human AGO2 will

silence target transcripts by inhibiting their translation or inducing mRNA decay

(Flores et al., 2014).
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1.4.1 AGO2 structure

The full length crystal structure of human AGO2 was determined in 2012 (Schirle &

MacRae, 2012). It was observed that AGO2 has a bi-lobed structure formed by four

core domains: N Domain, PAZ, MID and PIWI domains (Fig. 1.9).

FIGURE 1.9: Schematic representation of AGO2 structure. A)
Domain composition of human AGO2 primary sequence. B) Model

of human AGO2. Adapted from Schirle and MacRae, 2012

The N domain is the least characterized of all AGO2 domains and it seems to be

required for the unwinding of the RNA duplex but not for RNA loading (Kwak &

Tomari, 2012). It was suggested that the N domain dynamically disrupts base

pairing in the miRNA duplex loaded into AGO2. Furthermore, this domain might

have a function during the target slicing step by suitably positioning the target

RNA for endonucleolysis. Indeed, upon mutation of the N-domain, AGO2 fails to

achieve activation of RISC and mRNA cleavage.

The PAZ domain is a very well conserved domain, which is also found in DICER,
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that is able to bind the two-nucleotide 3’ overhang of miRNAs (J.-B. Ma et al., 2004).

There are no sequence-specific contacts between the PAZ domain and the 3’ end of

the miRNA, although the terminal nucleotide inserts in the aromatic ring of a

conserved phenylalanine residue (Jinek & Doudna, 2009). In particular, it was

shown that the PAZ domain cyclically binds and releases the 3’ end of siRNAs and

that its action is essential for RNAi activity. Moreover, mutations at the 3’ end of

siRNAs or blunt-ended substrates, have a detrimental effect in PAZ binding

activity and they inhibit the formation of hydrogen bonds in PAZ active site (Alagia

et al., 2018). However, the exact role of AGO2 PAZ domain in RISC is still in debate.

It was also shown that AGO2 with a mutant PAZ domain could still interact with

miRNA but it was unable to unwind the loaded miRNA (Gu et al., 2012).

The MID and PIWI domains form a very conserved interface, common with the

prokaryotic structures, that behave like a channel to accommodate the miRNA

duplex between the two lobes. In line with this, it was shown that MID-PIWI lobe

is very sensitive to alterations, especially in their polar and hydrophilic interface.

Mutations in this region lead to MID-PIWI interaction instability and the inhibition

of substrate binding (Boland et al., 2011).

Specifically, the MID domain contains a binding pocket with a nucleotide specificity

loop that contacts the 5’ end of the guide strand and it preferentially binds A or U

nucleotides. On the other hand, the PIWI domain in AGO2 adopts a fold typical of

endoribonucleases, such as RNAseH, and it exerts an endoribonuclease-like

activity by slicing the target mRNAs. The PIWI domain also contains a tryptophan

binding area, essential for the recruitment of GW182/TNRC6A, a scaffold protein

important for AGO2 activity (Parker et al., 2005).

It is interesting to note that, although the core domain structure of AGO2 is well

conserved between prokaryotes and eukaryotes, their relative positions in the

structure differ, which may contribute to their major architectural differences

(Schirle & MacRae, 2012).
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1.4.2 RISC loading and interplay between DICER and AGO2

The final step in the assembly of a functional RISC is the loading of the miRNA

onto AGO2 to form the pre-miRISC. A pre-miRISC composed of AGO2 and the

miRNA is also called minimal RISC.

In this process, the partner strand (miR* strand) of the miRNA duplex, also called

the passenger strand, is expelled from the pre-miRISC and degraded, while the

other strand (miR strand) is selectively stabilized and assembled into AGO2 to

form the miRISC.

A recent time-resolved analysis showed that amounts of miRs* and miRs do not

show any statistically significant difference at early time-points after 4sU labeling,

implying that miRNAs accumulate as duplexes. Interestingly, miRNA duplexes

loading onto AGO2 occurs with 1 hour or more of delay, suggesting that RISC

loading is a rate limiting step, representing a critical kinetic bottleneck for the

accumulation of mature miRNAs and resulting in low yields in miRISC formation

(Reichholf et al., 2019).

This suggests that RISC loading could require assistance from other factors such as

chaperone proteins and ATP hydrolysis (Yoda et al., 2010). In particular, it was

shown that the chaperone machinery composed of Hsc70 and Hsp90 uses ATP to

mediate a high-energy conformational opening of AGO2 to accommodate the rigid

miRNA duplex (Iwasaki et al., 2010).

AGO2 loading of miRNAs is followed by unwinding or cleavage of the duplex and

the retention of a single-stranded RNA. If the duplex is perfectly matched, AGO2 is

able to cleave the passenger strand and its expulsion is facilitated by the

endonuclease C3PO (Sheu-Gruttadauria & MacRae, 2017). However, most miRNA

duplexes present mismatches in the seed or 3’-mid regions that disfavor the

cleavage of the passenger strand and favor miRNA unwinding. The miRNA

unwinding seems to be independent of ATP (Yoda et al., 2010). In particular, it was

proposed that the tension created by the chaperone-mediated opening could be

released allowing AGO2 to return to a more closed conformation and unwind the
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miRNA duplex (Kawamata & Tomari, 2010). Moreover, the structural asymmetry,

characteristic of the miRNA duplex, is determinant for strand selection and the

formation of a mature mi-RISC. In fact, data show that the strand with a

thermodynamically less stable 5’ end becomes the miR strand and is retained in

AGO2, while the other strand is expelled and degraded (Khvorova et al., 2003;

Schwarz et al., 2003). The nucleolytic activity of AGO2 is critical for the cleavage of

the passenger strand prior to its expulsion from the pre-miRISC but it was found to

be important also for the maturation of DICER-independent miRNAs, such as

miR-451 (Cifuentes et al., 2010).

The level of a miRNA does not strictly correlate with its association with RISC,

suggesting that its abundance might also be controlled by other factors. In vitro

studies indicated that human DICER might function as a nucleic acid annealer,

facilitating interactions between complementary sequences in two RNA molecules;

while AGO2 was found to have a limited RNA-annealing potential (Ameres et al.,

2007; Kurzynska-Kokorniak et al., 2016). The role of DICER in the binding of AGO2

to target mRNAs is complex. On one hand, the binding of DICER to the

miRNA-targeted mRNA has been shown to block association of AGO2 thereby

preventing transcript degradation. On the other hand, DICER might also support

AGO2 activity by loading the miRNAs or by facilitating the accessibility to the

structured double-stranded fragments of transcripts, leading to degradation or

translational repression (Pokornowska et al., 2020). Furthermore, this assumption is

supported by reports showing that endogenous AGO proteins can bind to miRNAs

that are already pre-annealed to mRNAs (Janas et al., 2012; B. Wang et al., 2006).

Other groups have previously identified a tripartite miRNA loading complex

(miRLC), composed of DICER, AGO2 and TRBP that is able to transfer miRNA and

siRNA from DICER to AGO2 (Maniataki & Mourelatos, 2005; H.-W. Wang et al.,

2009). Interestingly, some studies suggest that this complex assembles

spontaneously in vitro and prior to pre-miRNA recognition by DICER. Therefore,

the miRLC displays several catalytical activities: it is able to recognize and bind

pre-miRNAs, it processes them into miRNA duplexes and it cleaves the miRNA to
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obtain a single stranded guide RNA (X. Liu et al., 2012; MacRae et al., 2008).

In addition, a miRNA Precursor Deposit Complex (miPDC) was shown to enhance

the expression of certain miRNAs. This latter is composed by pre-miRNA directly

binding to AGO2 and it’s promoted by miRNA precursors beginning with 5’-U or a

5’-A and containing a 3’-mid base pairing and/or 5’-mid mismatches. Interestingly,

miPDC seems to be particularly important for promoting RISC assembly for

DICER-independent miRNAs. The assembly of DICER-dependent pre-miRNAs in

miPDC promotes their maturation by escorting them to the miRLC, containing

DICER. In the other hand, the assembly of DICER-independent pre-miRNAs in

miPDC is crucial for their AGO2-dependent maturation (X. Liu et al., 2012).

1.4.3 Molecular mechanism of AGO2

After miRNA loading and elimination of the passenger strand, AGO2 is able to

function as effector of the small-RNA-mediated silencing. As previously

mentioned, an siRNA-guided AGO2 is able to slice the target mRNA thanks to the

perfect complementarity between the "seed" region and the recognition element on

the target RNA. In the majority of the cases, human AGO2 is loaded with a miRNA

whose complementarity to the target mRNA is only partial. In this case, RISC

induces translational repression or mRNA deadenylation, decapping and decay of

the target mRNA (Meister, 2013). For pathways that rely on slicing of the RNAs,

AGO2 cyclically binds, cleaves and releases the mRNA target while the guide

strand remains bound within RISC. On the other hand, for slicer-independent

pathways, AGO will repress target mRNA translation for as long as the protein is

associated to it (Jinek & Doudna, 2009).

Interplay between translation and RISC mediated silencing

The miRNA recognition elements (MREs) on the target mRNAs are usually found

in their 3’UTR but some MREs can be also found in 5’ UTRs and ORFs of

mammalian genes. However, no or only marginal efficacy was detected at these

latter sites. This might be due to the implication of occlusive RNA structures and

ribosome interference. Accordingly, MREs within 5’UTRs and ORFs would face

ribosome interference because of the interaction of the poly(A) tail with the 5’ cap
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in the circular mRNA during translation (Bartel, 2009).

It was in fact demonstrated that translational repressed mRNAs can be detected at

polysomes, suggesting that their repression occurs after cap recognition and,

therefore, translational initiation. This implied that the mRNAs under miRNA

control undergo at least one round of translation before or concurrently with their

repression (Maroney et al., 2006). According to this line of evidence, RISC-mediated

translational repression occurs by inhibiting translational elongation. In contrast

with this, other studies showed that translational repression occurs at the initiation

step by interfering with the cap structure and the cap-binding protein eIF4F

(eukaryotic translation initiation factor 4E) (Zdanowicz et al., 2009).

It was also demonstrated that AGO proteins and their partners co-localize to

processing bodies (P-bodies, PB), cytoplasmic loci that are involved in mRNA

decay, nonsense-mediated decay, miRNA-mediated silencing, splicing and delayed

translation. PB contain several proteins and factors such as decapping enzymes,

translation regulating factors, including eIF4E, helicases and AGO proteins

(Hubstenberger et al., 2017; Kanakamani et al., 2021; J. Liu et al., 2005). AGO

proteins and their partners were found to co-localize and concentrate in P-bodies

together with the mRNAs that undergo miRISC-mediated translational repression,

in a miRNA-dependent manner, highlighting a connection between P-bodies and

mRNA silencing (J. Liu et al., 2005; Meister et al., 2005). It was shown that the

sequestration of repressed mRNAs to P-bodies enhances their interaction with

AGO proteins as well as decapping and deadenylating enzymes, leading to target

degradation or delayed translation (J. Liu et al., 2005). In fact, not all mRNAs that

enter P-bodies are degraded but most mRNAs that are programmed for delayed

translation can be stalled in P-bodies and, after the appropriate stimuli, can exit

these foci and associate with polysomes or be recruited to stress granules to

re-initiate translation (Bhattacharyya et al., 2006; Hubstenberger et al., 2017).

Further evidence that confirms the link between P-bodies and RISC-mediated

silencing comes from findings of a recent study where depletion of the nucleoporin

Nup358 disrupts P-bodies and concomitantly impairs miRNA-mediated silencing
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(Sahoo et al., 2017).

The interplay between P-bodies and RISC-mediated silencing is widely accepted

and studied but the mechanism that regulates the fine tuning between degradation

and mRNA translational delay is still not completely understood.

Target mRNA recognition by AGO2

The majority of MREs are hosted in 3’ UTRs, which are often several kilobases long.

For this reason, it was suggested that AGO2 might use a lateral diffusion

mechanism to identify its target MREs. According to this model, AGO2 is able to

diffuse along the target mRNA scanning for a sub-"seed" recognition element of

around 2-4 nts prior to a full "seed" motif binding (Chandradoss et al., 2015).

Moreover, it was shown that this mechanism is more efficient in scanning

unstructured RNAs since RNA secondary structures and the RBPs that recognize

them most likely interfere with AGO2 diffusion (Ameres et al., 2007).

The context of the 3’ UTR containing the MRE can also influence the recognition

and dwell time of RISC on a specific target mRNA. In fact, identical sites can lead to

RISC-mediated repression in some UTRs but not in others (Bartel, 2009). For

instance, it was found that positioning of miRISC at least 15 nt from the stop codon

and away from the center of long UTRs enhances the MRE efficacy. This could be

due to complex RNA structures within the mRNA that is the target of miRISC and

substrate for the ribosome, at the same time. It’s possible that long UTRs display

occlusive RNA structures that could interfere with the RNAi machinery, especially

in the middle of the UTRs where the least ribosome interference is detected.

Similarly, an AU-rich region around the MRE site can increase RISC efficiency,

while the presence in proximity of several sites for the same or different

co-expressed miRNAs might have a synergistic effect (Grimson et al., 2007). This

could be explained by the fact that optimally spaced sites might favour cooperative

contacts with the repressive machinery, or they might displace occlusive mRNA

structures more easily. Interestingly, these closely spaced sites are the most

co-conserved sites. Along the same lines, other than being more effective, sites
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away from UTR center, at least 15 nt from stop codon or in AU-rich regions are also

more conserved (Grimson et al., 2007).

Role of MOV10 in mRNA target recognition As previously mentioned, minimal

RISC lacks unwinding activity and therefore scanning of structured RNAs is not

efficient. For this reason, AGO2 requires a helicase to disrupt occlusive secondary

RNA structures on the target mRNA 3’ UTR and to expose the MRE (Meister et al.,

2005).

MOV10 (Moloney leukemia virus 10) is an ATP-dependent helicase that belongs to

the UPF-like helicase superfamily 1 (SF1) that binds ssRNA and translocates in a 5’

to 3’ direction. MOV10 was initially described as an inhibitor of viral replication for

HIV-1 and Hepatitis C viruses but also as an inhibitor of LINE-1 retrotransposition.

In addition, MOV10 was found to co-localize in P-bodies together with AGO2 and

other factors involved in RISC, identifying a role of MOV10 in miRNA-mediated

regulation (Meister et al., 2005).

According to MOV10 PAR-CLIP results, it seems that MOV10 specifically binds in

close proximity to UPF1 binding sites, to resolve structures and displace RBPs from

the 3’ UTR of the target mRNA, exposing the MRE for AGO2 binding (Gregersen

et al., 2014). Data shows that MOV10 is able to contact the 3’ UTR specifically at

regions with low conservation and upstream of local secondary structures,

consistent with its 5’ to 3’ directional unwinding activity (Gregersen et al., 2014).

Moreover, for efficient loading and unwinding, MOV10, like many RNA helicases,

needs a single-stranded region adjacent to a duplex (Q. Yang & Jankowsky, 2006).

In line with its role in RISC-mediated silencing, MOV10 can regulate the abundance

of its bound mRNAs. In particular, it was shown that KD of MOV10 inhibits

translational suppression leading to a global stabilization of its bound mRNAs

(Gregersen et al., 2014). However, in contrast with this observation, MOV10 was

also found to increase the expression of a limited subset of mRNAs by inhibiting

AGO2 binding, in the presence of FMRP (fragile X mental retardation protein 1).

Therefore, the concomitant binding of MOV10 and FMRP on the same mRNA can
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block the canonical role of MOV10 in RISC by G-quadruplex binding(Kenny et al.,

2020; Kenny et al., 2014).

Interaction of miRNA and target mRNA

The 6-nt long "seed" region of miRNA is the primary interaction interface between

the miRISC and the target mRNA. Indeed, around 80% of miRNA-target

interactions occur via this region (Grosswendt et al., 2014). In line with this

observation, the "seed" region is the most evolutionary conserved portion of the

miRNA (Krek et al., 2005). However, it was recently demonstrated that around 20%

of miRNA-target interactions involve a supplementary region at the 3’ end of

miRNAs (Marzec, 2020). This latter portion of miRNAs tends to be less conserved

and it can vary even among miRNAs that belong to the same family (Wahlquist

et al., 2014). It has been suggested that the binding of this so called 3’ compensatory

site could enhance recognition of the "seed" matched target and it might

compensate for a weak "seed" interaction or, in some cases, even replace it

(Grimson et al., 2007). For instance, 3’ compensatory sites containing

GC-supplementary sequences were shown to significantly increase target affinity

(Sheu-Gruttadauria et al., 2019).

A recent crystal structure of human AGO2 bound to miRNA and target mRNA

shows that the 3’ compensatory site bound to the target is accomodated in a

supplementary chamber, physically separated from the "seed" chamber by a central

gate. The supplementary chamber can host up to 5 miRNA–target base pairs and a

linker bridge of 2-15 nt (central region) can be found between the two interaction

chambers. Moreover, AGO2 PAZ domain needs to undergo a conformational

change that is facilitated by recognition of the miRNA 3’end in order for the 3’

compensatory sites to bind the target mRNA. In fact, mutations at this sites

(isomiRs) alter the stability of the supplementary interactions (Sheu-Gruttadauria

et al., 2019). The same study suggests that the supplementary interaction could

serve as a first step of pairing, interrogating for 3’ end complementarity before the

commitment step and the binding with the "seed" region. Similarly, binding to a 3’

compensatory site is followed by the opening of the central gate and the release of
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the 3’ end of the miRNA to allow "seed" region pairing (Sheu-Gruttadauria et al.,

2019).

Interestingly, for the MREs with enhanced target repression, an A at position 1

appears to be important, regardless of the miRNA sequence. Structural analyses

show that the first nucleotide of the miRNA is buried within Ago, making

impossible for it to bind to the A in the MRE of the mRNA. Therefore, it was

suggested that this particular A might be important for an RBP binding, possibly to

increase the dwell-time on the target mRNA (Lewis et al., 2005; Schirle et al., 2015).

It was observed the presence of non-canonical sites that lack the contiguous 6-nt

match to the "seed" region. High-throughput analyses revealed that AGO2 binds to

many non-canonical sites, accounting for approximately 50% of crosslinked sites.

However, these interactions don’t show a significant repression of the associated

mRNA, supporting the hypothesis that AGO2 samples many low affinity sites by

lateral diffusion before binding a site with sufficient dwell time to engage target

repression (Bartel, 2009).

On another note, it was recently shown that not all miRNAs need to be loaded onto

Ago prior to mRNA binding. In fact, it was observed that mRNAs associate with a

seven-fold excess of miRNAs compared to Ago proteins (Janas et al., 2012). This

suggests that Ago is able to bind pre-annealed miRNA-mRNA duplexes, therefore

revealing an alternative mechanism of RISC assembly. According to this

mechanism AGO2 is able to interact with preannealed miRNA-mRNA duplexes

and exert its function of repression. Consequently, RISC activity is not limited to an

equimolar ratio between AGO2 and miRNA, consistent with the finding that

miRNAs are expressed in a 13-fold excess compared to AGO2 proteins (Janas et al.,

2012).
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RISC mediated translation inhibition, mRNA decapping, deadenylation and

decay

The association of RISC with a mRNA induces gene repression, which can occur

through two different mechanisms. As already mentioned before, RISC-mediated

gene repression can be the result of target mRNA slicing and degradation or

translational repression/mRNA decay (Bartel, 2018).

If the guide strand is perfectly complementary to the target mRNA and if it is

loaded onto AGO2 with retained cleavage ability, the transcript will undergo

endonucleolytic slicing. In this case, the cleavage occurs around 10 nts away from

the 5’ end of the miRNA, leaving it intact and ready for another round of slicing. As

previously discussed, slicing occurs in the PIWI domain of AGO2 which contains a

catalytic motif able to coordinate a manganese ion, essential for cleavage (J. Liu

et al., 2004). Although this slicing mode of repression is common for miRNAs in

plants, in human this is the case for only a very limited subset of miRNAs and

targets, around 20 cellular transcripts and a few viral RNAs (Barth et al., 2008; Shin

et al., 2010).

On the other hand, the dominant mechanism for target repression in mammals is

slicing independent and it occurs for miRNAs only partially complementary to

their target transcripts. This mechanism is able to achieve gene silencing by

inhibiting target transcripts translation or mediating mRNA decay after decapping

and deadenylation (Bartel, 2018). This mechanism, if needed, can be finely tuned to

assure translational re-initiation. This mechanism requires the adaptor protein

GW182/TNRC6A (Trinucleotide repeat-containing gene 6A protein) that acts as a

scaffold to recruit downstream effector proteins inducing translational repression,

mRNA deadenylation, decapping and 5’-to-3’ exonucleolytic degradation.

TNRC6A has different functional domains and, between them, the tryptophan (W)

containing domain is important for its binding to AGO2 and to the subunits PAN3

and CNOT1, part of the cytoplasmic deadenylases complexes PAN2-PAN3 and

CCR4-NOT, respectively.
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In particular, target mRNAs are first deadenylated by the consecutive and partially

redundant PAN2-PAN3 and CCR4-NOT deadenylase complexes. Several

observations strongly suggest that CCR4-NOT complex can take over the whole

deadenylation process in absence of PAN2-PAN3. For instance, TNCR6 can

mediate promiscuous binding to PAN2-PAN3 and CCR4-NOT complexes, while

the depletion of PAN2-PAN3 complex leads to only a minor change in silencing

efficiency. According to the most recent model, the deadenylation process is started

by PAN2-PAN3 by shortening the poly(A) tail, without causing RNA decay. Once

the poly(A) tails are shortened to 110 nt poly(A) or less, CCR4-NOT complex can

continue the deadenylation step in a processing manner, committing to RNA

degradation (Jonas & Izaurralde, 2015; Wahle & Winkler, 2013).

Importantly, CCR4-NOT complex directly interacts with factors that catalyze

translational repression and decapping, providing a platform that efficiently

couples deadenylation and decapping. It interacts with DDX6 and PATL1, which

function as a physical link with additional decapping proteins such as decapping

protein 2 (DCP2) and cofactors like DCP1 and enhancer of decapping 3 (EDC3) and

EDC4. Finally, it was shown that EDC3 and EDC4 interact with the major

cytoplasmic 5’-to-3’nuclease exoribonuclease 1 (XRN1) which degrades

deadenylated and decapped mRNAs (Y. Chen et al., 2014).

Moreover, TNRC6A interacts with proteins associated with the poly(A)-tail of the

target mRNA, Poly(A)-binding proteins (PABP). Their interaction is thought to

enhance RNA silencing by two different mechanisms. It is possible that TNCR6

binding to PABP selects poly(A) RNAs as targets, which was shown to enhance

miRISC activity. On the other hand, it is also possible that by interacting with PABP,

TNCR6 could interfere with its normal function of enhancing translation (Fabian

et al., 2009). Finally, after repression of the target mRNA, the cluster of

serine/threonine residues at the C-terminus of AGO2 are hyperphosphorilated and

their acquired negative charges favor the release of the target mRNA. Therefore, the

balance between the phosphorylation and dephosphorylation might be important

for redirecting AGO2 to a new target mRNA (Quévillon Huberdeau et al., 2017).
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To conclude, the question of how mRNA decay is chosen over translational

repression and vice versa is still quite controversial but recent findings support the

idea that the outcome of mRNA decay accounts for most of miRNA-mediated

silencing events. Loss of translational efficiency is mediated by the recruitment of

DDX6 by CCR4-NOT, however the effect is usually weak and, in most of cases, is

followed by mRNA decay. RISC-mediated gene repression can occur exclusively

via translational repression but this accounts for only about 6-26% of endogenous

targets, making mRNA decay the major route for miRNA-mediated silencing

(Jonas & Izaurralde, 2015). It is important to note that the choice between

translational repression and mRNA decay largely depends on the

post-transcriptional cellular context after the poly(A)-tail shortening mediated by

RISC. For instance, it was shown that in early embryos the shortening of the

poly(A)-tail leads to translational repression without affecting mRNA stability. On

the other hand, in post-embryonic cells, the shortening of the tail reduces mRNA

stability without changing its translational efficiency (Subtelny et al., 2014).

Non-canonical activities of Ago proteins

Although the main role of Ago proteins is exerted into the cytoplasm, a growing

number of reports reveal a nuclear localization for Agos, suggesting other

non-canonical roles for these proteins (Sala et al., 2020). For instance, it was shown

that nuclear Ago is able to ensure correct chromosome segregation during cell

division and it seems to be important for early embryogenesis in different species

(Claycomb et al., 2009; Pushpavalli et al., 2014). This represents one of the best

characterized non-canonical activity of Ago, whose absence can lead to infertility in

animals and several defects of meiosis and mitosis (Yigit et al., 2006).

Less characterized functions involve splicing regulation and nuclear activation or

repression of gene expression. Ago1 was shown to bind active transcriptional

enhancers, interestingly leading to regulation of constitutive and alternative

splicing rather than regulation of gene transcription (Alló et al., 2014). Moreover,

Ago1 was also found directly associated with RNA Polymerase II on

transcritionally active genes and it seems to be involved in the transcriptional
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regulation of oncogenes in cancer cells (V. Huang et al., 2013; Janowski et al., 2006).

In line with its involvement in RISC activity, AGO2 was also shown to be important

for the maturation of miRNAs that cannot be processed by DICER (Cifuentes et al.,

2010). For instance, AGO2 is required for the maturation of miR-451, an

erythroid-specific miRNA, important for erythrocyte maturation. Interestingly, it

was shown that catalytic inactive AGO2 leads to perinatal lethality in mice due to a

strong anemia caused by the lack of miR-451 (Papapetrou et al., 2010).

Moreover, AGO2 seems to be involved in miRNA stability since it was shown that

its KD reduces the half-life of a subset of miRNAs. On the other hand,

overexpression of AGO2 significantly diminishes miRNA degradation, increasing

their half-life and their abundance post transcriptionally (Winter & Diederichs,

2011).

1.4.4 AGO2 regulation

The observation that the expression level of AGO2 correlates with the levels of

mature miRNAs suggests that AGO2 expression must be strictly regulated in order

to maintain miRNAs homeostasis (Diederichs & Haber, 2007).

Hydroxylation of Ago proteins was shown to increase their stability (Qi et al.,

2008). In particular, hydroxylation of AGO2 can be mediated by hypoxia, leading to

increased endonuclease activity, accumulation of AGO2 and miRNAs.

Hydroxylation seems to be important also for AGO2 association with Hsp90 which,

as previously mentioned, is essential for miRNA loading onto Ago (C. Wu et al.,

2011).

AGO2 deregulation also correlates with a transformed phenotype in several types

of cancers. It was shown that epidermal growth factor (EGF) receptor/MAPK

signaling pathway is able to modulate AGO2 expression both transcriptionally and

post-translationally, in particular by enhancing its stability. This modulation was

linked to tumorigenic progression on breast cancer (Adams et al., 2009).

More recently, hypoxia-induced upregulation of EGFR was shown to mediate

phosphorylation of AGO2 tyrosine 393 (Y393) in breast cancer samples. This

phosphorylation impairs DICER interaction with AGO2 and therefore loading of a
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subset of tumor suppressor miRNAs (J. Shen et al., 2013). Several phosphorylation

sites have been mapped on Ago proteins and it’s tempting to speculate that many

signalling pathways are involved in post-translational regulation of AGO2 (Rüdel

et al., 2011).

1.4.5 Other proteins involved in RISC-mediated mRNA silencing

In recent years, many proteins have been found to be involved in the regulation of

the minimal RISC.

As previously discussed, miRNA loading represents a rate limiting step in the

miRNAs-mediated silencing pathway. Besides the already mentioned chaperone

proteins Hsc70 and Hsp90, that mediate a conformational change in AGO2 to

accomodate the miRNA, other RBPs have been described to impact this step

positively or negatively. For instance, the RBP AU-rich binding factor 1 (AUF1) was

shown to enhance the loading of a subset of miRNAs onto AGO2, promoting decay

of targets mRNAs (Yoon et al., 2015). AUF1, which recognizes U-/GU-rich regions

in the target transcripts, was also shown to act on another level of the

miRNA-mediated silencing pathway by binding to DICER mRNA decreasing its

expression, thereby diminishing miRNA biogenesis (Min et al., 2017).

On the other hand, HuR was shown to inhibit AGO2 loading by sequestering a

subset of miRNAs, such as miR-122, and promoting their extracellular export

(Mukherjee et al., 2016).

The fragile X mental retardation protein (FRMP) was shown to be involved in

RISC-mediated silencing by binding to a subset of MOV10-bound mRNAs. In

particular, it was observed that , in the presence of a G-quadruplex structure, FMRP

can bind close to MOV10 binding sites on the 3’UTRs. The N-terminus of MOV10 is

required for FRMP stabilization on the mRNA which ultimately blocks MOV10

activity and protects the target mRNA from AGO2 binding (Kenny et al., 2014).

More recently, it was shown that, for a subset of mRNA, FMRP is able to enhance

RISC-mediated silencing by recruiting MOV10 and facilitating the resolution of

RNA secondary structures (Kenny et al., 2020). However, the mechanism underling

the bifunctional role of FMRP in mRNA decay and translation still needs to be
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elucidated.

In the last years, many more RBPs have been shown to participate in

RISC-mediated silencing at different steps but their description goes beyond the

scope of this thesis and therefore they will not be further examined.

1.5 miRNAs stability and decay

While the miRNA biogenesis pathway and its regulation have been widely studied

and characterized, little is known about miRNA stability and turnover.

Although it’s tempting to think that the lack of protective covalent modification on

miRNAs would make them particularly exposed to the action of RNA

exonucleases, miRNAs duplexes are generally very stable (Gantier et al., 2011). In

particular, the half-life of a miRNA duplex ranges from hours to days, making them

around 10 times more stable than mRNAs (Gantier et al., 2011; Guo et al., 2015).

This high stability translates into the persistence of miRNAs for hours or even days

after their production is interrupted. Therefore, to avoid unwanted miRNAs effects,

a mechanism of active specific decay is essential for situations that need rapid

changes in miRNA abundance and function (Krol, Busskamp, et al., 2010) and its

existence was demonstrated more than 10 years ago (Ameres et al., 2010; Rüegger

& Großhans, 2012).

However, the mechanism of miRNA degradation is not fully understood

particularly, how selective degradation is able to target specific miRNAs, even

discriminating between sequence-related family members. Recent evidence

suggests that specific miRNA degradation could be achieved by reverting the

direction of the canonical miRNA-mediated silencing, an emerging pathway

known as Target RNA-Directed MicroRNA Degradation (TDMD), in which the

binding of the target mRNA could lead to miRNA degradation (Ameres et al.,

2010). This mechanism was first described in Drosophila and it seems to be

conserved in mammals, where it was shown that the active degradation of miRNAs

occurs after their maturation and loading onto Ago proteins (Ameres et al., 2010).

In particular, TDMD seems to be initiated by a specific miRNA-target binding
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architecture that leads to target mRNA silencing evasion and destabilization of the

bound miRNA. As for the canonical miRNA pathway, the extent of mRNA-miRNA

binding seems to be crucial, requiring extensive pairing of the miRNA 3’

compensatory site (Fuchs Wightman et al., 2018). The extensive binding of the 3’

region of the miRNA to the target triggers the miRNA 3’-end tailing, with the

addition of non-templated A or U nucleotides, followed by trimming of the 3’-end

and decay.

Examples of TDMD in mammals are quite scarse but it seems to be more efficient in

neuronal cells. For instance, the lncRNA Cyrano has been shown to trigger miR-7

decay through TDMD in the peripheral nervous system in mice and humans

(Kleaveland et al., 2018). Indeed, Cyrano KO leads to increase of miR-7 and

subsequent repression of miR-7 target mRNAs. Interestingly, Cyrano was first

described as decoy for miR-7 because of their extensive complementarity

(K. N. Smith et al., 2017). It’s therefore tempting to speculate that the many already

known ncRNAs acting as sponges or decoys for several miRNAs might affect their

activity non only by sequestering the miRNAs but also by triggering their decay.

In addition to regulating the level of miRNA and, consequently, their target mRNA,

TDMD might facilitate Ago recycling. Since miRNAs are expressed in excess

compared to Ago proteins, degradation of Ago loaded miRNAs by TDMD might

free Ago for the loading of other miRNAs (Hausser et al., 2013).

In contrast, more recent findings suggest that AGO2 binding protects miRNAs

from TDMD (Kingston & Bartel, 2021).

However, it is possible that while AGO2 binding is the first step for TDMD only for

a limited subset of miRNAs, miRNAs not bound by AGO2 might be target of other

pathways of degradation. It was recently shown that around 40% of miRNAs

duplexes are degradated before loading onto Ago (Reichholf et al., 2019). Several

exonucleases have been found to non-specifically degrade unbound miRNAs. For

instance, GW182/TNRC6A KD was shown to promote the non-specific

degradation of several miRNAs by the 3’-5’ RRP41 exoribonuclease (Yao et al.,

2012). According to these observations, AGO2 binding of the miRNA would
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prevent degradation by 3’-5’ exonucleases because the 3’ end of the miRNA should

reside within the Ago protein.

Interestingly, recent findings suggest that miR* exhibit a shorter half-life compared

to the miR strands, supporting the observation that expulsion of the miR* strand

after Ago loading is followed by its degradation. On the other hand, miR that are

loaded onto Ago proteins show significantly longer half-lives because Ago might

protect them from degradation (Reichholf et al., 2019).

Given the extensive role of miRNAs in the regulation of gene expression, their fine

tuning is essential for homeostasis. While miRNA biogenesis is a widely studied

and well described pathway, miRNA turnover is much less investigated but is

nonetheless important and needs to be further explored.

1.6 Non-canonical miRNAs

In recent years, studies have identified alternative miRNAs biogenesis pathways

that generate non-canonical miRNAs. As for canonical miRNAs, non-canonical

miRNAs seem to be involved in many biological pathways and their dysregulation

leads to major changes of cellular phenotype and pathological effects, such as

diabetes and cancer (Bronisz et al., 2011; Ling et al., 2009).

miRtrons

A small class of non-coding miRNA is represented by miRtrons, intronic miRNAs

that are found in small introns. The size of the host intron is comparable to the

length of the pre-miRNA itself since its 3’ and 5’ ends match the 3’ and 5’ splicing

sites.

These miRNAs were initially reported in Drosophila melanogaster and C. Elegans and

are also found in mammals. The mechanism that led to their evolution in mammals

is however rather controversial (Berezikov et al., 2007; Ruby et al., 2007). The many

differences between mammalian and invertebrate miRtrons suggest a convergent

evolution of this non-canonical mechanism from the ancestral RNAi pathway.

Initially, it was proposed that miRtrons arose in genomes proportionally to the
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fraction of small introns. However this hypothesis can be confuted by the fact that

human brain tissue expresses more miRtrons than flies, where such introns are

more abundant, for instance. Moreover, mammalian miRtrons do not simply

randomly derive from short introns since they show a significantly higher GC

content than introns (Berezikov et al., 2007).

Similarly to canonical intronic miRNAs, miRtrons are not necessarily co-transcribed

with their host gene (section 1.3.2). Once transcribed, miRtrons are generated from

the primary transcript via a non-canonical DROSHA-independent mechanism that

involves splicing and DICER cleavage. In fact, miRtrons precursor miRNAs are

shorter than canonican pri-miRNAs and they are composed of the miR/miR*

duplex while lacking the lower part of the stem that typically recruits the

Microprocessor. As per all spliced introns, the initial product of miRtron biogenesis

is a lariat in which the 3’ branchpoint is ligated to the 5’ end of the intron (Fig. 1.10).

Subsequently, this structure is resolved and the pre-miRNA can adopt the typical

hairpin structure that is recognized by XPO5 for export to the cytoplasm where it is

further recognized and cleaved by DICER (Westholm & Lai, 2011).

However, in some cases, miRtron loci can reside on one end of the intron, sharing

only the 5’ or the 3’ splicing site with the intron. These are called 5’ or 3’ "tailed"

miRtrons and, after the debranching step, they require trimming by a 5’-3’

exonuclease or 3’-5’ exosome degradation, respectively (Flynt et al., 2010).

MiRtrons were found to be processed at a significantly lower rate than canonical

miRNAs, probably due to the necessity of the trimming step. However, after

loading onto Ago, they stability is comparable to canonical miRNAs (Reichholf

et al., 2019). Interestingly, for the same primary transcript transcription level,

miRtrons were found to yield fewer mature reads in small RNA libraries,

suggesting that, being a recently evolved class of miRNAs, their biogenesis could

be strictly regulated (section 1.2.2) (Westholm & Lai, 2011).
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FIGURE 1.10: A) The canonical miRNA pathway. B) Mirtron
pathway starts with splicing of small introns that are subsequently
debranched by lariat debranching enzyme (Ldbr), before folding
into pre-miRNA hairpins. (C) Tailed mirtrons undergo splicing
and debranching, followed by trimming of the tails. 3’ tails are
trimmed by the RNA exosome, while the enzymes responsible for 5’

trimming are not known. Figure from Westholm and Lai, 2011

Simtrons

Simtrons (splicing-independent miRtron-like miRNAs) can be classified as a subset

of non-classical miRtrons. In fact, like miRtrons, simtrons can be found in small

introns of a primary transcript and their 5’ and 3’ end often match with the 5’ and 3’

splicing sites. However, simtron biogenesis seems to be independent from splicing.

In addition, manipulations of DGCR8, XPO5, DICER and Ago didn’t influence

simtron biogenesis while DROSHA seems to be essential for their maturation
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(Havens et al., 2012). However, some aspects of this pathway still remain unclear. It

was shown that, for a subset of simtrons, splicing could be used for their

maturation in absence of DROSHA. Therefore, an interdependence of miRtrons and

simtrons pathways is plausible (Curtis et al., 2012; Stavast & Erkeland, 2019).

snoRNA and tRNA-derived miRNAs

New findings suggest that ncRNAs themselves can be source of non-canonical

miRNAs.

For instance, deep sequencing data suggests that small nucleolar RNAs (snoRNAs),

an abundant class of nuclear ncRNAs with different functions, can associate with

Ago proteins, giving rise to miRNAs that may follow the canonical biogenesis

pathway and contribute to RNA silencing (Patterson et al., 2017) (Fig. 1.11).

FIGURE 1.11: Schematic overview of snoRNA and tRNA-derived
miRNAs biogenesis. A) Non-canonical processing of small nucleolar
RNAs (snoRNAs) results in snoRNA-derived miRNAs. B) Non-
canonical processing of transfer RNAs (tRNAs) results in tRNA-

derived miRNAs. Adapted from Stavast and Erkeland, 2019

More studies identified tRNAs as a major source of small RNAs in Hela cells. In

particular, they were found to be cleaved at their 5’ ends by DICER to produce
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miRNAs that were able to bind AGO2 (Cole et al., 2009). However, whether they

are implicated in gene silencing has not yet been fully elucidated.

Nuclear miRNAs

In contrast to their main cytoplasmic function, some miRNAs have been shown to

localize in the nucleus (Stavast & Erkeland, 2019). For example, miR-122, the most

abundant tissue-specific miRNA in liver cells, has been observed to be actively

transported from the cytoplasm to the nucleus (Földes-Papp et al., 2009).

Recent findings suggest the existence of an active and continuous shuttling of RISC

and miRNAs between the cytoplasm and the nucleus. However, a subset of

miRNAs seem to be particularly enriched in the nucleus, possibly because they

interact with nuclear targets (Pitchiaya et al., 2017). On the other hand, it is also

possible that a group of miRNAs, under specific circumstances, might be processed

by DICER directly in the nucleus. In fact, there is strong evidence suggesting that

functional DICER can be found in the nucleus together with the other fundamental

factors involved in RISC-silencing, such as Ago, TRBP and GW182/TNRC6A

(Burger et al., 2017).

As regards their function, nuclear miRNAs are involved in gene regulation not only

through the canonical pathway, by targeting nuclear mRNAs, but also by

interacting with gene promoters or antisense transcripts, leading to transcriptional

silencing or activation (Miao et al., 2016; Place et al., 2008). For a few miRNAs, it

was shown that their binding to chromosomal DNA might locally change the DNA

structure, facilitating inactive or active chromatin histone marks (Matsui et al.,

2013). However, the exact mechanism that results in transcriptional regulation is

not fully known.

1.7 miRNAs in gene regulation

As previously discussed, miRNAs are predicted to regulate the expression of more

than 60% of mammalian genes, being involved in almost all biological pathways.

Gene regulation mediated by miRNAs is extremely important in physiological

conditions, to maintain cellular homeostasis, but also in pathological conditions,
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such as viral response and especially cancer.

Therefore, miRNAs are a widespread and efficient gene regulation mechanism that

is able to dynamically regulate most genes by rapidly responding and changing

according to cellular needs and stimuli (Bhattacharyya et al., 2006).

1.7.1 miRNAs in homeostatic gene silencing

Literature in recent years suggests the involvment of miRNAs in virtually all

molecular pathways to ensure homeostatic levels of target mRNAs. For instance, it

was recently shown that the hepatic miR-378 is able to control cholesterol

metabolism. High miR-378 in mice leads to decreased serum cholesterol levels and

resistance to hypercholesterolemia, while low miR-378 levels show defects of

cholesterol homeostasis (C. Sun et al., 2021).

Many miRNAs have been linked to enbryonic development and hematopoiesis,

such as miR-142. Lack of miR-142 in mice leads to abnormal hematopoietic lineage

and extremely low immune response. On the other hand, miR-142-null mice exhibit

decreased proliferation of mesenchymal cells during lung development (Shrestha

et al., 2017).

Another miRNA involved in hematopoietic differentiation is miR-126 which was

also linked to vascular homeostasis, being implicated in angiogenesis,

vasculogenesis and endothelial inflammation (van Solingen et al., 2015).

It’s interesting to note that, in order to maintain homeostasis and avoid deleterious

off-targets effects, genes involved in basic cellular processes bear extremely short 3’

UTRs that are specifically depleted of MREs to evade regulation by miRNAs (Stark

et al., 2005).

1.7.2 miRNAs in cancer

The first evidence that miRNAs are implicated in cancer comes from Calin et al.,

2002. In this study it was shown that the loss of a region in chromosome 13, where

miR-15 and miR-16 are located, is involved in the pathogenesis of Chronic

lymphocytic leukemia (CLL), identifying these two miRNAs as cancer suppressors.

Since this first indication, many more studies have revealed a diversified and yet
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strong link between miRNA expression and tumor development. Deregulated

miRNA expression can be the output of several mechanisms such as aberrant

transcription, genetic abnormalities, epigenetic factors and alteration of the miRNA

biogenesis pathway (Di Leva et al., 2014). Despite the process that leads to their

deregulation, miRNAs are generally globally depleted in cancers relative to healthy

tissue (Lu et al., 2005). In agreement with this observation, loss of proteins involved

in miRNA biogenesis contributes to cancer progression and metastasis (Barbier

et al., 2018). Therefore, most human miRNAs can be classified as tumor-suppressor

miR, since their depletion, as observed for miR-15 and miR-16, is sufficient to

initiate cancer (Calin et al., 2002). On the other hand, transgenic expression of some

miRNAs, called oncomiRs, such as miR-21, is directly linked to cancer initiation

and progression (Medina et al., 2010).

Being widely involved in gene expression regulation, miRNA deregulation can

impact different stages of cancer progression such as proliferation, apoptosis,

migration and invasion, often controlling the epithelial-to-mesenchymal transition

(EMT) phenotype (Gollavilli et al., 2021; Higuchi et al., 2016). For example, miR-95

has been shown to repress the expression of AHNAK, a tumor suppressor protein,

promoting EMT in gastric cancer (E. Shen et al., 2020). In fact, deregulated miRNAs

are frequently linked to development, progression and metastasis, acting as

well-known hallmarks for several types of cancers (Y. S. Lee & Dutta, 2009). For

instance, the miR-34 family has been extensively linked to cancer. These miRNAs

are direct p53 targets and their downregulation was shown to correlate with higher

proliferation and metastasis formation in several types of cancers (Bommer et al.,

2007).

In the last decade, growing evidence for the involvement of miRNAs in cancer and

the improvement of the techniques used to detect them, has encouraged their use in

diagnosis and therapy. The sequencing of miRNAs, called miRNA profiling, can

easily discriminate between tumor and non-tumor tissues and even between

different subgroups of the same cancer (Drusco et al., 2014). Furthermore, miRNAs

are important indicators of drug resistance and their presence circulating in patient
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serum opened the possibility to use them for cancer prevention, as biomarkers for

early diagnosis or for personalized therapy (Acunzo et al., 2015; Mollaei et al.,

2019). Various strategies, currently tested in clinical trials, have been investigated to

restore tumor suppressor miR, using synthetically derived oligonucleotides

duplexes that mimic the endogenous miRNAs. On the contrary, different strategies

have been tested to suppress oncomiRs using antimiRs based on antisense

oligonucleotides (ASOs) (Rupaimoole & Slack, 2017).

To conclude, the growing evidence associating miRNAs and cancer encourages

researchers in the world to investigate new solutions for the use of miRNAs as

biomarkers and therapeutic targets. Therefore a deeper knowledge on miRNAs and

miRNAs pathways is essential to this end.

1.8 NF90, double stranded RNA binding protein

Nuclear Factor 90 (NF90) is an RNA-binding protein which is part of a family of

proteins produced from the Ilf3 gene. Ilf3 is localized on the human chromosome 19

and it contains 22 exons, giving rise to at least five distinct transcripts, generated by

alternative splicing. The most abundant isoforms produced from Ilf3 gene are NF90

and NF110, of apparent molecular mass of 90 kDa and 110 kDa, respectively (Fig.

1.12)(Castella et al., 2015; Masuda et al., 2013).

NF90 and NF110 are ubiquitous, and generally abundant, proteins expressed in

animals but not in archea, eubacteria, unicellular organisms nor plants (Castella

et al., 2015).

The main protein partner of NF90 and NF110 is NF45, which is transcribed from

the Ilf2 gene. Their heterodimerization is important for their stabilization and

function. In particular, it was shown that the binding of NF45 to NF90 significantly

leads to thermodynamic stabilization and, importantly, it improves the

RNA-binding ability of NF90, enhancing its affinity for RNA substrates (Schmidt

et al., 2017). Moreover, in most cell types NF90 is largely found tightly complexed

with NF45, in an RNA-independent manner, and predominantly in the nucleus.

However, NF90 was shown to be bound by XPO5, which promotes its nuclear
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export in an RNA-dependent manner (Gwizdek et al., 2004). Furthermore, NF90

and NF45 have both been shown to shuttle between the nucleus and the cytoplasm,

according to their phosphorylation status (Parrott et al., 2005) or as a result of

several stimuli. For instance, viral infection of cells was shown to induce rapid

NF90 translocation from the nucleus to the cytoplasm (X. Li et al., 2017).

1.8.1 NF90 structure and binding mode

NF90 and NF110 share the same N-terminal and central regions but they differ at

the C-terminal region. In particular, 17 out of 22 exons are shared between these

two isoforms. However,the C-terminus of NF90 is coded by exon 19 while that of

NF110 is coded by exon 22 (Fig. 1.12) (Castella et al., 2015).

FIGURE 1.12: Schematic representation of ilf3 gene and its two main
products, NF90 and NF110, from Masuda et al., 2013

Ilf3 gene is a substrate for several observed alternative splicing events. For instance,

exon 3 contains an alternative splicing site generating, for both NF90 and NF110, a

long isoform containing exon 3 and a short one which lacks it (Viranaicken et al.,

2006). Another alternative splicing event occurs at the 3’ splicing site between

intron 13 and exon 14. If the competing 3’ splice site is recognized instead of the

canonical one, four additional amino acids (NVKQ) are translated, encoding for

NF90a/b and NF110a/b, where b forms present the insert (Duchange et al., 2000;

Patiño et al., 2015).
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The region common to NF90 and NF110 contains a DZF domain (dsRBM and zinc

finger associated), a nuclear localization signal (NLS), two dsRBMs and a RGG

motif.

The RGG motif typically consists of several copies or arginine and glycine repeats

and they interact with ssRNAs. The RGG motif, together with the two dsRBMs

cooperate to dynamically determine NF90 RNA-binding ability (Schmidt et al.,

2016). The two tandem dsRBMs are separated by a natively unstructured segment

and they participate in RNA binding in two different ways. Nevertheless, both

dsRBMs contribute to the binding of the same molecule simultaneously and

co-operatively. dsRBM2 was shown to be the major determinant in the interaction

with dsRNAs, while the involvment of dsRBM1 is minimal. Interestingly, the

interaction of dsRBMs with the target RNA molecule largely recalls the RNA

binding mode of ADAR2. This analogy suggests that, like for ADAR2, a sequence

motif in the target dsRNA might influence NF90 binding (Jayachandran et al.,

2016).

In contrast with this observation, it was shown that NF90 is able to recognize

dsRNAs exclusively based on their structure. In particular, NF90 binding to the

adenovirus-expressed VA1 RNA did not show any specificity for nucleotide

sequence, upon extensive mutational analysis. On the other hand, the structure of

the RNA seemed to be largely determinant of NF90 binding, with a requirement for

a minihelix-like structure (Gwizdek et al., 2004). These discordant findings suggests

that NF90 might recognize target RNAs based on either structure, sequence motif

or both, possibly depending on the target itself.

The DZF domain is also conserved in NF45 and it is responsible for dimerization

and consequent stabilization of the heterodimer. However, NF45 itself does not

bind RNA efficiently and does not participate in RNA binding achieved by the

heterodimer (Schmidt et al., 2017). It was shown that NF45 binding to NF90 is able

to drive tertiary structural changes that result in an enhanced interplay between

NF90 dsRBMs. Another similarity to RNA editing enzymes comes from the DZF
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domains of NF90 and NF45 which present a nucleotidyltransferase fold, typical of

the RNA modifying enzymes. However, both NF90 and NF45 have lost the critical

catalytic residue and therefore are not functional RNA editing enzymes (Wolkowicz

& Cook, 2012).

Post translational modifications and regulation of NF90

NF90 and NF110 contain a large number of residues that can be phosphorylated in

both the common region and in the isoform-specific regions. Phosphorylation is

one of the main translational modifications that can be found on NF90/NF110 and

it has been shown to efficiently regulate NF90 compartimentalization and function.

In fact, numerous residues were reported to be phosphorylated and involved in

mRNA stabilization and in translational regulation (Harashima et al., 2010; Pei

et al., 2008). Moreover, specific phosphorylation patterns are observed during

mitosis, but their role is still unknown (N. L. Smith & Miskimins, 2011).

Besides phosphorylation, asymetric dimethylation of an arginine contained in RGG

motif was also described for NF90. Arginine methylation in the RGG motif of RBPs

is usually associated to RNA metabolism, but its role in NF90 function is still

unclear (Rajyaguru & Parker, 2012).

Recently, it was shown that, in HCC, where high NF90 was found to be associated

with bad prognosis, ubiquitin-specific protease 11 (USP11) promotes NF90

deubiquitination, thereby stabilizing it (C. Zhang et al., 2020).

As regards NF90 regulation, it was shown that lncRNA-Low Expression in Tumor

(lncRNA-LET) is able to increase intracellular degradation of NF90 by changing its

conformation and exposing ubiquitination sites (F. Yang et al., 2013). More recently,

in esophageal squamous cell carcinoma, lncRNA-LET, which acts as tumor

suppressor, was shown to be inhibited by highly expressed miR-548k (Z. Chen

et al., 2018). These observations suggest that a negative feedback loop might take

place where NF90 might potentially inhibit miR-548k leading to higher

lncRNA-LET, which could in turn target NF90 itself (described more in detail later).
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1.8.2 NF90 functions

NF90 is a polyvalent factor that, since its discovery, has been linked to a variety of

functions such as transcriptional and translational regulation, viral replication and

miRNAs biogenesis. Moreover, deregulation of NF90 was observed for several

diseases such as cancer and muscle atrophy and it was implicated in the immune

response, particularly against viruses. More recently, NF90 was also shown to

regulate embryonic stem cell pluripotency and differentiation (Ye et al., 2017).

However, in recent years, NF90 was found to be particularly relevant for several

types of cancers such as ovarian, breast, cervical, hepatocellular and

nasopharyngeal carcinomas, leukemia and bladder cancer. While the impact of

NF90 on cancer proliferation, progression, metastasis and drug resistance is

evident, its role in these processed is divergent, and may depend on the cancer

type. For instance, NF90 was shown to be a strong tumor suppressor for ovarian

carcinoma while promoting proliferation and metastasis in hepatocarcinoma

(Barbier et al., 2018; C. Zhang et al., 2020).

NF90 in transcription regulation

Although NF90 does not contain a known DNA-binding motif, evidence strongly

suggests that it could have similar function to canonical DNA-binding proteins.

NF90/NF45 complex was originally described as a DNA-binding complex, acting

as transcription factor for the cytokine interleukin 2 (IL2) during T-cells activation.

In particular, it was shown that NF90/NF45 is able to bind the antigen recognition

response element 2 (ARRE-2) contained in IL2 promoter and enhance Il2

transcription (Corthésy & Kao, 1994).

Later, it was demonstrated that the interaction between the complex and target

DNA is indirect, being mediated by several protein partners such as eIF2, Ku

proteins and DNA-protein kinase (PK) (Shi et al., 2007; Ting et al., 1998). In line

with its role in viral replication and T-cell activation, NF90 was also shown to

regulate the transcription of another cytokine, IL13 (Kiesler et al., 2010), by binding

to a DNase I hypersensitive site (DHS). On the other hand, transcription inhibition

by NF90/NF45 was observed for the major histocompatibility complex class II
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HLA-DR, mediated by DHS binding in B-cells (Sakamoto et al., 1999).

More recently, NF90/NF45 was reported to be involved in the increased

transcription of c-fos gene upon serum induction. NF90/NF45 was found

associated to chromatin and, in particular, to c-fos enhancer/promoter region while

cooperating with general coativator factors (Nakadai et al., 2015). Similarly,

ChIP-seq data in K562 erythroleukemia cells strongly suggests that NF90/NF110,

by associating to promoter regions, significantly activates transcription factors that

are known drivers of growth and proliferation (T.-H. Wu et al., 2018).

Therefore, NF90 seems to indirectly mediate transcription regulation, with a

marked role in the immune response and cancer progression.

NF90 in the miRNA biogenesis pathway

The role of NF90 in the regulation of the miRNAs biogenesis pathway was recently

described, with only few examples available.

The first evidence of the involvement of NF90/NF45 in the maturation of miRNAs

comes from Sakamoto et al. (Sakamoto et al., 2009). In this study they showed that,

in the nucleus, NF90/NF45 behaves like a negative regulator of Microprocessor

activity for the maturation of pri-let-7a, competing with DROSHA binding on the

pri-miRNA. Therefore, the maturation of pri-miRNAs to form pre-miRNAs is

inhibited by the binding of NF90/NF45 complex, which impairs access of the

Microprocessor on the pri-miRNAs.

Since this finding, different miRNAs have been shown to be modulated by

NF90/NF45 binding activity. This complex was found to downregulate myogenic

miRNAs, such as miR-133a, leading to significant loss and maturation of skeletal

muscle and atrophy in NF90/NF45 double-transgenic mice (Todaka et al., 2015).

More recently, NF90/NF45 was shown to inhibit the maturation of miR-7 in HCC.

MiR-7 is a tumor suppressor miRNA and increased expression of NF90 leads to

inhibition of its maturation followed by elevated proliferation rate in HCC

(Higuchi et al., 2016). Therefore, NF90 was described as an oncogenic factor for

HCC. Interestingly, the existence of a negative feedback loop between miR-7 and
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NF90 was later shown, in which mature mir-7 is able to target the 3’UTR of NF90,

leading to its translational repression (Higuchi et al., 2018).

However, the effect of NF90 on proliferation and metastasis seems to be different

depending on the type of cancer. It was recently demonstrated by our team that

NF90 is able to inhibit the maturation of miR-3173, a miRNA embedded in DICER

first intron, by preventing the Microprocessor binding(Barbier et al., 2018).

Furthermore, it was also shown that, in the absence of NF90, the level of

pre-miR-3173 increases while DICER pre-mRNA exhibits splicing defects that lead

to its downregulation. Increased progression and metastasis were observed in

ovarian cancer cells. Therefore, it was established that NF90 can act as a tumor

suppressor in ovarian cancer models. Interestingly, the mature form of miR-3173 is

able to target NF90 mRNA by binding to its 3’ UTR and leading to translational

repression, mediating a feedback amplification loop that controls DICER expression

and ovarian carcinoma progression.

NF90 was recently linked to chemotherapy resistance in bladder cancer. In

particular, Gemcitabine treatment was shown to directly repress lncRNA-LET,

leading to higher NF90 stability, which in turn inhibited maturation of miR-145 and

enhanced the accumulation of chemotherapy-induced cancer stem-like cells

(Zhuang et al., 2017).

With the exception of these few examples, the role of NF90 in regulating the

biogenesis of miRNA is still largely unknown. For instance, it would be useful to

understand the extent of NF90 effect on miRNAs maturation and whether this role

is extensive or restricted to specific miRNA families or cellular pathways.

NF90 in mRNA translation, stability and degradation

In addition to controling mRNA fate by binding and modulating the processing of

miRNAs, NF90 can directly regulate mRNAs translation, stability and decay. As

previously discussed, AU-rich regions are frequently found in 3’ UTRs of mRNAs

and their recognition by RBPs is often responsible for their fate. Thanks to a

ribonucleoprotein immunoprecipitation analysis, it was shown that NF90 is able to



1.8. NF90, double stranded RNA binding protein 87

bind a AU-rich, 25-to-30 nucleotide long signature motif (called NF90m) on a large

subset of mRNAs (Kuwano et al., 2010). However, the post-transcriptional

consequence of NF90 binding can vary depending on the target mRNA or on the

condition studied. For example, NF90 binding to 3’ UTRs is able to both increase

the stability of mRNAs and positively or negatively regulate their translation. As

regards translation regulation, NF90 can inhibit or activate translation, depending

on the mRNA target, by affecting the initiation step or by retaining target mRNAs

in the nucleus (Castella et al., 2015).

For instance, insertion of the AU-rich NF90m on a reporter gene did not affect

mRNA stability but rather inhibited its translation by preventing its association

with actively translating ribosomes (Kuwano et al., 2010). Along the same lines,

following viral infection, NF90 was shown to be phosphorylated by PKR which

leads to its dissociation from NF45 and export from the nucleus. Phosphorylated

NF90 accumulates on ribosomes where it associates with viral RNA, inhibiting

their translation (Harashima et al., 2010). On the other hand, NF90 was shown to

activate translation of a limited subset of mRNAs, such as VEGF and cyclin T1

mRNA. Under hypoxic conditions, NF90 is able to interact with the 3’ UTR

stem-loop hypoxia stability region in VEGF mRNA promoting its loading onto

polysomes and increasing its stability (Vumbaca et al., 2008). After HIV infection,

NF90 promotes its replication and latency by binding to cyclin T1 mRNA 3’ UTR

and facilitating the recruitment of translation initiation factors (Hoque et al., 2011).

On a different note, NF90 is also able to increase the stability of its target mRNAs.

For instance, after T cell activation, NF90 is phosphorylated by AKT and

translocates to the cytoplasm where it can bind the 3’UTR of Ilf2 mRNA stabilizing

it and inhibiting its degradation (Pei et al., 2008). Similarly, it was shown that NF90,

after its translocation to the cytoplasm mediated by cyclin-dependent kinase (CDK)

2 phosphorylation, promotes HCC proliferation by stabilizing and upregulating

cyclin E1 mRNA (Ding et al., 2020; Jiang et al., 2015). In HCC, NF90 was also

shown to regulate the stabillity of PARP1 mRNA and, therefore, enhance tumor

development (D. Song et al., 2017).
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More recently, several studies suggested the existence of signaling pathways or

regulatory axis involving NF90 and, often, miRNAs that highly impact on the

development of pathologies and especially cancer progression and metastasis

(J. Lin et al., 2019; Wen et al., 2018; Y. Zhang et al., 2020; Zhuang et al., 2017). For

instance, NF90 was shown to suppress the cytokine B-cell activating factor (BAFF)

mRNA translation by recruiting miR-15a to BAFF 3’ UTR. Moreover, a variant of

BAFF mRNA (BAFF-var), that lacks the NF90 binding site, was found to have

enhanced translation and it is associated with an elevated risk of developing

autoimmune diseases. Interestingly, it was shown that the binding of NF90 and

miR-15 to the mRNA correlates with higher AGO2 binding, which suggests that

translational inhibition of BAFF mRNA might be mediated by RISC (Idda et al.,

2018).

Despite the numerous examples of mRNAs regulated by NF90 at the

post-transcriptional level, the exact mechanism that results in translation

inhibition/activation or mRNA stabilization is still largely unknown.

NF90 in viral replication

Besides acting as a cellular mRNA binding factor that controls RNA metabolism

and translation, NF90 also binds viral RNA or DNA (Pfeifer et al., 2008). Moreover,

the consequence of its binding can vary, supporting or inhibiting viral replication

and viral genome expression, depending on the type of virus (Patiño et al., 2015).

Numerous viruses were shown to exploit NF90 to support their amplification, such

as hepatitis C virus (HCV), HIV, human papilloma virus (HPV) and Dengue virus

(DV) (Gomila et al., 2011; Y. Li & Belshan, 2016; Y. Li et al., 2014; Shamanna et al.,

2013). On the other hand, NF90 is able to act as a host antiviral factor for other

types of viruses such as influenza A virus (IAV) and Ebola virus (EBOV) (T. Li et al.,

2016; Shabman et al., 2011). For instance, NF90 was shown to bind the 5’-terminal

sequence of HCV RNA genome upon infection and promote HCV replication by

possibily associating with the replication complex (Y. Li et al., 2014). On the same

lines, upon HIV infection, NF90 shows a pleiotropic effect stimulating the viral

gene expression but also stabilizing HIV RNA (Y. Li & Belshan, 2016). Contrarily,
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NF90 was found to suppress Ebola virus replication by associating with the viral

protein VP35 and impairing the function of EBOV replication complex (Shabman

et al., 2011).

It was recently shown that viral infection promotes NF90 translocation from the

nucleus to the cytoplasm. In particular it was found that NF90 is a key factor for the

biogenesis of circRNAs and these molecules might act as a reservoir of NF90 in the

cytoplasm, to avoid off-targets effect. In response to a viral infection, NF90

translocates into the cytoplasm reducing circRNAs expression while cytoplasmic

NF90 is able to bind viral RNAs (X. Li et al., 2017).

Despite the numerous and diversified examples of NF90 acting during the viral

response, the exact mechanism underlying its role is yet to be fully elucidated.

However, it is possible that the complicated contribution of NF90 to antiviral

immunity might be exploited through different mechanisms depending on the type

of virus.

To conclude, while the miRNA pathway is a well-studied mechanism, its regulation

by several RBPs is still largely unknown. The role of NF90 in the miRNA biogenesis

pathway was recently brought to light but the extent of its function is yet

unexplored.
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Abstract

MicroRNAs (miRNAs) are predicted to regulate the expression of more than 60% of

mammalian genes and play fundamental roles in most biological processes.

Deregulation of miRNA expression is a hallmark of most cancers and further

investigation of mechanisms controlling miRNA biogenesis is needed. The double

stranded RNA-binding protein, NF90 has been shown to act as a competitor of
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Microprocessor for a limited number of primary miRNAs (pri-miRNAs). Here, we

show that NF90 has a more widespread effect on pri-miRNA biogenesis than

previously thought. Genome-wide approaches revealed that NF90 is associated

with the stem region of 38 pri-miRNAs, in a manner that is largely exclusive of

Microprocessor. Following loss of NF90, 22 NF90-bound pri-miRNAs showed

increased abundance of mature miRNA products. NF90-targeted pri-miRNAs are

highly stable, having a lower free energy and fewer mismatches compared to all

pri-miRNAs. Mutations leading to less stable structures reduced NF90 binding

while increasing pri-miRNA stability led to acquisition of NF90 association, as

determined by RNA Electrophoretic Mobility Shift Assay (EMSA). NF90-bound

and downregulated pri-miRNAs are embedded in introns of host genes and

expression of several host genes is concomitantly reduced. These data suggest that

NF90 controls the processing of a subset of highly stable, intronic miRNAs.

Introduction

MicroRNAs (miRNAs) are short non-coding RNAs that negatively regulate the

expression of a large proportion of cellular mRNAs, thus affecting a multitude of

cellular and developmental pathways (Ebert & Sharp, 2012; Shenoy & Blelloch,

2014). The canonical miRNA biogenesis pathway involves two sequential

processing events catalysed by RNase III enzymes. In the nucleus, the

microprocessor complex, comprising the RNase III enzyme Drosha, the

double-stranded RNA-binding protein, DGCR8 and additional proteins carries out

the first processing event, which results in the production of precursor miRNAs

(pre-miRNAs) (Denli et al., 2004; Gregory et al., 2004). These are exported to the

cytoplasm, where a second processing event is carried out by another RNase III

enzyme, DICER, leading to the production of miRNA duplexes. The duplexes are

loaded into the RISC complex and the release of the ‘passenger’ strands leads to the

formation of mature miRNAs and mature RISC complexes (Ha & Kim, 2014).

Due to the central role of miRNAs in the control of gene expression, their levels

must be tightly controlled. Indeed, deregulation of miRNA expression is associated
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with aberrant gene expression and leads to human disease (Finnegan & Pasquinelli,

2013; Krol, Loedige, et al., 2010; Mendell & Olson, 2012; Winter et al., 2009).

Consequently, miRNA biogenesis is tightly regulated at multiple steps, both

transcriptional and post-transcriptional. Increasing evidence suggests that RNA

binding proteins (RBPs) act as post-transcriptional regulators of miRNA

processing. Many RBPs modulate the processing efficiency of Microprocessor,

either positively or negatively, by binding to regions of the pri-miRNA. A number

of RBPs have been shown to bind the terminal loop, which can either facilitate or

inhibit cropping by Microprocessor. For example, LIN28B binds the terminal loop

of pri-let-7, which prevents its processing by Microprocessor (Viswanathan et al.,

2008). Binding of hnRNP A1 to the terminal loop has been shown to exert either

positive or negative effects on Microprocessor activity, depending on the

pri-miRNA target. It promotes cropping of pri-miR-18A while it inhibits processing

of pri-let-7. KSRP is another terminal loop-binding RBP that facilitates

Microprocessor cleavage of several pri-miRNA targets, including pri-let-7 where it

acts as a competitor of hnRNP A1 (Guil & Cáceres, 2007; Michlewski et al., 2008).

Several other RBPs, including SMAD, TPD-43, SRSF1 and RBFOX, have been

shown to bind pri-miRNA terminal loops to influence Microprocessor activity (see

Michlewski and Cáceres, 2019 for review). In most cases, they have been shown to

bind specific pri-miRNAs, such as pri-let-7, or a limited subset of pri-miRNAs. To

date, only NF90/NF45 heterodimer and ADAR1,2 have been shown to bind the

double stranded stem region of pri-miRNAs (Higuchi et al., 2016; Sakamoto et al.,

2009; W. Yang et al., 2006). Both factors negatively affect Microprocessor activity.

Indeed, NF90 has been shown to bind double stranded RNA in a mode similar to

that of ADAR2 (Jayachandran et al., 2016). Like terminal loop binding RBPs,

binding of NF90/NF45 or ADAR1,2 has thus far been demonstrated for a very

limited number of pri-miRNAs. NF90 has been shown to associate with

pri-miR-7-1, pri-let-7A and pri-miR-3173 in human cells (Barbier et al., 2018;

Higuchi et al., 2016; Sakamoto et al., 2009).

We have previously shown that NF90 associates with pri-miR-3173, which is
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located in the first intron of DICER pre-mRNA (Barbier et al., 2018). Binding of

NF90 prevented cropping of pri-miR-3173 by Microprocessor and promoted

splicing of the intron, thereby facilitating expression of DICER. By modulating

DICER expression, NF90 was found to be an independent prognostic marker of

ovarian carcinoma progression (Barbier et al., 2018). Levels of NF90 are known to

be elevated in hepatocellular carcinoma (HCC) and the effect of NF90 on processing

of pri-miR-7-1 contributes to cellular proliferation in HCC models (Higuchi et al.,

2016; Jiang et al., 2015).

Here, we have used genome-wide approaches to identify pri-miRNAs that are

associated with and modulated by NF90 in HepG2 model of HCC. We identified 38

pri-miRNAs that are associated with NF90, in a manner that is for the most part

exclusive of Microprocessor. Of these, 22 showed increased abundance of mature

miRNAs products upon loss of NF90. NF90-targeted pri-miRNAs appear to be

highly stable, having a lower free energy and fewer mismatches compared to all

pri-miRNAs. Destabilization of the structures by mutation reduced NF90

association as determined by RNA EMSA. Of the 22 NF90-modulated pri-miRNAs,

20 are embedded exclusively in introns of host genes. Transcriptomic analysis

revealed that the expression of the host gene is concomitantly downregulated for

several, including an oncogene implicated in metastasis of hepatocellular

carcinoma, TIAM2. These data suggest that NF90 controls the processing of a

subset of intronic miRNAs, which in some cases affects the expression of the host

gene.

Material and methods

Cell culture

Human HepG2 cell line was grown in Dulbecco’s Modified Eagle’s medium – high

glucose (Sigma-Aldrich®, D6429) supplemented with 10% fetal bovine serum (PAN

Biotech, 8500-P131704), 1% penicillin-streptomicin (v/v) (Sigma Aldrich®, P4333)

and 1% L-glutamine (v/v) (Sigma Aldrich®, G7513). Human HEK-293T cells were

grown in Dulbecco’s Modified Eagle’s high glucose medium with HEPES
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(Sigma-Aldrich®, D6171) supplemented with 10% fetal bovine serum, 1%

penicillin-streptomicin and 1% L-glutamine. Cells were cultured at 37◦C in a

humidified atmosphere containing 5% CO2. To perform small RNA-seq and

RNA-seq, HepG2 were seeded at 1.5 × 106 cells in 6-well plates the day of siRNA

transfection while HEK-293T were seeded at 6 × 105 cells in 6-well plates. To

perform RNA Immunoprecipitation, HepG2 were seeded at 8 × 106 cells in 100 mm

culture dishes the day of siRNA transfection.

Transfection of small interfering RNAs

Double-stranded RNA oligonucleotides used for RNAi were purchased from

Eurofins MWG Operon or Integrated DNA Technologies. Sequences of small

interfering RNAs (siRNAs) used in this study have been described previously

(Barbier et al., 2018) and are shown in Supplementary Table S1.

HepG2 or HEK-293T cells were transfected with siRNA (30 nM final concentration)

using INTERFERin® siRNA transfection reagent (Polyplus Transfection) according

to the manufacturer’s instructions. To perform small RNA-seq and RNA-seq, two

rounds of transfection were performed. The first transfection was carried out the

day of seeding; on the fourth day cells were passaged and a second round of

transfection was performed. Cells were collected for RNA extraction or protein

purification approximately 65 h after the second transfection. To perform RNA

Immunoprecipitation, one round of siRNA transfection was carried out, as

explained, the day of seeding. Cells were collected approximately 65 h after siRNA

transfection.

Immunoblot

HepG2 were lysed using RIPA buffer (50 mM Tris-HCl pH=7.5, 150 mM NaCl, 1%

NP40, 0.5% Sodium Deoxycholate, 0.1% SDS, Halt™ Phosphatase Inhibitor

Cocktail (Thermo Fisher Scientific)). Protein extracts (30 mg for NDUFS8, 50 mg for

TIAM2 and 5 mg for all other proteins) were immunoblotted using the indicated
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primary antibodies (Table S2) and anti-mouse, anti-rabbit or anti-rat IgG-linked

HRP secondary antibodies (GE Healthcare) followed by ECL (Advansta).

Small RNA-seq and RNA-seq

Total RNA was extracted using TRIzol (Thermo Fisher Scientific) according to the

manufacturer’s instructions. Small RNA-seq (single end, 50 bp) was carried out by

BGI Genomic Services (HepG2) or Fasteris (HEK-293T) in triplicate samples. Raw

data were processed using the Subread package (version 1.6.0) as previously

described (Seco-Cervera et al., 2018) and the reference annotation was obtained

from miRBase release 22.1 database (Kozomara et al., 2019). Statistical analysis was

performed using DESeq2 (version 2.11.40.2). RNA-seq (paired-end, 125 bp) was

carried out by BGI Genomic Services in triplicates. Raw data were processed using

HISAT2 (version 2.1.0) and featureCounts (version 1.6.3), statistical analysis was

performed using DESeq2. Reference annotation was obtained from ENSEMBL

(GRCh38.96).

RT-qPCR, Modified 5’ RLM RACE and RNA EMSA

Total RNA was extracted from HepG2 cells using TRIzol reagent (Thermo Fisher

Scientific) and RNA was treated with DNAse I (Promega) according to the

manufacturer’s instructions. RNA was used for RT-PCR and modified 5’

RLM-RACE as described previously (Barbier et al., 2018).

For RT-qPCR, RT was performed using TaqMan™ Reverse Transcription Reagent or

TaqMan™ Advanced miRNA cDNA Synthesis Kit (Thermo Fisher). qPCRs were

performed using GoTaq® Probe qPCR Master Mix (Promega) or TaqMan® Fast

Advanced Master Mix (Thermo Fisher).

Modified 5’ RLM RACE was performed according to the manufacturer’s

instructions (FirstChoice™ RLM-RACE kit, ThermoFisher Scientific). In order to

detect premature miRNAs, the step using Calf Intestine Alkaline Phosphatase was

omitted. Sequences of the primers used for PCR amplification are shown in

Supplementary Table S3.

RNA EMSA was performed as described previously (Sakamoto et al., 2009) using
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recombinant NF90 and recombinant DGCR8 dsRBDs (amino acids 484-773) in at

least three replicates. The pri-miRNA probes were amplified by PCR using the

primers shown in Supplementary Table S3. Sequences of mutant pri-miRNAs are

shown in Supplementary Table S4.

RNA ImmunoPrepicipation (RIP)

RIP was performed as previously described (Bennasser et al., 2011). HepG2 were

seeded in 100 mm culture dishes and transfected with siRNAs the day of seeding as

aforementioned. Cells were harvested approximately 65 h after the treatment and

lysed for 15 min in RIP buffer (20 mM HEPES, pH 7.5, 150 mM NaCl, 2.5 mM

MgCl2•6H2O, 250 mM sucrose, 0.05% (v/v) NP-40 and 0.5% (v/v) Triton X-100)

containing 20 U ml
1

of RNasin (Promega), 1mM DTT, 0.1 mM PMSF and EDTA-free

protease and phosphatase inhibitor. After centrifugation, lysates were incubated for

4 h at 4◦C with 2 µg of antibodies recognizing NF90, Drosha and IgG control and

then incubated for 1 h at 4◦C with Dynabeads™ Protein A (ThermoFisher

Scientific). After incubation, beads were washed 5 times with RIP buffer for 5 min

at 4◦C and RNA was extracted as previously explained. RNA was treated with

DNAse I (Promega) and RT was performed using SuperScript™ III Reverse

Transcriptase (ThermoFisher Scientific) according to the manufacturer’s

instructions. cDNA was treated with RNAse H (ThermoFisher Scientific) and the

samples were used to perform qPCRs using QuantiTect SYBR® Green PCR Kit

(Qiagen) according to the manufacturer’s instructions.

Splicing analysis

Splicing analyses were carried out as previously described (Barbier et al., 2018).

HepG2 were seeded in 6-well plates and transfected with siRNAs, as

aforementioned. Approximately 65 h after the second transfection, RNA was

extracted using TRIzol reagent (Thermo Fisher Scientific) and treated with DNAse I

(Promega) according to the manufacturer’s instructions. RT was performed using

SuperScript™ III Reverse Transcriptase (ThermoFisher Scientific) and cDNA was

treated with RNAse H (ThermoFisher Scientific). qPCRs were performed using
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QuantiTect SYBR® Green PCR Kit (Qiagen) using primers overlapping exon-intron

boundaries to detect unspliced pre-mRNAs or primers amplifying exon-exon

boundaries to detect the spliced mRNA.

Bioinformatic analyses

Enhanced UV crosslinking followed by immunoprecipitation (eCLIP) data for

NF90, DGCR8 and DROSHA obtained in HepG2 cells by Nussbacher and Yeo

(Nussbacher & Yeo, 2018) were retrieved from the NCBI database (NF90 eCLIP:

ENCSR786TSC; DGCR8 eCLIP: ENCSR061SZV; DROSHA eCLIP: ENCSR834YLD).

Peaks were filtered based on Fold Change (FC 1.5) and p-value (Bonferroni-Adj

P-val 0.05). Distribution of eCLIP reads along the miRNAs was evaluated using

deeptools software (version 3.1.3). Bigwig files from different replicates were

merged using bigWigMerge v2. The base pair probability at each position of

miRNA hairpins was calculated using RNAfold software (version 2.4.7).

Free energy analysis was performed using RNAfold software, version 2.4.7.

Statistical analysis was performed using R (version 3.5.1).

Validated targets of the double positive miRNAs were extracted from MirTarBase

database, release 7.0 (Chou et al., 2018). Gene ontology was performed on the

expressed validated target using DAVID Functional Annotation Tool database

version 6.8 (https://david.ncifcrf.gov) (D. W. Huang et al., 2009). Motif search was

performed using MEME (version 5.0.5).

Results

NF90 affects the abundance of a subset of human miRNAs

To determine the effect of NF90 on the abundance of miRNAs, we performed small

RNA-seq of biological triplicate samples obtained from HepG2 cells that had been

transfected with a non-targeting control siRNA (siScr) or an siRNA targeting NF90

(siNF90) (Figure 1A, top panel). Of 1917 miRNA precursors annotated in miRBase,

1105, which corresponds to 1661 mature 5p and 3p miRNA products, were found to

be expressed in HepG2 cells. Following loss of NF90, differential expression

analysis (fold change 1.5 or 0.667; AdjP-value 0.05) showed that 268 mature
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miRNAs, corresponding to 212 precursor miRNAs, were upregulated while 149,

corresponding to 126 precursor miRNAs, were downregulated (Figure 1B). The

number of upregulated and downregulated miRNAs in HepG2 cells after loss of

NF90 is summarized in Figure 1C. MiRNAs that have previously been shown to be

repressed by NF90, miR-7-1 (Higuchi et al., 2016) and miR3173 (Barbier et al., 2018),

were found to be upregulated in HepG2 cells following loss of NF90 (Figure 1B, red

dots).

The effect of NF90 on the abundance of miRNAs observed by miRNA profiling

were validated by RT-qPCR analysis of selected miRNAs, miR-3173-3p,

miR-186-5p, miR-1273c and miR-3189-3p, from biological triplicate samples. The

results obtained confirmed the effects observed by miRNA profiling (Figure 1B,

1D). In addition, RNA was extracted from cells transfected with an independent

non-targeting siRNA (Scr2) and an NF90-targeting siRNA (NF902) that has been

described previously (Barbier et al., 2018) (Figure 1A, lower panel). Quantification

of miRNAs 3173-3p, -186-5p, -1273c and -3189-3p in biological triplicate samples

(Figure 1D, lower panels) showed similar results to those obtained in Figure 1D

upper panel, and also validated the results obtained by small RNA-seq. While we

cannot exclude the possibility that a proportion of the small RNA-seq results could

be due to off-target effects of the siRNAs, since only a single control and

NF90-targeting siRNA were used, validation of a subset of the results using

additional control and NF90-targeting siRNA suggests that the data are, to some

extent, robust.

To evaluate whether the effect of NF90 on miRNA abundance might be cell type

specific, we performed small RNA-seq in biological triplicate in HEK-293T cells

transfected with control or NF90-targeting siRNA (Supplementary Figure S1A). Of

1917 annotated miRNA precursors, 1121, corresponding to 1647 mature miRNAs,

were expressed in HEK-293T. Differential expression analysis (fold change 1.5 or

0.667; AdjP-value 0.05) revealed that 278 mature miRNAs, corresponding to 217

miRNA precursors, were upregulated following loss of NF90 while 84 mature

miRNAs, corresponding to 77 precursors, were downregulated (Supplementary
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Figure S1B, S1C). Comparing upregulated miRNAs in the two cell types, we found

139 miRNAs that were upregulated in both cell lines after NF90 knock-down

(Supplementary Figure S1D). This represents more than 65% of miRNAs

upregulated in HepG2 and 64% of those upregulated in HEK-293T. Thus, NF90

appears to regulate a common subset of miRNAs.

NF90 associates with a subset of pri-miRNAs

To determine which of the miRNAs upregulated upon loss of NF90 (Figure 1B) are

direct targets of NF90, that is, pri-miRNAs that are bound by NF90, we took

advantage of enhanced UV crosslinking followed by immunoprecipitation (eCLIP)

dataset obtained in HepG2 cells (Nussbacher & Yeo, 2018). Analysis of HepG2

eCLIP data revealed 38 pri-miRNAs for which eCLIP peaks overlapped annotated

pri-miRNA localizations +/- 25 nt of flanking region (FC 1.5 and Bonferroni AdjP

0.05), as depicted in Figure 2A and Supplementary Table S5. Pri-miR-3173 and

pri-miR-7-1 were among the 38 NF90-associated pri-miRNAs (Figure 2A, red dots).

We next analysed eCLIP read coverage across the pri-miRNA hairpin +/- 200 bp

for the 38 NF90-associated miRNAs compared to all pri-miRNAs (Figure 2B). As

expected, analysis of all pri-miRNAs did not show significant read coverage for

NF90 association. In contrast, NF90-associated miRNAs showed highest read

coverage over the region having the strongest base pair probability and therefore

likely corresponding to the double stranded pri-miRNA stem (Figure 2B). The

region corresponding to the terminal loop, which has a low base pair probability,

was not significantly bound by NF90. Interestingly, NF90 also appeared to bind to

the pri-miRNA flanking region. Browser shots showing NF90 association with

pri-miR-7-1, pri-miR-186 and pri-miR-1273c by eCLIP are shown in Supplementary

Figure S2A.

To validate NF90 association with pri-miRNAs identified by eCLIP analysis (Figure

2A), we performed RNA EMSA using pri-miR-186, pri-miR-3173, pri-miR-1273c

and pri-miR-3189 as radiolabelled probes together with recombinant NF90 (Figure

S2B), as described previously for pri-miR-7-1 and pri-miR-3173 (Barbier et al., 2018;
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Higuchi et al., 2016). RNA EMSA, performed in triplicate, confirmed NF90

association with pri-miR-186, pri-miR-3173, pri-miR-1273c and pri-miR-3189

(Figure 2C and S2C). Similarly, RNA EMSA confirmed that NF90 was not highly

associated with pri-miR-200a, as indicated by eCLIP (Figure 2C). NF90 association

with the pri-miRNAs identified by eCLIP analysis was also validated for several

endogenous pri-miRNAs by performing RNA immunoprecipitation (RIP). RIP

confirmed the association of NF90 with region proximal to the endogenous

pri-miRNA (Figure 2D and S2D), while negative controls, pri-miR-200a and

DALRD3, were not significantly associated with NF90. In contrast, pri-miR-200a

was significantly bound by Drosha (Figure 2D and S2D). While not all NF90-bound

pri-miRNAs identified by eCLIP have been tested, RIP analysis confirmed the

association with NF90 in vivo for at least several.

Previous studies have indicated that NF90 may act as a competitor of

Microprocessor for binding to pri-miRNAs (Barbier et al., 2018; Higuchi et al., 2016;

Michlewski & Cáceres, 2019; Sakamoto et al., 2009). We therefore analysed eCLIP

data for DGCR8 and Drosha performed in HepG2 cells (Nussbacher & Yeo, 2018).

Association of DGCR8 was detected at 203 pri-miRNAs, while 147 pri-miRNAs

were positive for Drosha binding (Figure 3A). Not surprisingly, there was a

significant overlap between pri-miRNAs that were bound by both subunits of

Microprocessor (Figure 3A). Indeed, 125 pri-miRNAs were associated with both

factors, which represents approximately 60% and 85% of pri-miRNAs positive for

DGCR8 and Drosha, respectively. Interestingly, only 10 pri-miRNAs bound by

NF90 overlapped with those bound by either DGCR8 or Drosha, which represents

approximately 24% overlap with DGCR8 and 13% overlap with Drosha (Figure

3A). This result indicates that NF90-associated pri-miRNAs are not highly

associated with Microprocessor. Analysis of eCLIP reads showed association of

DGCR8 with both apical and stem regions of pri-miRNAs (Figure 3B), as expected

(Nguyen et al., 2015).

We further analysed eCLIP read coverage over the pri-miRNAs that were found to

be associated with both NF90 and DGCR8. While the profile for DGCR8 was



102 Chapter 2. NF90 modulates processing of a subset of human pri-miRNAs

similar to that for all DGCR8 positive pri-miRNAs (compare Figure 3C, top panel to

Figure 3B), the profile for NF90 read coverage was somewhat different to that for all

NF90-positive pri-miRNAs (compare Figure 3C, lower panel, to Figure 2B).

Interestingly, for pri-miRNAs that are bound by both DGCR8 and NF90, the

profiles appear to be complementary (Figure 3C, compare top and lower panels).

Plot profiles of DROSHA and DGCR8 eCLIP data suggest that pri-miRNAs

common with NF90 (shown with red dots) are not among the most enriched for

Microprocessor binding (Figure 3D and Supplementary Figure S3).

To further explore the competition between NF90 and the Microprocessor for the

binding of pri-miRNAs, we performed RNA EMSA on pri-miR-3189 and

pri-miR-1273c using recombinant NF90 and the dsRNA-binding domains of

DGCR8 (Figures S2B and S4A). Upon addition of rNF90, a shift corresponding to

the formation of NF90-pri-miRNA complex and a reduction in the intensity of the

band corresponding to DGCR8-pri-miRNA complex could be detected (Figure 4A).

These results indicate that NF90 competes with Microprocessor for binding to

certain pri-miRNAs, at least in vitro. Further analysis will be required to determine

whether this competition also occurs in vivo. We next tested whether loss of

NF90/NF45 or Drosha/DGCR8 complexes could affect the binding of the

complexes to endogenous pri-miRNAs in vivo. We performed RIP of NF90, Drosha

or IgG control after downregulation of either NF90/NF45 or Drosha/DGCR8.

Drosha association with the region surrounding the target pri-miRNAs was

significantly enhanced after downregulation of NF90/NF45, while NF90

association was significantly enhanced after downregulation of Drosha/DGCR8

only for pri-miR-1273c (Figure 4B and S4B). This could be explained considering

that these miRNAs are already poorly bound by the Microprocessor. To test this

hypothesis, we analysed the association of NF90 to two pri-miRNAs poorly bound

by NF90, pri-miR-200a and pri-miR-425. Notably, NF90 association with these

miRNAs was significantly increased after loss of Drosha/DGCR8 complex (Figure

S4C). On the other hand, downregulation of NF90/NF45 complex did not

significantly affect the association of pri-miR-200a and pri-miR-425 with Drosha

(Figure S4C), possibly because these miRNAs are poorly bound by NF90/NF45
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under control conditions. Taken together, these results suggest that target

pri-miRNAs may have binding preferences for either NF90/NF45 or

Microprocessor under wild-type conditions, but that the relative abundance of

these complexes can also influence the observed binding to specific pri-miRNAs.

Pri-miRNAs that are bound and downregulated by NF90 are highly stable

We next asked whether NF90 association with pri-miRNAs might affect their

cropping by Microprocessor. If so, loss of NF90 would be predicted to increase the

abundance of the mature miRNA products, as observed previously (Barbier et al.,

2018; Higuchi et al., 2016; Sakamoto et al., 2009). MiRNA profiling revealed that of

the 38 NF90-associated pri-miRNAs, 22 showed an increase in mature miRNA

products, representing more than 57% of NF90-associated pri-miRNAs, while only

2 were decreased (Supplementary Tables S6 and S7). Thus, we identified a subset of

22 pri-miRNAs that are bound by NF90 and whose abundance is increased

following loss of NF90, which we named ‘double-positive’ pri-miRNAs. Both

pri-miR-7-1 and pri-miR-3173 were identified within the double positive subset.

Thus, NF90 downregulates the expression of most of its target pri-miRNAs.

Gene ontology of validated mRNA targets of double positive miRNAs revealed an

implication particularly in cancer and infection by viruses, such as Epstein Barr

Virus (EBV), hepatitis B virus (HBV), and human T lymphoma virus type 1

(HTLV1), as well as viral carcinogenesis (Supplementary Figure S5). This result is

interesting given that NF90 translocates from the nucleus to the cytoplasm

following viral infection of cells (X. Li et al., 2017). Thus, viral infection could result

in the coordinated processing of the NF90-modulated subset of pri-miRNAs, whose

target mRNAs are implicated in viral replication. Interestingly, several miRNAs

upregulated following loss of NF90 in this study have been shown to target RNAs

expressed by influenza A virus subtypes. For instance, miR-3682 is involved in

viral replication by targeting the NS gene of pH1N1 and H3N2 subtypes (X. Zhang

et al., 2018). Similarly, miR-4753 and miR-3145, which target PS and PB1 genes of

H5N1 and H3N2 subtypes, are overexpressed in response to viral infection and

inhibit viral transcription and replication (Khongnomnan et al., 2015).
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We wondered whether pri-miRNAs that are associated with NF90 and

downregulated upon its loss might share a common characteristic that would make

them targets for NF90 binding. A MEME search did not reveal a simple binding

motif common to the 22 pri-miRNA sequences. Compared to all human

pri-miRNAs, the subset of 22 double-positive pri-miRNAs did not show any

significant difference in their overall length (mean=82.5 nt compared to 81.88 nt) or

in the size of the terminal loop (mean=7.87 nt compared to 7.92 nt) (Figure 5A). In

contrast, however, the minimal stretch containing a mismatch 1 nt was significantly

longer for double-positive pri-miRNAs compared to all pri-miRNAs, with a mean

of 27.68 nt for double-positive pri-miRNAs compared to 21.11 nt for all pri-miRNAs

(Figure 5A). This analysis suggests that double-positive pri-miRNAs might be more

stable, having a longer duplex and less bulges compared to all human pri-miRNAs.

To further investigate this possibility, we compared the free energy of the 22

double-positive pri-miRNAs compared to all pri-miRNAs. The 22 double-positive

pri-miRNAs had a lower free energy (mean=-42.26) compared to all pri-miRNAs

(mean=-38.19), as shown in Figure 5B. Taken together, these data suggest that

double positive pri-miRNAs are more stable and have less mismatches than all

pri-miRNAs. Predicted folding of double-positive pri-miRNA sequences also

revealed highly stable structures with very few bulges, compared to pri-miR-200a,

which is not highly associated with NF90 (Supplementary Figure S6A).

To test the idea that NF90 can bind to pri-miRNAs that have a stable structure with

few bulges, we designed mutations within NF90-binding pri-miRNAs predicted to

reduce stability and form bulge-like regions that might disrupt NF90 association.

For each of the NF90-associated pri-miRNAs tested, we designed two mutant

structures that would be less stable than wild-type structures. (Figure 6A). WT and

mutated pri-miRNAs were tested for NF90 association by RNA EMSA. As shown

in Figure 6B and Figure S6B, mutation of pri-miR-3173 or pri-miR-186 to less stable

structures diminished NF90 binding. On the other hand, mutation of pri-miR-200a

to a more stable structure enhanced NF90 binding. These data suggest that NF90

shows a preference for association with stable pri-miRNA hairpin structures having
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few bulge regions.

We then wondered whether pri-miRNAs whose mature products increased

following loss of NF90, but were not considered eCLIP-positive using the applied

cut-offs, might share the characteristics identified for double-positive pri-miRNAs.

We therefore calculated the longest duplex length, allowing a mismatch of 1 nt, for

the group of 181 upregulated but eCLIP negative pri-miRNAs, and 124

downregulated pri-miRNAs, as well as for those falling outside these groups

(other) (Figure 7A). Interestingly, pri-miRNAs upregulated after loss of NF90 and

eCLIP negative have a significantly longer duplex than all pri-miRNAs or other

pri-miRNAs. Indeed, the duplex length is similar to that observed for the double

positive group. In contrast, pri-miRNAs downregulated upon loss of NF90 have a

shorter duplex compared to all pri-miRNAs or other pri-miRNAs. We then

calculated the mean free energy for the upregulated, eCLIP-negative group and the

downregulated group of pri-miRNAs (Figure 7B).

Similarly, when compared to all pri-miRNAs, the upregulated, eCLIP-negative

group of pri-miRNAs had a significantly lower free energy. Free energy of the

downregulated group was similar to that of all pri-miRNAs. In contrast, terminal

loop size was comparable between the 2 groups; 7.86nt (downregulated group)

compared with 8.64 nt (upregulated eCLIP-negative group). Of note, total

pri-miRNA length was higher for the upregulated eCLIP-negative group (87.01 nt)

compared to the downregulated group (77.79 nt). These analyses suggest that

upregulated, eCLIP-negative pri-miRNAs share some characteristics with

double-positive pri-miRNAs. It is feasible that some NF90-associated pri-miRNAs

were not detected by eCLIP analysis or did not pass the selection criteria used to

identify eCLIP-positive pri-miRNAs. To test this idea, we selected 2 pri-miRNAs,

pri-miR-4755 and pri-miR-4766, from the upregulated, eCLIP-negative group

whose structure corresponds to the defined criteria for NF90 association, that is,

having low free energy and few mismatches (Supplementary Figure S7A). NF90

binding to the pri-miRNAs was tested by RNA EMSA (Figure 7C and Figure and

S7B). Indeed, both pri-miR-4755 and pri-miR-4766 were found to be significantly
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associated with NF90.

NF90 modulates the expression of a subset of genes hosting

NF90-associated pri-miRNAs

Approximately 70% of human miRNAs are located in an intron of a host gene. Out

of 22 double-positive pri-miRNAs, 20 are exclusively intronic. Two double-positive

pri-miRNAs are found in either the 3’ UTR or an intron depending on transcript

usage (Supplementary Table S6).

To determine whether loss of NF90 also affected the expression or splicing

efficiency of the host genes, we performed RNA-seq in HepG2 cells transfected

with control siRNA or siRNA targeting NF90. Loss of NF90 significantly

diminished expression of 3 genes containing NF90-associated pri-miRNA; growth

differentiation factor 15 (GDF15) hosting pri-miR-3189, 1-acylglycerol-3-phosphate

O-acyltransferase 5 (AGPAT5) hosting pri-miR-4659a and zinc finger RAN-binding

domain containing 2 (ZRANB2) hosting pri-miR-186 (Figure 8A). Furthermore, the

splicing efficiency of introns containing pri-miRNAs downregulated by loss of

NF90 was determined by RT-PCR for several targets (Figure 8B). Splicing efficiency

was diminished for 3 pre-mRNAs containing NF90-associated pri-miRNAs: T-cell

lymphoma invasion and metastasis 2 (TIAM2), hosting pri-miR-1273c, Zinc Finger

RNA binding protein (ZFR), hosting pri-miR-579, and DICER, hosting

pri-miR-3173 (Figure 8B). Interestingly, the splicing defect was detected for the

intron containing the pri-miRNA but not for another intron within the same

transcript (Figure 8B). In contrast, no significant effect was observed for NDUFS8,

which hosts pri-miR-7113 and pri-miR-4691 that are not bound by NF90 and whose

abundance are not affected by NF90 (Figure 8B).

The expression of these genes was analysed by western blot of extracts obtained

from HepG2 cells transfected with control (Scr and Scr2) and NF90-targeting (NF90

and NF902) siRNAs. All genes tested showed diminished expression upon loss of

NF90, except NDUFS8 that showed no significant difference in expression (Figure

8C). Thus, NF90 modulates the expression of certain pri-miRNA host genes,

including TIAM2, a known oncogene and metastasis factor in HCC (J.-S. Chen
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et al., 2012; Yen et al., 2016).

Finally, to determine whether loss of gene expression correlated with increased

pri-miRNA cropping following knock down of NF90, we performed modified

RLM-5’ RACE as described previously (Barbier et al., 2018), using extracts of cells

transfected with control (Scr and Scr2) and NF90-targeting (NF90 and NF902)

siRNAs. Indeed, RLM RACE analysis showed enhanced cleavage of the intronic

region of ZRANB2 hosting pri-miR-186 and GDF15 hosting pri-miR-3189 in

extracts of NF90 knock down cells compared to controls (Figure 8D). This analysis

indicates that loss of NF90 enhances transcript cleavage in the vicinity of the hosted

pri-miRNA.

Discussion

We and others have previously shown that NF90 can inhibit the processing of

certain miRNA precursors (Barbier et al., 2018; Higuchi et al., 2016; Sakamoto et al.,

2009). However, it was unclear how widespread the impact of NF90 might be on

human miRNA biogenesis. Here, we have used genome-wide approaches to

address the effect of NF90 on the miRNA pool in HepG2 HCC cells. Our data

indicate that NF90 modulates the processing of a specific subset of miRNA

precursors. NF90 is associated with at least 38 human pri-miRNAs, as indicated by

analysis of eCLIP data obtained by Nussbacher and Yeo (Nussbacher & Yeo, 2018).

Of these, 22 showed increased abundance of mature miRNA products following

knock-down of NF90. Thus, association of NF90 with a pri-miRNA is likely to

influence its fate. Most NF90-associated pri-miRNAs did not overlap with those

bound by either DGCR8 or Drosha. Moreover, results obtained by RNA-EMSA

support the idea that NF90 and Microprocessor may compete for the binding of the

subset of pri-miRNAs, at least in vitro. Further analysis will be required to

determine whether the competition also occurs in vivo. Of note, RIP analysis

showed that loss of NF90/NF45 complex led to increased binding of Drosha at

pri-miRNAs that were highly bound by NF90 in control conditions. Conversely,

loss of Microprocessor increased binding by NF90 to pri-miRNAs that were not
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highly bound by NF90 in wild-type cells. Interestingly, for those pri-miRNAs that

were bound by both NF90 and DGCR8, the binding profiles of the two factors were

largely complementary. Furthermore, while the binding profile of DGCR8 was not

noticeably different for this group compared to all pri-miRNAs bound by DGCR8,

the binding profile of NF90 differed somewhat for this group compared to all

pri-miRNAs bound by NF90. This could suggest that NF90 and DGCR8 might bind

simultaneously to the pri-miRNA, and that the binding of DGCR8 may alter the

binding mode of NF90 for such pri-miRNAs.

Since NF90 is a highly abundant and ubiquitously expressed protein, it might be

expected that NF90-associated pri-miRNAs would be poorly processed in most

cells. Indeed, the mature miRNA products of NF90 bound pri-miRNAs are very

poorly expressed, or not expressed at all in control cells. They become readily

detectable only upon loss of NF90. An exception is pri-miR-7-1, although

interestingly, this miRNA shows tissue specific expression, being highly expressed

only in brain and pancreas (Landgraf et al., 2007).

Our data suggests that pri-miRNAs upregulated after loss of NF90 share a common

structure that might facilitate NF90 association with the stem region. This finding is

consistent with a previous report showing structure-based recognition of

adenovirus-expressed VA1 RNA by NF90 (Gwizdek et al., 2004). Extensive

mutational analysis of VA1 association with NF90 showed no specificity for

nucleotide sequence but rather the requirement for a minihelix structure within the

stem region. The pri-miRNAs identified in this study also exhibit a minihelix-like

structure that appears to be necessary for NF90 binding. Indeed, RNA EMSA

showed that NF90 association with pri-miR-3173 and pri-miR-186 could be

diminished by introducing destabilizing mutations, while NF90 association could

be acquired by increasing the stability of the stem region, as for pri-miR-200a.

Interestingly, our data predict that the subset of NF90-associated pri-miRNAs may

extend beyond those detected by eCLIP analysis. Using the characteristics

determined from the eCLIP-positive, upregulated pri-miRNA group, that is duplex
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length and free energy, we found that pri-miRNAs whose mature products were

upregulated following loss of NF90 but were not positive by eCLIP analysis shared

the same characteristics as the double positive group. The length of the duplex

region and the free energy of the structure was comparable to that of double

positive pri-miRNAs. RNA EMSA confirmed the predicted association with NF90

for two of these pri-miRNAs. Interestingly, both groups were significantly different

to all pri-miRNAs or those that are unaffected by NF90 (other). Thus, it appears

that the high specificity of eCLIP revealed a subset of pri-miRNAs that share a

common structure. When this information was used to interrogate the group of

pri-miRNAs who share the same biological response to loss of NF90, that is,

upregulation of their mature products, we observed that both groups share the

same characteristics. We predict that a certain number of the upregulated group

likely do bind to NF90 but may escape detection by eCLIP. For example, as noted

above, many of the pri-miRNAs are expressed at extremely low levels in control

cells, which could make their association with NF90 difficult to detect.

Interestingly, pri-miR-7-1 processing has been shown to be influenced by another

RBP, HuR, which recruits MSI2 to the terminal loop. Binding of HuR/MSI2 was

found to stabilize the stem region and led to diminished processing by

Microprocessor (N. R. Choudhury et al., 2013). It would be interesting to determine

whether binding of HuR/MSI2 to pri-miR-7-1 might facilitate NF90 binding to the

stem region, and compete with Microprocessor. Similarly, it would be interesting to

determine whether HuR/MSI2 can bind the terminal loop of other

NF90-modulated pri-miRNAs in addition to pri-miR-7-1. NF90 may cooperate with

other RBPs, such as HuR/MSI2 to control the processing of a subset of pri-miRNAs.

Another feature that the subset of NF90-modulated pri-miRNAs share is their

restriction to human or primate lineages. Again, pri-miR-7-1 is an exception, being

highly conserved throughout evolution. Thus, given that the subset of

NF90-modulated pri-miRNAs are young and almost perfect hairpins, it is tempting

to speculate that this group may have originated through recent insertion of repeat

elements in the genome.
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Interestingly, GO analysis of validated mRNA targets of the mature miRNAs

showed significant enrichment for infection by viruses such as Epstein Barr Virus

(EBV), hepatitis B virus (HBV) and human T lymphoma virus type 1 (HTLV1) and

in viral carcinogenesis. Indeed, viral infection of cells induces translocation of NF90

from the nucleus to the cytoplasm (28). Thus, it is conceivable that pathological

conditions such as viral infection could result in the coordinated processing of the

NF90-modulated subset of pri-miRNAs, which target mRNAs important for viral

replication.

Finally, transcriptomic analysis showed that association of NF90 with pri-miRNAs

may diminish the expression of certain host genes, as described previously (Barbier

et al., 2018). Among the pri-miRNA-hosting transcripts that are downregulated

after loss of NF90, two are noteworthy. The expression of TIAM2, hosting

pri-miR-1273C, is down-regulated upon loss of NF90. TIAM2 is a known oncogene

and metastasis factor in HCC (J.-S. Chen et al., 2012; Yen et al., 2016). Levels of

NF90 are elevated in HCC (Higuchi et al., 2016; Jiang et al., 2015) and it would be

interesting to determine whether NF90-dependent modulation of TIAM2 might

contribute to pathogenesis. Loss of NF90 also diminished expression of growth

differentiation factor 15 (GDF15), hosting pri-miR-3189. GDF15 is expressed and

secreted by a limited number of tissues, including liver. When complexed with its

receptor, GFRAL, in brain and CNS, GDF15 supresses appetite (see (Tsai et al.,

2018) for review). Cancer patients express high circulating levels of GDF15, which

contributes to anorexia/cachexia. On the other hand, enhancement of GDF15

expression is a promising therapeutic strategy in the treatment of obesity. It would

be interesting to determine whether high levels of NF90 in HCC may have a role in

promoting expression of GDF15 from liver cells in cancer patients.

In summary, we have identified a subset of human pri-miRNAs that are bound by

NF90. Analysis indicates that this subset shares a similar structure that appears to

be favourable for NF90 binding. These data extend our knowledge of how

processing of pri-miRNAs can be modulated by RBPs. This may be beneficial for

understanding perturbations of miRNA levels in pathological conditions and could
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also open up novel treatment strategies using nanotherapeutics.
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Figure 8. NF90 impacts expression of genes hosting pri-miRNAs. (A) Extracts of HepG2 cells

transfected with siRNA targeting NF90 or a non-targeting control (Scr) as indicated were analyzed by

RNA-seq and DESeq2. Data represent mean +/- SEM obtained from 3 independent samples (***P <

0.001, independent Student’s t test). (B) The abundance of exon-intron junctions and exon-exon

junctions in samples described in A was measured by RT-qPCR using PCR primers amplifying

spliced or unspliced transcripts including introns containing pri-miRNAs or other introns. The splicing
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control sample (siScr) were attributed a value of 1. NS indicates ‘Not Significant’. The graphs

represent the mean +/- SEM obtained from three or more independent experiments (**P < 0.01, ***P

< 0.001, independent Student’s t test). (C) Extracts of HepG2 cells transfected with siRNA targeting

NF90 (NF90, NF90#2) or a non-targeting control (Scr, Scr#2) as indicated were analyzed by

immunoblot using the antibodies indicated. (D) NF90 modulates transcript cleavage at the region
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Figure S1. NF90 Modulates the Expression Level of miRNAs in HEK-293T

cells. (A) Extracts of HEK-293T cells transfected with siRNA targeting

NF90 or a non-targeting control (Scr) were analyzed by Western blot using

the indicated antibodies. (B) Samples described in A were analyzed by

small RNA-seq. Results are shown as log2 fold change versus –log10 p-

value. (C) Table summarizing the number of mature miRNAs and pri-

miRNAs modulated in HEK-293T cells upon loss of NF90, according to

small-RNA seq. (D) Venn diagram representing the number of miRNAs

upregulated following knock-down of NF90 in HepG2 versus HEK-293T

cells.

A

B

D

Scr NF90

NF90

Tubulin

RNAi:
miRNAs Upregulated Downregulated

Mature 278 84

Precursors 217 77

C



HNRNPK

pri-miR-7-1

TIAM2

pri-miR-1273C

ZRANB2

pri-miR-186

A

0

0.5

1

1.5

2

2.5

3

3.5

IgG NF90 IgG NF90

e4-i4 pri-miR-579

*

ND ND

0

0.5

1

1.5

2

IgG NF90 IgG NF90

e13-i13 pri-miR-548v

**

ND ND ND

RIP:

qPCR:

%
 o

f 
In

p
u

t

0
2
4
6
8

10
12
14
16
18

IgG Drosha IgG Drosha

e6-i6 pri-miR-425

*

0

0.2

0.4

0.6

0.8

1

1.2

IgG NF90 IgG NF90

e6-i6 pri-miR-425

NS

DALRD3 – Neg Control

D

B

210

100

75

55

40
35

30

(kD) rN
F

9
0

0

50

100

150

200

250

R
e
la

ti
v
e

 b
a

n
d

 i
n

te
n

s
it
y
 (

n
o

rm
a

liz
e

d
 t
o

 

p
ri

-m
iR

-2
0

0
a

 s
ig

n
a

l)

pri-miR: 200a 186 3173 1273c 3189

*

**
**

**
C Pri-miR-548v

intron6
exon14exon13

Pri-miR-579

intron11
exon5exon4

MTUS1

ZFR

intron1

Pri-miR-425

exon6 exon7

RIP:

qPCR:

%
 o

f 
In

p
u

t



Figure S2. (A) Browser shots of NF90 eCLIP read coverage over the pri-miRNAs indicated on the

figure. Blue lines represent host gene showing localization of the pri-miRNA. eCLIP reads are shown in

grey and locations of eCLIP peaks are shown as dark grey bars. The arrows indicate the strand from

which the reads originated. (B) Recombinant NF90 used in RNA EMSA was analyzed by SDS-PAGE

and Comassie brilliant blue staining. (C) RNA EMSA shown in Figure 2C performed using recombinant

NF90 and probed with radiolabeled pri-miRNAs was carried out in three independent experiments. The

graph shows the mean ± SD of the relative band intensity normalized to pri-miR-200a signal (*P < 0.05

**P < 0.005, independent Student’s t test).

(D) HepG2 cells transfected with siRNA targeting NF90 or a non-targeting control (Scr) were subjected

to RIP using anti-NF90, anti-Drosha or a control antibody. Immunoprecipitates were analyzed by RT-

qPCR. ND indicates ‘Not Detected’. Data represent mean ± SEM obtained from 3 independent

experiments (*P < 0.05, **P < 0.01, independent Student’s t test).



Figure S3. DotPlot of Drosha-associated pri-miRNAs,

determined by eCLIP analysis. Red dots indicate the position of

pri-miRNAs that are also positive for association with NF90.
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Figure S4. (A) Recombinant DGCR8 dsRBDs used in RNA EMSA was analyzed by

SDS-PAGE and Comassie brilliant blue staining. (B) Extracts of HepG2 cells transfected

with siRNAs targeting NF90 and NF45, Drosha and DGCR8 or a non-targeting control

(Scr) were analyzed by Western blot using the indicated antibodies (left panel). The same

extracts were used of RIP using antibodies anti-NF90, anti-Drosha or control IgG, as

indicated (right panel). (C) HepG2 cells transfected with siRNA targeting NF90 and NF45

or Drosha and DGCR8 or a non-targeting control (Scr), as indicated, were subjected to

RIP using anti-NF90, anti-Drosha or a control IgG antibody. Immunoprecipitates were

analyzed by RT-qPCR. NS indicates ‘Not Significant’. Data represent Fold mock (IgG)

relative to the control sample (siScr), which was attributed a value of 1, obtained from 3

independent experiments (*P < 0.05, ***P < 0.001, independent Student’s t test).
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Figure S5. NF90 double positive pri-miRNAs target genes involved in viral infection and

cancer. Gene ontology of validated targets of NF90-bound and upregulated miRNAs.



Figure S6. (A) NF90-associated pri-miRNAs are highly stable. Predicted folding of pri-

miRNAs that are significantly associated or not with NF90 as indicated. RNA structures

were predicted using FORNA. (B) RNA EMSA shown in Figure 5B performed using

recombinant NF90 and probed with radiolabeled WT or mutant pri-miRNAs was carried

out in three independent experiments. The graph shows the mean ± SD of the relative

band intensity normalized to the WT signal (*P < 0.05 **P < 0.005, independent Student’s

t test).
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Figure S7. (A) NF90-modulated pri-miRNAs are highly stable.

Predicted folding of examples of pri-miRNAs whose mature products

are upregulated following loss of NF90. RNA structures were

predicted using FORNA. (B) RNA EMSA shown in Figure 6C

performed using recombinant NF90 and probed with radiolabeled pri-

miR-200a, pri-miR-4755 and pri-miR-4766 was carried out in three

independent experiments. The graph shows the mean ± SD of the

relative band intensity normalized to pri-miR-200a (*P < 0.05, **P <

0.05, independent Student’s t test).
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Supplementary Table S2. Primary antibodies used in this study.

Antibody Reference Supplier

NF90 A303-651A Bethyl Laboratories

GDF-15 sc-377195 SCBT

ZRANB2 sc-514200 SCBT

TIAM2 sc-514090 SCBT

NDUFS8 sc-515527 SCBT

TUBULIN DM1A clone, T6199 Sigma-Aldrich

TBP sc-421 SCBT

Drosha (IP) Ab-12286 Abcam

Drosha (WB) sc-33778 SCBT

DGCR8 Ab-82876 Abcam

Rabbit IgG p120-101 Bethyl Laboratories

DICER1 sc-136981 SCBT

ZFR A14281 ABClonal

NF45 A303-147A Bethyl Laboratories

siRNA Sequence (5’ to 3’)

Scr gcgcgcuuuguaggauucg(dTdT) 

Scr#2 ucugcaagguuaggcgucu(dTdT)

NF90 ccaaggaacucuaucacaa(dTdT) 

NF90#2 gaguugaaguauugauaac(dTdT)

Drosha cgaguaggcuucgugacuu(dTdT)

DGCR8 caucggacaagagugugau(dTdT)

NF45 guggugauacucaagauucugccaa(dTdT)

Supplementary Table S1. Double stranded siRNAs used in this study.



Supplementary Table S3. Primers used in this study.

Primer Forward (5’ to 3’) Reverse (5’ to 3’)

Spiced GAPDH cac atc gct cag aca cca t gag gtc aat gaa ggg gtc at

U6 ctc gct tcg gca gca cat ata c gga acg ctt cac gaa ttt gcg tg

pri-miR-1273C (EMSA) ctt ggg aag ctg agg tag gc act tgg tac tga ggc gga gg

pri-miR-186 (EMSA) aca gaa cac cca tca tat tc gtt gac att cac atg ctt c 

pri-miR-200a (EMSA) ctg gct gct cac cgc tcc gat gtg cct cgg tgg tgt cc 

pri-miR-3173 (EMSA) cat tgg agg tct agg gct ta gtt ctt cct cgg cac aag

pri-miR-3189 (EMSA) agc agc ccc cat atc taa tc ctg gca tcc ctg tac ctc

pri-miR-4755 (EMSA) aga gat gag gaa ggt tat ggc t tgg ccc aaa cct cat aga c 

pri-miR-4766 (EMSA) ccc ttc tac ctt tct gaa gct c cac aca ggt ggc act caa c 

5’RLM-RACE pri-miR-186

(outer)

gct gat ggc gat gaa tga aca ctg

(adapter)

aaa cca ggt ata tgg cac agc aac

5’RLM-RACE pri-miR-186

(inner)

cgc gga tcc gaa cac tgc gtt tgc tgg ctt

tga tg (adapter)

tgt tga cat tca cat gct tca ggt

5’RLM-RACE pri-miR-3189

(outer)

gct gat ggc gat gaa tga aca ctg

(adapter)

acc aca ccc cca ttg ttt ctct

5’RLM-RACE pri-miR-3189

(inner)

cgc gga tcc gaa cac tgc gtt tgc tgg ctt

tga tg (adapter)

acc aca ccc cca ttg ttt ctct

ZRANB2 e3-i3 (RIP) gag ccg agg cct att tag tg aag gtt acc ctg gct tgt ca

ZRANB2 pri-miR-186 (RIP) cct gaa gca tgt gaa tgt caa cca ggt ata tgg cac agc aa

DICER i22-e23 (RIP) ggc cat gat ttt aaa gtt gc tcc tcc tcc tcg taa tcc tc

DICER pri-miR-3173 (RIP) aac aga acc tgg aca ctg ag aga cac caa cct cac tca ag

TIAM2 i12-e13 (RIP) ggt ttg agt ttg cag cct tc aga aaa cag ggc ctc cat ct

TIAM2 pri-miR-1273c (RIP) ctg aaa tgc tgt ccc cat ct tgc cca gtc tct tct cgt tt

GDF-15 i2-e3 (RIP) ctc cca aag tgc tgg gat ta aga gat acg cag gtg cag gt

GDF-15 pri-miR-3189 (RIP) acg cta cga gga cct gct aa tta gat atg ggg gct gct tg

MTUS1 e13-i13 (RIP) aga aag cct gaa agc tgt gtt aat gca ggg ctc aat ttc ac 

MTUS1 pri-miR-548v (RIP) tct cag cgt ggc tac tag gaa tgt acg gct aca gca tct gg

ZFR e4-i4 (RIP) tca gcc ttc tgt tgc tga aa ggg ctg aaa gtc cag aaa tg

ZFR pri-miR579 (RIP) ttt tgt gtc tgg cat cgt tc gga aac aag ttg cat gtc ca

DALRD3 e6-i6 (RIP) atc tgt ggc cct gtg aaa gt gta tgc cgg aac ctg tgt tt

DALRD3 pri-miR-425 (RIP) agg gct gca atg gta gtg ac aag gtg cat gac ctg gag ac 

NDUFS8 miRNA unspliced ctt agc cgg agt cca gga g aag ccg cag tag atg cac tt

NDUFS8 miRNA spliced cca cca tca act acc cgt tc aag ccg cag tag atg cac tt

NDUFS8 unspliced caa tgg cag cgt cct aca gt caa cgg gga cac cac act 

NDUFS8 spliced atg gca gcg tcc tac agt g agc agc ata ggc gtg gtg

TIAM2 miRNA unspliced aac caa ggt ttt gcg tga ag acc cag gta gct gaa gac ga

TIAM2 miRNA spliced gct cag cca cca cct ata cc acc cag gta gct gaa gac ga

TIAM2 unspliced gga tgc ttt gga tag ccg ta cga atg tgt gga ttc act tc

TIAM2 spliced atc agt gac tgg acg gga ag tcg cat gtg tgg att cac tt

ZFR miRNA unspliced gat gca agt tct tgg gct gt cct gga gga cca tga gga ta 

ZFR miRNA spliced gga gta ctg gcg aag acg ag cct gga gga cca tga gga ta

ZFR unspliced tcc ttc cac ttg tct cat agc a ttt cag caa cag aag gct ga

ZFR spliced tta tgg agg cta ccc cac tg cag cag ttg ctg ttg gtt gt

DICER1 miRNA unspliced gga aga gtt tga atg gct ca ggg ctt ttc att cat cca gtg

DICER1 miRNA spliced gtc cga tgg ttc tcg aag gtt cta gca cag ctt act g

DICER1 unspliced aat tgc att ctc act act gca gtc cac aat cca cca caa tc

DICER1 spliced att gtc cat cat gtc ctc gc gtc cac aat cca cca caa tc



Supplementary Table S4. Wild-type and mutant pri-miRNAs sequences used for RNA EMSA.

The pri-miRNA sequence is shown in red and flanking sequence is shown in black.

pri-miR-200a pri-miR-3173 pri-miR-186

Wild-

type

ctggctgctcaccgctccggttcttccctgggct

tccacagcagcccctgcctgcctggcgggac

cccacgtccctcccgggcccctgtgagcatct

taccggacagtgctggatttcccagcttgactc

taacactgtctggtaacgatgttcaaaggtga

cccgccgctcgccggggacaccaccgagg

cacatc

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgccctgcctgttttctcctttgtgatt

ttatgagaacaaaggaggaaataggca

ggccagggaaacgatctctctccctctctt

gtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtaactttccaaagaattctccttttgggctttctg

gttttattttaagcccaaaggtgaattttttgggaagttt

gagctaaattccttcaaccaaaatatacaagtgaag

aaaaaaaatttgtatttaaacatttgcacatttacttct

acctgaagcatgtgaatgtcaac

Mutant 

#1

ctggctgctcaccgctccggttcttccctgggct

tccacagcagcccctgcctgcctggcgggac

cccacgtccctcccgggcccctgtgagcatct

taccggacagtgctggatttcccagcctgtctg

gtaacgatgttcaaaggtgacccgccgctcg

ccggggacaccaccgaggcacatc

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgcgacgcctgcctgttttctccttt

gtgattttatgagaacaaaggaggaaag

cgctaggcaggccagggaaacgatctc

tctccctctcttgtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtaactttccaactaaagaattctccttttgggct

ttctggttttattttaagcccacctctaaggtgaattttttg

ggaagtttgagctaaattccttcaaccaaaatataca

agtgaagaaaaaaaatttgtatttaaacatttgcaca

tttacttctacctgaagcatgtgaatgtcaac

Mutant 

#2

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgcaagtcctgttttctcctttgtgatt

ttatgagaacaaaggagaccctaggca

ggccagggaaacgatctctctccctctctt

gtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtccagttccaaagaattctccttttgggctttct

ggttttattttaagcccaaaggtgaaccacgtgggaa

gtttgagctaaattccttcaaccaaaatatacaagtg

aagaaaaaaaatttgtatttaaacatttgcacatttac

ttctacctgaagcatgtgaatgtcaac

Supplementary Table S5. NF90-associated pri-miRNAs, as determined by eCLIP analysis.

hsa-mir-1273c hsa-mir-4485 hsa-mir-548d-1

hsa-mir-1290 hsa-mir-4635 hsa-mir-548u

hsa-mir-15b hsa-mir-4659a hsa-mir-548v

hsa-mir-186 hsa-mir-4687 hsa-mir-5581

hsa-mir-1914 hsa-mir-4712 hsa-mir-570

hsa-mir-3140 hsa-mir-4714 hsa-mir-578

hsa-mir-3145 hsa-mir-4730 hsa-mir-579

hsa-mir-3173 hsa-mir-4762 hsa-mir-606

hsa-mir-3189 hsa-mir-4775 hsa-mir-624

hsa-mir-3646 hsa-mir-4779 hsa-mir-6751

hsa-mir-3648-1 hsa-mir-4782 hsa-mir-6839

hsa-mir-3680-1 hsa-mir-548aq hsa-mir-7-1

hsa-mir-3939 hsa-mir-548ar



Supplementary Table S6. ‘Double positive’ miRNAs whose abundance

increased following loss of NF90 and that were positive for NF90 association by

eCLIP, and their host gene.

Supplementary Table S7. MiRNAs downregulated in abundance

following loss of NF90 and that are associated with NF90 by eCLIP.

miRNA Small RNA-seq Host Gene

Fold Change (log2) p value (-Log10)

hsa-mir-1273c 3.55 33.94 TIAM2

hsa-mir-186 1.01 4.55 ZRANB2

hsa-mir-3140 3.77 37.16 FBXW7

hsa-mir-3145 2.56 9.78 NHSL1

hsa-mir-3173 3.03 25.36 DICER1

hsa-mir-3189 2.16 19.36 GDF15

hsa-mir-3646 3.76 4.88 HNF4A

hsa-mir-3939 1.27 7.59 RP1-167A14.2

hsa-mir-4659a 2.21 10.93 AGPAT5

hsa-mir-4714 3.36 23.31 IGF1R

hsa-mir-4762 2.14 5.66 ATXN10

hsa-mir-4775 1.37 3.72 CCNYL1

hsa-mir-4779 4.03 10.9 IMMT

hsa-mir-4782 3.94 3.87 SLC35F5

hsa-mir-548ar 3.24 6.79 CDC16

hsa-mir-548u 2.24 2.38 PRIM2

hsa-mir-548v 2.01 7.81 MTUS1

hsa-mir-5581 2.69 19.23 MEAF6

hsa-mir-578 2.17 3.18 CPE

hsa-mir-579 4 73.29 ZFR

hsa-mir-624 2.68 25.49 STRN3

hsa-mir-7-1 0.99 5.76 HNRNPK

miRNA Fold Change (log2) p value (-Log10) Host Gene

hsa-mir-1914 -0.86 2.88 UCKL1

hsa-mir-6751 -1.52 3.73 SYVN1
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Abstract

Nuclear Factor 90 (NF90) is a double-stranded RNA-binding protein involved in a

multitude of different cellular mechanisms such as transcription, translation, viral

infection and mRNA stability. Recent data suggest that NF90 might influence the

abundance of target mRNAs in the cytoplasm through miRNA- and Argonaute 2

(Ago2)-dependent activity. Identification of the NF90 interactome in the cytoplasm

revealed several components of the RNA-induced silencing complex (RISC) and

associated factors. Co-immunoprecipitation analysis confirmed interaction of NF90

with the RISC-associated RNA helicase, Moloney leukemia virus 10 (MOV10), and

other proteins involved in RISC-mediated silencing, including Ago2. Furthermore,
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NF90 association with MOV10 and Ago2 was found to be RNA-dependent.

Glycerol gradient sedimentation indicates that these proteins occur in the same

complex. Using target RNAs predicted to bind both NF90 and MOV10 in their 3’

UTRs, NF90 association to the selected target mRNAs was increased upon loss of

MOV10 and vice versa, suggesting the two proteins may compete for the binding of

common target mRNAs. Interestingly, loss of NF90 led to an increase in association

of Ago2 as well as the abundance of the target mRNA.These findings suggest a role

for NF90 in the regulation of RISC-mediated silencing which stabilizes target

mRNAs.

Introduction

Nuclear Factor 90 (NF90) is a double-stranded RNA-binding protein (RBP) that is

involved in a plethora of different cellular processes and pathways, such as

transcription, splicing, translation and mRNA stability or degradation (Castella

et al., 2015). More recently, NF90 was also linked to microRNA (miRNA) biogenesis

and circular RNAs (circRNAs) stability (X. Li et al., 2017; Sakamoto et al., 2009).

NF90 is an ubiquitous and generally abundant protein that has been shown to

shuttle from the nucleus to the cytoplasm depending on its phosphorylation status

and as a result of several stimuli, such as viral infection or hypoxia (Harashima

et al., 2010; W. Zhang et al., 2018). During viral infection, cytoplasmic NF90 can

bind viral RNAs supporting or inhibiting viral replication, depending on the type

of virus (Patiño et al., 2015). Besides viral RNAs, NF90 can also associate with

cellular mRNAs, increasing their stability or influencing their translation (D. Song

et al., 2017; Vumbaca et al., 2008).

NF90 contains two tandem double-stranded RNA-binding motifs (dsRBMs) that

were shown to contribute to the binding of the same RNA molecule simultaneously

(Jayachandran et al., 2016). However, the precise RNA binding mode of NF90 is

still under debate. It was shown that NF90 is able to recognize specific RNAs

structures, such as minihelix, and that this structure is sufficient for NF90 binding

(Grasso et al., 2020; Gwizdek et al., 2004). However, a sequence motif has also been



Chapter 3. NF90 Interacts with Components of RISC and Modulates Association of

Ago2 with mRNA
135

shown to positively influence its binding to short mRNAs (Jayachandran et al.,

2016). Nevertheless, NF90 RNA binding activity is strongly influenced by the

heterodimerization with its protein partner Nuclear Factor 45 (NF45) which leads

to thermodynamic stabilization of the complex and enhanced affinity for RNA

substrates (Schmidt et al., 2017).

Recent findings implicate NF90 in mRNA stability and translation through

miRNAs (Idda et al., 2018), which could suggest an involvement in RISC-mediated

gene silencing. RISC-mediated gene silencing is a well-known posttranscriptional

gene regulation mechanism that, in human, was shown to promote translational

inhibition and degradation of target mRNAs mainly by recruiting Argonaute 2

(AGO2) protein (Flores et al., 2014). Ago2, guided by the sequence

complementarity of a miRNA, is able to diffuse along the 3’ UTR of target mRNAs

recognizing the miRNAs recognition elements (MRE) and recruiting effector

proteins, such as deadenylases and 5’-to-3’ exonucleases, in order to inhibit

translation and/or trigger mRNA degradation (Bartel, 2009). Interestingly,

characterization of the Ago2 interactome identified NF90/NF45 heterodimer as an

interactant of Ago2 in the cytoplasm (Höck et al., 2007), which could suggest a role

for NF90/NF45 is RISC-mediated activities.

For Ago2 lateral diffusion to be efficient, it needs the activity of a helicase to disrupt

occlusive secondary RNA structures that could interfere with its binding. Moloney

leukemia virus 10 (MOV10) is an ATP-dependent helicase that belongs to the Up

frameshift (UPF)-like helicase superfamily 1 (SF1). MOV10 binds ssRNA and

translocates 5’-to-3’ along the target RNA (Meister et al., 2005). It was initially

described to be involved in the inhibition of viral replication for HIV-1 and

Hepatitis C viruses but also as inhibitor of LINE-1 retrotrasposition (Meister et al.,

2005). In addition, MOV10 was found to co-localize in P-bodies together with Ago2

and other factors involved in RISC, identifying a role of MOV10 in

miRNA-mediated regulation (Meister et al., 2005). MOV10 binds in close proximity

to UPF1 binding sites, to resolve structures and displace RBPs from the 3’ UTR of

the target mRNA, exposing the miRNA recognition element (MRE) for Ago2
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binding (Gregersen et al., 2014).

MOV10 frequently binds to 3’ UTRs within mRNAs, specifically at regions with

low conservation and upstream of local secondary structures, consistent with its

5’-to-3’ directional unwinding activity (Gregersen et al., 2014). Moreover, for

efficient loading and unwinding, MOV10, like many RNA helicases, needs a

single-stranded region adjacent to a duplex (Q. Yang & Jankowsky, 2006).

Consistent with its role in RISC-mediated silencing, MOV10 can regulate the

abundance of its bound mRNAs. In particular, it was shown that KD of MOV10

inhibits translational suppression leading to a global stabilization of its target

mRNAs (Gregersen et al., 2014). However, in contrast with this observation,

MOV10 was also found to increase the expression of a limited subset of mRNAs by

inhibiting Ago2 binding, in the presence of fragile X mental retardation protein 1

(FMRP1). Therefore, the concomitant binding of MOV10 and FMRP on the same

mRNA can inhibit the canonical role of MOV10 in RISC (Kenny et al., 2020; Kenny

et al., 2014).

Here, we show that cytoplasmic NF90 interacts with proteins involved in

translational repression, RNA stability, degradation and viral replication. We

determined that NF90 interacts with MOV10 in an RNA-dependent fashion and

both factors can be found in the same complex with Ago2, upon glycerol gradient

sedimentation. Using published CLIP data of MOV10 and NF90, we showed that

both proteins can bind the same target mRNAs using RNA immunoprecipitation

(RIP) analysis. Upon loss of MOV10, association of NF90 with the targets increased.

Similarly, after loss of NF90/NF45, we detected an increase in the association of

MOV10 to the selected target mRNAs. To determine whether NF90 binding might

impact association of RISC with the mRNA targets, we performed RIP analysis for

Ago2. Association of Ago2 with target mRNAs increased following loss of NF90.

The abundance of the target mRNAs was also increased. These data suggest that

NF90 may be involved in RISC-mediated gene silencing by regulating MOV10 and

Ago2 association with target mRNAs.
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Material and methods

Cell culture, stable cell line production and cellular treatments

Human HEK293T cell line was grown in Dulbecco’s Modified Eagle’s medium –

high glucose with HEPES modification (Sigma-Aldrich®, D6171) supplemented

with 10% fetal bovine serum (PAN Biotech, 8500-P131704), 1%

penicillin-streptomycin (v/v) (Sigma Aldrich®, P4333) and 1% L-glutamine (v/v)

(Sigma Aldrich®, G7513). Cells were cultured at 37◦C in a humidified atmosphere

containing 5% CO2 and seeded at 3 × 106 cells in 100mm culture dishes the day of

siRNA transfection.

Plasmid encoding pOZ-NF90-FLAG-HA (pOZ-NF90-FH) were cloned using

pOZ-N-FH vector, as previously explained (Contreras et al., 2018). Briefly, lentiviral

particles expressing NF90 were produced in HEK293T cells by transfecting

plasmids using calcium-phosphate. HEK293T were transduced using Polybrene

infection/transfection reagent (Sigma-Aldrich®, TR-1003), according to the

manufacturer’s instructions. After 7 days, selection of transduced cells was carried

out by magnetic affinity sorting with antibody against IL2 to achieve a pure

population. HEK293T stably expressing NF90 (pOZ-NF90-Flag-HA HEK293T) was

grown in the same conditions as HEK293T. pOZ-NF90-FH HEK293T were seeded

at 1 x 107 in 150mm culture dishes the day prior to protein extraction.

Transfection of small interfering RNAs

Double-stranded RNA oligonucleotides used for RNAi were purchased from

Eurofins MWG Operon or Integrated DNA Technologies. Sequences of small

interfering RNAs (siRNAs) used in this study have been described previously

(Grasso et al., 2020) and are shown in Supplementary Table S1. HEK-293T cells

were transfected with siRNA (30 nM final concentration) using INTERFERin®

siRNA transfection reagent (Polyplus Transfection) according to the manufacturer’s

instructions. The transfection was carried out the day of seeding and cells were

collected for protein extraction approximately 65 h after transfection.



138
Chapter 3. NF90 Interacts with Components of RISC and Modulates Association of

Ago2 with mRNA

Immunoblot

HEK293T and pOZ-NF90-FH HEK293T were lysed using RIPA buffer (50 mM

Tris-HCl pH=7.5, 150 mM NaCl, 1% NP40, 0.5% Sodium Deoxycholate, 0.1% SDS,

Halt™ Phosphatase Inhibitor Cocktail (Thermo Fisher Scientific)), unless otherwise

indicated. Protein extracts were immunoblotted using the indicated primary

antibodies (Table S2) and anti-mouse, anti-rabbit or anti-rat IgG-linked HRP

secondary antibodies (GE Healthcare) followed by ECL (Advansta).

Cytoplasmic extracts and co-IPs

HEK293T were seeded in 150mm culture dishes the day prior to protein extraction.

Cytoplasmic proteins were extracted using a mild lysis buffer (10mM Hepes pH

7.9, 10mM KCl, 0.1mM EDTA pH 8.0, 2mM MgCl2, 1mM DTT, EDTA-free protease

and phosphatase inhibitor). The cell pellet was incubated for 10 min on ice, adding

0.07% of NP-40 and incubating for additional 10 min on ice. After centrifugation,

1 mg of lysates were incubated at 4◦C overnight with 2g of antibodies recognizing

NF90, AGO2 and IgG controls and protein A/G PLUS-Agarose beads (Santa Cruz,

sc-2003). Beads were then washed twice with IP buffer (150 mM KCl, 20 mM Tris pH

7.5, 0.05% of NP-40, 0.1% Tween, 10% glycerol, 5 mM MgCl2, 1 mM DTT and EDTA-

free protease and phosphatase inhibitor). Samples were treated with RNAse A/T1

mix (ThermoFisher Scientific, EN0551) for 30 min at room temperature, incubating

on a rotating wheel. After incubation, beads were washed three times with IP buffer

as aforementioned and 2X Laemmli buffer was added directly to the beads.

Tandem Immunoprecipitation and mass spectrometry

For mass spectrometry, cytoplasmic extracts were obtained as aforementioned.

Tandem immunoprecipitation (Flag and HA) was carried out using 10 mg of

cytoplasmic extract. Flag IP was performed using EZview™ Red ANTI-Flag® M2

Affinity gel (SigmaAldrich, F2426), following the manufacturer’s instructions.

Washes were carried out 3 times as aforementioned and protein complexes were

eluted by competition performing 2 consecutive elutions using Flag elution buffer

(250ng/µl FLAG® Peptide (SigmaAldrich, F3290), diluted in IP buffer) incubating
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for 1 h at 4◦C on a rotating wheel. HA IP was performed using the elutions

obtained from the first IP incubated with Pierce™ Anti-HA Agarose beads

(ThermoScientific, 26181) for 2 h at 4◦C on a rotating wheel. Washes were carried

out 5 times as aforementioned and elutions were performed using HA elution

buffer (400 ng/ µl HA peptide (ThermoScientific, 26184), diluted in IP buffer) for 1

h at 4◦C on a rotating wheel. Following elution, beads were removed using

Pierce™ Centrifuge Columns (ThermoScientific, 11894131), as specified by

manufacturer’s instructions. Silver-staining was performed according to the

manufacturer’s instruction (Silverquest, Invitrogen). Mass spectrometry was

performed at Taplin facility, Harvard University, Boston, MA.

Glycerol gradient sedimentation

Glycerol gradient sedimentation was performed as described previously (Contreras

et al., 2018). Briefly, NF90-associated proteins were purified by performing FLAG

IP on pOZ-NF90-FH HEK293T cytoplasmic fraction, as aforementioned. One ml

layers of glycerol (final concentration 15 to 35%–20 mM Tris pH 7.5, 0.15 M KCl, 2.5

mM MgCl2, 0.05% NP-40, 0.1% Tween) were layered into centrifugation tubes (13 x

51 mm Ultra-Clear Tubes, Beckman). A linear gradient was obtained after 12 h of

diffusion at 4◦C. Flag elution from pOZ-NF90-FH HEK293T immunoprecipitation

was loaded on top of the glycerol gradient. Complexes were fractionated by

ultracentrifugation in an SW 55Ti rotor (Beckman) at 30,000 rpm for 18 h at 4◦C. 25

fractions of 200 L were collected from top of the gradient. An equal volume of

fractions was resolved by SDS-PAGE and immunoblotted with indicated

antibodies.

RNA immunoprepicipation (RIP)

RIP was performed as previously described (Grasso et al., 2020). Briefly, HEK293T

were seeded in 100 mm culture dishes and transfected with siRNAs the day of

seeding, as aforementioned. Cells were harvested 65 h after the treatment and lysed

for 10 min in RIP buffer (20 mM HEPES, pH 7.5, 150 mM NaCl, 2.5 mM

MgCl2•6H2O, 250 mM sucrose, 0.05% (v/v) NP-40 and 0.5% (v/v) Triton X-100)
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containing 20 U ml1 of RNasin (Promega), 1 mM DTT, 0.1 mM PMSF and

EDTA-free protease and phosphatase inhibitor. After centrifugation, lysates were

incubated for 4 h at 4circC with 2 g of antibodies recognizing NF90, MOV10, AGO2

and IgG control and then incubated for 1 h at 4circC with Dynabeads™ Protein A or

G (ThermoFisher Scientific). After incubation, beads were washed five times with

RIP buffer for 5 min at 4circC and RNA was extracted using TRIzol (Thermo Fisher

Scientific) according to the manufacturer’s instructions. RNA was treated with

DNAse I (Promega) and RT was performed using SuperScript™ III Reverse

Transcriptase (ThermoFisher Scientific) according to the manufacturer’s

instructions. cDNA was treated with RNAse H (ThermoFisher Scientific) and the

samples were used to perform qPCRs using LightCycler™ 480 SYBR Green I

Master mix (Roche), according to the manufacturer’s instructions, using the

primers shown in Supplementary Table S3.

Bioinformatic analyses

Enhanced UV crosslinking followed by immunoprecipitation (eCLIP) data for

NF90 were obtained from Nussbacher and Yeo (Nussbacher & Yeo, 2018) and

retrieved from the NCBI database (NF90 eCLIP: ENCSR786TSC).

Individual-nucleotide-resolution UV crosslinking and (iCLIP) data for MOV10

were obtained and retrieved from the NCBI database (MOV10 iCLIP: GSE51443).

MOV10 iCLIP data was lifted to hg38 genome annotation using UCSC liftOver tool.

Peaks were filtered based on Fold Change (FC 1.5) and p-value (Bonferroni-Adj

P-val 0.05). Bigwig files from different replicates were merged using bigWigMerge

v2. Statistical analyses were performed using RStudio v1.4. Gene ontology was

performed using DAVID Functional Annotation Tool database version 6.8

(https://david.ncifcrf.gov).
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Results

NF90 interacts with proteins involved in translational repression and RNA

processing

In order to understand the role of NF90 in the cytoplasm, we determined its

cytoplasmic interactome by performing mass spectrometry on a HEK293T cell line

stably overexpressing NF90-FLAG-HA (Figure 1A), after tandem affinity

purification of the cytoplasmic protein fraction (Figure 1B). Excluding the proteins

for which one peptide or more was found in the mock, 319 proteins were detected

associated with NF90 in the cytoplasm (Table S4). As expected, the most abundant

protein identified was NF90, followed by the 5’-to-3’ helicase MOV10 and ILF2

(NF45), a well-known NF90 protein partner. Ago2, the main component of RISC,

was also associated with NF90, as reported previously (Höck et al., 2007). Gene

ontology of the significantly enriched NF90 interactants identified a number of

pathways, such as translation, translational initiation and its regulation, mRNA

processing and regulation of mRNA stability (Figure 1C). These findings are

consistent with previous observations suggesting the implication of NF90 in the

regulation of mRNA stability and mRNA translation for specific target mRNAs

(Idda et al., 2018; W. Zhang et al., 2018).

NF90 interacts with MOV10 and Ago2 in an RNA-dependent manner

Since NF90 interactants are well-known RNA-binding proteins (Supplementary

Figure S1), we wondered if their interaction with NF90 was RNA dependent. In

order to validate the results of mass spectrometry and to determine if the binding

of NF90 is RNA dependent, we performed co-IP in HEK293T cell line, with and

without RNAse A/T treatment. The results showed that the binding of NF90 to

PACT, MOV10 and DICER is RNA-dependent (Figure 2A). On the other hand, the

binding of NF90 to NF45 was RNA-independent (Figure 2A), as previously

reported (Guan et al., 2008; Wolkowicz & Cook, 2012). Although the binding of

Ago2 to NF90 was previously reported to be RNA-independent (Höck et al., 2007),

under the conditions used in this study, NF90 binding to Ago2 was

RNA-dependent, in agreement with a recent study (Idda et al., 2018). The
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interaction of NF90 with MOV10, DICER or PACT has not been reported

previously.

To determine if these interactants can be found in the same complex with NF90, we

performed glycerol gradient sedimentation of immunopurified NF90-Flag-HA

complexes (Figure 2B and S2). NF90 was detected in the top 10 fractions (data not

shown) where it co-sedimented with ADAR, MOV10, AGO2, DDX6, PACT and

NF45 (Figure 2B). In agreement with these results, NF90 was already found to

co-sediment with Ago2, NF45 and other helicases (DDX47, DDX36, DDX30) on a

sucrose gradient (Höck et al., 2007). These findings suggest that, in the cytoplasm,

NF90 can bind Ago2, MOV10, PACT and DICER through RNA. In addition, these

proteins can be found in the same complex with ADAR, DDX6 and NF45.

NF90 and MOV10 can bind the same target mRNAs

To further understand the interaction between NF90 and MOV10, we took

advantage of an enhanced UV crosslinking followed by immunoprecipitation of

NF90 (eCLIP) (Nussbacher & Yeo, 2018) and an individual-nucleotide resolution

UV crosslinking and IP of MOV10 (iCLIP) (Kenny et al., 2014) datasets. Analysis of

MOV10 iCLIP identified 1103 mRNAs significantly bound by MOV10.

Approximately half of the bound mRNAs (542 mRNAs) showed a MOV10 peak in

the 3’UTR (Figure 3A), consistent with previous findings suggesting that MOV10

mainly binds 3’UTRs of mRNAs (Gregersen et al., 2014). The remaining

MOV10-bound mRNAs contained peaks in introns (279 mRNAs), exons (255

mRNAs) and 5’ UTRs (27 mRNAs) (Figure 3A).

On the other hand, analyses of NF90 eCLIP suggest that the majority of mRNAs

significantly associated with NF90 were bound in their introns (3217 out of 3942

NF90-bound mRNAs). However, some mRNAs were also bound in their in exons,

5’ UTRs and 3’ UTRs (301, 70 and 354, respectively) (Figure 3B).

Since the interaction between NF90 and MOV10 was found to be RNA-dependent

(Figure 2A), we wondered if these two proteins could bind the same mRNAs.
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Intersection of the mRNAs bearing at least one peak of NF90 and MOV10 identified

456 mRNAs that could be potentially bound by both proteins (Figure 3C).

Interestingly, this corresponds to around 41% of all mRNAs bound by MOV10 and

it is significantly enriched (P= 1.7e-48, Fisher’s exact test). Next, since the helicase

activity of MOV10 implicated in RISC-mediated silencing occurs in 3’ UTRs, we

wondered whether NF90 and MOV10 were associated with the 3’UTR of common

mRNAs. We identified 52 mRNAs that bear at least one peak of both NF90 and

MOV10 in their 3’ UTRs (Figure 3D), which is significantly enriched (P=3.21e-21,

Fisher’s exact test). These findings suggest that NF90 and MOV10 can bind the 3’

UTR of a common set of target mRNAs. MOV10-associated mRNAs usually

showed one peak of MOV10, while NF90-bound mRNAs often bore more than one

peak of NF90 (data not shown). Importantly, MOV10 is known to bind

single-stranded regions adjacent to duplex regions, like other RNA helicases

(Gregersen et al., 2014; Gross & Shuman, 1996), while NF90 has been shown to bind

structured RNAs (Gwizdek et al., 2004). This observation might potentially explain

the difference in the number of MOV10 peaks found in MOV10-associated mRNAs,

usually one, and the number of NF90 peaks found in NF90-associated mRNAs,

often more than one. Target mRNAs to further analyze in this study were chosen

from the mRNAs that host at least one peak of both NF90 and MOV10 in their

3’UTRs. In order to avoid possible artefacts due to multiple NF90 binding sites in

one mRNA, we chose target mRNAs bearing only one peak of both NF90 and

MOV10 in their 3’UTRs (Figure S3).

NF90 and MOV10 influence each other’s binding to target mRNAs

MOV10 has been shown to facilitate RISC-mediated silencing (Meister et al., 2005)

while, on the contrary, NF90 was found to increase specific target mRNAs stability

(Vumbaca et al., 2008). We therefore wondered if NF90 could interfere with the

binding of MOV10 to the target mRNAs and vice versa. Therefore, in order to

understand the function of NF90 and MOV10 binding to the same target mRNAs,

we performed RNA immunoprecipitation (RIP) in HEK293T cell line after

treatment with a non-targeting control siRNA (siScr), an siRNA targeting NF90

(siNF90) or MOV10 (siMOV10), followed by quantitative PCR (qPCR), on target
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mRNAs selected on the basis of MOV10 iCLIP and NF90 eCLIP analyses (Figure

3D).

We performed RIP of NF90, MOV10 or IgG control after downregulation of MOV10

(Figure S4A). Loss of MOV10 did not significantly affect the total level of the target

mRNAs (Figure S4B). RIP results revealed that MOV10 association with the

selected target mRNAs was significantly decreased after downregulation of

MOV10, as expected (Figure 4). On the other hand, NF90 binding to the same target

mRNAs was significantly increased after downregulation of MOV10, while its

binding to the negative control, H2BC1, did not significantly change (Figure 4).

In order to further investigate this mechanism, we performed RIP of NF90, MOV10

or IgG control after downregulation of NF90 and its protein partner NF45 (Figure

S5A). Interestingly, the loss of NF90/NF45 significantly decreased the total level of

the selected target mRNAs (Figure S5B), consistent with its role in increasing

mRNA stability (Vumbaca et al., 2008). As expected, NF90 association with the

target mRNAs was significantly decreased after NF90/NF45 downregulation

(Figure 5). On the other hand, RIP results revealed that NF90/NF45

downregulation lead to a significant increase in MOV10 association with the

selected target mRNAs while its binding to the negative control, H2BC1, did not

significantly change (Figure 5).

These results suggest that the binding of NF90 and MOV10 at common target

mRNAs is mutually influenced by the presence of the other factor.

Downregulation of NF90/NF45 complex increases Ago2 binding to the

target mRNAs

MOV10 is known to promote Ago2 association to mRNAs, enhancing

RISC-mediated silencing. Since NF90 and MOV10 influence each other’s binding to

common target mRNAs, we wondered if alteration of the association NF90/NF45

complex could have similar effects on Ago2 binding. To this end, we performed

RIP of Ago2 or IgG control after downregulation of NF90/NF45. Depletion of

NF90/NF45 had no effect of Ago2 expression in extracts or immunoprecipitates
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(Figure S6A, B). However, loss of NF90/NF45 significantly increased Ago2 binding

to the target mRNAs tested, while the negative control mRNA, H2BC1, which was

poorly associated with Ago2, was not significantly increased relative to the IgG

control (Figure 6).

Discussion

The dsRNA binding protein, NF90, has been implicated in a number of cellular

pathways, including regulation of translation and RNA stability. However, the

precise mechanisms involved in its different functions are not entirely clear. To

better understand how NF90 performs these roles, we identified the interactome of

cytoplasmic NF90. Identification of its partners may shed light on mechanisms by

which NF90 is implicated in different pathways. Gene ontology analysis of the

interactants revealed, not surprisingly, that almost all NF90 partners are involved in

pathways in the processing, stability or translation of cellular RNA, consistent with

the known functions of NF90.

Interestingly, pathways associated with viral transcription and viral translation

(Figure 1C) were among the significantly enriched gene ontology terms. This is

notable since it has been shown that NF90 translocates from the nucleus to the

cytoplasm as a consequence of viral infection and, following its nuclear export,

NF90 was shown to bind viral mRNAs, playing a role in the antiviral immune

response (X. Li et al., 2017). We previously showed that nuclear NF90 is able to

inhibit the biogenesis of several miRNAs involved in viral replication and antiviral

response (Grasso et al., 2020), such as miR-4753 and miR-3145. Consistently, these

latter were shown to be overexpressed in response to viral infection, inhibiting viral

transcription and replication (Khongnomnan et al., 2015). Thus, the identification of

cytoplasmic NF90 partners involved in viral transcription and translation suggests

that NF90 may play an important role in the cellular response to viral infection.

NF90, has been implicated in the regulation of translation and mRNA stability.

Moreover, a recent study put forward the hypothesis that this might be due to its

involvement in miRNA-mediated gene silencing (Idda et al., 2018). However, a
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direct role for NF90 in RISC-mediated silencing had not so far been demonstrated.

The interactome of cytoplasmic NF90 identified interactions with several

components of RISC. These include DHX30, UPF1, DDX6 as well as the

RISC-associated RNA helicase, MOV10. The effector of RISC-mediated silencing,

Ago2, was also identified among NF90 interactants, which confirms previous

reports identifying an interaction between NF90 and Ago2 (Höck et al., 2007; Idda

et al., 2018) . We furthermore determined that the association of NF90 with MOV10

and Ago2 occurs through RNA. NF90 likely exists in a cytosolic complex with RISC

and RISC-associated factors since these factors co-sediment in a glycerol gradient.

These data suggest that NF90 may be linked to RISC-mediated silencing through its

interaction with RISC-associated proteins.

Analysis of NF90 and MOV10 CLIP data suggested that both proteins can associate

with the 3’ UTR of a subset of target mRNAs. However, NF90 was shown to

increase mRNA stability while MOV10 enhances RISC-mediated silencing. Since

these effects appear contradictory, we wondered whether NF90 and MOV10 could

compete for the binding of selected target mRNAs. Upon downregulation of

MOV10, an increase in the association of NF90 to the target mRNAs was detected.

Likewise, upon loss of the heterodimer NF90/NF45, an increase in MOV10 binding

to the same mRNAs was measured. These findings suggest that NF90 and MOV10

might influence or interfere with the ability of the other factor to associate with its

target RNAs. This interference is probably unlikely to occur through direct

competition for the same binding sites, as reported for NF90 and Microprocessor

binding to pri-miRNAs in the nucleus (Grasso et al., 2020; Sakamoto et al., 2009).

Indeed, the binding preferences for NF90 and MOV10 differ significantly. MOV10

binds ssRNA upstream of a structured region while NF90 appears to bind highly

stable hairpin structures (Grasso et al., 2020; Gwizdek et al., 2004). The binding of

one factor may modify RNA structure to disfavor binding of the other.

Alternatively, one factor may recruit additional proteins that may influence the

binding of the other factor. In any case, NF90 and MOV10 mutually interfere with

each other’s binding to a subset of common target mRNAs.
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MOV10 helicase activity is known to resolve mRNA structures in order to reveal

obscured MREs within 3’ UTRs. This facilitates the binding of Ago2, which favors

RISC-mediated silencing. Interestingly, depletion of NF90 significantly increased

the association of Ago2 with target mRNAs. Consistent with increased Ago2

association, downregulation of the total level of the selected target mRNAs upon

loss of NF90 was detected. These data suggest that NF90 enhances the stability of

certain mRNAs by modulating the ability of Ago2 to associate with its target site

and induce RISC-mediate silencing. It is interesting to note that NF90 has been

identified as a subunit of P-bodies (Hubstenberger et al., 2017). P-bodies are a site

of mRNA storage as well as RISC-mediated mRNA degradation. It is tempting to

speculate that NF90 within P-bodies may be implicated in the control of mRNA

stability versus degradation by modulating the binding of RISC. It would also be

interesting to determine whether the destabilization of mRNAs observed upon loss

of NF90 occurs within P-bodies.

Since NF90 is known to translocate to the cytoplasm during viral infection or

cancer-induced hypoxia, it would be tempting to speculate that, under these

conditions, NF90 might displace Ago2, leading to inhibition of RISC-mediated

silencing for some specific target mRNAs. Therefore, a deeper understanding of

how NF90 is implicated in RISC-mediated silencing could potentially elucidate its

effect on the fate of mRNAs involved in the antiviral immune response or during

hypoxia induced in solid tumors.
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Figure 1. NF90 interacts with proteins involved in translational repression

and RNA processing. (A) Cytoplasmic and Nuclear extracts of WT and

NF90-FH stably overexpressing HEK-293T cells were analyzed by

Western blot using the indicated antibodies. (B) Samples described in A

underwent tandem affinity purification using FLAG and HA antibodies.

Results were analyzed by western blot using the indicated antibodies. (C)
Gene ontology analyses (cellular pathways) of NF90-associated proteins,

found by mass spectrometry.
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Figure 2. NF90 complexes with MOV10 and Ago2 in an RNA-dependent

manner. (A) Cytoplasmic extracts from HEK-293T cells were used for

immunoprecipitation using an anti-IgG control or anti-NF90 antibody

followed by RNAse A/T treatment or mock treatment, as indicated.

Immunoprecipitates and an aliquot of extract (In) were analyzed by

western blot, using the indicated antibodies. (B) FLAG immunoprecipitates

of cytoplasmic extracts of NF90-FH overexpressing HEK293T cells were

separated by glycerol gradient sedimentation. NF90-containing fractions

and an aliquot of extract (In) were analyzed by western blot using the

antibodies indicated.
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Figure 3. NF90 and MOV10 can bind common target mRNAs. (A) MOV10

iCLIP data were analyzed to show the distribution of MOV10 binding along

MOV10-associated mRNAs. (B) NF90 eCLIP data were analyzed to show

the distribution of NF90 binding along NF90-associated mRNAs. (C)
MOV10 iCLIP and NF90 eCLIP were correlated to detect target mRNAs

that are bound by both factors. Statistical analysis were carried out using

Fisher’s exact test. (D) MOV10 iCLIP and NF90 eCLIP were correlated to

detect target mRNAs that are bound by both factors at their 3’ UTRs.

Statistical analysis were carried out using Fisher’s exact test.
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Figure 4. MOV10 modulates NF90 association with common target mRNAs. RIP

analysis of HEK293T cells transfected with MOV10-targeting siRNA or a non-targeting

control (Scr), as indicated. RIPs were performed using anti-NF90, anti-MOV10 or a

control IgG antibody. Immunoprecipitates were analyzed using RT-qPCR. Data

represent mean ± SEM obtained from 4 independent experiments (*P < 0.05, **P < 0.01,

***P < 0.001, independent Student’s t test).
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Figure 5. MOV10 modulates NF90 association with common target mRNAs. RIP

analysis of HEK293T cells transfected with NF90/NF45-targeting siRNAs or a non-

targeting control (Scr), as indicated. RIPs were performed using anti-NF90, anti-MOV10

or a control IgG antibody. Immunoprecipitates were analyzed using RT-qPCR. ND

indicates ‘Not Detected’. Data represent mean ± SEM obtained from 4 independent

experiments (*P < 0.05, **P < 0.01, ***P < 0.001, independent Student’s t test).
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Figure S3. NF90 and MOV10 can bind the same target mRNAs.

Screenshots of NF90 and MOV10 eCLIP and iCLIP, respectively, in some

of the selected target mRNAs.
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Figure S4. MOV10 modulates NF90 association with common target mRNAs. (A)
Extracts of HEK293T cells transfected with siRNAs targeting MOV10 or a non-

targeting control (Scr) and immunoprecipitates obtained using antibodies anti-NF90,

anti-MOV10 or control IgG were analyzed by Western blot using the indicated

antibodies. (B) Total RNA obtained from HEK293T transfected with siRNAs targeting

MOV10 or a non-targeting control (Scr) was analyzed by RT-qPCR. NS indicates ‘Not

Significant’. Data represent Fold Mock (IgG) relative to the control samples (siScr),

which was attributed a value of 1 (red line), obtained from 4 independent experiments

(*P < 0.05, **P < 0.01, ***P < 0.001, independent Student’s t test).
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Figure S5. NF90 modulates MOV10 association with common target mRNAs. (A)
Extracts of HEK293T cells transfected with siRNAs targeting NF90 and NF45 or a

non-targeting control (Scr) and immunoprecipitates obtained using antibodies anti-

NF90, anti-MOV10 or control IgG were analyzed by Western blot using the

indicated antibodies. (B) Total RNA obtained from HEK293T transfected with

siRNAs targeting NF90 and NF45 or a non-targeting control (Scr) was analyzed

by RT-qPCR. NS indicates ‘Not Significant’. Data represent Fold Mock (IgG)

relative to the control samples (siScr), which was attributed a value of 1 (red line),

obtained from 4 independent experiments (*P < 0.05, **P < 0.01, ***P < 0.001,

independent Student’s t test).
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Supplementary Table S2. Primary antibodies used in this study.

Antibody Reference Supplier

NF90 A303-651A Bethyl Laboratories

NF45 A303-147A Bethyl Laboratories

MOV10 A301-571A Bethyl Laboratories

Ago2 WB MABE253, clone 119A Sigma-Aldrich

Ago2 RIP 03-110 Sigma-Aldrich

TUBULIN DM1A clone, T6199 Sigma-Aldrich

TBP sc-421 SCBT

Supplementary Table S3. Primers used in this study.

Primer Forward (5’ to 3’) Reverse (5’ to 3’)

OS9 CTGCCCTTAGTGATGTTTGGA ATTCTACCATTTCCTCAGCAACA

EMP2 GACCCATCCACCATTCATTC CCACTGTACCCAGCCAGTTT

MED28 GAGCAGGCAGTAGGATGAGG CCCCTCCACAGGGATATTTT

WIZ TTGGCTGCTCCTTCTTGTTT GCCTGTTAATCCCTCCTTCC

PPP1R9B GCCCTGCACTGATTTCTCAT TATTTGGCACCTGGAAGAGG

ARHGDIA TGCCTCTGCCTTTTCTGTCT GCACTTGGTCCCTTGTTTGT

H2BC1 GTGCTAAAGCAGGTCCATCC GCATGTTTAGCCAGCTCTCC

siRNA Sequence (5’ to 3’)

Scr gcgcgcuuuguaggauucg(dTdT) 

NF45 guggugauacucaagauucugccaa(dTdT)

NF90 ccaaggaacucuaucacaa(dTdT) 

MOV10 guggaauuggaccgugucaagcuga(dTdT)

Supplementary Table S1. Double stranded siRNAs used in this study.



Reference Gene 
Symbol

Number of 
peptides

Q12906_ILF3_HUMAN ILF3 40

Q9HCE1_MOV10_HUMAN MOV10 25

Q12905_ILF2_HUMAN ILF2 21

Q6PKG0_LARP1_HUMAN LARP1 21

Q7L2E3_DHX30_HUMAN DHX30 21

O60506_HNRPQ_HUMAN SYNCRIP 18

O43390_HNRPR_HUMAN HNRNPR 17

Q92900_RENT1_HUMAN UPF1 17

Q9Y6M1_IF2B2_HUMAN IGF2BP2 15

P55265_DSRAD_HUMAN ADAR 14

P78347_GTF2I_HUMAN GTF2I 13

O75643_U520_HUMAN SNRNP200 12

P39023_RL3_HUMAN RPL3 11

Q9NUL3_STAU2_HUMAN STAU2 11

P05455_LA_HUMAN SSB 10

P14866_HNRPL_HUMAN HNRNPL 10

Q9NZB2_F120A_HUMAN FAM120A 10

Q99873_ANM1_HUMAN PRMT1 10

Q9NUD5_ZCHC3_HUMAN ZCCHC3 10

O95793_STAU1_HUMAN STAU1 10

P62750_RL23A_HUMAN RPL23A 9

Q14157_UBP2L_HUMAN UBAP2L 8

P46777_RL5_HUMAN RPL5 8

P48634_PRC2A_HUMAN PRRC2A 8

Q9H2U1_DHX36_HUMAN DHX36 8

Q9BVP2_GNL3_HUMAN GNL3 8

Q9NR30_DDX21_HUMAN DDX21 8

P07910_HNRPC_HUMAN HNRNPC 7

P18124_RL7_HUMAN RPL7 7

P62829_RL23_HUMAN RPL23 7

P32969_RL9_HUMAN RPL9 7

P52292_IMA1_HUMAN KPNA2 7

Q14692_BMS1_HUMAN BMS1 7

P26196_DDX6_HUMAN DDX6 7

Q13263_TIF1B_HUMAN TRIM28 7

P38919_IF4A3_HUMAN EIF4A3 7

Q6P2Q9_PRP8_HUMAN PRPF8 7

Q9UQ35_SRRM2_HUMAN SRRM2 7

P26373_RL13_HUMAN RPL13 6

Q08945_SSRP1_HUMAN SSRP1 6

Supplementary Table S4. Proteins associated with NF90 in the cytoplasm, detected by tandem affinity

purification followed by tandem mass spectrometry. Proteins detected in the mock sample were excluded

from the list.

Reference Gene 
Symbol

Number of 
peptides

P62277_RS13_HUMAN RPS13 6

P26599_PTBP1_HUMAN PTBP1 6

Q9Y2P8_RCL1_HUMAN RCL1 6

P62280_RS11_HUMAN RPS11 6

Q99459_CDC5L_HUMAN CDC5L 6

P43243_MATR3_HUMAN MATR3 6

Q92615_LAR4B_HUMAN LARP4B 6

Q00577_PURA_HUMAN PURA 6

Q12926_ELAV2_HUMAN ELAVL2 6

Q04637_IF4G1_HUMAN EIF4G1 6

Q4G0J3_LARP7_HUMAN LARP7 6

Q9UNX3_RL26L_HUMAN RPL26L1 5

P62906_RL10A_HUMAN RPL10A 5

O75569_PRKRA_HUMAN PRKRA 5

Q96I25_SPF45_HUMAN RBM17 5

Q7L2H7_EIF3M_HUMAN EIF3M 5

Q8N163_CCAR2_HUMAN CCAR2 5

O00303_EIF3F_HUMAN EIF3F 5

Q96I24_FUBP3_HUMAN FUBP3 5

P50454_SERPH_HUMAN SERPINH1 5

Q8IWX8_CHERP_HUMAN CHERP 5

Q15029_U5S1_HUMAN EFTUD2 5

P60228_EIF3E_HUMAN EIF3E 5

P53621_COPA_HUMAN COPA 5

Q9NVI7_ATD3A_HUMAN ATAD3A 5

Q8NHW5_RLA0L_HUMAN RPLP0P6 4

P06748_NPM_HUMAN NPM1 4

P63173_RL38_HUMAN RPL38 4

P05387_RLA2_HUMAN RPLP2 4

Q15020_SART3_HUMAN SART3 4

Q9UMS4_PRP19_HUMAN PRPF19 4

P16989_YBOX3_HUMAN YBX3 4

P62888_RL30_HUMAN RPL30 4

Q2NL82_TSR1_HUMAN TSR1 4

Q9NW13_RBM28_HUMAN RBM28 4

P46778_RL21_HUMAN RPL21 4

P62316_SMD2_HUMAN SNRPD2 4

Q92945_FUBP2_HUMAN KHSRP 4

Q13283_G3BP1_HUMAN G3BP1 4

Q7Z478_DHX29_HUMAN DHX29 4



Reference Gene 
Symbol

Number of 
peptides

Q09161_NCBP1_HUMAN NCBP1 4

Q9UN81_LORF1_HUMAN L1RE1 4

Q96N67_DOCK7_HUMAN DOCK7 4

O00442_RTCA_HUMAN RTCA 4

Q9UKM9_RALY_HUMAN RALY 4

Q96CT7_CC124_HUMAN CCDC124 4

P12532_KCRU_HUMAN CKMT1A 4

O15234_CASC3_HUMAN CASC3 4

Q9Y4E8_UBP15_HUMAN USP15 4

Q6P158_DHX57_HUMAN DHX57 4

P62917_RL8_HUMAN RPL8 3

P27635_RL10_HUMAN RPL10 3

P62857_RS28_HUMAN RPS28 3

P05388_RLA0_HUMAN RPLP0 3

Q96DH6_MSI2H_HUMAN MSI2 3

Q9Y5B9_SP16H_HUMAN SUPT16H 3

Q6Y7W6_PERQ2_HUMAN GIGYF2 3

Q8NC51_PAIRB_HUMAN SERBP1 3

P62910_RL32_HUMAN RPL32 3

Q9BRJ6_CG050_HUMAN C7orf50 3

Q7Z2W4_ZCCHV_HUMAN ZC3HAV1 3

Q1KMD3_HNRL2_HUMAN HNRNPUL2 3

Q92974_ARHG2_HUMAN ARHGEF2 3

P52597_HNRPF_HUMAN HNRNPF 3

Q6NZY4_ZCHC8_HUMAN ZCCHC8 3

Q86V81_THOC4_HUMAN ALYREF 3

Q9Y3B4_SF3B6_HUMAN SF3B6 3

P04406_G3P_HUMAN GAPDH 3

Q659C4_LAR1B_HUMAN LARP1B 3

Q06787_FMR1_HUMAN FMR1 3

Q71RC2_LARP4_HUMAN LARP4 3

Q92947_GCDH_HUMAN GCDH 3

Q07021_C1QBP_HUMAN C1QBP 3

P56537_IF6_HUMAN EIF6 3

Q8WXF1_PSPC1_HUMAN PSPC1 3

P62304_RUXE_HUMAN SNRPE 3

O76021_RL1D1_HUMAN RSL1D1 3

Q9UK59_DBR1_HUMAN DBR1 3

Q04837_SSBP_HUMAN SSBP1 3

P04040_CATA_HUMAN CAT 3

Q15477_SKIV2_HUMAN SKIV2L 3

Q8N3C0_ASCC3_HUMAN ASCC3 3

Reference Gene 
Symbol

Number of 
peptides

O43175_SERA_HUMAN PHGDH 3

Q96AE4_FUBP1_HUMAN FUBP1 3

Q8IUX4_ABC3F_HUMAN APOBEC3F 3

P35606_COPB2_HUMAN COPB2 3

P42166_LAP2A_HUMAN TMPO 3

Q96A72_MGN2_HUMAN MAGOHB 3

Q14008_CKAP5_HUMAN CKAP5 3

P09661_RU2A_HUMAN SNRPA1 3

P42285_SK2L2_HUMAN SKIV2L2 3

Q53EL6_PDCD4_HUMAN PDCD4 3

Q9P1Y5_CAMP3_HUMAN CAMSAP3 3

Q06830_PRDX1_HUMAN PRDX1 3

P25311_ZA2G_HUMAN AZGP1 3

Q6PGP7_TTC37_HUMAN TTC37 3

P46779_RL28_HUMAN RPL28 2

P84098_RL19_HUMAN RPL19 2

P47914_RL29_HUMAN RPL29 2

P18077_RL35A_HUMAN RPL35A 2

P49207_RL34_HUMAN RPL34 2

B4DY08_B4DY08_HUMAN HNRNPC 2

Q9Y5S9_RBM8A_HUMAN RBM8A 2

P60866_RS20_HUMAN RPS20 2

O60256_KPRB_HUMAN PRPSAP2 2

Q9BQ67_GRWD1_HUMAN GRWD1 2

P35244_RFA3_HUMAN RPA3 2

Q9Y3Y2_CHTOP_HUMAN CHTOP 2

P84103_SRSF3_HUMAN SRSF3 2

P42766_RL35_HUMAN RPL35 2

Q9Y3U8_RL36_HUMAN RPL36 2

Q02543_RL18A_HUMAN RPL18A 2

Q15427_SF3B4_HUMAN SF3B4 2

P62995_TRA2B_HUMAN TRA2B 2

O15226_NKRF_HUMAN NKRF 2

O75531_BAF_HUMAN BANF1 2

P62841_RS15_HUMAN RPS15 2

Q16875_F263_HUMAN PFKFB3 2

Q92522_H1X_HUMAN H1FX 2

Q86U42_PABP2_HUMAN PABPN1 2

O14654_IRS4_HUMAN IRS4 2

Q9H6S0_YTDC2_HUMAN YTHDC2 2

O00267_SPT5H_HUMAN SUPT5H 2

Q9Y5A9_YTHD2_HUMAN YTHDF2 2



Reference Gene 
Symbol

Number of 
peptides

P63220_RS21_HUMAN RPS21 2

Q15459_SF3A1_HUMAN SF3A1 2

Q9UL40_ZN346_HUMAN ZNF346 2

Q13148_TADBP_HUMAN TARDBP 2

Q8N954_GPT11_HUMAN GPATCH11 2

Q9UNQ2_DIM1_HUMAN DIMT1 2

P14618_KPYM_HUMAN PKM 2

Q99848_EBP2_HUMAN EBNA1BP2 2

Q13595_TRA2A_HUMAN TRA2A 2

P16403_H12_HUMAN HIST1H1C 2

P82650_RT22_HUMAN MRPS22 2

O75175_CNOT3_HUMAN CNOT3 2

Q13573_SNW1_HUMAN SNW1 2

P78344_IF4G2_HUMAN EIF4G2 2

Q96KR1_ZFR_HUMAN ZFR 2

Q96PU8_QKI_HUMAN QKI 2

P42696_RBM34_HUMAN RBM34 2

Q96QR8_PURB_HUMAN PURB 2

Q9NX24_NHP2_HUMAN NHP2 2

Q9NX05_F120C_HUMAN FAM120C 2

Q9ULX6_AKP8L_HUMAN AKAP8L 2

Q99575_POP1_HUMAN POP1 2

Q9BYJ9_YTHD1_HUMAN YTHDF1 2

P16383_GCFC2_HUMAN GCFC2 2

Q8IX01_SUGP2_HUMAN SUGP2 2

Q9UL18_AGO1_HUMAN AGO1 2

Q8IZH2_XRN1_HUMAN XRN1 2

Q9Y265_RUVB1_HUMAN RUVBL1 2

P33993_MCM7_HUMAN MCM7 2

IGH1M_MOUSE Ighg1 2

Q9UKV3_ACINU_HUMAN ACIN1 2

O75822_EIF3J_HUMAN EIF3J 2

Q9H307_PININ_HUMAN PNN 2

P42357_HUTH_HUMAN HAL 2

O43242_PSMD3_HUMAN PSMD3 2

P13639_EF2_HUMAN EEF2 2

P35251_RFC1_HUMAN RFC1 2

P08621_RU17_HUMAN SNRNP70 2

P0CB38_PAB4L_HUMAN PABPC4L 1

Q02539_H11_HUMAN HIST1H1A 1

P42677_RS27_HUMAN RPS27 1

Q5JNZ5_RS26L_HUMAN RPS26P11 1

Reference Gene 
Symbol

Number of 
peptides

Q16695_H31T_HUMAN HIST3H3 1

P13995_MTDC_HUMAN MTHFD2 1

P05386_RLA1_HUMAN RPLP1 1

Q01804_OTUD4_HUMAN OTUD4 1

Q6EMK4_VASN_HUMAN VASN 1

O43709_WBS22_HUMAN WBSCR22 1

O43347_MSI1H_HUMAN MSI1 1

Q15365_PCBP1_HUMAN PCBP1 1

Q15287_RNPS1_HUMAN RNPS1 1

P61513_RL37A_HUMAN RPL37A 1

Q7Z2T5_TRM1L_HUMAN TRMT1L 1

P09012_SNRPA_HUMAN SNRPA 1

P29558_RBMS1_HUMAN RBMS1 1

Q9BRZ2_TRI56_HUMAN TRIM56 1

P19525_E2AK2_HUMAN EIF2AK2 1

O75934_SPF27_HUMAN BCAS2 1

P55209_NP1L1_HUMAN NAP1L1 1

P62314_SMD1_HUMAN SNRPD1 1

Q3MHD2_LSM12_HUMAN LSM12 1

Q6ZN17_LN28B_HUMAN LIN28B 1

Q58A45_PAN3_HUMAN PAN3 1

Q9ULR0_ISY1_HUMAN ISY1 1

Q8N4Q0_ZADH2_HUMAN ZADH2 1

Q14498_RBM39_HUMAN RBM39 1

Q07666_KHDR1_HUMAN KHDRBS1 1

P24534_EF1B_HUMAN EEF1B2 1

Q9Y383_LC7L2_HUMAN LUC7L2 1

P50991_TCPD_HUMAN CCT4 1

P08238_HS90B_HUMAN HSP90AB1 1

O75494_SRS10_HUMAN SRSF10 1

P60709_ACTB_HUMAN ACTB 1

Q15366_PCBP2_HUMAN PCBP2 1

P04844_RPN2_HUMAN RPN2 1

P25705_ATPA_HUMAN ATP5A1 1

P60891_PRPS1_HUMAN PRPS1 1

Q9BYD3_RM04_HUMAN MRPL4 1

O43167_ZBT24_HUMAN ZBTB24 1

Q9UHB9_SRP68_HUMAN SRP68 1

K7ER90_K7ER90_HUMAN EIF3G 1

Q9BUF5_TBB6_HUMAN TUBB6 1

P11908_PRPS2_HUMAN PRPS2 1

Q9NQ92_COPRS_HUMAN COPRS 1



Reference Gene 
Symbol

Number of 
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P32119_PRDX2_HUMAN PRDX2 1

Q02809_PLOD1_HUMAN PLOD1 1

Q5BKZ1_ZN326_HUMAN ZNF326 1

Q15434_RBMS2_HUMAN RBMS2 1

Q14558_KPRA_HUMAN PRPSAP1 1

O14818_PSA7_HUMAN PSMA7 1

Q58FF8_H90B2_HUMAN HSP90AB2P 1

O43734_CIKS_HUMAN TRAF3IP2 1

Q9BWU0_NADAP_HUMAN SLC4A1AP 1

Q96EC8_YIPF6_HUMAN YIPF6 1

P20618_PSB1_HUMAN PSMB1 1

P98179_RBM3_HUMAN RBM3 1

Q13243_SRSF5_HUMAN SRSF5 1

Q8N5C8_TAB3_HUMAN TAB3 1

Q5VYS8_TUT7_HUMAN ZCCHC6 1

J3QR62_J3QR62_HUMAN DDX5 1

P05141_ADT2_HUMAN SLC25A5 1

Q07955_SRSF1_HUMAN SRSF1 1

Q14671_PUM1_HUMAN PUM1 1

Q9NZN8_CNOT2_HUMAN CNOT2 1

B7Z645_B7Z645_HUMAN SYNCRIP 1

Q15084_PDIA6_HUMAN PDIA6 1

P62273_RS29_HUMAN RPS29 1

Q9NP73_ALG13_HUMAN ALG13 1

Q9NY12_GAR1_HUMAN GAR1 1

O00567_NOP56_HUMAN NOP56 1

Q92600_RCD1_HUMAN RQCD1 1

Q9BTZ2_DHRS4_HUMAN DHRS4 1

P49327_FAS_HUMAN FASN 1

Q14694_UBP10_HUMAN USP10 1

Q16629_SRSF7_HUMAN SRSF7 1

C9JUF0_C9JUF0_HUMAN EIF4A2 1

Q9BZI7_REN3B_HUMAN UPF3B 1

Q9HCS7_SYF1_HUMAN XAB2 1

Q9H7E9_CH033_HUMAN C8orf33 1

Q9NWU5_RM22_HUMAN MRPL22 1

Q9Y3D9_RT23_HUMAN MRPS23 1

P26368_U2AF2_HUMAN U2AF2 1

Q96HS1_PGAM5_HUMAN PGAM5 1

O75940_SPF30_HUMAN SMNDC1 1

P42704_LPPRC_HUMAN LRPPRC 1

Reference Gene 
Symbol

Number of 
peptides

O43172_PRP4_HUMAN PRPF4 1

C9JQR9_C9JQR9_HUMAN RPSAP58 1

Q96L21_RL10L_HUMAN RPL10L 1

Q08378_GOGA3_HUMAN GOLGA3 1

Q3KQU3_MA7D1_HUMAN MAP7D1 1

E9PRG8_CK098_HUMAN C11orf98 1

O14980_XPO1_HUMAN XPO1 1

Q5LJB1_Q5LJB1_HUMAN UCHL5 1

P49736_MCM2_HUMAN MCM2 1

Q8N8E3_CE112_HUMAN CEP112 1

O75152_ZC11A_HUMAN ZC3H11A 1

Q8WXX5_DNJC9_HUMAN DNAJC9 1

Q9NVU7_SDA1_HUMAN SDAD1 1

O00505_IMA4_HUMAN KPNA3 1

O00458_IFRD1_HUMAN IFRD1 1

P51659_DHB4_HUMAN HSD17B4 1

Q96PX6_CC85A_HUMAN CCDC85A 1

P08579_RU2B_HUMAN SNRPB2 1

Q5QJ74_TBCEL_HUMAN TBCEL 1

Q9UKV8_AGO2_HUMAN AGO2 1

O15294_OGT1_HUMAN OGT 1

P62807_H2B1C_HUMAN HIST1H2BC 1

Q9BQ39_DDX50_HUMAN DDX50 1

O75962_TRIO_HUMAN TRIO 1

P25789_PSA4_HUMAN PSMA4 1

O95721_SNP29_HUMAN SNAP29 1

Q9NRW3_ABC3C_HUMAN APOBEC3C 1

O60437_PEPL_HUMAN PPL 1

P30872_SSR1_HUMAN SSTR1 1

Q5TZA2_CROCC_HUMAN CROCC 1
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Chapter 4

Discussion

NF90 is a double-stranded RNA binding protein that was shown to have a role in a

multitude of cellular mechanisms, such as transcription, viral infection, translation,

mRNA stability and miRNA biogenesis (Castella et al., 2015; X. Li et al., 2017;

Sakamoto et al., 2009). NF90 structure displays two dsRBDs that have been shown

to cooperatively contribute to the binding of the same RNA molecule. However, its

binding mode is not yet definitively characterized. Data suggest that NF90 might

be able to recognize specific RNA secondary structures, such as minihelix-like

structures, and these features would be sufficient for efficient NF90 binding

(Gwizdek et al., 2004). However, recent findings propose that a particular sequence

preference might also influence its binding to RNAs (Jayachandran et al., 2016).

Although NF90 alone is able to bind dsRNAs, its binding activity is strongly

affected by the heterodimerization with its protein partner, NF45, which leads to

thermodynamic stabilization of the complex and enhanced affinity for RNA

substrates (Schmidt et al., 2017).

NF90 is a very abundant and ubiquitous protein that, by its binding to RNAs,

carries out a plethora of different effects in both the nucleus and the cytoplasm. In

fact, NF90 has been shown to shuttle between these two cellular compartments

according to its phosphorylation status or as a consequence of several stimuli, such

as viral infection and cancer-induced hypoxia (Harashima et al., 2010; Patiño et al.,

2015; W. Zhang et al., 2018). Therefore, the level of nuclear versus cytoplasmic

NF90 is extremely important and its export is strictly regulated.
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During my PhD I investigated the role of NF90 in miRNA biogenesis pathway in

the nucleus and its implication in the RISC-mediated silencing in the cytoplasm.

In the nucleus, NF90 was previously shown to modulate the processing of a subset

of human miRNA precursors (Barbier et al., 2018; Sakamoto et al., 2009). However,

its global impact on the biogenesis of miRNAs was not clearly defined.

During my thesis, we exploited genome-wide approaches in order to understand

how widespread the effect of NF90 is on the biogenesis of human miRNAs in

HepG2 cell line (Grasso et al., 2020).

Our data indicated that NF90 is able to directly bind and modulate the processing

of a specific subset of human miRNA precursors that are weakly bound by the

Microprocessor. This suggests that NF90 and the Microprocessor might be in

competition for the binding of pri-miRNAs. Analyzing the features of the

NF90-bound and modulated pri-miRNAs, we found that they display significant

longer duplexes with fewer and shorter bulges, compared to all human

pri-miRNAs. Since these features might influence RNA stability, we compared the

free energy of NF90-associated pri-miRNAs to all human pri-miRNAs, concluding

that they are, in fact, more stable than other human pri-miRNAs. Moreover, we

were able to diminish or increase NF90 association to selected pri-miRNAs by

introducing destabilizing or stabilizing mutations, respectively. These findings are

consistent with previous reports suggesting that NF90 is able to bind the

adenovirus-expressed VA1 RNA, in a manner that is largely dependent on a

minihelix-like structure (Gwizdek et al., 2004).

Finally, transcriptomic analysis showed that NF90 association with pri-miRNAs

may modulate the expression of their host genes, as described previously (Barbier

et al., 2018). For instance, the expression of TIAM2, hosting pri-miR-1273C, is

down-regulated upon loss of NF90. TIAM2 is a well-known oncogene and

metastasis factor in hepatocarcinoma (HCC) and its overexpression was shown to

promote proliferation and invasion in liver cancer (J.-S. Chen et al., 2012).

Interestingly, NF90 is upregulated in HCC. Therefore, it would be interesting to

determine whether NF90-dependent modulation of TIAM2 might contribute to

HCC pathogenesis.
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On the same lines, some of NF90 bound and modulated pri-miRNAs, such as

miR-34a, are tumour-suppressor miRNAs, which have been shown to be

downregulated during cancer development and progression (Long et al., 2018).

NF90 binding to these pri-miRNAs would protect them from Microprocessor

cleavage, leading to cancer progression. In fact, similarly to mir-34a, we identified

other miRNAs with known tumor suppressor activities, such as miR-16, miR-128

and miR-145, whose biogenesis is repressed by NF90 (Grasso et al., 2020; Lu et al.,

2005). Interestingly, in bladder cancer, miR-145 was shown to be part of a

dysregulated signalling axis that is responsible for drug resistance, involving

lncRNA-Low Expression in Tumor (lncRNA-LET) and NF90. In particular, low

levels of lncRNA-LET, a known repressor of NF90 expression, leads to high levels

of NF90 which, in turn, can bind the tumor suppressor miR-145 suppressing its

biogenesis (Zhuang et al., 2017).

Since low expression of lncRNA-LET is linked to metastasis and poor prognosis in

many different tumors (F. Liu et al., 2016), we could speculate that the miRNAs

found upregulated after loss of NF90 in HepG2 cell line, such as miR-1273c, might

also be part of this dysregulated signalling axis, which might therefore have a more

widespread effect than currently thought.

Contrarily, in ovarian cancer, NF90 is a good prognosis factor that, binding to

pri-miR-3173, embedded in DICER pre-mRNA, leads to DICER overexpression,

which has tumour-suppressor activities (Barbier et al., 2018). In fact, it seems that

the resulting effect of NF90 on cancer development and progression might be

dictated not only by the effect of the miRNAs it modulates, but also by the role of

the host-gene that contains the pri-miRNA. Therefore, the outcome of NF90 in

cancer depends on a complex mechanism that needs to be further investigated.

Given the widespread implication of NF90 in cancer, through its ability to bind

pri-miRNAs, it would be tempting to envision the application of this mechanism

for the development of therapeutics designed in order to inhibit or promote NF90

binding to selected pri-miRNAs. This would potentially have an effect not only on

the miRNAs and their mRNA targets, but also on the mRNA hosting the
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pri-miRNAs, which can be tumour suppressors, such as Dicer, or oncogenes, such

as TIAM2.

Although our results were not conclusive on the mechanism by which the loss of

NF90 could reduce the abundance of the host gene mRNA, several hypotheses

could be envisioned. For instance, it is possible that the cleavage of the intronic

pri-miRNA, upon loss of NF90, produces a break in the intron that might

potentially lead to rapid degradation of the mRNA by exonucleases or to a

deleterious splicing defect if the two flanking exons were not previously tethered

together. However, it could also be possible that, upon loss of NF90, pri-miRNA

processing by the Microprocessor might directly interfere with the spliceosome

machinery, leading to splicing defects and, ultimately, downregulation of the

host-gene protein. Needless to say, more evidence need to be gathered to elucidate

this mechanism.

On a different note, our GO analyses, on the validated targets of NF90-bound and

modulated miRNAs, revealed a significant enrichment for pathways implicated in

infection by viruses such as Epstein Barr Virus (EBV), hepatitis B virus (HBV) and

human T lymphoma virus type 1 (HTLV1) and in viral carcinogenesis.

Interestingly, as previously mentioned, viral infection was shown to induce the

translocation of NF90 from the nucleus to the cytoplasm (X. Li et al., 2017). As a

consequence, cytoplasmic NF90 was found to bind viral RNAs, cellular RNAs and

circRNAs, modulating their abundance and playing a role in the response to viral

infection. It’s important to note that the role of NF90 in viral infection response is

controversial. In fact, the consequence of NF90 binding to viral RNA or DNA can

vary, supporting or inhibiting viral replication and viral genome expression,

depending on the type of virus (Patiño et al., 2015). It is possible that the

contribution of NF90 to antiviral immunity might be carried out through different

mechanisms and pathways, depending on the cell type and the infecting virus.

Therefore, more evidence is needed to fully elucidate the role of NF90 in viral

infection.
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As previously mentioned, NF90 is a highly abundant and ubiquitously expressed

protein. As expected, NF90-associated pri-miRNAs are poorly processed in most

cells and, therefore, lowly expressed, if expressed at all. Moreover, NF90-bound

pri-miRNAs are often poorly conserved between species and most of them are even

primate-specific. Taken together, this data, combined with our results showing a

minihelix-like structure preference for NF90 binding, would suggest a role for NF90

in protecting emerging and unpredictable miRNAs whose expression might lead to

deleterious side effects. In fact, it is known that the human genome encodes for

millions of hairpin structures, especially in transcripts (Bentwich et al., 2005).

According to hypotheses of miRNA evolution, these structures might potentially

become functional miRNAs upon the acquisition of a series of mismatches

(Felippes et al., 2008). However, prior to this maturation step, hairpins might still

be recognized and cleaved by the Microprocessor leading to spurious products

with unforeseeable sides effects (B. Kim et al., 2017). To avoid this, proteins, such as

NF90, might be used to avoid the cleavage of immature hairpins to produce

unintended miRNA products. In agreement with this hypothesis, more conserved

and expressed miRNAs, which have a higher number of mismatches, are often

poorly bound by NF90.

It is possible that many of the pri-miRNAs that we found to be bound and

modulated by NF90 are recent but already functional miRNAs whose expression

needs to be restricted to specific conditions, such as viral infection or hypoxia, or in

different cell types. In this case, modulation of the abundance or the localization of

NF90 might contribute to an additional level of regulation for the expression of

these miRNAs.

Other proteins have been shown to have a similar function, binding to pri-miRNAs

to prevent microprocessing. For instance, pri-miR-7-1, enriched in brain and

pancreatic tissue, has a conserved terminal loop that was shown to be bound by

MSI2 and HuR proteins (N. R. Choudhury et al., 2013). Interestingly, their binding

to pri-miR-7-1 terminal loop in non-neuronal cells leads to a more stable and rigid

stem and, consequently, to the inhibition of microprocessor activity

(N. R. Choudhury et al., 2013). We showed that NF90 is able to bind pri-miR-7-1 in

HepG2 cells, repressing its cleavage. Therefore, it would be interesting to
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determine whether MSI2/HuR and NF90 can bind the same pri-miRNAs in the

same cell type, cooperating to control the processing of pri-miRNAs, or they might

exert similar functions in different cell types.

In the cytoplasm, NF90 was already shown to have a role in translation regulation

and mRNA stability (Castella et al., 2015). It was recently suggested that the role of

NF90 in controlling translation might involve miRNAs and miRNA recognition

sites on target mRNAs. In fact, NF90 is able to diminish the abundance and the

translation of a B-cell specific mRNA, BAFF, and this function seems to be

dependent on miR-15a and its MRE within BAFF 3’ UTR (Idda et al., 2018). These

recent finding would suggest a role for NF90 in miRNA-guided RISC-mediated

silencing. However, the contribution of NF90 to this pathway was unclear. During

the second part of my PhD, we investigated the effect of NF90 in the

RISC-mediated silencing.

In order to understand how NF90 is involved in translation regulation and mRNA

stability, we identified the interactome of cytoplasmic NF90 by performing tandem

affinity purification followed by mass spectrometry, in HEK293T cells expressing

Flag.HA tagged-NF90. Our data indicated that cytoplasmic NF90 interacts with

proteins involved in translation regulation, viral replication and mRNA stability

and degradation. Among NF90 interactants in the cytoplasm, the most abundant

was MOV10, a 5’-to-3’ helicase involved in RISC-mediated silencing (Meister et al.,

2005). MOV10 is able to unwind structured RNA to reveal MREs and facilitate

AGO2 binding (Gregersen et al., 2014). Interestingly, the effector of RISC-mediated

silencing, AGO2, was also found in the interactome of NF90. Furthermore, we

determined that the association of NF90 to MOV10 and AGO2 occurs through

RNA. Using glycerol gradient sedimentation of NF90 immune complexes, we

found that NF90, MOV10, AGO2 and other proteins involved in RISC-mediated

silencing can be found in the same fractions, suggesting that they can exist in the

same cytosolic complex.
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In addition, we took advantage of published eCLIP and iCLIP data of NF90 and

MOV10 (Kenny et al., 2014; Nussbacher & Yeo, 2018), respectively, and found that

NF90 and MOV10 can be associated with the 3’ UTRs of the same target mRNAs.

Interestingly, NF90 binding occurs on a high proportion of MOV10-bound mRNAs,

around 40%. Although the techniques and the cell lines used in the two CLIPs are

different, this high overlap could suggest that MOV10-bound mRNAs might often

be bound by NF90.

Since NF90 was shown to increase mRNA stability, while MOV10 enhances

RISC-mediated silencing, which consequently leads to mRNA degradation, we

wondered if they could compete for the binding of selected target mRNAs. Indeed,

upon downregulation of MOV10, we could detect an increase in the association of

NF90 to the target mRNAs. Likewise, loss of the heterodimer NF90/NF45

increased MOV10 binding while decreasing the abundance of the target mRNAs.

These findings suggest that NF90 might interfere with the binding of MOV10 on

target mRNAs and vice versa, which could subsequently modify the stability and

abundance of the mRNAs.

This interference is unlikely to occur through direct competition between NF90 and

MOV10. In fact, the binding preferences of NF90 and MOV10 differ significantly

(Gregersen et al., 2014; Gwizdek et al., 2004). While NF90 can bind stable hairpin

structures, MOV10 seems to bind ssRNA upstream of a structured region.

However, it is possible that the binding of one factor might modify the RNA

structure in the proximity of the binding site, disfavoring the association of the

other. Another possibility is that NF90 or MOV10 might recruit additional factors

which ultimately interfere with the binding of the other.

As previously mentioned in this chapter, MOV10 is a helicase known to resolve

structured mRNAs in order to reveal obscured MREs and facilitate the binding of

AGO2, favoring RISC-mediated silencing.

Therefore, in order to understand if the binding of NF90 to the target mRNAs

ultimately influences AGO2 binding, we performed RIP of AGO2 following loss of

the heterodimer NF90/NF45. Interestingly, we found that loss of NF90/NF45
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significantly enhances the binding of AGO2 to the target mRNAs while decreasing

their abundance. These results suggest that NF90 might enhance the stability of a

subset of mRNAs by modulating their association with AGO2.

Consistent with this hypothesis, NF90 was recently identified as a subunit of

P-bodies suggesting that it might be able to control the stability and translation of

mRNAs by modulating the association of RISC (Hubstenberger et al., 2017).

However, the mRNAs identified in our study seem to be depleted in P-bodies

extracted from HEK293, according to a recent study (Hubstenberger et al., 2017). It

is therefore possible that, although NF90 was co-purified with other RBPs that

localize to P-bodies, the binding of NF90 to the identified target mRNAs occurs

outside of P-bodies. In fact, it was recently shown that the localization of mRNAs in

P-bodies and their stability is dependent on their GC content (Courel et al., 2019).

In particular, AU-rich mRNAs localize in P-bodies where they are stored and their

translation is inhibited while GC rich mRNAs are depleted in P-bodies and they

can be targetted for mRNA decay. This is also consistent with our finding that loss

of NF90 negatively affected the abundance of the identified target mRNAs, which

are mainly GC-rich. We could speculate that NF90 might be a factor involved in the

determination of translational repression (in P-bodies) over decay and vice versa, by

binding to mRNAs in P-bodies or interacting with proteins involved in mRNA

degradation. Needless to say, more evidence is needed to shed light on the role of

NF90 in P-bodies, RISC-mediated silencing and decay.

Since NF90 is known to translocate to the cytoplasm during viral infection or

cancer-induced hypoxia (X. Li et al., 2017; W. Zhang et al., 2018), it would be

tempting to speculate that, under these conditions, NF90 might interfere with

MOV10 and AGO2 binding, leading to inhibition of RISC-mediated silencing for

some specific target mRNAs. Therefore, understanding exactly how NF90 is

implicated in RISC-mediated silencing might potentially clarify its role in mRNA

translation and degradation during viral infection or cancer progression.

Ultimately, the roles of NF90 in the nucleus and in the cytoplasm might be strictly

connected in order to achieve a common and integrated response to external

stimuli. For instance, it has been shown that during viral infection, NF90 in the
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nucleus suppresses the biogenesis of several miRNAs, such as miR-4753 and

miR-3145, that inhibit H5N1 and H3N2 transcription and replication (Grasso et al.,

2020; Zheng et al., 2020). On the other hand, we found that interactors of

cytoplasmic NF90 are also involved in viral transcription and viral translation.

Moreover, NF90 itself was found to enhance HIV viral infection in the cytoplasm

(Y. Li & Belshan, 2016). Therefore, we could speculate that during viral infection the

effects of NF90 in the nucleus and in the cytoplasm might be coordinated to either

promote or inhibit viral replication, depending on the infecting virus.

In conclusion, NF90 is a polyvalent factor involved in a number of cellular

pathways which may be interconnected to generate a concerted response under

specific physiological conditions. However, its important role in viral response and

cancer progression remains largely unknown and warrants further investigation.
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ABSTRACT

MicroRNAs (miRNAs) are predicted to regulate the
expression of >60% of mammalian genes and play
fundamental roles in most biological processes.
Deregulation of miRNA expression is a hallmark of
most cancers and further investigation of mech-
anisms controlling miRNA biogenesis is needed.
The double stranded RNA-binding protein, NF90 has
been shown to act as a competitor of Microproces-
sor for a limited number of primary miRNAs (pri-
miRNAs). Here, we show that NF90 has a more
widespread effect on pri-miRNA biogenesis than pre-
viously thought. Genome-wide approaches revealed
that NF90 is associated with the stem region of 38
pri-miRNAs, in a manner that is largely exclusive of
Microprocessor. Following loss of NF90, 22 NF90-
bound pri-miRNAs showed increased abundance of
mature miRNA products. NF90-targeted pri-miRNAs
are highly stable, having a lower free energy and
fewer mismatches compared to all pri-miRNAs. Muta-
tions leading to less stable structures reduced NF90
binding while increasing pri-miRNA stability led to
acquisition of NF90 association, as determined by
RNA electrophoretic mobility shift assay (EMSA).
NF90-bound and downregulated pri-miRNAs are em-
bedded in introns of host genes and expression of
several host genes is concomitantly reduced. These
data suggest that NF90 controls the processing of a
subset of highly stable, intronic miRNAs.

INTRODUCTION

MicroRNAs (miRNAs) are short non-coding RNAs that
negatively regulate the expression of a large proportion

of cellular mRNAs, thus affecting a multitude of cel-
lular and developmental pathways (1,2). The canonical
miRNA biogenesis pathway involves two sequential pro-
cessing events catalysed by RNase III enzymes. In the nu-
cleus, the microprocessor complex, comprising the RNase
III enzymeDrosha, the double-strandedRNA-binding pro-
tein, DGCR8 and additional proteins carries out the first
processing event, which results in the production of pre-
cursor miRNAs (pre-miRNAs) (3,4). These are exported to
the cytoplasm, where a second processing event is carried
out by another RNase III enzyme, DICER, leading to the
production of miRNA duplexes. The duplexes are loaded
into the RISC complex and the release of the ‘passenger’
strands leads to the formation of mature miRNAs and ma-
ture RISC complexes (5).
Due to the central role of miRNAs in the control of gene

expression, their levels must be tightly controlled. Indeed,
deregulation of miRNA expression is associated with aber-
rant gene expression and leads to humandisease (6–9). Con-
sequently, miRNA biogenesis is tightly regulated at mul-
tiple steps, both transcriptional and post-transcriptional.
Increasing evidence suggests that RNA binding proteins
(RBPs) act as post-transcriptional regulators of miRNA
processing. Many RBPs modulate the processing efficiency
of Microprocessor, either positively or negatively, by bind-
ing to regions of the pri-miRNA. A number of RBPs have
been shown to bind the terminal loop, which can either fa-
cilitate or inhibit cropping by Microprocessor. For exam-
ple, LIN28B binds the terminal loop of pri-let-7, which pre-
vents its processing by Microprocessor (10). Binding of hn-
RNP A1 to the terminal loop has been shown to exert ei-
ther positive or negative effects on Microprocessor activ-
ity, depending on the pri-miRNA target. It promotes crop-
ping of pri-miR-18A while it inhibits processing of pri-let-
7. KSRP is another terminal loop-binding RBP that facil-
itates Microprocessor cleavage of several pri-miRNA tar-
gets, including pri-let-7 where it acts as a competitor of hn-

*To whom correspondence should be addressed. Tel: +33 4 34359939; Fax: +33 4 34359901; Email: Rosemary.Kiernan@igh.cnrs.fr

C© The Author(s) 2020. Published by Oxford University Press on behalf of Nucleic Acids Research.
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RNP A1 (11,12). Several other RBPs, including SMAD,
TPD-43, SRSF1 and RBFOX, have been shown to bind
pri-miRNA terminal loops to influence Microprocessor ac-
tivity (see (13) for review). In most cases, they have been
shown to bind specific pri-miRNAs, such as pri-let-7, or a
limited subset of pri-miRNAs. To date, only NF90/NF45
heterodimer and ADAR1,2 have been shown to bind the
double stranded stem region of pri-miRNAs (14–17). Both
factors negatively affect Microprocessor activity. Indeed,
NF90 has been shown to bind double stranded RNA in a
mode similar to that of ADAR2 (18). Like terminal loop
binding RBPs, binding of NF90/NF45 or ADAR1,2 has
thus far been demonstrated for a very limited number of pri-
miRNAs. NF90 has been shown to associate with pri-miR-
7-1, pri-let-7A and pri-miR-3173 in human cells (14,15,19).
We have previously shown that NF90 associates with pri-

miR-3173, which is located in the first intron of Dicer pre-
mRNA (19). Binding of NF90 prevented cropping of pri-
miR-3173 by Microprocessor and promoted splicing of the
intron, thereby facilitating expression of DICER. By mod-
ulating DICER expression, NF90 was found to be an inde-
pendent prognostic marker of ovarian carcinoma progres-
sion (19). Levels of NF90 are known to be elevated in hep-
atocellular carcinoma (HCC) and the effect of NF90 on
processing of pri-miR-7-1 contributes to cellular prolifera-
tion in HCC models (14,20). Here, we have used genome-
wide approaches to identify pri-miRNAs that are associ-
ated with and modulated by NF90 in HepG2 model of
HCC.We identified 38 pri-miRNAs that are associated with
NF90, in a manner that is for the most part exclusive of
Microprocessor. Of these, 22 showed increased abundance
of mature miRNAs products upon loss of NF90. NF90-
targeted pri-miRNAs appear to be highly stable, having a
lower free energy and fewer mismatches compared to all
pri-miRNAs. Destabilization of the structures by mutation
reduced NF90 association as determined by RNA EMSA.
Of the 22 NF90-modulated pri-miRNAs, 20 are embedded
exclusively in introns of host genes. Transcriptomic analy-
sis revealed that the expression of the host gene is concomi-
tantly downregulated for several, including an oncogene im-
plicated inmetastasis of hepatocellular carcinoma, TIAM2.
These data suggest that NF90 controls the processing of a
subset of intronic miRNAs, which in some cases affects the
expression of the host gene.

MATERIALS AND METHODS

Cell culture

Human HepG2 cell line was grown in Dulbecco’s mod-
ified Eagle’s medium––high glucose (Sigma-Aldrich®,
D6429) supplemented with 10% fetal bovine serum (PAN
Biotech, 8500-P131704), 1% penicillin–streptomicin (v/v)
(SigmaAldrich®, P4333) and 1% L-glutamine (v/v) (Sigma
Aldrich®, G7513). Human HEK-293T cells were grown
in Dulbecco’s modified Eagle’s high glucose medium with
HEPES (Sigma-Aldrich®, D6171) supplemented with 10%
fetal bovine serum, 1% penicillin–streptomicin and 1% L-
glutamine. Cells were cultured at 37◦C in a humidified at-
mosphere containing 5% CO2. To perform small RNA-seq
and RNA-seq, HepG2 were seeded at 1.5 × 106 cells in six-

well plates the day of siRNA transfection while HEK-293T
were seeded at 6 × 105 cells in six-well plates.
To perform RNA Immunoprecipitation, HepG2 were

seeded at 8 × 106 cells in 100 mM culture dishes the day
of siRNA transfection.

Transfection of small interfering RNAs

Double-stranded RNA oligonucleotides used for RNAi
were purchased from Eurofins MWGOperon or Integrated
DNA Technologies. Sequences of small interfering RNAs
(siRNAs) used in this study have been described previously
(19) and are shown in Supplementary Table S1.
HepG2 or HEK-293T cells were transfected with siRNA

(30 nM final concentration) using INTERFERin® siRNA
transfection reagent (Polyplus Transfection) according to
themanufacturer’s instructions. To perform small RNA-seq
and RNA-seq, two rounds of transfection were performed.
The first transfection was carried out the day of seeding; on
the fourth day cells were passaged and a second round of
transfection was performed. Cells were collected for RNA
extraction or protein purification ∼65 h after the second
transfection. To perform RNA Immunoprecipitation, one
round of siRNA transfection was carried out, as explained,
the day of seeding. Cells were collected ∼65 h after siRNA
transfection.

Immunoblot

HepG2 were lysed using RIPA buffer (50 mMTris–HCl pH
7.5, 150 mMNaCl, 1% NP40, 0.5% Sodium Deoxycholate,
0.1% SDS, Halt™ Phosphatase Inhibitor Cocktail (Thermo
Fisher Scientific)). Protein extracts (30 mg for NDUFS8, 50
mg for TIAM2 and 5 mg for all other proteins) were im-
munoblotted using the indicated primary antibodies (Sup-
plementary Table S2) and anti-mouse, anti-rabbit or anti-
rat IgG-linked HRP secondary antibodies (GEHealthcare)
followed by ECL (Advansta).

Small RNA-seq and RNA-seq

TotalRNAwas extracted usingTRIzol (ThermoFisher Sci-
entific) according to the manufacturer’s instructions. Small
RNA-seq (single end, 50 bp) was carried out by BGI Ge-
nomic Services (HepG2) or Fasteris (HEK-293T) in tripli-
cate samples. Raw data were processed using the Subread
package (version 1.6.0) as previously described (21) and the
reference annotation was obtained from miRBase release
22.1 database (22). Statistical analysis was performed us-
ing DESeq2 (version 2.11.40.2). RNA-seq (paired-end, 125
bp) was carried out by BGI Genomic Services in triplicates.
Raw data were processed using HISAT2 (version 2.1.0) and
featureCounts (version 1.6.3), statistical analysis was per-
formed using DESeq2. Reference annotation was obtained
from ENSEMBL (GRCh38.96).

RT-qPCR, modified 5′ RLM RACE and RNA EMSA

Total RNA was extracted from HepG2 cells using TRIzol
reagent (Thermo Fisher Scientific) and RNA was treated
with DNAse I (Promega) according to the manufacturer’s
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instructions. RNA was used for RT-PCR and modified 5′

RLM-RACE as described previously (19).
For RT-qPCR, RT was performed using TaqMan™

Reverse Transcription Reagent or TaqMan™ Advanced
miRNA cDNA Synthesis Kit (Thermo Fisher). qPCRs
were performed using GoTaq® Probe qPCR Master

Mix (Promega) or TaqMan® Fast Advanced Master Mix
(Thermo Fisher).
Modified 5′ RLMRACEwas performed according to the

manufacturer’s instructions (FirstChoice™ RLM-RACE
kit, ThermoFisher Scientific). In order to detect premature
miRNAs, the step using calf intestine alkaline phosphatase
was omitted. Sequences of the primers used for PCR ampli-
fication are shown in Supplementary Table S3.
RNA EMSA was performed as described previously

(15) using recombinant NF90 and recombinant DGCR8
dsRBDs (amino acids 484–773) in at least three replicates.
The pri-miRNA probes were amplified by PCR using the
primers shown in Supplementary Table S3. Sequences of
mutant pri-miRNAs are shown in Supplementary Table S4.

RNA immunoprepicipation (RIP)

RIP was performed as previously described (23). HepG2
were seeded in 100 mm culture dishes and transfected with
siRNAs the day of seeding as aforementioned. Cells were
harvested ∼65 h after the treatment and lysed for 15 min
in RIP buffer (20 mM HEPES, pH 7.5, 150 mM NaCl,
2.5 mM MgCl2•6H2O, 250 mM sucrose, 0.05% (v/v) NP-
40 and 0.5% (v/v) Triton X-100) containing 20 U ml−1

of RNasin (Promega), 1 mM DTT, 0.1 mM PMSF and
EDTA-free protease and phosphatase inhibitor. After cen-
trifugation, lysates were incubated for 4 h at 4◦C with 2 mg
of antibodies recognizing NF90, Drosha and IgG control
and then incubated for 1 h at 4◦Cwith Dynabeads™ Protein
A (ThermoFisher Scientific). After incubation, beads were
washed five timeswithRIP buffer for 5min at 4◦CandRNA
was extracted as previously explained. RNA was treated
with DNAse I (Promega) and RT was performed using Su-
perScript™ III Reverse Transcriptase (ThermoFisher Scien-
tific) according to the manufacturer’s instructions. cDNA
was treated with RNAse H (ThermoFisher Scientific) and
the samples were used to perform qPCRs using QuantiTect
SYBR® Green PCR Kit (Qiagen) according to the manu-
facturer’s instructions.

Splicing analysis

Splicing analyses were carried out as previously described
(19). HepG2 were seeded in six-well plates and transfected
with siRNAs, as aforementioned. Approximately 65 h after
the second transfection, RNA was extracted using TRIzol
reagent (ThermoFisher Scientific) and treated with DNAse
I (Promega) according to the manufacturer’s instructions.
RT was performed using SuperScript™ III Reverse Tran-
scriptase (ThermoFisher Scientific) and cDNA was treated
with RNAseH (ThermoFisher Scientific). qPCRs were per-
formed using QuantiTect SYBR® Green PCR Kit (Qia-
gen) using primers overlapping exon–intron boundaries to
detect unspliced pre-mRNAs or primers amplifying exon-
exon boundaries to detect the spliced mRNA.

Bioinformatic analyses

Enhanced UV crosslinking followed by immunoprecipi-
tation (eCLIP) data for NF90, DGCR8 and DROSHA
obtained in HepG2 cells by Nussbacher and Yeo (24)
were retrieved from the NCBI database (NF90 eCLIP:
ENCSR786TSC; DGCR8 eCLIP: ENCSR061SZV;
DROSHA eCLIP: ENCSR834YLD). Peaks were filtered
based on Fold Change (FC≥ 1.5) and P-value (Bonferroni-
Adj P-val ≤ 0.05). Distribution of eCLIP reads along the
miRNAs was evaluated using deeptools software (version
3.1.3). Bigwig files from different replicates were merged
using bigWigMerge v2. The base pair probability at each
position of miRNA hairpins was calculated using RNAfold
software (version 2.4.7).
Free energy analysis was performed using RNAfold soft-

ware, version 2.4.7. Statistical analysis was performed using
R (version 3.5.1).
Validated targets of the double positive miRNAswere ex-

tracted from MirTarBase database, release 7.0 (25). Gene
ontology was performed on the expressed validated target
using DAVID Functional Annotation Tool database ver-
sion 6.8 (https://david.ncifcrf.gov) (26). Motif search was
performed using MEME (version 5.0.5).

RESULTS

NF90 affects the abundance of a subset of human miRNAs

To determine the effect of NF90 on the abundance of miR-
NAs, we performed small RNA-seq of biological triplicate
samples obtained from HepG2 cells that had been trans-
fected with a non-targeting control siRNA (siScr) or an
siRNA targeting NF90 (siNF90) (Figure 1A, top panel).
Of 1917 miRNA precursors annotated in miRBase, 1105,
which corresponds to 1661mature 5p and 3pmiRNA prod-
ucts, were found to be expressed in HepG2 cells. Following
loss of NF90, differential expression analysis (fold change
≥ 1.5 or ≤ 0.667; AdjP-value ≤ 0.05) showed that 268 ma-
ture miRNAs, corresponding to 212 precursor miRNAs,
were upregulated while 149, corresponding to 126 precur-
sor miRNAs, were downregulated (Figure 1B). The number
of upregulated and downregulated miRNAs in HepG2 cells
after loss of NF90 is summarized in Figure 1C. MiRNAs
that have previously been shown to be repressed by NF90,
miR-7-1 (14) and miR3173 (19), were found to be upregu-
lated in HepG2 cells following loss of NF90 (Figure 1B, red
dots).
The effect of NF90 on the abundance of miRNAs ob-

served by miRNA profiling were validated by RT-qPCR
analysis of selected miRNAs, miR-3173-3p, miR-186-5p,
miR-1273c and miR-3189-3p, from biological triplicate
samples. The results obtained confirmed the effects ob-
served by miRNA profiling (Figure 1B, D). In addition,
RNA was extracted from cells transfected with an indepen-
dent non-targeting siRNA (Scr#2) and an NF90-targeting
siRNA (NF90#2) that has been described previously (19)
(Figure 1A, lower panel). Quantification of miRNAs 3173-
3p, -186-5p, -1273c and -3189-3p in biological triplicate
samples (Figure 1D, lower panels) showed similar results to
those obtained in Figure 1Dupper panel, and also validated
the results obtained by small RNA-seq. While we cannot
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Figure 1. NF90 modulates the expression level of a subset of miRNAs in HepG2 cells. (A) Extracts of HepG2 cells transfected with non-targeting control
siRNAs (Scr, Scr#2) or siRNA targeting NF90 (NF90, NF90#2) as indicated were analyzed by immunoblot using the antibodies indicated. (B) Total RNA
extracted from cells transfected with siScr or siNF90 were analyzed by small RNA-seq. Results are shown as log2 fold change versus –log10 P-value. (C)
Table summarizing the number of mature miRNAs and pri-miRNAs modulated in HepG2 cell line upon loss of NF90, according to small-RNA seq. (D)
Total RNA extracted from cells described in (A) were analyzed by Taqman RT-qPCR as indicated. Results were normalized by those obtained for U6
abundance in the same samples. ND indicates ‘not detected’. Data represent mean ± SEM obtained from three independent experiments (***P < 0.001,
independent Student’s t test).

D
o

w
n

lo
a

d
e

d
 fro

m
 h

ttp
s
://a

c
a

d
e

m
ic

.o
u

p
.c

o
m

/n
a

r/a
rtic

le
-a

b
s
tra

c
t/4

8
/1

2
/6

8
7

4
/5

8
4

0
5

7
6

 b
y
 U

P
R

 1
1

4
2

 - IG
H

/ B
ib

lio
th

è
q

u
e

 IF
R

3
 u

s
e

r o
n

 1
6

 J
u

ly
 2

0
2

0



6878 Nucleic Acids Research, 2020, Vol. 48, No. 12

exclude the possibility that a proportion of the small RNA-
seq results could be due to off-target effects of the siRNAs,
since only a single control and NF90-targeting siRNAwere
used, validation of a subset of the results using additional
control and NF90-targeting siRNA suggests that the data
are, to some extent, robust.
To evaluate whether the effect of NF90 on miRNA abun-

dance might be cell type specific, we performed small RNA-
seq in biological triplicate in HEK-293T cells transfected
with control or NF90-targeting siRNA (Supplementary
Figure S1A). Of 1917 annotated miRNA precursors, 1121,
corresponding to 1647 mature miRNAs, were expressed in
HEK-293T. Differential expression analysis (fold change ≥
1.5 or ≤ 0.667; AdjP-value ≤ 0.05) revealed that 278 ma-
ture miRNAs, corresponding to 217 miRNA precursors,
were upregulated following loss of NF90 while 84 mature
miRNAs, corresponding to 77 precursors, were downregu-
lated (Supplementary Figures S1B, C). Comparing upregu-
lated miRNAs in the two cell types, we found 139 miRNAs
that were upregulated in both cell lines after NF90 knock-
down (Supplementary Figure S1D). This represents >65%
of miRNAs upregulated in HepG2 and 64% of those up-
regulated in HEK-293T. Thus, NF90 appears to regulate a
common subset of miRNAs.

NF90 associates with a subset of pri-miRNAs

To determine which of the miRNAs upregulated upon loss
of NF90 (Figure 1B) are direct targets of NF90, that is, pri-
miRNAs that are bound by NF90, we took advantage of
enhanced UV crosslinking followed by immunoprecipita-
tion (eCLIP) dataset obtained inHepG2 cells (24). Analysis
of HepG2 eCLIP data revealed 38 pri-miRNAs for which
eCLIP peaks overlapped annotated pri-miRNA localiza-
tions +/− 25 nt of flanking region (FC≥ 1.5 andBonferroni
AdjP ≤ 0.05), as depicted in Figure 2A and Supplementary
Table S5. Pri-miR-3173 and pri-miR-7-1 were among the 38
NF90-associated pri-miRNAs (Figure 2A, red dots).
We next analysed eCLIP read coverage across the pri-

miRNA hairpin ±200 bp for the 38 NF90-associated miR-
NAs compared to all pri-miRNAs (Figure 2B). As ex-
pected, analysis of all pri-miRNAs did not show significant
read coverage for NF90 association. In contrast, NF90-
associated miRNAs showed highest read coverage over
the region having the strongest base pair probability and
therefore likely corresponding to the double stranded pri-
miRNA stem (Figure 2B). The region corresponding to
the terminal loop, which has a low base pair probability,
was not significantly bound by NF90. Interestingly, NF90
also appeared to bind to the pri-miRNA flanking region.
Browser shots showing NF90 association with pri-miR-7-
1, pri-miR-186 and pri-miR-1273c by eCLIP are shown in
Supplementary Figure S2A.
To validate NF90 association with pri-miRNAs iden-

tified by eCLIP analysis (Figure 2A), we performed
RNA EMSA using pri-miR-186, pri-miR-3173, pri-miR-
1273c and pri-miR-3189 as radiolabeled probes together
with recombinant NF90 (Supplementary Figure S2B), as
described previously for pri-miR-7-1 and pri-miR-3173
(14,19). RNA EMSA, performed in triplicate, confirmed
NF90 association with pri-miR-186, pri-miR-3173, pri-

miR-1273c and pri-miR-3189 (Figure 2C and Supplemen-
tary Figure S2C). Similarly, RNA EMSA confirmed that
NF90 was not highly associated with pri-miR-200a, as indi-
cated by eCLIP (Figure 2C). NF90 association with the pri-
miRNAs identified by eCLIP analysis was also validated for
several endogenous pri-miRNAs by performing RNA im-
munoprecipitation (RIP). RIP confirmed the association of
NF90 with region proximal to the endogenous pri-miRNA
(Figure 2D and Supplementary Figure S2D), while nega-
tive controls, pri-miR-200a and DALRD3, were not signifi-
cantly associated withNF90. In contrast, pri-miR-200awas
significantly bound by Drosha (Figure 2D and Supplemen-
tary Figure S2D). While not all NF90-bound pri-miRNAs
identified by eCLIP have been tested, RIP analysis con-
firmed the association with NF90 in vivo for at least several.
Previous studies have indicated that NF90 may act as a

competitor of Microprocessor for binding to pri-miRNAs
(13–15,19). We therefore analysed eCLIP data for DGCR8
and Drosha performed in HepG2 cells (24). Association of
DGCR8 was detected at 203 pri-miRNAs, while 147 pri-
miRNAswere positive forDrosha binding (Figure 3A).Not
surprisingly, there was a significant overlap between pri-
miRNAs that were bound by both subunits of Micropro-
cessor (Figure 3A). Indeed, 125 pri-miRNAs were associ-
ated with both factors, which represents approximately 60%
and 85% of pri-miRNAs positive for DGCR8 and Drosha,
respectively. Interestingly, only 10 pri-miRNAs bound by
NF90 overlapped with those bound by either DGCR8 or
Drosha, which represents approximately 24% overlap with
DGCR8 and 13% overlap with Drosha (Figure 3A). This
result indicates that NF90-associated pri-miRNAs are not
highly associated with Microprocessor. Analysis of eCLIP
reads showed association of DGCR8 with both apical and
stem regions of pri-miRNAs (Figure 3B), as expected (27).
We further analysed eCLIP read coverage over the pri-

miRNAs that were found to be associated with both NF90
and DGCR8. While the profile for DGCR8 was similar to
that for all DGCR8 positive pri-miRNAs (compare Figure
3C, top panel to Figure 3B), the profile for NF90 read cov-
erage was somewhat different to that for all NF90-positive
pri-miRNAs (compare Figure 3C, lower panel, to Figure
2B). Interestingly, for pri-miRNAs that are bound by both
DGCR8 and NF90, the profiles appear to be complemen-
tary (Figure 3C, compare top and lower panels). Plot pro-
files ofDROSHAandDGCR8 eCLIP data suggest that pri-
miRNAs commonwithNF90 (shownwith red dots) are not
among the most enriched for Microprocessor binding (Fig-
ure 3D and Supplementary Figure S3).
To further explore the competition between NF90 and

theMicroprocessor for the binding of pri-miRNAs, we per-
formed RNA EMSA on pri-miR-3189 and pri-miR-1273c
using recombinant NF90 and the dsRNA-binding domains
of DGCR8 (Supplementary Figures S2B and S4A). Upon
addition of rNF90, a shift corresponding to the formation
of NF90-pri-miRNA complex and a reduction in the in-
tensity of the band corresponding to DGCR8-pri-miRNA
complex could be detected (Figure 4A). These results indi-
cate that NF90 competes with Microprocessor for binding
to certain pri-miRNAs, at least in vitro.Further analysis will
be required to determine whether this competition also oc-
curs in vivo.
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We next tested whether loss of NF90/NF45 or
Drosha/DGCR8 complexes could affect the binding
of the complexes to endogenous pri-miRNAs in vivo.
We performed RIP of NF90, Drosha or IgG control after
downregulation of eitherNF90/NF45 orDrosha/DGCR8.
Drosha association with the region surrounding the target
pri-miRNAs was significantly enhanced after downregula-
tion of NF90/NF45, while NF90 association was signifi-
cantly enhanced after downregulation of Drosha/DGCR8
only for pri-miR-1273c (Figure 4B and Supplementary
Figure S4B). This could be explained considering that
these miRNAs are already poorly bound by the Micropro-
cessor. To test this hypothesis, we analysed the association
of NF90 to two pri-miRNAs poorly bound by NF90,
pri-miR-200a and pri-miR-425. Notably, NF90 association
with these miRNAs was significantly increased after loss
of Drosha/DGCR8 complex (Supplementary Figure
S4C). On the other hand, downregulation of NF90/NF45
complex did not significantly affect the association of pri-

miR-200a and pri-miR-425 with Drosha (Supplementary
Figure S4C), possibly because these miRNAs are poorly
bound by NF90/NF45 under control conditions. Taken
together, these results suggest that target pri-miRNAs
may have binding preferences for either NF90/NF45 or
Microprocessor under wild-type conditions, but that the
relative abundance of these complexes can also influence
the observed binding to specific pri-miRNAs.

Pri-miRNAs that are bound and downregulated by NF90 are
highly stable

We next asked whether NF90 association with pri-miRNAs
might affect their cropping by Microprocessor. If so, loss
of NF90 would be predicted to increase the abundance
of the mature miRNA products, as observed previously
(14,15,19). MiRNA profiling revealed that of the 38 NF90-
associated pri-miRNAs, 22 showed an increase in mature
miRNA products, representing more than 57% of NF90-
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associated pri-miRNAs, while only two were decreased
(Supplementary Tables S6 and S7). Thus, we identified a
subset of 22 pri-miRNAs that are bound by NF90 and
whose abundance is increased following loss of NF90,
which we named ‘double-positive’ pri-miRNAs. Both pri-
miR-7-1 and pri-miR-3173 were identified within the dou-
ble positive subset. Thus, NF90 downregulates the expres-
sion of most of its target pri-miRNAs.
Gene ontology of validatedmRNA targets of double pos-

itive miRNAs revealed an implication particularly in cancer
and infection by viruses, such as Epstein Barr Virus (EBV),
hepatitis B virus (HBV), and human T lymphoma virus
type 1 (HTLV1), as well as viral carcinogenesis (Supplemen-
tary Figure S5). This result is interesting given that NF90
translocates from the nucleus to the cytoplasm following vi-
ral infection of cells (28). Thus, viral infection could result
in the coordinated processing of the NF90-modulated sub-
set of pri-miRNAs, whose target mRNAs are implicated in
viral replication. Interestingly, severalmiRNAs upregulated
following loss of NF90 in this study have been shown to tar-
get RNAs expressed by influenza A virus subtypes. For in-
stance, miR-3682 is involved in viral replication by targeting
the NS gene of pH1N1 and H3N2 subtypes (29). Similarly,
miR-4753 andmiR-3145, which target PS and PB1 genes of
H5N1 andH3N2 subtypes, are overexpressed in response to
viral infection and inhibit viral transcription and replication
(30).
We wondered whether pri-miRNAs that are associated

with NF90 and downregulated upon its loss might share a
common characteristic that would make them targets for
NF90 binding. A MEME search did not reveal a simple
binding motif common to the 22 pri-miRNA sequences.
Compared to all human pri-miRNAs, the subset of 22
double-positive pri-miRNAs did not show any significant
difference in their overall length (mean = 82.5 nt compared
to 81.88 nt) or in the size of the terminal loop (mean= 7.87
nt compared to 7.92 nt) (Figure 5A). In contrast, however,
theminimal stretch containing amismatch≤1 nt was signif-
icantly longer for double-positive pri-miRNAs compared to
all pri-miRNAs, with amean of 27.68 nt for double-positive
pri-miRNAs compared to 21.11 nt for all pri-miRNAs (Fig-
ure 5A). This analysis suggests that double-positive pri-
miRNAs might be more stable, having a longer duplex and
less bulges compared to all human pri-miRNAs. To fur-
ther investigate this possibility, we compared the free energy
of the 22 double-positive pri-miRNAs compared to all pri-
miRNAs. The 22 double-positive pri-miRNAs had a lower
free energy (mean = −42.26) compared to all pri-miRNAs
(mean = −38.19), as shown in Figure 5B. Taken together,
these data suggest that double positive pri-miRNAs are
more stable and have less mismatches than all pri-miRNAs.
Predicted folding of double-positive pri-miRNA sequences
also revealed highly stable structures with very few bulges,
compared to pri-miR-200a, which is not highly associated
with NF90 (Supplementary Figure S6A).
To test the idea that NF90 can bind to pri-miRNAs that

have a stable structure with few bulges, we designed mu-
tations within NF90-binding pri-miRNAs predicted to re-
duce stability and form bulge-like regions that might dis-
rupt NF90 association. For each of the NF90-associated
pri-miRNAs tested, we designed twomutant structures that

A

B

Feature

(nt)

All pri-

miRNAs

Double positive 

pri-miRNAs

Length 81.88 82.5

Terminal loop size 7.92 7.87

Longest duplex 21.11 27.68

D
e
n
s
it
y

Free energy (kcal/mol)

P=0.03

Figure 5. NF90 associates with a subset of highly stable pri-miRNAs. (A)
Structural characteristics of all human pri-miRNAs andNF90 double pos-
itive pri-miRNAs. (B) Graph showing the free energy of all pri-miRNAs
(grey) and NF90 double positive pri-miRNAs (red).

would be less stable than wild-type structures. (Figure 6A).
WT and mutated pri-miRNAs were tested for NF90 associ-
ation by RNA EMSA. As shown in Figure 6B and Supple-
mentary Figure S6B, mutation of pri-miR-3173 or pri-miR-
186 to less stable structures diminished NF90 binding. On
the other hand, mutation of pri-miR-200a to a more sta-
ble structure enhanced NF90 binding. These data suggest
that NF90 shows a preference for association with stable
pri-miRNA hairpin structures having few bulge regions.
We then wondered whether pri-miRNAs whose mature

products increased following loss of NF90, but were not
considered eCLIP-positive using the applied cut-offs, might
share the characteristics identified for double-positive pri-
miRNAs.We therefore calculated the longest duplex length,
allowing a mismatch of 1 nt, for the group of 181 upregu-
lated but eCLIP negative pri-miRNAs, and 124 downregu-
lated pri-miRNAs, as well as for those falling outside these
groups (other) (Figure 7A). Interestingly, pri-miRNAs up-
regulated after loss of NF90 and eCLIP negative have a
significantly longer duplex than all pri-miRNAs or other
pri-miRNAs. Indeed, the duplex length is similar to that
observed for the double positive group. In contrast, pri-
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Figure 6. Modification of pri-miRNA structure alters NF90 binding. (A) Representations of wt or mutant pri-miRNAs sequences, as indicated. (B) RNA
EMSA performed using recombinant NF90 and probed with radiolabelled pri-miRNAs as indicated. rNF90-pri-miRNA complexes are indicated on the
figure. Relative band intensities (normalized to signal for wt) are shown below.

miRNAs downregulated upon loss of NF90 have a shorter
duplex compared to all pri-miRNAs or other pri-miRNAs.
We then calculated the mean free energy for the upregu-
lated, eCLIP-negative group and the downregulated group
of pri-miRNAs (Figure 7B). Similarly, when compared to
all pri-miRNAs, the upregulated, eCLIP-negative group of
pri-miRNAs had a significantly lower free energy. Free en-
ergy of the downregulated group was similar to that of
all pri-miRNAs. In contrast, terminal loop size was com-
parable between the two groups; 7.86 nt (downregulated
group) compared with 8.64 nt (upregulated eCLIP-negative
group). Of note, total pri-miRNA length was higher for the
upregulated eCLIP-negative group (87.01 nt) compared to
the downregulated group (77.79 nt). These analyses sug-
gest that upregulated, eCLIP-negative pri-miRNAs share
some characteristics with double-positive pri-miRNAs. It is
feasible that some NF90-associated pri-miRNAs were not
detected by eCLIP analysis or did not pass the selection
criteria used to identify eCLIP-positive pri-miRNAs. To
test this idea, we selected two pri-miRNAs, pri-miR-4755
and pri-miR-4766, from the upregulated, eCLIP-negative
group whose structure corresponds to the defined criteria
for NF90 association, that is, having low free energy and
few mismatches (Supplementary Figure S7A). NF90 bind-
ing to the pri-miRNAs was tested by RNA EMSA (Figure
7C and Supplementary Figure S7B). Indeed, both pri-miR-

4755 and pri-miR-4766 were found to be significantly asso-
ciated with NF90.

NF90 modulates the expression of a subset of genes hosting
NF90-associated pri-miRNAs

Approximately 70% of human miRNAs are located in
an intron of a host gene. Out of 22 double-positive pri-
miRNAs, 20 are exclusively intronic. Two double-positive
pri-miRNAs are found in either the 3′ UTR or an intron
depending on transcript usage (Supplementary Table S6).
To determine whether loss of NF90 also affected the ex-

pression or splicing efficiency of the host genes, we per-
formed RNA-seq in HepG2 cells transfected with con-
trol siRNA or siRNA targeting NF90. Loss of NF90 sig-
nificantly diminished expression of three genes containing
NF90-associated pri-miRNA; growth differentiation fac-
tor 15 (GDF15) hosting pri-miR-3189, 1-acylglycerol-3-
phosphateO-acyltransferase 5 (AGPAT5) hosting pri-miR-
4659a and zinc finger RAN-binding domain containing
two (ZRANB2) hosting pri-miR-186 (Figure 8A). Fur-
thermore, the splicing efficiency of introns containing pri-
miRNAs downregulated by loss of NF90 was determined
by RT-PCR for several targets (Figure 8B). Splicing ef-
ficiency was diminished for three pre-mRNAs containing
NF90-associated pri-miRNAs: T-cell lymphoma invasion

D
o

w
n

lo
a

d
e

d
 fro

m
 h

ttp
s
://a

c
a

d
e

m
ic

.o
u

p
.c

o
m

/n
a

r/a
rtic

le
-a

b
s
tra

c
t/4

8
/1

2
/6

8
7

4
/5

8
4

0
5

7
6

 b
y
 U

P
R

 1
1

4
2

 - IG
H

/ B
ib

lio
th

è
q

u
e

 IF
R

3
 u

s
e

r o
n

 1
6

 J
u

ly
 2

0
2

0



6884 Nucleic Acids Research, 2020, Vol. 48, No. 12

Figure 7. Pri-miRNAs whose mature products are upregulated following loss of NF90 share a similar structure. (A) Box plot representation of the longest
duplex length of pri-miRNAs sorted into the indicated categories (*P< 0.05, ***P< 0.001,NS, not significant,Wilcoxon test). (B)Graphical representation
of the free energy of pri-miRNAs whose mature products are downregulated or upregulated as indicated following loss of NF90 (red) compared to all
pri-miRNAs (gray). (C) RNA EMSA performed using recombinant NF90 and probed with radiolabelled pri-miRNAs as indicated. rNF90-pri-miRNA
complexes are indicated on the figure. Relative band intensities (normalized to pri-miR200a) are shown below.
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cells transfected with siRNAs targeting NF90 (NF90, NF90#2) or non-targeting controls (Scr, Scr#2) as indicated were analyzed by modified 5′ RLM-
RACE. Forward and reverse primers used, and the predicted sizes of the PCR products are indicated.
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and metastasis 2 (TIAM2), hosting pri-miR-1273c, Zinc
Finger RNA binding protein (ZFR), hosting pri-miR-579,
and DICER1, hosting pri-miR-3173 (Figure 8B). Interest-
ingly, the splicing defect was detected for the intron contain-
ing the pri-miRNA but not for another intron within the
same transcript (Figure 8B). In contrast, no significant ef-
fect was observed for NDUFS8, which hosts pri-miR-7113
and pri-miR-4691 that are not bound by NF90 and whose
abundance are not affected by NF90 (Figure 8B).
The expression of these genes was analysed by western

blot of extracts obtained fromHepG2 cells transfected with
control (Scr and Scr#2) and NF90-targeting (NF90 and
NF90#2) siRNAs. All genes tested showed diminished ex-
pression upon loss of NF90, except NDUFS8 that showed
no significant difference in expression (Figure 8C). Thus,
NF90 modulates the expression of certain pri-miRNA host
genes, including TIAM2, a known oncogene andmetastasis
factor in HCC (31,32).
Finally, to determine whether loss of gene expression

correlated with increased pri-miRNA cropping following
knock down of NF90, we performed modified RLM-
5′ RACE as described previously (19), using extracts of
cells transfected with control (Scr and Scr#2) and NF90-
targeting (NF90 and NF90#2) siRNAs. Indeed, RLM
RACE analysis showed enhanced cleavage of the intronic
region of ZRANB2 hosting pri-miR-186 and GDF15 host-
ing pri-miR-3189 in extracts of NF90 knock down cells
compared to controls (Figure 8D). This analysis indicates
that loss of NF90 enhances transcript cleavage in the vicin-
ity of the hosted pri-miRNA.

DISCUSSION

We and others have previously shown that NF90 can inhibit
the processing of certain miRNA precursors (14,15,19).
However, it was unclear how widespread the impact of
NF90 might be on human miRNA biogenesis. Here, we
have used genome-wide approaches to address the effect
of NF90 on the miRNA pool in HepG2 HCC cells. Our
data indicate that NF90 modulates the processing of a spe-
cific subset of miRNA precursors. NF90 is associated with
at least 38 human pri-miRNAs, as indicated by analysis
of eCLIP data obtained by Nussbacher and Yeo (24). Of
these, 22 showed increased abundance of mature miRNA
products following knock-down of NF90. Thus, associa-
tion of NF90 with a pri-miRNA is likely to influence its
fate. Most NF90-associated pri-miRNAs did not overlap
with those bound by either DGCR8 or Drosha. More-
over, results obtained by RNA-EMSA support the idea
that NF90 and Microprocessor may compete for the bind-
ing of the subset of pri-miRNAs, at least in vitro. Further
analysis will be required to determine whether the com-
petition also occurs in vivo. Of note, RIP analysis showed
that loss of NF90/NF45 complex led to increased bind-
ing of Drosha at pri-miRNAs that were highly bound by
NF90 in control conditions. Conversely, loss of Micropro-
cessor increased binding by NF90 to pri-miRNAs that were
not highly bound by NF90 in wild-type cells. Interestingly,
for those pri-miRNAs that were bound by both NF90 and
DGCR8, the binding profiles of the two factors were largely

complementary. Furthermore, while the binding profile of
DGCR8 was not noticeably different for this group com-
pared to all pri-miRNAs bound by DGCR8, the binding
profile of NF90 differed somewhat for this group compared
to all pri-miRNAs bound by NF90. This could suggest that
NF90 and DGCR8 might bind simultaneously to the pri-
miRNA, and that the binding of DGCR8 may alter the
binding mode of NF90 for such pri-miRNAs.
Since NF90 is a highly abundant and ubiquitously ex-

pressed protein, it might be expected that NF90-associated
pri-miRNAs would be poorly processed in most cells. In-
deed, the mature miRNA products of NF90 bound pri-
miRNAs are very poorly expressed, or not expressed at all
in control cells. They become readily detectable only upon
loss of NF90. An exception is pri-miR-7-1, although inter-
estingly, this miRNA shows tissue specific expression, being
highly expressed only in brain and pancreas (33).
Our data suggests that pri-miRNAs upregulated after

loss of NF90 share a common structure that might facili-
tate NF90 association with the stem region. This finding is
consistent with a previous report showing structure-based
recognition of adenovirus-expressed VA1 RNA by NF90
(34). Extensive mutational analysis of VA1 association with
NF90 showed no specificity for nucleotide sequence but
rather the requirement for a minihelix structure within the
stem region. The pri-miRNAs identified in this study also
exhibit a minihelix-like structure that appears to be nec-
essary for NF90 binding. Indeed, RNA EMSA showed
that NF90 association with pri-miR-3173 and pri-miR-186
could be diminished by introducing destabilizingmutations,
while NF90 association could be acquired by increasing the
stability of the stem region, as for pri-miR-200a.
Interestingly, our data predict that the subset of NF90-

associated pri-miRNAs may extend beyond those detected
by eCLIP analysis. Using the characteristics determined
from the eCLIP-positive, upregulated pri-miRNA group,
that is duplex length and free energy, we found that pri-
miRNAs whose mature products were upregulated follow-
ing loss of NF90 but were not positive by eCLIP analy-
sis shared the same characteristics as the double positive
group. The length of the duplex region and the free energy
of the structure was comparable to that of double positive
pri-miRNAs. RNA EMSA confirmed the predicted associ-
ationwithNF90 for two of these pri-miRNAs. Interestingly,
both groups were significantly different to all pri-miRNAs
or those that are unaffected by NF90 (other). Thus, it ap-
pears that the high specificity of eCLIP revealed a subset of
pri-miRNAs that share a common structure. When this in-
formationwas used to interrogate the group of pri-miRNAs
who share the same biological response to loss of NF90,
that is, upregulation of their mature products, we observed
that both groups share the same characteristics. We pre-
dict that a certain number of the upregulated group likely
do bind to NF90 but may escape detection by eCLIP. For
example, as noted above, many of the pri-miRNAs are ex-
pressed at extremely low levels in control cells, which could
make their association with NF90 difficult to detect.
Interestingly, pri-miR-7-1 processing has been shown to

be influenced by another RBP, HuR, which recruits MSI2
to the terminal loop. Binding of HuR/MSI2 was found to
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stabilize the stem region and led to diminished processing
bymicroprocessor (35). It would be interesting to determine
whether binding of HuR/MSI2 to pri-miR-7-1 might facili-
tate NF90 binding to the stem region, and compete withmi-
croprocessor. Similarly, it would be interesting to determine
whether HuR/MSI2 can bind the terminal loop of other
NF90-modulated pri-miRNAs in addition to pri-miR-7-1.
NF90 may cooperate with other RBPs, such as HuR/MSI2
to control the processing of a subset of pri-miRNAs.
Another feature that the subset of NF90-modulated pri-

miRNAs share is their restriction to human or primate lin-
eages. Again, pri-miR-7-1 is an exception, being highly con-
served throughout evolution. Thus, given that the subset of
NF90-modulated pri-miRNAs are young and almost per-
fect hairpins, it is tempting to speculate that this group may
have originated through recent insertion of repeat elements
in the genome.
Interestingly, GO analysis of validated mRNA targets of

the mature miRNAs showed significant enrichment for in-
fection by viruses such as Epstein Barr Virus (EBV), hep-
atitis B virus (HBV) and human T lymphoma virus type 1
(HTLV1) and in viral carcinogenesis. Indeed, viral infection
of cells induces translocation of NF90 from the nucleus to
the cytoplasm (28). Thus, it is conceivable that pathological
conditions such as viral infection could result in the coor-
dinated processing of the NF90-modulated subset of pri-
miRNAs, which target mRNAs important for viral replica-
tion.
Finally, transcriptomic analysis showed that association

of NF90 with pri-miRNAs may diminish the expression of
certain host genes, as described previously (19). Among the
pri-miRNA-hosting transcripts that are downregulated af-
ter loss of NF90, two are noteworthy. The expression of
TIAM2, hosting pri-miR-1273C, is down-regulated upon
loss of NF90. TIAM2 is a known oncogene and metastasis
factor in HCC (31,32). Levels of NF90 are elevated in HCC
(14,20) and it would be interesting to determine whether
NF90-dependent modulation of TIAM2 might contribute
to pathogenesis. Loss of NF90 also diminished expres-
sion of growth differentiation factor 15 (GDF15), hosting
pri-miR-3189. GDF15 is expressed and secreted by a lim-
ited number of tissues, including liver. When complexed
with its receptor, GFRAL, in brain and CNS, GDF15 su-
presses appetite (see (36) for review). Cancer patients ex-
press high circulating levels of GDF15, which contributes
to anorexia/cachexia. On the other hand, enhancement of
GDF15 expression is a promising therapeutic strategy in the
treatment of obesity. It would be interesting to determine
whether high levels of NF90 in HCC may have a role in
promoting expression of GDF15 from liver cells in cancer
patients.
In summary, we have identified a subset of human pri-

miRNAs that are bound by NF90. Analysis indicates that
this subset shares a similar structure that appears to be fa-
vorable for NF90 binding. These data extend our knowl-
edge of how processing of pri-miRNAs can be modulated
by RBPs. This may be beneficial for understanding pertur-
bations of miRNA levels in pathological conditions and
could also open up novel treatment strategies using nanoth-
erapeutics.
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Figure S1. NF90 Modulates the Expression Level of miRNAs in HEK-293T

cells. (A) Extracts of HEK-293T cells transfected with siRNA targeting

NF90 or a non-targeting control (Scr) were analyzed by Western blot using

the indicated antibodies. (B) Samples described in A were analyzed by

small RNA-seq. Results are shown as log2 fold change versus –log10 p-

value. (C) Table summarizing the number of mature miRNAs and pri-

miRNAs modulated in HEK-293T cells upon loss of NF90, according to

small-RNA seq. (D) Venn diagram representing the number of miRNAs

upregulated following knock-down of NF90 in HepG2 versus HEK-293T

cells.
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Figure S2. (A) Browser shots of NF90 eCLIP read coverage over the pri-miRNAs indicated on the

figure. Blue lines represent host gene showing localization of the pri-miRNA. eCLIP reads are shown in

grey and locations of eCLIP peaks are shown as dark grey bars. The arrows indicate the strand from

which the reads originated. (B) Recombinant NF90 used in RNA EMSA was analyzed by SDS-PAGE

and Comassie brilliant blue staining. (C) RNA EMSA shown in Figure 2C performed using recombinant

NF90 and probed with radiolabeled pri-miRNAs was carried out in three independent experiments. The

graph shows the mean ± SD of the relative band intensity normalized to pri-miR-200a signal (*P < 0.05

**P < 0.005, independent Student’s t test).

(D) HepG2 cells transfected with siRNA targeting NF90 or a non-targeting control (Scr) were subjected

to RIP using anti-NF90, anti-Drosha or a control antibody. Immunoprecipitates were analyzed by RT-

qPCR. ND indicates ‘Not Detected’. Data represent mean ± SEM obtained from 3 independent

experiments (*P < 0.05, **P < 0.01, independent Student’s t test).



Figure S3. DotPlot of Drosha-associated pri-miRNAs,

determined by eCLIP analysis. Red dots indicate the position of

pri-miRNAs that are also positive for association with NF90.
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Figure S4. (A) Recombinant DGCR8 dsRBDs used in RNA EMSA was analyzed by

SDS-PAGE and Comassie brilliant blue staining. (B) Extracts of HepG2 cells transfected

with siRNAs targeting NF90 and NF45, Drosha and DGCR8 or a non-targeting control

(Scr) were analyzed by Western blot using the indicated antibodies (left panel). The same

extracts were used of RIP using antibodies anti-NF90, anti-Drosha or control IgG, as

indicated (right panel). (C) HepG2 cells transfected with siRNA targeting NF90 and NF45

or Drosha and DGCR8 or a non-targeting control (Scr), as indicated, were subjected to

RIP using anti-NF90, anti-Drosha or a control IgG antibody. Immunoprecipitates were

analyzed by RT-qPCR. NS indicates ‘Not Significant’. Data represent Fold mock (IgG)

relative to the control sample (siScr), which was attributed a value of 1, obtained from 3

independent experiments (*P < 0.05, ***P < 0.001, independent Student’s t test).
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Figure S5. NF90 double positive pri-miRNAs target genes involved in viral infection and

cancer. Gene ontology of validated targets of NF90-bound and upregulated miRNAs.



Figure S6. (A) NF90-associated pri-miRNAs are highly stable. Predicted folding of pri-

miRNAs that are significantly associated or not with NF90 as indicated. RNA structures

were predicted using FORNA. (B) RNA EMSA shown in Figure 5B performed using

recombinant NF90 and probed with radiolabeled WT or mutant pri-miRNAs was carried

out in three independent experiments. The graph shows the mean ± SD of the relative

band intensity normalized to the WT signal (*P < 0.05 **P < 0.005, independent Student’s

t test).
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Figure S7. (A) NF90-modulated pri-miRNAs are highly stable.

Predicted folding of examples of pri-miRNAs whose mature products

are upregulated following loss of NF90. RNA structures were

predicted using FORNA. (B) RNA EMSA shown in Figure 6C

performed using recombinant NF90 and probed with radiolabeled pri-

miR-200a, pri-miR-4755 and pri-miR-4766 was carried out in three

independent experiments. The graph shows the mean ± SD of the

relative band intensity normalized to pri-miR-200a (*P < 0.05, **P <

0.05, independent Student’s t test).
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Supplementary Table S2. Primary antibodies used in this study.

Antibody Reference Supplier

NF90 A303-651A Bethyl Laboratories

GDF-15 sc-377195 SCBT

ZRANB2 sc-514200 SCBT

TIAM2 sc-514090 SCBT

NDUFS8 sc-515527 SCBT

TUBULIN DM1A clone, T6199 Sigma-Aldrich

TBP sc-421 SCBT

Drosha (IP) Ab-12286 Abcam

Drosha (WB) sc-33778 SCBT

DGCR8 Ab-82876 Abcam

Rabbit IgG p120-101 Bethyl Laboratories

DICER1 sc-136981 SCBT

ZFR A14281 ABClonal

NF45 A303-147A Bethyl Laboratories

siRNA Sequence (5’ to 3’)

Scr gcgcgcuuuguaggauucg(dTdT) 

Scr#2 ucugcaagguuaggcgucu(dTdT)

NF90 ccaaggaacucuaucacaa(dTdT) 

NF90#2 gaguugaaguauugauaac(dTdT)

Drosha cgaguaggcuucgugacuu(dTdT)

DGCR8 caucggacaagagugugau(dTdT)

NF45 guggugauacucaagauucugccaa(dTdT)

Supplementary Table S1. Double stranded siRNAs used in this study.



Supplementary Table S3. Primers used in this study.

Primer Forward (5’ to 3’) Reverse (5’ to 3’)

Spiced GAPDH cac atc gct cag aca cca t gag gtc aat gaa ggg gtc at

U6 ctc gct tcg gca gca cat ata c gga acg ctt cac gaa ttt gcg tg

pri-miR-1273C (EMSA) ctt ggg aag ctg agg tag gc act tgg tac tga ggc gga gg

pri-miR-186 (EMSA) aca gaa cac cca tca tat tc gtt gac att cac atg ctt c 

pri-miR-200a (EMSA) ctg gct gct cac cgc tcc gat gtg cct cgg tgg tgt cc 

pri-miR-3173 (EMSA) cat tgg agg tct agg gct ta gtt ctt cct cgg cac aag

pri-miR-3189 (EMSA) agc agc ccc cat atc taa tc ctg gca tcc ctg tac ctc

pri-miR-4755 (EMSA) aga gat gag gaa ggt tat ggc t tgg ccc aaa cct cat aga c 

pri-miR-4766 (EMSA) ccc ttc tac ctt tct gaa gct c cac aca ggt ggc act caa c 

5’RLM-RACE pri-miR-186

(outer)

gct gat ggc gat gaa tga aca ctg

(adapter)

aaa cca ggt ata tgg cac agc aac

5’RLM-RACE pri-miR-186

(inner)

cgc gga tcc gaa cac tgc gtt tgc tgg ctt

tga tg (adapter)

tgt tga cat tca cat gct tca ggt

5’RLM-RACE pri-miR-3189

(outer)

gct gat ggc gat gaa tga aca ctg

(adapter)

acc aca ccc cca ttg ttt ctct

5’RLM-RACE pri-miR-3189

(inner)

cgc gga tcc gaa cac tgc gtt tgc tgg ctt

tga tg (adapter)

acc aca ccc cca ttg ttt ctct

ZRANB2 e3-i3 (RIP) gag ccg agg cct att tag tg aag gtt acc ctg gct tgt ca

ZRANB2 pri-miR-186 (RIP) cct gaa gca tgt gaa tgt caa cca ggt ata tgg cac agc aa

DICER i22-e23 (RIP) ggc cat gat ttt aaa gtt gc tcc tcc tcc tcg taa tcc tc

DICER pri-miR-3173 (RIP) aac aga acc tgg aca ctg ag aga cac caa cct cac tca ag

TIAM2 i12-e13 (RIP) ggt ttg agt ttg cag cct tc aga aaa cag ggc ctc cat ct

TIAM2 pri-miR-1273c (RIP) ctg aaa tgc tgt ccc cat ct tgc cca gtc tct tct cgt tt

GDF-15 i2-e3 (RIP) ctc cca aag tgc tgg gat ta aga gat acg cag gtg cag gt

GDF-15 pri-miR-3189 (RIP) acg cta cga gga cct gct aa tta gat atg ggg gct gct tg

MTUS1 e13-i13 (RIP) aga aag cct gaa agc tgt gtt aat gca ggg ctc aat ttc ac 

MTUS1 pri-miR-548v (RIP) tct cag cgt ggc tac tag gaa tgt acg gct aca gca tct gg

ZFR e4-i4 (RIP) tca gcc ttc tgt tgc tga aa ggg ctg aaa gtc cag aaa tg

ZFR pri-miR579 (RIP) ttt tgt gtc tgg cat cgt tc gga aac aag ttg cat gtc ca

DALRD3 e6-i6 (RIP) atc tgt ggc cct gtg aaa gt gta tgc cgg aac ctg tgt tt

DALRD3 pri-miR-425 (RIP) agg gct gca atg gta gtg ac aag gtg cat gac ctg gag ac 

NDUFS8 miRNA unspliced ctt agc cgg agt cca gga g aag ccg cag tag atg cac tt

NDUFS8 miRNA spliced cca cca tca act acc cgt tc aag ccg cag tag atg cac tt

NDUFS8 unspliced caa tgg cag cgt cct aca gt caa cgg gga cac cac act 

NDUFS8 spliced atg gca gcg tcc tac agt g agc agc ata ggc gtg gtg

TIAM2 miRNA unspliced aac caa ggt ttt gcg tga ag acc cag gta gct gaa gac ga

TIAM2 miRNA spliced gct cag cca cca cct ata cc acc cag gta gct gaa gac ga

TIAM2 unspliced gga tgc ttt gga tag ccg ta cga atg tgt gga ttc act tc

TIAM2 spliced atc agt gac tgg acg gga ag tcg cat gtg tgg att cac tt

ZFR miRNA unspliced gat gca agt tct tgg gct gt cct gga gga cca tga gga ta 

ZFR miRNA spliced gga gta ctg gcg aag acg ag cct gga gga cca tga gga ta

ZFR unspliced tcc ttc cac ttg tct cat agc a ttt cag caa cag aag gct ga

ZFR spliced tta tgg agg cta ccc cac tg cag cag ttg ctg ttg gtt gt

DICER1 miRNA unspliced gga aga gtt tga atg gct ca ggg ctt ttc att cat cca gtg

DICER1 miRNA spliced gtc cga tgg ttc tcg aag gtt cta gca cag ctt act g

DICER1 unspliced aat tgc att ctc act act gca gtc cac aat cca cca caa tc

DICER1 spliced att gtc cat cat gtc ctc gc gtc cac aat cca cca caa tc



Supplementary Table S4. Wild-type and mutant pri-miRNAs sequences used for RNA EMSA.

The pri-miRNA sequence is shown in red and flanking sequence is shown in black.

pri-miR-200a pri-miR-3173 pri-miR-186

Wild-

type

ctggctgctcaccgctccggttcttccctgggct

tccacagcagcccctgcctgcctggcgggac

cccacgtccctcccgggcccctgtgagcatct

taccggacagtgctggatttcccagcttgactc

taacactgtctggtaacgatgttcaaaggtga

cccgccgctcgccggggacaccaccgagg

cacatc

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgccctgcctgttttctcctttgtgatt

ttatgagaacaaaggaggaaataggca

ggccagggaaacgatctctctccctctctt

gtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtaactttccaaagaattctccttttgggctttctg

gttttattttaagcccaaaggtgaattttttgggaagttt

gagctaaattccttcaaccaaaatatacaagtgaag

aaaaaaaatttgtatttaaacatttgcacatttacttct

acctgaagcatgtgaatgtcaac

Mutant 

#1

ctggctgctcaccgctccggttcttccctgggct

tccacagcagcccctgcctgcctggcgggac

cccacgtccctcccgggcccctgtgagcatct

taccggacagtgctggatttcccagcctgtctg

gtaacgatgttcaaaggtgacccgccgctcg

ccggggacaccaccgaggcacatc

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgcgacgcctgcctgttttctccttt

gtgattttatgagaacaaaggaggaaag

cgctaggcaggccagggaaacgatctc

tctccctctcttgtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtaactttccaactaaagaattctccttttgggct

ttctggttttattttaagcccacctctaaggtgaattttttg

ggaagtttgagctaaattccttcaaccaaaatataca

agtgaagaaaaaaaatttgtatttaaacatttgcaca

tttacttctacctgaagcatgtgaatgtcaac

Mutant 

#2

cattggaggtctagggcttattttccagat

agaattgagtctttgttggtcttgggccag

cttccctgcaagtcctgttttctcctttgtgatt

ttatgagaacaaaggagaccctaggca

ggccagggaaacgatctctctccctctctt

gtgccgaggaagaact

acagaacacccatcatattcttcccaaacattttttcat

tgcttgtccagttccaaagaattctccttttgggctttct

ggttttattttaagcccaaaggtgaaccacgtgggaa

gtttgagctaaattccttcaaccaaaatatacaagtg

aagaaaaaaaatttgtatttaaacatttgcacatttac

ttctacctgaagcatgtgaatgtcaac

Supplementary Table S5. NF90-associated pri-miRNAs, as determined by eCLIP analysis.

hsa-mir-1273c hsa-mir-4485 hsa-mir-548d-1

hsa-mir-1290 hsa-mir-4635 hsa-mir-548u

hsa-mir-15b hsa-mir-4659a hsa-mir-548v

hsa-mir-186 hsa-mir-4687 hsa-mir-5581

hsa-mir-1914 hsa-mir-4712 hsa-mir-570

hsa-mir-3140 hsa-mir-4714 hsa-mir-578

hsa-mir-3145 hsa-mir-4730 hsa-mir-579

hsa-mir-3173 hsa-mir-4762 hsa-mir-606

hsa-mir-3189 hsa-mir-4775 hsa-mir-624

hsa-mir-3646 hsa-mir-4779 hsa-mir-6751

hsa-mir-3648-1 hsa-mir-4782 hsa-mir-6839

hsa-mir-3680-1 hsa-mir-548aq hsa-mir-7-1

hsa-mir-3939 hsa-mir-548ar



Supplementary Table S6. ‘Double positive’ miRNAs whose abundance

increased following loss of NF90 and that were positive for NF90 association by

eCLIP, and their host gene.

Supplementary Table S7. MiRNAs downregulated in abundance

following loss of NF90 and that are associated with NF90 by eCLIP.

miRNA Small RNA-seq Host Gene

Fold Change (log2) p value (-Log10)

hsa-mir-1273c 3.55 33.94 TIAM2

hsa-mir-186 1.01 4.55 ZRANB2

hsa-mir-3140 3.77 37.16 FBXW7

hsa-mir-3145 2.56 9.78 NHSL1

hsa-mir-3173 3.03 25.36 DICER1

hsa-mir-3189 2.16 19.36 GDF15

hsa-mir-3646 3.76 4.88 HNF4A

hsa-mir-3939 1.27 7.59 RP1-167A14.2

hsa-mir-4659a 2.21 10.93 AGPAT5

hsa-mir-4714 3.36 23.31 IGF1R

hsa-mir-4762 2.14 5.66 ATXN10

hsa-mir-4775 1.37 3.72 CCNYL1

hsa-mir-4779 4.03 10.9 IMMT

hsa-mir-4782 3.94 3.87 SLC35F5

hsa-mir-548ar 3.24 6.79 CDC16

hsa-mir-548u 2.24 2.38 PRIM2

hsa-mir-548v 2.01 7.81 MTUS1

hsa-mir-5581 2.69 19.23 MEAF6

hsa-mir-578 2.17 3.18 CPE

hsa-mir-579 4 73.29 ZFR

hsa-mir-624 2.68 25.49 STRN3

hsa-mir-7-1 0.99 5.76 HNRNPK

miRNA Fold Change (log2) p value (-Log10) Host Gene

hsa-mir-1914 -0.86 2.88 UCKL1

hsa-mir-6751 -1.52 3.73 SYVN1
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M O L E C U L A R  B I O L O G Y

Chromatin-associated MRN complex protects highly 
transcribing genes from genomic instability

Kader Salifou1†, Callum Burnard1,2†, Poornima Basavarajaiah1†, Giuseppa Grasso1, 

Marion Helsmoortel1, Victor Mac1, David Depierre2, Céline Franckhauser1, Emmanuelle Beyne1, 

Xavier Contreras1, Jérôme Dejardin3, Sylvie Rouquier1, Olivier Cuvier2, Rosemary Kiernan1*

MRN-MDC1 plays a central role in the DNA damage response (DDR) and repair. Using proteomics of isolated chro-
matin fragments, we identified DDR factors, such as MDC1, among those highly associating with a genomic locus 
upon transcriptional activation. Purification of MDC1 in the absence of exogenous DNA damage revealed interac-
tions with factors involved in gene expression and RNA processing, in addition to DDR factors. ChIP-seq showed 
that MRN subunits, MRE11 and NBS1, colocalized throughout the genome, notably at TSSs and bodies of actively 
transcribing genes, which was dependent on the RNAPII transcriptional complex rather than transcription per se. 
Depletion of MRN increased RNAPII abundance at MRE11/NBS1-bound genes. Prolonged MRE11 or NBS1 deple-
tion induced single-nucleotide polymorphisms across actively transcribing MRN target genes. These data suggest 
that association of MRN with the transcriptional machinery constitutively scans active genes for transcription- 
induced DNA damage to preserve the integrity of the coding genome.

INTRODUCTION

Execution of the appropriate transcriptional program is fundamen-
tal during growth, development, and response to environmental 
stimuli. Although an essential DNA-dependent process, transcrip-
tion comes at a cost. It can induce double-strand breaks (DSBs) that 
are a deleterious form of DNA damage and can compromise the 
genome if erroneously repaired. DSBs are predominantly repaired 
by two canonical pathways: nonhomologous end joining (NHEJ) or 
homologous recombination (HR). HR involves extensive DNA end 
resection and uses an intact copy of the damaged locus to produce 
error-free repair. NHEJ ligates broken DSB ends with no or limited 
processing and frequently results in genomic mutations. Both path-
ways compete to repair a DSB (1), and mechanisms underlying 
pathway choice are not entirely clear. The nuclease activities of 
MRE11, a subunit of the MRE11-Rad50-NBS1 complex (MRN), are 
a critical determinant of pathway choice (2). MRE11 endonuclease 
activity initiates resection, thereby licensing HR. The exonuclease 
activities of MRE11 and EXO1/BLM (exonuclease 1/BLM RecQ 
like helicase) bidirectionally resect toward and away from the 
DNA end, which commits to HR and disfavors NHEJ.

While the complexity of the DNA break is an important factor in 
DNA damage response (DDR) pathway choice, recent studies have 
also identified the local nuclear environment and epigenetic land-
scape as determinants of repair pathway usage, predisposing to ei-
ther NHEJ or HR pathways (3, 4). At actively transcribed regions, 
H3K36me3 is associated with a preference for DNA repair through 
the HR pathway (5–7). Nuclear organization has emerged as a key 
parameter in the formation of chromosomal translocations, imply-
ing that DSBs cluster into higher-order structures. Microscopy- 
based techniques and more recent chromosome conformation capture 
assays have shown that DSBs are mobile and form higher-order 

structures detected as clusters (8–11). Initially thought to be facto-
ries for DNA repair, recent data have suggested that clustering may 
protect DSBs from spurious pairing to suppress translocations. 
Thus, DSBs in actively transcribed chromatin are not repaired in G1 
but remain in clusters until HR can proceed in G2 (9). DSB cluster-
ing depends on several DNA repair factors including the MRN 
complex (8, 9, 11). Thus, a model emerges in which DSBs in active 
chromatin are sequestered in higher-order structures that permit 
the HR repair pathway to proceed under conditions that minimize 
the formation of deleterious translocations. However, the molecu-
lar mechanism by which HR is chosen as a predominant pathway 
for DSB repair in transcriptionally active regions remains unclear. 
Furthermore, most studies have been performed by inducing DNA 
damage using irradiation or chemicals or artificially cutting the ge-
nome. Mechanisms involved in endogenous transcription-associated 
DNA repair remain poorly understood.

To address the recruitment of DNA damage repair (DDR) fac-
tors at transcriptionally active regions, we used an unbiased pro-
teomic approach, proteomics of isolated chromatin fragments 
(PICh) (12), of the inducibly transcribed HIV-1 promoter. Upon 
transcriptional activation, DNA repair factors were among the most 
recruited interactants. In particular, mediator of DNA damage 
checkpoint (MDC1) that associates with the MRN complex was re-
cruited specifically following activation of transcription. Identifica-
tion of the interactome of endogenous MDC1 by tandem affinity 
purification followed by mass spectrometry similarly identified 
numerous factors implicated in transcription and cotranscriptional 
RNA processing. Coimmunoprecipitation analysis showed that 
MDC1 interacts with RNA polymerase II (RNAPII) and coactiva-
tors, such as P-TEFb. ChIP-seq (chromatin immunoprecipitation 
followed by high-throughput sequencing) analysis of MRN sub-
units, MRE11 and NBS1, revealed an association with genes, specif-
ically those that were transcriptionally active. MRE11 and NBS1 
demonstrated covariation with RNAPII upon heat shock–induced 
transcriptional activation. Blockade of transcriptional elongation 
altered the profile of NBS1 to mirror that of RNAPII, suggesting 
that MRN is recruited through its association with the transcriptional 

1CNRS-UMR 9002, Institute of Human Genetics (IGH)/University of Montpellier, 
Gene Regulation Lab, 34396, France. 2Center of Integrative Biology (CBI) CNRS/
Université de Toulouse (UMR 5077), 31000, France. 3CNRS-UMR 9002, IGH/Univer-
sity of Montpellier, Biology of Repeated Sequences Lab, 34396, France.
*Corresponding author. Email: rosemary.kiernan@igh.cnrs.fr
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machinery rather than the level of transcription per se. Following 
MRE11 or NBS1 depletion, the occurrence of single-nucleotide 
polymorphisms (SNPs) was highly correlated to the binding of 
MRE11, NBS1, or RNAPII. These data suggest that the MRN com-
plex, through its interaction with the transcription machinery, 
scans active genes for transcription-induced DNA damage.

RESULTS

DDR factors are associated with active transcription
We investigated the recruitment of DDR factors during transcrip-
tion using an unbiased proteomic method, PICh (12) of the HIV-1 
promoter region, which becomes highly transcribed upon addition 
of its cognate transactivator, Tat. PICh was performed using chro-
matin extracts of cells containing tandem integrated copies of the 
HIV-1 long terminal repeat (LTR) linked to MS2 binding sites (13), 
in the presence or absence of the transactivator protein, Tat (fig. S1, 
A and B). Mass spectrometry identified 438 proteins associated 
with the locus in the control condition and 622 proteins associated 
with the locus upon transactivation by Tat. Upon transcriptional 
activation, 58 proteins were highly gained [fold change (FC), >7], 
294 were moderately gained (FC, >2 and <7), 29 were moderately 
lost (FC, <−2 and >−7), and 3 were highly lost (FC, <−7) (Fig. 1A 
and table S1). Gene ontology revealed a number of pathways that 
were enriched in cells expressing Tat, compared to control untreat-
ed cells (fig. S1C). As expected, factors involved in gene expression 
were among the most highly gained. A number of factors involved 
in DNA repair were associated with HIV-1 chromatin specifically 
upon transactivation of transcription with Tat. Factors implicated 
in both the NHEJ and HR pathways were identified (table S1). 
However, NHEJ factors, such as DNA-dependent protein kinase 
(DNA-PK) and Ku70/80 are known to be implicated in transcrip-
tion (14, 15), including Tat-mediated transcription of the HIV-1 
LTR (16–18). Furthermore, DNA-PK has been shown to interact 
with HIV-1 Tat, while Ku70/80 has been shown to bind HIV-1 TAR 
RNA (16, 18, 19). Therefore, it is not clear whether recruitment of 
these factors following Tat transactivation was due to DNA damage 
or increased Tat recruitment and transcription. A key factor in the 
HR pathway, MDC1 was highly represented (Fig. 1A). To validate 
the interaction of DDR factors with actively transcribed HIV-1, we 
performed ChIP in cells containing an integrated HIV-1 LTR linked 
to a luciferase reporter, as described previously (20). Tat-induced 
activation of HIV-1 transcription increased recruitment of RNAPII 
as expected (fig. S1D). Similarly, association of MDC1, MRE11, and 
Ku80 were also significantly enhanced in the presence of Tat (fig. 
S1D), in agreement with the recruitment of these factors upon tran-
scriptional activation identified by PICh. We furthermore deter-
mined that gH2AX, a marker of double-stranded DNA breaks, was 
also increased following Tat transactivation (fig. S1E), suggesting 
that DDR factors may be recruited following DNA damage induced 
by Tat-mediated transcription.

These data indicated that DDR factors such as MDC1 and MRN 
may be closely linked with active transcription. To further explore 
this, we identified the interactome of MDC1 in the absence of exog-
enously induced DNA damage or Tat transactivation. Using CRISPR- 
Cas9 genome editing technique, a Flag-hemagglutinin (HA) tag was 
appended to the N terminus of endogenous MDC1 protein in hu-
man embryonic kidney (HEK) 293T cells. Tandem affinity purifi-
cation of Flag-HA MDC1 was performed, as described previously 

(Fig. 1B) (20–22). Gene ontology analysis of the interactants identi-
fied association of MDC1 with factors in the DNA damage repair 
pathway and the cell cycle, as expected (Fig. 1C). MDC1 interac-
tants were also implicated in gene expression pathways (Fig. 1C and 
table S2). Association of endogenous MDC1 with RNA processing 
factors, such as SNRNP200, PRP8, HNRNPM, EFTUD2, and SF3B1, 
was validated by coimmunoprecipitation analysis (Fig. 1D, left) in 
cells that do not express HIV-1 Tat. Interaction between MDC1 and 
RNAPII (total and C-terminal repeat domain phosphorylated forms), 
as well as subunits of P-TEFb, cyclin-dependent kinase 9 (CDK9), 
and cyclin T1, was also detected by coimmunoprecipitation analysis 
(Fig. 1D, right), confirming a previous report (23). Moreover, im-
munoprecipitates of cyclin T1 contained MDC1 and MRN subunits, 
MRE11 and NBS1 (fig. S1F). Furthermore, MDC1 was specifically 
associated with the small, active P-TEFb complex, as shown by glyc-
erol gradient analysis (fig. S1G). Together, these data show that the 
highly transcribing HIV-1 locus recruits DDR factors such as 
MDC1 and MRN and, conversely, that DDR factor MDC1 is physi-
cally associated with factors implicated in transcription and RNA 
processing, independently of the presence of HIV-1 Tat. These data 
reveal that the transcription and DDR pathways are intimately 
linked at the biochemical level through physical interactions.

MRN complex is associated with chromatin
Given its interaction with factors implicated in RNAPII transcrip-
tion, we next sought to determine the profile of chromatin-associated 
MDC1/MRN complex across the coding genome. Anti-MDC1 
antibodies proved unsuitable for ChIP-seq. We therefore performed 
ChIP-seq analysis of MRN subunits, NBS1 and MRE11, as well as 
RNAPII in cells in the absence of exogenous DNA damage. The av-
erage profile of signal for both MRE11 and NBS1 at active genes 
resembled that of RNAPII, although the amount of signal detected 
was lower (Fig. 2A). While the highest accumulation of MRE11 and 
NBS1 ChIP-seq reads occurred near the transcription start site 
(TSS), significant levels of binding were also detected in the gene 
body and downstream of the transcription end site (TES; Fig. 2A). 
The binding profile of MRE11 and NBS1 on representative genes, 
RBM17 and GNG12, is shown (Fig. 2B). Association of MDC1 with 
several genes, including RBM17 (RNA Binding Motif Protein 17) and 
GNG12 (G Protein Subunit Gamma 12), was also confirmed by ChIP– 
quantitative polymerase chain reaction (qPCR) (fig. S2A). More than 
50,000 peaks were detected throughout the genome for either MRE11 
or NBS1, and 110,000 peaks were detected for RNAPII. Although the 
highest signal for both MRE11 and NBS1 was found around TSSs 
(Fig. 2, A and B), the number of peaks overlapping TSSs represented 
2.19 and 1.44%, respectively (Fig. 2C). MRE11 and NBS1 were also 
detected on TESs/transcription termination sites (<2%) and enhancers 
(3.16 and 1.74%, respectively) (Fig. 2C). The majority of MRE11 and 
NBS1 peaks were found on gene bodies (approximately 52%), albeit 
the average size of genes (>26 kb) (24) could account for this result 
because of the higher chance of overlap with the gene body compared 
to TSSs/TESs. However, the signal associated with peaks in gene 
bodies was significantly lower than that detected at TSSs (Fig. 2, 
B and C). Furthermore, the distribution of ChIP-seq signal for MRE11 
and NBS1 along gene bodies was similar to that of RNAPII (fig. S2B). 
Note that peaks of MRE11 and NBS1 mapped approximately 20 base 
pairs (bp) upstream of RNAPII, on average (Fig. 2B and fig. S2C), 
which may be due to an artefact of cross-linking a large multisubunit 
complex during the ChIP experiment.
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A

B

D

C

Fig. 1. DNA repair factors are associated with active transcription. (A) Scatter plot representation of proteins differentially associated with an integrated HIV-1 

LTR-minigene upon HIV-1 promoter transactivation by Tat, from highly gained (FC, >7) to highly lost (FC, <7), as identified by PICh coupled to mass spectrometry. 

(B) SDS–polyacrylamide gel electrophoresis (SDS-PAGE) analysis followed by silver staining of eluates of tandem affinity purified nuclear extracts from HEK-293T express-

ing Flag-HA fused to endogenous MDC1 (FH-MDC1) or control cells (con), in the absence of HIV-1 Tat. (C) Gene Ontology analysis carried out submitting the interactants 

of FH-MDC1 identified by tandem affinity purification followed by mass spectrometry. GO terms having the highest significance are shown. FDR, false discovery rate. 

(D) Coimmunoprecipitation analysis of MDC1 performed using nuclear extracts of HEK-293T in the absence of HIV-1 Tat and the indicated antibodies. Normal immuno-

globulin G (IgG) was used as a negative control. Nuclear extracts (5%) and immunoprecipitates were separated by SDS-PAGE and immunoblotted using the antibodies 

indicated in the figure.

 o
n
 J

u
n
e
 9

, 2
0
2
1

h
ttp

://a
d
v
a
n
c
e
s
.s

c
ie

n
c
e
m

a
g
.o

rg
/

D
o
w

n
lo

a
d
e
d
 fro

m
 



Salifou et al., Sci. Adv. 2021; 7 : eabb2947     21 May 2021

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

4 of 14

A

B

C

D

F

E

Fig. 2. MRN complex is associated with chromatin. (A) Scaled average density profiles of MRE11, NBS1, and RNAPII ChIP-seq reads across genes, ± 5 kb. (B) Browser 

shots of RNAPII, MRE11, or NBS1 ChIP-seq signal over a set of representative genes, as indicated. A schematic representation of the gene is shown above. (C) Pie charts 

showing the genomic distribution of ChIP-seq peaks of MRE11, NBS1, and RNAPII, as indicated. (D and E) ChIP-seq heatmaps centered and rank-ordered on MRE11 (D) or 

NBS1 (E). ChIP-seq reads of NBS1 (D) or MRE11 (E) were plotted respecting the same ranking. (F) Box plots of MRE11 or NBS1 ChIP-seq reads at genes for which the TSS 

was highly bound by MRE11, NBS1, both, or neither, as indicated, compared to a random sample of genes (***P < 0.001, Wilcoxon test; n = 708, 479, 1631, 1631, and 708, 

respectively).
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Further genomic analysis of the localization of MRN on chroma-
tin was performed by ranking genes according to the binding of MRE11 
at TSSs (number of ChIP-seq reads per TSS, highest to lowest), as 
shown in Fig. 2D (left). Ranking genes by MRE11 reads also efficiently 
sorted the NBS1 signal (Fig. 2D). Similarly, gene ranking based on 
NBS1 read intensity at the TSS also efficiently ranked the MRE11 
signal (Fig.  2E), highlighting a good correlation in their loading 
onto genes. Next, genes were grouped on the basis of high TSS binding 
of either MRE11 or NBS1, both factors together, or neither factor. 
As expected, genes highly bound by MRE11 had significantly more 
ChIP-seq reads for this factor compared to the random sample 
group (Fig. 2F, compare box 3 with 1; P < 1 × 10−20). The group of 
genes that were highly bound by NBS1 also had a significantly high 
number of MRE11 reads at the TSS compared to the sample group 
(P < 1 × 10−20; left box plot, compare box 4 with 1). Moreover, the 
highest number of MRE11 reads were found at cobound genes when 
compared to the sample group (left box plot, compare box 5 with 1; 
P < 1 × 10−20) or to TSSs highly bound by MRE11 only (P < 1 × 10−7; 
left box plot, compare box 5 with 3). The same trend was observed 
for NBS1 binding (Fig. 2F, right box plot). TSSs highly bound by 
NBS1 showed a high number of NBS1 reads as expected (com-
pare box 4 with 1; P < 1 × 10−20), while TSSs highly bound by 
MRE11 also showed significantly high binding of NBS1 compared 
to the random sample group of genes (compare box 3 with 1; 
P < 1 × 10−20). As observed for MRE11, the highest number of NBS1 
reads were found at genes that were cobound by MRE11 (compare 
box 5 to 4; P < 1 × 10−13). Correlation of MRE11 and NBS1 ChIP-
seq reads furthermore confirmed that the two factors co-associate 
with the same regions (fig. S2D). These data indicate that MRE11 and 
NBS1 co-associate with a subset of human genes, likely in the con-
text of the MRN DNA repair complex. They furthermore support 
proteomic data (Fig. 1) that uncovered previously unidentified bio-
chemical interactions between MDC1/MRN complex and factors 
implicated in transcription and cotranscriptional mRNA processing.

MRN complex is associated with actively transcribed regions
Since MRE11 and NBS1 were found to be highly associated with 
TSSs and gene bodies, we wished to further investigate their associ-
ation with transcription. First, genes were ranked according to the 
number of RNAPII ChIP-seq reads surrounding the TSS (±1 kb), 
from highest to lowest, which likely reflects the transcriptional ac-
tivity of each gene. Next, respecting the same ranking, ChIP-seq 
reads for MRE11 and NBS1 were plotted. The resulting heatmaps 
(Fig. 3A) show that ranking genes by RNAPII also efficiently ranked 
both MRE11 and NBS1. Similarly, the averaged density profiles showed 
that MRE11 and NBS1 were more associated with genes having 
high RNAPII at the TSS than those having low RNAPII (Fig. 3A, top).

We next analyzed the amount of RNAPII at the TSS of genes highly 
bound by MRE11, NBS1, both MRE11 and NBS1, or neither factor 
(null) compared to a random sample group of genes (sample). Genes 
highly bound by either NBS1 or MRE11, alone or together, had sig-
nificantly higher levels of RNAPII at the TSS compared to the random 
sample group of genes (Fig. 3B; boxes 3, 4, and 5, compared to box 
1; P > 1 × 10−20). Pairwise correlation of MRE11, NBS1, and RNAPII 
ChIP-seq reads (figs. S2D and S3A) suggested that these factors co- 
associate with the same regions. To further demonstrate co-association 
of MRE11, NBS1, and RNAPII at cellular genes and HIV-1 LTR, 
Re-ChIP was performed (fig. S3B). This analysis demonstrated that 
chromatin fragments immunoprecipitated using NBS1 or MRE11 

antibody could be reprecipitated by antibody against RNAPII, indi-
cating that both proteins were colocalized on chromatin.

The association of MRE11 and NBS1 at the TSS of genes harboring 
varying amounts of RNAPII at the TSS was validated by ChIP- 
qPCR. The abundance of MRE11 or NBS1 largely mirrored that of 
RNAPII (fig. S3C). Furthermore, intersection analyses of ChIP-seq 
data showed a preferential colocalization of MRE11/NBS1 ChIP-
seq peaks with active genes, defined as the top 50% of expressed 
genes when ranked by normalized RNA sequencing (RNA-seq) 
reads (25). Considering the peaks of each factor found at TSSs, 84% 
of MRE11 peaks (n = 1597), 79% of NBS1 peaks (n = 687), and 88% 
of MRE11  +  NBS1 peaks (n  =  672) were found at TSSs of active 
genes. Since RNAPII is also found at active enhancers, we asked 
whether MRE11 and NBS1 might associate with these regions. Both 
MRE11 and NBS1 were localized to enhancers, as compared to TSSs 
and random intergenic regions (Fig. 3C). Similar to TSSs, MRE11 
and NBS1 were detected at enhancers with high levels of RNAPII, 
which are likely active enhancers, and were poorly associated with 
enhancers having low levels of RNAPII (Fig. 3D). Together, these 
data indicate the MRE11 and NBS1 subunits of MRN complex are 
associated with actively transcribing regions in a manner that ap-
pears to be tightly correlated to that of RNAPII.

We next tested whether the MRN complex co-associates with 
RNAPII following induction of a specific transcriptional program. 
To this end, cells were heat-shocked to induce the expression of a 
subset of genes. ChIP-seq of RNAPII, MRE11, and NBS1 was per-
formed in heat-shocked and untreated cells. MRE11 and NBS1 binding 
was analyzed at genes induced upon heat shock, that is, those show-
ing an increase in RNAPII association. As shown in Fig. 3E, both 
MRE11 and NBS1 became significantly associated with the TSS 
(left) and gene body (right) of up-regulated genes compared to a 
sample group of genes. Increased association of RNAPII and NBS1 
was confirmed by ChIP-qPCR at several heat shock genes (Fig. 3F). 
The DSB marker, gH2AX was also increased following heat shock 
(Fig. 3G), suggesting that higher levels of transcription were associ-
ated with increased DNA damage at these regions. On the other hand, 
a-amanitin treatment was used to diminish RNAPII association 
with genes. As shown in fig. S3D, a-amanitin treatment induced 
loss of RNAPII as well as both MRE11 and NBS1 at target genes. 
Together, these data confirm that the binding of MRN tightly cor-
relates with that of actively transcribing RNAPII.

MRN association with chromatin depends on RNAPII rather 
than transcription levels
Association of the MRN complex with actively transcribing regions 
is highly correlated to that of RNAPII (Fig. 3). However, it is not 
clear whether MRN is recruited through its interaction with the 
transcriptional machinery (Fig.  1) (23) or during the process of 
transcription. To distinguish between these possibilities, we sought 
to analyze MRN association under conditions where the abundance 
of RNAPII is not strictly correlated with the amount of transcrip-
tion. To do so, RNAPII transcriptional elongation was blocked using 
the adenosine analog 5,6-dichloro-1-b-D-ribofuranosylbenzimidaz-
ole (DRB). While DRB abolishes transcription in the coding region, 
it does not greatly affect the amount of transcriptional initiation. 
Consequently, DRB treatment causes RNAPII to accumulate at the 
5′ end of genes disproportionately to the amount of transcription at 
the site. After 1 hour of DRB treatment, RNAPII accumulated near 
the TSS and diminished in the coding region and particularly at the 
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Fig. 3. MRN complex is associated with actively transcribed regions. (A) Heatmaps rank-ordered on normalized RNAPII ChIP-seq reads at the TSS and centered on 

genes. ChIP-seq reads of MRE11 or NBS1 were plotted respecting the same ranking. Averaged profiles of RNAPII, MRE11, or NBS1 ChIP-seq reads at the highest- and 

lowest-ranked RNAPII genes are shown above. (B) Box plots of normalized RNAPII ChIP-seq reads at genes highly bound at the TSS by MRE11, NBS1, both MRE11 and NBS1, 

or neither (null), compared to a random sample of genes (***P < 0.001, Wilcoxon test). (C) Averaged profiles of RNAPII, MRE11, or NBS1 ChIP-seq reads centered on TSS, 

enhancers, or intergenic regions. (D) Averaged profiles of MRE11 or NBS1 ChIP-seq reads at enhancers having the highest- or lowest-ranked RNAPII signal (ESS, enhancer 

start site; EES, enhancer end site). (E) Violin plots showing changes in MRE11 or NBS1 ChIP-seq reads at the TSS and body of genes at which RNAPII signal was increased 

in heat shocked samples relative to untreated controls, compared to a random group of genes in the same conditions (***P < 0.001, Wilcoxon test). (F) Binding of NBS1 or 

RNAPII was analyzed by ChIP-qPCR at the indicated genes from cells exposed or not to heat shock (HS). Data represent means ± SEM (***P < 0.001, Student’s t test; n = 3). 

(G) Association of gH2AX was analyzed by ChIP-qPCR at the indicated genes from cells exposed or not to heat shock. Data represent means ± SEM (***P < 0.001 and 

*P < 0.05, Student’s t test; n = 3).
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3′ end of genes in the termination window, indicating that RNAPII 
elongation was efficiently inhibited (Fig.  4A). A longer blockade 
with DRB (3-hour treatment) caused RNAPII to accumulate at TSS 
boundaries, causing apparent accumulation near the start of the 
gene body as well as at upstream regions. By 1 hour after release, the 
profile of RNAPII had returned to that in untreated cells at the TSS 
and in the gene body, with a small reduction still evident at the TES.

Analysis of the profile of NBS1 under conditions of DRB treat-
ment and release showed that it largely mirrored that of RNAPII, 
although the effects were more modest. The profiles showed the 
same qualitative effects, such as loss of signal at the TES, and leaking 
into TSS adjacent regions observed after 3 hours of treatment. The 
change in profiles of NBS1 and RNAPII were also quantitatively sig-
nificant at both the TSS and TES regions (Fig.  4B). RNAPII and 
NBS1 association with chromatin during transcriptional blockade 

and release were confirmed by ChIP-qPCR at representative genes 
(Fig. 4C). Last, we analyzed the correlation between RNAPII and 
NBS1 association at individual genes for each condition. Associa-
tion of the two factors with genes was positively correlated at each 
condition, with the highest correlation at 1 and 3-hour DRB treat-
ment (Fig.  4D). Thus, overall, although the effects measured for 
NBS1 are more modest than those for RNAPII, the similarities in 
their binding profiles and dynamics suggest that MRN is likely re-
cruited through its association with the RNAPII transcription com-
plex rather than the amount of transcription per se.

Binding of MRN affects the transcriptional output 
of target genes
We next wondered whether the presence of MRN affects the level of 
transcription at its target genes. To test this, MRE11 and NBS1 were 

0
5

0
0

0
1
0

,0
0
0

1
5

,0
0
0

2
0

,0
0

0
2

5
,0

0
0

3
0

,0
0

0

0
2

0
0

4
0

0
6

0
0

8
0

0
1

0
0

0

0
5
0
0

1
0
0
0

1
5
0
0

2
0
0
0

−
1
5
0

−
1
0
0

−
5

0
0

5
0

1
0
0

1
5
0

2
0
0

r = 0.631

r = 0.736

r = 0.694

r = 0.606

A C

B D

Fig. 4. MRN association with chromatin is correlated with the amount of RNAPII rather than transcription. (A) Average density profiles of ChIP-seq reads of RNAPII 

and NBS1 across genes showing the highest increase in RNAPII reads at 1-hour DRB treatment compared to a mock-treated control. ChIP-seq reads for RNAPII and NBS1 

are shown at the same genes ±5 kb following treatment with DRB for 1, 3, or 1 hour after release, as indicated. (B) Box plots of RNAPII and NBS1 ChIP-seq reads at the TSS 

and TES of regions shown in (A) in DRB-treated samples compared to nontreated controls (0) (***P < 0.001, Wilcoxon test; n = 4924). (C) Association of RNAPII and NBS1 

with selected target genes was measured by ChIP-qPCR following mock treatment or DRB treatment for 3 or 1 hour after release, as indicated. Data represent means ± SEM 

obtained from three independent experiments (***P < 0.001, **P < 0.01, and *P < 0.05, independent Student’s t test). (D) Scatter plot showing ChIP-seq reads of 

RNAPII and NBS1 at genes shown in (A) in untreated samples or samples treated with DRB, as indicated. The coefficient of correlation (r) was calculated for each con-

dition as indicated on the graph.
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depleted by RNA interference (RNAi). Consistent with previous 
findings showing that MRE11 is required for stability of the MRN 
complex (26), knockdown of MRE11 induced loss of MRE11 and 
destabilized NBS1 in cell extracts (fig. S4A). In contrast, RNAi-mediated 
depletion of NBS1 did not have a significant impact on MRE11 (fig. 
S4A), as reported previously (26). Next, RNAi-depleted cells were 
analyzed by ChIP-seq for the recruitment of each factor and RNAPII.  
 expected, depletion of MRE11 led to a significant loss of MRE11 
signal at genes highly bound at the TSS by MRE11, NBS1, or MRE11 + 
NBS1 (fig. S4B, left; compare blue boxes to gray boxes). Consistent 
with the reduction of NBS1  in extracts following knockdown of 
MRE11, NBS1 binding to chromatin was also significantly reduced 
under the same conditions (fig. S4B, right; compare blue boxes to 
gray boxes). Similarly, depletion of NBS1 reduced NBS1 binding at 
TSSs highly bound by NBS1, alone or together with MRE11 (right; 
compare red boxes to gray boxes). Depletion of NBS1 also diminished 
MRE11 signal at genes highly bound by MRE11, alone or together 
with NBS1 (left; red boxes 9 and 15), supporting the idea of cooperative 
binding to chromatin.

We next analyzed RNAPII association with genes in MRN-depleted 
and control cells. RNAPII accumulated over genes highly bound at 
the TSS by MRE11, NBS1, or both, following depletion of either MRE11 
or NBS1 compared to a control knockdown (Fig.  5A). RNAPII 
binding was significantly increased at the TSS of genes highly bound 
by MRE11, NBS1, or both following loss of MRE11 or NBS1 [Fig. 5B 
(left and right, respectively) and fig. S5A] and across gene bodies 
(fig. S5B), which was shown by ChIP-qPCR at several representa-
tive genes (fig. S5C). Depletion of either NBS1 or MRE11 altered 
RNAPII association at a common set of genes, not only at genes 
where RNAPII levels were increased (fig. S5D, right matrix; com-
pare deciles 1 on X and Y axes) but also at genes where RNAPII as-
sociation was decreased (fig. S5D, right matrix; compare deciles 
10 on X and Y axes; P < 1 × 10−20 by hypergeometric test). We next 
intersected the changes in RNAPII association with occupancy of 
MRE11 or NBS1. As shown in Fig. 5C, genes showing the highest 
increase in RNAPII ChIP-seq reads (deciles 1 on X and Y axes) were 
also highly associated with MRE11 (left) or NBS1 (right). Although 
depletion of NBS1 or MRE11 led to loss of RNAPII at a common set 
of genes (deciles 10 on X and Y axes), these, in contrast, were not 
significantly bound by either factor.

To determine whether the increase in RNAPII association with 
genes that occurred upon depletion of MRN reflected an increase in 
processive transcription, we determined the association of the elon-
gating, serine-2 phosphorylated form of RNAPII (Ser2) at genes 
highly bound by MRE11 and/or NBS1. Ser2 RNAPII accumulated 
over genes bound by MRE11, NBS1, or both, following depletion of 
either MRE11 or NBS1 compared to controls (Fig. 5D) in a signifi-
cant manner (Fig.  5E). MRN was also associated with active en-
hancers (Fig. 3, C and D). Analysis of RNAPII ChIP-seq showed 
that, like at genes, loss of MRE11 or NBS1 led to an increase in 
RNAPII association at enhancer regions (fig. S5E). However, in 
contrast to genes, Ser2 RNAPII ChIP-seq reads were not signifi-
cantly increased upon depletion of the factors (P value  <  0.05). 
Therefore, MRE11 and NBS1 have a global impact on RNAPII 
levels genome-wide, frequently at the same regions. Up-regulation 
of RNAPII occurred at MRN-bound regions, whereas down- 
regulation of RNAPII may be independent of MRN association. 
These data suggest that MRN modulates the transcriptional output 
of target genes.

MRN protects actively transcribed regions from  
genomic instability
Given the key role of MRN in genomic stability, we next assessed 
SNPs by whole-genome sequencing in cells exposed to depletion of 
MRE11 or NBS1 or a control depletion. We discarded common 
SNPs found in all samples since these are likely to be false positives 
because of the background genomic environment. Approximately 
30,000 SNPs unique to shCon cells were identified, while nearly 
100,000 SNPs were detected in MRE11- or NBS1-depleted cells 
(Fig. 6A). Within genes, the majority of SNPs localized to gene bod-
ies (Fig. 6A), which may reflect the genomic distributions of MRE11 
and NBS1 (Fig. 2C). A ranking test by gene set enrichment analysis 
(GSEA) showed that SNPs found in MRE11- or NBS1-depleted cells 
could be readily predicted by the binding of MRE11 or NBS1 at 
TSSs (Fig. 6B). Furthermore, in keeping with the strict association 
between RNAPII and MRN occupancy at genes, SNP frequency was 
also well predicted by binding of RNAPII at the TSS.

Association of the DSB marker, gH2AX, with MRN-bound genes 
following loss of either MRE11 or NBS1 compared to control sam-
ples was also analyzed (Fig. 6C). gH2AX was detected at higher levels 
following loss of either MRE11 or NBS1 compared to a control knock-
down at genes bound by MRE11, NBS1, or both factors (Fig. 6C and 
fig. S6). To determine whether the SNPs detected corresponded to 
regions showing increased levels of gH2AX, a GSEA was performed. 
As shown in Fig. 6D, SNPs found in MRE11- or NBS1-depleted 
cells could be predicted by increased detection of gH2AX. Together, 
these data suggest that binding of MRN over gene bodies preserves 
genes from DNA damage–induced mutations detected as SNPs. 
This highlights the key function of the MRN complex in maintain-
ing genomic stability at actively transcribed regions.

DISCUSSION

Recent data strongly point to a central role for the MRN complex 
in the resolution of transcription-associated DNA repair. How-
ever, mechanistic details about the recruitment of MRN to sites of 
transcription-associated DNA damage are not clear. Using the un-
biased proteomic technique, PICh, we found that DNA repair factors 
were among the most recruited proteins that specifically interacted with 
the chromatin region during transcription of the inducible HIV-1 
LTR. In particular, MDC1, which interacts with MRN complex, be-
came highly associated with the actively transcribed locus and was 
largely absent before transcriptional stimulation. Furthermore, we 
identified the interactome of MDC1 in cells in the absence of exog-
enous DNA damage. Consistent with results obtained by PICh at the 
highly active HIV-1 minigene, MDC1 interacted with many factors 
implicated in transcription and cotranscriptional RNA processing, 
indicating an association between MDC1 and active transcription 
of cellular genes. A robust interaction between MDC1 and RNAPII, 
as well as P-TEFb, was detected in the absence of exogenous DNA 
damage, suggesting a constitutive association with transcription. 
ChIP-seq revealed widespread localization of endogenous MRE11 
and NBS1 across genes. Association of both MRE11 and NBS1 with 
genes was strongly correlated with transcriptional activity. Our data 
further suggest that MRN association with active genes is depen-
dent on the presence of the RNAPII transcriptional complex rather 
than the level of transcription per se.

While it is unclear precisely how MRN associates with the 
RNAPII complex, note that MDC1 interacts with topoisomerase II 
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Fig. 5. Binding of MRN affects the transcriptional output of target genes. (A) Averaged profiles of RNAPII ChIP-seq reads across genes (±5 kb) highly bound at the TSS 

by MRE11, NBS1, or both in samples treated with short hairpin RNA (shRNA) targeting MRE11, NBS1, or a nontargeting control. (B) Box plots of RNAPII increase at the TSS 

of genes highly bound at the TSS by MRE11, NBS1, both MRE11 and NBS1, or neither (null), compared to a sample group of genes, following knockdown of MRE11 or NBS1, 

relative to a control knockdown. (***P < 0.001, Wilcoxon test). (C) Hinton diagram showing changes in RNAPII ChIP-seq reads at genes following knockdown of MRE11 or 

NBS1, relative to a control knockdown, ranked by deciles from the most up-regulated (1) to the most down-regulated (10), at genes highly bound at the TSS by either 

MRE11 (left) or NBS1 (right). The scale represents P value for the intersection of RNAPII increase with TSS binding of MRE11 or NBS1 (10−0 to 10−100 and 10−0 to 10−91, re-

spectively, hypergeometric test). The size of the box represents the number of genes, as shown in fig. S5D. (D) Averaged profiles of phospho-Ser2 RNAPII ChIP-seq reads 

across genes highly bound at the TSS by MRE11, NBS1, or both following knockdown of MRE11 or NBS1 or a control. (E) Box plots representing phospho-Ser2 RNAPII 

ChIP-seq reads at the TES of genes for which the TSS was highly bound by MRE11, NBS1, both MRE11 and NBS1, or neither (null), compared to a sample group of genes, 

following knockdown of MRE11 or NBS1 or a control (***P < 0.001, Wilcoxon test).
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Fig. 6. MRN protects actively transcribed regions from genomic instability. (A) Pie charts showing the genomic distribution of SNPs detected by analyzing genomic 

DNA extracted from cells following depletion of MRE11, NBS1, or a control, as indicated. (B) GSEA of SNPs detected by analyzing genomic DNA extracted from cells fol-

lowing depletion of MRE11 and NBS1 compared to shCon sample, as indicated, ranked by ChIP-seq reads of MRE11, NBS1, or RNAPII in gene bodies, as indicated (all tests 

were significant; P < 10−3, Wilcoxon test). (C) Box plots representing gH2AX ChIP-seq read depth across the body of genes for which the TSS was highly bound by MRE11 

or NBS1, both, or neither (null), compared to a sample group of genes, following knockdown of MRE11 or NBS1 or a control knockdown, as indicated (***P < 0.001, 

Wilcoxon test). (D) GSEA of SNPs detected by analyzing genomic DNA extracted from cells following depletion of MRE11 or NBS1 compared to a control depletion 

(shCon), ranked by the increase in gH2AX ChIP-seq reads across the gene body under the same conditions (all tests were significant; P < 10−3, Wilcoxon test).
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(TOP2) through its C-terminal BRCT domains (26). TOP2 is a com-
ponent of the RNAPII transcriptional complex and is required for 
transcription through chromatin (27). Whether MDC1 associates 
with the RNAPII complex through TOP2 or another transcription- 
associated factor, MRN, is found at the most highly transcribed 
genes, and its association with genes is highly correlated to that of 
RNAPII. Notably, upon depletion of either MRE11 or NBS1, MRN 
target genes accumulated DNA damage in an MRN- and RNAPII- 
dependent manner. Together, these data suggest that MRN is asso-
ciated with the RNAPII transcription complex probably to scan for 
transcription-associated DNA damage and initiate repair.

NHEJ and HR pathways compete for the repair of DSBs (1). The 
degree of chromatin compaction is thought to influence repair pathway 
choice. DSBs occurring in open chromatin undergo end resection 
and are predominantly repaired by HR, which results in faithful re-
pair and suppresses dangerous mutations from arising in coding re-
gions of the genome (7, 9, 28). The preference for using HR to repair 
DSBs in transcribed regions is not due to cell cycle–dependent avail-
ability of factors. Increasing evidence indicates that DNA damage 
occurring on active genes is repaired through a specialized mecha-
nism involving HR. The current model suggests that upon DNA 
damage, the damaged site is targeted by MRN complex and under-
goes the initial steps in HR, which disfavors repair of the site by 
NHEJ. These MRN-marked sites subsequently pair and cluster into 
higher-order structures to be repaired flawlessly during G2 phase of 
the cell cycle by the HR pathway. This mechanism preserves the fidelity 
of the genome in coding regions. While the preference for HR at actively 
transcribed is likely due to a combination of factors including nu-
clear position and the epigenetic landscape, we speculate that the phys-
ical link between MRN, which is required for commitment to HR, 
and RNAPII transcription complex might contribute to the preference 
for HR at transcribed regions. Being a component of the transcrip-
tion complex, MRN may have immediate access to transcription- 
induced DSBs, facilitating end resection and commitment to HR.

Several lines of evidence indicate that the presence of DSBs in 
coding regions leads to transcriptional arrest. For example, tran-
scriptional silencing occurs on chromatin in the vicinity of DSBs in an 
ATM (ataxia telangiectasia mutated)–dependent manner (29). Para-
doxically, we observed that transcription was modestly increased in 
cells depleted of MRE11 or NBS1. There are several possible expla-
nations for this apparently conflicting result. It has recently been 
shown that in response to ultraviolet irradiation, RNAPII is released 
from promoter-proximal regions into gene bodies to promote de-
tection of DNA damage within genes (30). Thus, the increased RNAPII 
occupancy observed upon loss of MRN could also be a scanning 
mechanism to rapidly detect DNA damage within transcribed genes. 
Alternatively, the measured increase in transcription could be due to 
failure to establish HR at damaged sites in the absence of MRN. The 
use of HR to repair damage at active genes privileges genome fidelity 
at a slight cost to gene expression. Transcription of genes that have 
sustained DNA damage will be arrested until repair is completed in G2. 
Therefore, at the global level, expression of the gene will be somewhat 
diminished, but DNA repair will be flawless. In cells depleted of MRN, 
which is required to commit to HR, DNA repair most likely occurs 
by NHEJ. In this case, the cost to transcription will be minimal, as 
NHEJ operates throughout the cell cycle. However, repair will likely 
occur at the expense of genome fidelity, as NHEJ repair is characterized 
by the appearance of SNPs. This is the outcome in cells depleted of 
MRN. RNAPII occupancy at both the TSS and gene body was higher 

than in control cells. However, whole-genome sequencing revealed 
that DNA repair was highly error prone, with the appearance of thou-
sands of SNPs in the gene bodies of target genes. Furthermore, the 
number of SNPs detected was highly correlated to the abundance of 
MRN at the gene under control conditions and the presence of gH2AX 
in MRN-depleted conditions. This scenario implies that MRN does 
not directly influence transcription but that the absence of MRN 
predisposes to an alternative DNA repair pathway that is more fa-
vorable for gene expression but at the cost of genome fidelity.

MATERIALS AND METHODS

Cell culture, treatment, and lentiviral infection
HeLa cells were grown in Dulbecco’s modified Eagle’s minimal es-
sential medium (DMEM) (Sigma-Aldrich, D6429), supplemented 
with 10% fetal calf serum (FCS; Eurobio Scientific, CVFSVF00-01) 
and containing 1% penicillin-streptomycin (Sigma-Aldrich, P4333). 
HEK-293T were grown in Hepes-modified DMEM (Sigma-Aldrich, 
D6171), supplemented with 10% FCS (Eurobio Scientific, 
CVFSVF00-01) and containing 1% penicillin-streptomycin (Sigma- 
Aldrich, P4333). All cells were grown in a humidified incubator at 
37°C with 5% CO2. Where indicated, cells were subjected to heat 
shock at 42°C for 1 hour, and the medium was replaced before fixa-
tion. Cells were treated with a-amanitin (Sigma-Aldrich, A2263) for 
16 hours at 20 mg/ml or with 150 mM DRB (Sigma-Aldrich, D1916) 
or mock-treated with dimethyl sulfoxide where indicated for 0, 1, or 
3 hours. After 3 hours of DRB treatment, cells were washed and in-
cubated for 1 hour in fresh cell culture medium.

Production of short hairpin RNA (shRNA)–expressing lentiviral 
particles was performed as described previously (20) using plasmids 
expressing shRNAs targeting MRE11 (Sigma-Aldrich MISSION shRNA, 
TRCN000338391), NBS1 (Sigma-Aldrich MISSION shRNA, 
TRCN0000288622), or a nontargeting control (obtained through 
Addgene, plasmid 1864), as shown in table S5. For knockdown ex-
periments, HeLa cells were transduced with lentiviral particles and 
harvested 4 days later, as described previously (20).

Transactivation of the luciferase reporter gene was achieved by 
transfecting HeLa cells in 15-cm dishes with 8 mg of pcDNA3 vec-
tor or pcDNA3-Tat.Flag using TransIT-X2 transfection reagent 
(Mirus, MIR 6000), according to the manufacturer’s instructions. 
After 24 hours, cells were used for ChIP or Re-ChIP assays.

Antibodies
Antibodies used in this study are shown in table S3.

CRISPR-Cas9–mediated editing of endogenous MDC1 gene
A single guide RNA (sgRNA) targeting the MDC1 gene around the 
ATG translation start site was cloned in pSpCas9 (BB)-2A–green 
fluorescent protein plasmid (Addgene, no. 48138). The plasmid was 
then transfected into HEK-293T cells along with a single-stranded 
oligodeoxynucleotide (table S4) harboring the Flag-HA sequence 
flanked by homology sequences to MDC1 around the cleavage site. 
Single cells were isolated and amplified. HEK-293T clones expressing 
Flag-HA MDC1 were identified by PCR and confirmed by Western 
blot using anti-HA and anti-Flag antibodies.

Coimmunoprecipitation analysis
Coimmunoprecipitation was performed using nuclear extracts of 
HEK-293T cells. Cells were lysed in ice-cold hypotonic buffer [20 mM 
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tris (pH 7.6), 10 mM KCl, and 1.5 mM MgCl2] supplemented with 
EDTA-free complete protease inhibitor mixture (Roche) for 15 min 
on ice. NP-40 was added at 0.5% final, and extracts were centrifuged 
1 min at 14,000g/4°C. The pellet (nuclei) was resuspended in nucle-
ase buffer [20 mM tris (pH 7.6), 150 mM NaCl, 1.5 mM MgCl2, 2.5 mM 
CaCl2, and 0.5 ml of 100 mM phenylmethylsulfonyl fluoride] and 
incubated with micrococcal nuclease (2 × 103 U/ml; New England 
Biolabs) for 2 hours at 4°C. Lysates were cleared by centrifugation at 
14,000g/4°C for 10 min and diluted in immunoprecipitation buffer 
[50 mM tris (pH 7.6), 150 mM NaCl, and 1% NP-40] supplemented 
with protease inhibitors. Protein concentration was determined using 
the Bradford reagent (Bio-Rad). Immunoprecipitations were per-
formed on 400 mg of protein extracts with the indicated antibodies 
and rotated overnight at 4°C. Protein G Dynabeads were washed three 
times in immunoprecipitation buffer, added to protein extracts/
antibody solution, and incubated for 2 hours at 4°C. Immuno-
precipitates were washed extensively with the immunoprecipitation 
buffer, resuspended in protein sample loading buffer, boiled for  
5 min, and analyzed by Western blotting using the antibodies shown 
in table S3.

Proteomics of isolated chromatin fragments
Proteomics of isolated chromatin segments was performed as de-
scribed previously (12) using U20S cells expressing HIV-LTR-MS2 
(13). Sequences of probes used are shown in table S4. Silver staining 
was performed according to the manufacturer’s instruction (Silver-
Quest, Invitrogen). Mass spectrometry was performed at the Taplin 
Facility, Harvard University, Boston, MA.

MDC1 protein complex purification
MDC1 complexes were purified from nuclear extracts of HEK-
293T cells stably expressing Flag-HA-MDC1 by two-step affinity 
chromatography, as described previously (20). Sequential Flag and 
HA immunoprecipitations were performed on equal amounts of 
proteins. Silver staining was performed according to the manu-
facturer’s instructions (SilverQuest, Invitrogen). Mass spec-
trometry was performed at the Taplin Facility, Harvard University, 
Boston, MA.

Glycerol gradient sedimentation analysis
Separation of active and inactive P-TEFb complexes was performed 
as described previously (31). Briefly, glycerol gradients (10 to 30%) 
were formed by pipetting 2 ml of each of the glycerol fraction (10, 
15, 20, 25, and 30% v/v) in buffer A [20 mM Hepes (pH 7.9), 0.3 M 
KCl, 0.2 mM EDTA, and 0.1% NP-40] into centrifugation tubes 
(Beckman, 331372). Gradients were formed by standing for 6 hours 
at 4°C. Cells were lysed in 0.5 ml of buffer A [10 mM tris-HCl (pH 7.4), 
150 mM NaCl, 2 mM EDTA, 1% NP-40, and 0.1% protease inhibitor] 
for 30 min at 4°C. The lysates were centrifuged at 10,000g for 10 min, 
and the supernatants were loaded into tubes with the preformed glyc-
erol gradients. Protein complexes were then fractionated by centrif-
ugation in an SW 41 Ti rotor (Beckman) at 38,000 rpm for 21 hours. 
Fractions (0.5 ml) were collected, precipitated with trichloroacetic 
acid, and lastly analyzed by immunoblotting with the appropriate 
antibodies.

ChIP, library preparation, and sequencing
ChIP-seq (32) was performed from HeLa cells using the ChIP-IT 
High Sensitivity Kit from Active Motif (reference 53040) according 

to the manufacturer’s instructions. Sonication was performed us-
ing the Qsonica Q700 Sonicator with microtip of 1/8 inches (refer-
ence 4418) at 11% amplitude and 13 min of processing time (30-s 
“ON” and 30-s “OFF”). Each ChIP used 30 mg of chromatin along 
with 4 mg of antibody detecting MRE11, NBS1, RNAPII, or phospo- 
Ser2 RNAPII (table S3). ChIP-seq libraries were constructed using 
the Next Gen DNA Library Kit (Active Motif, 53216 and 53264). 
Library quality was assessed using Agilent 2100 Bioanalyzer and 
Agilent High Sensitivity DNA assay. High-throughput sequencing 
was performed by sequence-by-synthesis technique using a NextSeq 
500 (Illumina) at the Genom’ic Facility, Institut Cochin, Paris.

ChIP and Re-ChIP–qPCR
RNAPII, NBS1, MRE11, and MDC1 ChIP were performed using 
the iDeal ChIP-qPCR Kit (Diagenode, catalog no. C01010180) fol-
lowing the manufacturer’s instructions. HeLa cells were sonicated 
using the Bioruptor Pico (Diagenode, catalog no. B01060001) for 
8 cycles of 30-s ON and 30-s OFF at high-power setting. For RNAPII, 
MRE11, and MDC1 ChIP, 3 mg of antibody was used, while 1.5 mg 
of antibody was used for NBS1 ChIP. gH2AX ChIP was performed 
using the ChIP-IT Express Enzymatic Kit (Active Motif, catalog no. 
53009), following the manufacturer’s instructions. Chromatin was 
digested for 7 min, and 50 mg of chromatin and 3 mg of antibody 
were used for each gH2AX ChIP.

Re-ChIP was performed using the Re-ChIP-IT Kit (Active Mo-
tif, catalog no. 53016) according to the manufacturer’s instruction. 
Chromatin for the Re-ChIP was prepared using the ChIP-IT High 
Sensitivity Kit (Active Motif, catalog no. 53040), as described above. 
For each Re-ChIP, 50 mg of chromatin and 3 mg of antibody were 
used. Antibody used and sequences of primers used for real-time 
qPCR analysis are shown in table S4.

Whole-genome sequencing
Genomic DNA was extracted from cells treated with lentiviral par-
ticles expressing shCon, shMRE11, or shNBS1 using the QIAGEN 
DNeasy Blood and Tissue Kit (reference 69504), according to the 
manufacturer’s instructions. To avoid RNA contamination, ex-
tracts were treated with ribonuclease A (QIAGEN, 19101) accord-
ing to the manufacturer’s instructions. Equal amounts of DNA were 
used for library preparation. Whole-genome sequencing was per-
formed by Novogene, Cambridge, UK.

Bioinformatic analysis
For PICh and mass spectrometry proteomics data analysis, unique-
ly mapping peptides were counted for each protein in each condi-
tion. Proteins whose abundance was greater than sevenfold than that 
in the control condition were analyzed using Gene Ontology enrich-
ment analysis (33, 34), searching for enriched biological processes.

For analysis of ChIP-seq data, sequencing reads were first fil-
tered, using fastq_illumina_filter, and quality control of filtered 
reads was performed using FastQC. Filtered reads were then aligned 
onto the HG38 genome (24) using the Burrows-Wheeler Aligner 
(35) with default parameters. The sorted BAM files generated by 
SAMtools (36) keeping only reads with a mapping quality at least 30 
were then normalized by DeepTools’ (37) bamCoverage function, 
with a bin size of 10 bp. RPGC normalization was applied, with an 
effective genome size of 2,913,022,398 bp according to DeepTools’ 
user manual instructions. Files were then further normalized by 
subtracting an RPGC (reads per genomic content) normalized input 
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data file, using bigwigCompare. The input data used for normaliza-
tion were generated by averaging four inputs from separate assays, 
so as to minimize variability and biases that can be introduced 
during input normalization.

From these normalized data files, peak calling was performed 
using NormR’s enrichR function, searching for enrichment of each 
BAM file of ChIP-seq reads against the input BAM file using a false 
discovery rate correction. Genomic Ranges (38) was then used to 
determine overlap between the peak range and genomic features of 
interest, such as genes with a TSS and TES from GRCh38 and en-
hancers in HeLa S3 from ENCODE. Profile matrices were extracted 
from the normalized data files using DeepTools’ computeMatrix 
using a bin size of 10 bp. For each gene, matrices for both TSS and 
TES were used, with 5-kb flanking on each side of the feature, as 
well as gene bodies, which were scaled to 4 kb in length and with 
4-kb flanking before the TSS and 2-kb flanking after the TES. For 
enhancers, the enhancer body was scaled to 500 bp, with 1-kb flank-
ing on either side. Using these profile matrices, quantification of 
normalized reads was calculated by summing the score of each ap-
propriate bin for the feature. Unless indicated otherwise, this was 
from start to end for gene body and for enhancers and 500 bp before 
and after TSS and TES.

RNAPII binding variation between conditions was calculated 
using z scores, which were calculated as follows  Z score =  

(KD − WT)
 _  (KD − WT) ⁄ 2     

(i.e., difference weighted by mean signal), which transforms the dis-
tribution of variations into a normal distribution, allowing for bet-
ter statistical interpretation of the variations.

Scatter plots, box plots, violin plots, pie charts, and bar plots 
were created using either basic R plotting functions or ggplot2 func-
tions (39). For box plots, the gene groups analyzed were “sample” 
(randomly chosen genes within the sample group), “null” (genes 
within the lowest decile of ChIP-seq reads for a given protein), 
MRE11 or NBS1 (genes within the highest decile of ChIP-seq reads 
for individual factor binding), and “MRE11 + NBS1” (genes within 
the highest decile of ChIP-seq reads for both factors). Average bind-
ing profiles of proteins across genomic features of interest were gen-
erated using the plotAverage function “seqplots” (40). Heatmaps on 
genomic features were created using genomation’s (41) gridHeat 
function, using the profile matrices generated by DeepTools. GSEA 
was performed using fgsea as described previously (42), and all en-
richment plots were created using the plotEnrichment function of 
the package. Decile matrices were created using color2D matplot 
from the plotrix package. Genes ranked by z score of RNAPII vari-
ation were split into deciles, for both shMRE11 versus shCon and 
shNBS1 versus shCon. Then, for each pair of deciles, the number of 
genes in the intersection of those two deciles was saved into a ma-
trix, creating a 10 by 10 matrix of integers. The number of genes in 
each intersection was tested for significance by hypergeometric test, 
creating a 10 by 10 matrix of P values. The genes at each intersection 
were also tested by hypergeometric test for significant enrichment 
in either top MRE11 or NBS1 binding levels (decile 1 of genes ranked 
by MRE11 or NBS1 binding). The group of active genes was determined 
by first ranking all genes from highest to lowest expression, using 
HTSeq count (Bioconductor) run on RNA-seq data in HeLa cells 
described in (25). The top 50% of ranked genes were selected as 
“active genes.” For analysis of whole-genome sequencing data, fol-
lowing processing by ANNOVAR (43) on the sequencing platform, 
SNP location was then overlapped with gene bodies using Genom-
ic Ranges functions, which yields a quantification per gene.

Statistical analysis
Data presented as histograms are shown as means ± SD. Compari-
son between two groups was analyzed by two-tailed Student’s t test, 
and asterisks represented significance defined as *P  <  0.05, 
**P < 0.01, or ***P < 0.001. Other statistical methods are described 
above in the “Bioinformatic analysis” section.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/

content/full/7/21/eabb2947/DC1

View/request a protocol for this paper from Bio-protocol.
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