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Abstract vii

Reaction-diffusion equations with membrane conditions describing tumor in-
vasion

Abstract

Reaction-diffusion membrane problems find several applications in physics, biology and medical sciences,
both in the case of linear and nonlinear diffusion. We mainly focus on the biological setting of two
domains separated by a permeable membrane. At first, extending the work by Sanchez-Palencia to the
porous medium case, we rigorously derive the effective interface conditions, called Kedem-Katchalsky
conditions, as the limit of transmission conditions when the thickness of the membrane converges to
zero. This is biologically relevant and convenient for numerical simulations. Then, the following works
regard this limit problem on a zero-thickness membrane, but in the linear case. Extending the theory
developed by Pierre and his collaborators, we establish the existence of global weak solutions when
initial data have an L1 regularity and nonlinearities have a sub-quadratic growth. In another work,
we look at the situation in which two populations react and diffuse in a single domain creating spatial
patterns. We adapt this Turing theory to the case of a permeable membrane. The result is quite similar
to the standard case, but pattern formation is influenced both by diffusion and permeability coefficients.
Finally, we present a more applied study in collaboration with biologists from the Laboratoire de Biologie
et Thérapeutique des Cancers of INSERM at Saint-Antoine Hospital in Paris. In fact, Kedem-Katchalsky
conditions can well characterise the flow of tumor cells through the basal membrane, in the so-called
invasion process. This is a key step in the metastatic cascade and it is allowed by several stages, among
which we distinguish membrane degradation. With the aim of deepening the invasion phenomenon,
we propose a mathematical model concerning degradation of a biological layer. We present numerical
simulations and an a priori analysis on the sensitivity of our system and on the parameter estimation.
This is a preparatory work waiting for experimental results.

Keywords: Kedem-Katchalsky conditions, Reaction-diffusion equation, Numerical analysis, Tumor in-
vasion

Résumé

Les problèmes de membrane dans les systèmes de réaction-diffusion trouvent de nombreuses applications
en physique, en biologie et en médecine, aussi bien dans le cas linéaire que non linéaire. Nous nous
intéressons à ces systèmes pour le cas de membranes biologiques. L’exemple représentatif étant donné
par deux domaines séparés par une membrane perméable. Dans un premier temps, nous commençons par
adapter le travail de Sanchez-Palencia à l’égard de systèmes de type fluide dans un milieu poreux afin de
déterminer les conditions de membrane effectives, usuellement appelées conditions de Kedem-Katchalsky,
en faisant tendre l’épaisseur de la membrane vers 0. Le modèle limite est à la fois biologiquement
pertinent et très bien adapté pour des simulations numériques. Les travaux suivants s’intéressent au cas
de diffusion linéaire avec des conditions de membrane effectives. En étendant la théorie développée par
Pierre et ses collaborateurs, nous établissons l’existence de solutions faibles globales lorsque les données
initiales ont une régularité L1 et que les non-linéarités ont une croissance sous-quadratique. Dans un
autre travail, nous regardons la situation dans laquelle deux populations réagissent et diffusent dans un
même domaine en créant des structures spatiales. Nous étendons cette théorie de Turing au cas d’une
membrane perméable. Le résultat obtenu est assez similaire au cas sans membrane mais ici vont jouer un
rôle aussi bien les coefficients de diffusion que ceux de perméabilité à l’interface. Enfin, nous présentons
une étude plus appliquée en collaboration avec le Laboratoire de Biologie et Thérapeutique des Cancers de
l’INSERM à l’Hôpital Saint Antoine à Paris. En effet, les conditions de Kedem-Katchalsky permettent
de bien caractériser le flux de cellules tumorales à travers la membrane basale, dans le processus dit
d’invasion. C’est une étape clé dans la cascade métastatique qui est composée de plusieurs phases, parmi
lesquelles on distingue la dégradation de la membrane. Dans le but d’approfondir notre compréhension
du phénomène d’invasion, nous proposons un modèle mathématique représentant la dégradation d’une
couche biologique. Nous présentons des simulations numériques et une analyse a priori sur la sensibilité
de notre système et sur l’estimation des paramètres. Il s’agit d’un travail préparatoire en attente des
résultats expérimentaux.

Mots clés : Conditions de Kedem-Katchalsky, Équation de réaction-diffusion, Analyse numérique, In-
vasion tumorale

Laboratoire Jacques-Louis Lions – Sorbonne Université – Campus Pierre et Marie Curie –
4 place Jussieu – 75005 Paris – France
Istituto per le Applicazioni del Calcolo ’Mauro Picone’ – CNR – Via dei Taurini 19 –
00185 Roma – Italy
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Riassunto

I problemi di reazione-diffusione con membrana trovano numerose applicazioni in fisica, biologia e medic-
ina, sia nel caso di diffusione lineare che non lineare. Ci interessiamo a questi sistemi nel caso di membrane
biologiche. L’esempio rappresentativo é quello di due domini separati da una membrana permeabile. In
un primo tempo, estendendo il lavoro di Sanchez-Palencia per le equazioni dei mezzi porosi, ricaviamo
in modo rigoroso le condizioni di interfaccia, chiamate condizioni di Kedem-Katchalsky, come limite di
condizioni di trasmissione quando lo spessore della membrana converge a zero. Ciò è rilevante dal punto
di vista biologico e conveniente per le simulazioni numeriche. I lavori che seguono riguardano questo
problema limite su una membrana di spessore zero, ma guardando al caso di diffusione lineare. In un
secondo studio, estendendo la teoria sviluppata da Pierre e dai suoi collaboratori, stabiliamo l’esistenza
di soluzioni deboli globali quando i dati iniziali hanno una regolarità L1 e le nonlinearità hanno una
crescita al più quadratica. In un altro lavoro, guardiamo alla situazione in cui due popolazioni reagis-
cono e si diffondono in un unico dominio creando strutture spaziali. Adattiamo questa teoria di Turing
in presenza di una membrana permeabile. Il risultato è abbastanza simile alla classica teoria di Turing,
ma la formazione di pattern é influenzata sia dai coefficienti di diffusione che di permeabilità della mem-
brana. Infine, presentiamo un lavoro più applicato in collaborazione con dei biologi del Laboratoire de
Biologie et Thérapeutique des Cancers dell’INSERM all’Ospedale Saint Antoine a Parigi. Infatti, le con-
dizioni di Kedem-Katchalsky possono caratterizzare il flusso di cellule tumorali attraverso la membrana
basale, nel cosiddetto processo di invasione. Questo è un passaggio chiave nella cascata metastatica ed
è consentito da diverse fasi, tra le quali distinguiamo la degradazione della membrana. Con l’obiettivo
di approfondire la nostra conoscenza del fenomeno invasivo, proponiamo un modello matematico che
rappresenta la degradazione di una membrana biologica. Presentiamo anche simulazioni numeriche e
un’analisi a priori della sensibilità del nostro sistema e della stima dei parametri. Si tratta di un lavoro
preparatorio in attesa dei risultati sperimentali.

Parole chiave: Condizioni di Kedem-Katchalsky, Equazione di reazione-diffusione, Analisi numerica,
Invasione tumorale
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Chapter 1

Introduction

Partial differential equations describing the movement of cells through a membrane are of high
interest in the biology of cancer because this invasive property is fundamental in the metastatic
cascade. The invasive process is still largely unknown and it is of interest both from a biological
point of view, since there are still various open questions, and from a mathematical one, due to
the introduction of systems closed by membrane conditions called Kedem-Katchalsky conditions.

Following an initial biological background, we are going to present some analysis of the
mathematical models describing invasion phenomena (Chapters 2, 3, 4) and, finally, a more
applied work (Chapter 5) in collaboration with a group of biologists of the Inserm team, at the
Saint Antoine Hospital in Paris.

1.1 Biological background and motivations

Tumors are complex diseases which strongly affect human society. The extraordinary diversity
of cancer and its high incidence are constantly increasing the demand to control it and to get
cues to the underlying causes, Sung et al. [121]. The disconcertingly complexity explains why
the discipline of oncology is divided and focuses on organ-specific cancers. However, there are
underlying common principles that allow to bring together and to better understand all types of
cancer, Hanahan and Coussens [60], Hanahan and Weinberg [61, 62, 63].

The hallmarks of cancer. In 2000 and 2011, Hanahan and Weinberg [61, 62] postulated
that the vast complexity of cancers shares a set of principles which are at the basis of cancer
growth and progression. They proposed to call this set of common characteristics hallmarks
of cancer. In fact, as normal cells evolve progressively to a neoplastic state, they acquire a
succession of these hallmarks, that provide a rationalisation of the multistep process of human
tumor pathogenesis. At first (in 2000), they identified six biological capabilities, which included
the ability to sustain proliferative signalling, evade growth suppressors, resist cell death, enable
replicative immortality, induce angiogenesis, and activate invasion and metastasis. They later
recognised two additional hallmarks: avoiding immune destruction, and deregulating cellular
energetics and metabolism. Moreover, two characteristics of cancer lesions are able to induce
and promote the acquisition of these functional capabilities: genome instability and mutations,
and tumor-promoting inflammation. These hallmark traits can be acquired at different stages in
the multistep process of tumorogenesis, and different types of cancer may depend on particular
hallmarks.

1



2 CHAPTER 1. Introduction

Cancer cells are not able to traverse all this stages alone. Indeed, they recruit a variety of
normal cells that contribute in this multistep process of tumor development and progression, see
Figure 1.1. We have to underline that solid tumors are not simply a mass of cells, but they are a
more complex and heterogeneous environment. Thus, tumors can be seen as complex tissues or
new abnormal organs, made of multiple cell types and the stroma, Egeblad et al. [43]. The stroma
can be divided into several classes: the extracellular matrix (ECM), the non-cellular component
of organs which provides structural and biochemical support to surrounding cells, and stromal
cells. Among stromal cells of the tumor microenvironment, it is possible to select three different
classes (cancer-associated fibroblastic cells, infiltrating immune cells, and angiogenic vascular
cells) which are involved in at least seven of the previous hallmarks, Hanahan and Coussens [60].
Fibroblasts are a type of cells which normally synthesize the extracellular matrix and collagen.
Their carcinoma-associated cells stimulate cancer cell growth, inflammation, angiogenesis and
invasion. In particular, fibroblasts activated by the tumor microenvironment are the cause of the
major changes in the ECM. To ensure growth, tumors need to develop their vasculature and this
is realised with the recruitment of angiogenic vascular cells. Interaction between cancer cells and
infiltrated immune cells also play a significant role in the initiation and progression of cancer.
They do not only participate to the anti-cancer response, but they also facilitate angiogenesis
and metastatic spread. They compete with the normal microenvironment and its changes can
induce a procancerous state, affecting tumor growth and metastasis, Bissell and Hines [9], Kim
and Friedman [74].

One of the most crucial and lethal characteristics of solid tumors is represented by the in-
creased ability of cancer cells to migrate and invade other organs during the so-called metastatic
spread (see Figure 1.2), Dillekås et al. [39]. This thesis aims to study from an analytical, numer-
ical and modelistic point of view one of the hallmarks listed above: cancer cells invasion.

Figure 1.1: On the left, the traditional and reductive way to see a tumor in the field of cancer
research. On the right panel, innovative way to study a tumor, understanding the importance
of its micro environment’s connections. Reprinted from Cell, 100.1, D. Hanahan and R. A.
Weinberg, “The hallmarks of cancer”, pp. 57−70, Copyright (2000) with permission from Elsevier
(Hanahan and Weinberg [62]).
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Metastatic process. Accumulation of mutations leads to uncontrolled cell proliferation and,
thus, the formation of a small nodule. To grow beyond this size, they must attract new blood
vessels by vasculogenesis and angiogenesis, in order to get more oxygen and nutrients, Carmeliet
and Jain [23], Hillen and Griffioen [65]. Tumour vessels are tortuous and dilated. Consequently,
tumour blood flow is chaotic and variable, inducing hypoxic (i.e. deprivation of adequate oxygen
supply) and acidic regions in tumours. Among the cellular changes caused by hypoxia and
other environmental factors, we distinguish what is known as epithelial-to-mesenchymal transition
(EMT). This transition of epithelial cells to mesenchymal ones is a key molecular event in cancer
invasiveness and metastatic dissemination. In fact, EMT reduces cell-cell adhesion and leads to
dramatic changes in the physical and mechanical properties of cells, allowing the mesenchymal-
like cancer cells to invade the surrounding stroma, Franssen [50], Liu et al. [84]. Extracellular
matrix (ECM) provides substrate as well as a barrier to the advancing cells. Then, degradation is
fundamental to penetrate into the ECM. Cancer cells can now intravasate and leave the original
site. Life conditions inside blood vessels are hostile and circulating tumour cells (CTCs) can
eventually extravasate, if combined environmental factors allowed it, such as platelets or the
blood flow itself, Wirtz et al. [130]. Extravasation marks the gain of a new or secondary site that
cancer cells can colonise forming a secondary tumor or metastasis.

Figure 1.2: The metastatic process. From a well-vascularised primary tumor, some cells can
detach passing throught the basal membrane. Invasive cells may intravasate and, consequently
known as circulating tumor cells, they circulate in the vascular system. Some of these eventually
adhere to blood vessel walls and are able to extravasate and migrate into the secondary site,
where they can form a secondary tumor or metastasis. Reprinted by permission from Springer:
Springer, Tumor Biol., “Metastasis review: from bench to bedside”, Alizadeh et al., Copyright
(2014) (Alizadeh et al. [3])

Invasion phenomenon. We have seen the main steps of the metastatic cascade which bring
to the dissemination of cells of a primary tumor into other organs generating secondary tumors
or metastasis. During this process, invasive ability plays a fundamental and challenging role. In
particular, one of the most difficult barriers for cells to cross is the basement membrane. This
kind of membrane separates the epithelial tissue (which generally covers and lines organs, cavities
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and body surfaces) from the connective one (which connects body parts and grants stability),
providing a barrier that isolates malignant cells from the surrounding environment over that
supports cells. This membrane is composed by the basal lamina consisting of ECM and its main
protein is called laminin, which allows the adherence of epithelial cells. While epithelial tissue
consists mainly of cells, the basal lamina and connective tissue predominantly consist of ECM,
a network of extracellular macromolecules and minerals that constantly undergoes remodelling
according to environmental demand.

At the early stage, cancer cells proliferate locally in the epithelial tissue originating a carci-
noma in situ, see Figure 1.3 in the case of a breast tumor. Unfortunately, they may mutate and
acquire the ability to migrate by producing matrix metalloproteinases (MMPs), specific enzymes
which degrade the basement membrane and the ECM, Overall and López-Otín [100]. Investiga-
tions have mainly focused on two members of this family of enzymes: MMP-2 and MMP-9, able
to degrade a type of collagen abundant in the basal membrane, Köhrmann [76].

Figure 1.3: Example of stromal alterations in breast cancer progression. A. In phenotipically
normal tissue, central luminal epithelial cells are encircled by myoepithelial cells and basement
membrane. B. A ductal carcinoma in situ, where tumor cells are still enclosed by a continu-
ous basement membrane. C. Invasive breast carcinoma defined by the rupture of the basement
membrane, loss of myoepithelial cells and invasion into the surrounding stroma and into the
vasculature. Reprinted from J. Mammary Gland Biol. Neoplasia, 15.4, Cichon et al., “Microen-
vironmental Influences that Drive Progression from Benign Breast Disease to Invasive Breast
Cancer”, pp. 389− 397, (2010), licensed under CC BY-ND (Cichon et al. [32]).

1.2 Mathematical models describing tumor invasion

The models of interest are reaction-diffusion equations, one of the most common mathematical
tools used in biological applications at the macroscopic level. In their general formulation, the
evolution in time of the population density u = u(t, x) is classically described in a divergence
form by

∂u

∂t
= div(D(u)∇u) + f, (1.1)

where the reaction term f = f(t, x, u(t, x)) denotes the growth/degradation of the specie. We
notice that the reaction depends on time, space and the density itself, but there could be other
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quantities involved, such as other species densities. This kind of equations derives from a con-
servation principle such that, considered an arbitrary volume V = V (t) with boundary ∂V , we
have ∫

V

∂u

∂t
dx = −

∫
∂V

J · ndS +

∫
V

fdx, (1.2)

namely the mass variation in the volume V is equal to the flow J across its boundary to which we
add a mass that is either created or destroyed. In Equation (1.1), we characterise the flux through
the Fick’s law, i.e. J = −D(u)∇u, describing a movement from regions of high concentration
to others of lower concentration. We present here below two classical examples representing
respectively the linear and nonlinear diffusion equation, ignoring for simplicity the reaction term.

Heat equation. The simplest example of linear diffusion equation is the heat equation (HE),
corresponding to take D(u) = D, where D is a positive constant. We infer that the HE is in the
form

∂tu = D∆u, x ∈ Rd, t > 0. (1.3)

This is a well-know equation and it has been largely studied. It was introduced to describe heat
propagation in a solid material, this is where the name comes from. However, it can describe a
large class of physical and biological phenomena, known as diffusion processes. Equation (1.3)
can be derived also from a probabilistic model describing a microscopic dynamics in which each
particle moves randomly. This random walk, in its continuous limit, is called Brownian motion.

The HE is quite nice, compared to its nonlinear counterpart introduced later on. One of its
main property is the strong maximum principle, asserting that if the maximum of u is reached in
the interior of the time-space domain Ω× [0, T ), then u is constant in Ω× [0, T ]. A consequence of
it is the infinite speed of propagation that characterises the HE. In fact, given a nonnegative initial
data, at an infinitesimal time u becomes strictly positive everywhere, see also Vazquez [126].

Finally, we can explicitly determine the solution of a Cauchy problem, obtained combining
Equation (1.3) with an initial condition, finding out a Gaussian profile.

Porous medium equation. The porous medium equation (PME) is the simplest exam-
ple of nonlinear degenerate parabolic equation assuming D(u) = γ|u|γ−1 in Equation (1.1),
Vazquez [127]. Then, it reads as follows

∂tu = ∆uγ , γ > 1, x ∈ Rd, t > 0. (1.4)

Its degeneracy comes from the fact that D(u) ⩾ 0, and the vanishing D(u) corresponds to the
PME degeneration wherever u = 0. Equation (1.4) is equivalent to the heat Equation (1.3) in
the case γ = 1. However, the nonlinearity and degeneracy of the PME bring several additional
difficulties and these create a large gap with its linear and non-degenerate counterpart. The main
qualitative difference is called finite speed of propagation, in contrast with the infinite speed of
propagation of the HE, causing that the strong maximum principle cannot hold, see Vazquez [126,
127, Section 1.2.1]. In fact, starting with initial data with compact support, they remain so also
at any finite time. The finite speed of propagation implies the appearance of a moving boundary,
called free boundary, which separates the region where the density u is positive from the one in
which it is zero. The change of character of the PME whenever u = 0 can be observed explicitly
in the case γ = 2, in which

∂tu = 2u∆u+ 2|∇u|2. (1.5)

The first term corresponding to a nonlinear perturbation of the HE dominates when u is larger
than zero. It disappears approaching zero, in which case the second hyperbolic term is dominant.
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Consequently, near the free boundary the PME is of mixed type: parabolic and hyperbolic. It
infers that PMEs exhibit mixed properties. A similar calculation can be done for general γ ̸= 1
after an appropriate change of variables that we will see in the following.

Another way to look at the PME is as part of a mechanical description of tissue and tumour
development. In fact, tumors can be seen as a fluid flowing through a porous embedding, such
as the extracellular matrix (ECM). To avoid over-crowding, cells move down a pressure gradient.
This nonlinear and degenerate process allows to rewrite the PME as a filtration-equation of the
form

∂tu+∇ · (uv) = 0, (1.6)

where we express the velocity field v linked to the internal pressure p = γ
γ−1u

γ−1 by the Darcy
law, or equivalently

v = −µ∇p. (1.7)

The function µ = µ(t, x) ⩾ 0 represents the cell mobility coefficient, that in the previous Equa-
tion (1.4) was taken equal to 1 for simplicity. Equation (1.6), closed with the Darcy law, is
frequently used in the analysis of the porous medium type equations, since it allows to recover a
self-contained equation for the pressure satisfying

∂tp = (γ − 1)µp∆p+ µ|∇p|2. (1.8)

This is the change of variable useful to clearly observe the double behaviour of the PME, around
the degeneracy p = 0. We mention another extension of the PME which is the fast diffusion
equation, consisting in the same equation as the PME but with γ < 1. Indeed, in this case the
diffusion coefficient D(u) = γ|u|γ−1 for γ < 1 goes now to infinity as u → 0. This is why the
PME is also mentioned as slow diffusion equation.

Finally, a fundamental example of solution with an explicit formula is called Barenblatt
solution or Barenblatt-Pattle solution, which takes as initial data a Dirac mass and it has compact
support in space for every fixed time.

Fast reaction limit. In this last paragraph, we want to introduce briefly a heat equation to
which we add reaction terms that are fast respect to other terms, Moussa [93], Perthame and
Skrzeczkowsi [105]. This kind of equations will be partly mentioned in Chapter 4. Their singular
limits, as the reaction rates become extremely large, is called fast reaction limit or instantaneous
reaction limit, which expresses the fact that instantaneous dynamics is also included in the
system. There are two kinds of limit problems: free boundary problems and cross-diffusion
systems. This limit has been intensively studied in many field of applications, such as diffusive
irreversible chemical reactions, Evans [46], spatial segregation of competing species Dancer et
al. [35] and cell polarisation Otsuji et al. [99], described by the system below.

Let Ω ⊂ Rd a smooth, bounded spatial domain. We consider the following system of reaction-
diffusion equations with Neumann boundary conditions,{

∂tuε −Du∆uε = ε−1(vε − F (uε)),
∂tvε −Dv∆vε = −ε−1(vε − F (uε)),

(1.9)

where t ⩾ 0, x ∈ Ω, F : R+ → R+. Such equations have been used to model biological and
physical phenomena such as cell polarisation.

One of the first basic properties of this system is mass conservation. Indeed, summing up the
two equations we obtain

∂t(uε + vε)−∆[Duuε +Dvvε] = 0,
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from which we deduce, thanks to Neumann boundary conditions,∫
Ω

uε(t, x) + vε(t, x)dx = const.

The name of fast reaction-diffusion is appropriate when studying the limit as ε → 0. This
limit usually lead to cross-diffusion systems. Formally, we expect that (uε, vε) → (u, v), where
v = F (u). Then, we infer that

∂tw −∆[Duu+DvF (u)] = 0, w = u+ F (u).

If we assume that the map u→ w = u+ F (u) is invertible, then we can write

Duu+DvF (u) = A(w).

Finally, we get {
∂tw −∆A(w) = 0 x ∈ Ω, t ⩾ 0,
∂nw = 0 x ∈ ∂Ω.

(1.10)

In the case of backward parabolicity, namely

A′(w) =
Du +DvF

′(u)

1 + F ′(u)
< 0,

the cross-diffusion System (1.10) is ill-posed.

1.3 Kedem-Katchalsky conditions

In this thesis, we are going to study the previous models in a bounded domain Ω ⊂ Rd divided
in two subdomains Ω1 and Ω3 separated by a zero-thickness interface Γ1,3, that we will interpret
as a biological membrane separating two medium. Then, the previous equations have to be
coupled not only with homogeneous Dirichlet or Neumann boundary conditions on the external
boundary, but also with membrane conditions on the inner membrane Γ1,3. This is realised
with the so-called Kedem-Katchalsky conditions, describing the crossing of the flux through the
interface as

∇u1 · n = ∇u3 · n = k(u3 − u1), (1.11)

where n is the normal vector at the membrane and k is called permeability coefficient and it
specifies how much the membrane is permeable to the specie u. The permeability can be constant
or it can vary in time, space, depending also on other species densities. Conditions (1.11) outline
the continuity of the flux and its proportionality to the jump of the density u at the membrane
Γ1,3.

They were introduced by Kedem and Katchalsky in 1961 in [72] in a thermodynamic context
and they were applied to biological problems only later. In 2002, Quarteroni et al. [112] used these
interface conditions in the study of the dynamics of the solute in the vessel and in the arterial wall.
In 2006, Calabrò and Zunino [20] applied their theoretical results on elliptic partial differential
equations to the study of the behavior of a biological model for the transfer of chemicals through
thin biological membranes. In 2007, Serafini, in her PhD thesis [120], studied a model of the
intracellular signal transduction processes in which molecules freely diffuse and the membrane
transport events are allowed. In 2010, Cangiani and Natalini [21] considered models of nuclear
transport of molecules such as proteins in living cells taking into account the active transport
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of molecules along the cytoplasmic microtubules. We also find Kedem-Katchalsky conditions
in recent works studying tumor invasion such as in Gallinato et al. ([53], 2017) or in Chaplain
et al. ([24], 2019) and Giverso et al. ([57], 2022). A very recent on-going work deepening in
the interactions between immune and tumour cells in microfluidic chips, Braun [12], Braun et
al. [11, 13], use hyperbolic and parabolic models connected by Kedem-Katchalsky conditions.
In [82] (2019), Li et al. proposed a rigorous derivation of bulk surface models which describe
cell polarization and cell division including also transmission conditions. Let us also mention
an example of transmission condition in electrochemistry: Bathory et al. ([8], 2019) proposed
a problem frequently used when modelling the transfer of ions through the interface between
two different materials. Also semi-discretization of mass diffusion problems requires numerical
treatment in adjoint domains coupled at the interface (see Calabrò [20]).

We detail Kedem-Katchalsky conditions in the one dimensional case letting I = (a, xm) ∪
(xm, b) the spatial domain with a membrane in x = xm. We call x = x+m its right limit and
x = x−m the left limit. We consider the linear heat equation ∂tu + ∂xJ = 0 where J = −D∂xu,
with homogeneous Neumann boundary conditions in a and b. We need, then, two conditions to
close the system in order to describe both sides of the interface.

Conservation of mass. We assume conservation of mass, since the passage throught the
membrane do not cause a production or loss of mass, i.e. what enters in membrane pores will
also exits. Then, we infer that

0 =
d

dt

∫
I

udx = −
∫
I

∂xJdx = J+(xm)− J−(xm), (1.12)

where J± are the right and left limiting values of the flux. In conclusion, we derive the continuity
of the flux.

Dissipation principle. We know to have dissipation of the time derivative L2-norm of a
HE solution. So, we expect that this holds also introducing a permeable membrane. Indeed,
this quantity represents, with a negative sign, the entropy production which is a nonincreasing
quantity, in relation to the second law of thermodynamics, see Jüngel [68], Eck et al. [41]. In
fact, multiplying by u the HE, we get

0 =
1

2
∂tu

2 −D∂2x

(
1

2
u2
)
+ |∂xu|2,

deducing that
d

dt

∫
I

u2 =

∫
I

D∂2xu
2 − 2|∂xu|2 ⩽

∫
I

D∂2xu
2 = 0.

Consequently, we observe a decay in time of the L2-norm of the solutions, that coupled to the
previous flux continuity brings to state

d

dt

∫
I

u2 ⩽
∫
I−

D∂2xu
2
− +

∫
I+

D∂2xu
2
+ = D∂xu

2
−(xm)−D∂xu

2
+(xm) =

= 2[(Du−∂xu− −Du+∂xu+)(xm)] = 2J(u+(xm)− u−(xm)).

Imposing
2J(u+(xm)− u−(xm)) ⩽ 0,
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we assure to always have a dissipation of the L2-norm. This condition is satisfied taking J =
−k(u+(xm)− u−(xm)). Finally, we derive Kedem-Katchalsky membrane conditions

D∂xu+ = D∂xu− = k(u+(xm)− u−(xm)). (1.13)

1.4 Summary of the thesis

With the aim of studying tumour invasion models, this thesis focuses on the study of membrane
conditions both concerning linear and nonlinear diffusion systems.

Part I concerns the derivation of the membrane conditions on a zero-thickness membrane.
In Chapter 2, we analyse the limit of a transmission problem on a thick membrane as its

thickness converges to zero, obtaining rigorously the interface conditions. Studying a limiting
effective problem on a zero-thickness membrane is relevant and convenient both biologically and
mathematically. This analysis is performed for a porous medium type system, extending the
analogous result in the elliptic and parabolic case by Sanchez-Palencia [118]. Consequently, in
the following chapters, we treat only the effective membrane problem, with the so-called Kedem-
Katchalsky conditions.

Part II focuses on linear diffusion problems. In fact, the idea is to build a stronger theoretical
background for membrane problems.

In Chapter 3, we build an L1 theory for reaction-diffusion membrane problems, adapting
previous results by Pierre and collaborators [10, 78, 79, 107].

In Chapter 4, we provide membrane problems of a Turing instability theory. Indeed, working
with reaction-diffusion systems the question that arises is whether the membrane has an effect
on the formation of patterns.

Part III deals with an applied project with a team of biologists at the Saint Antoine Hospital.
Chapter 5 presents the mathematical results that will be later used with the experimental

data, as soon as available. However, the experimental setting is illustrated as well as examples of
the biological data, clarifying also the simulations point of view. We present the sensitivity of the
model, as well as the inverse problem to recover the parameters value from future experimental
data. Finally, a logistic fitting is also of interest.

1.4.1 Derivation of membrane conditions on a zero-thickness interface

Motivated by biological applications on tumor invasion through thin membranes, in Chapter 2
(taken from Ciavolella et al. [30]) we study the rigorous derivation of effective membrane con-
ditions on a zero-thickness membrane. Starting from a trasmission problem with transmission
conditions on the boundary of a membrane with thickness ε, we consider the limit as ε goes
to 0 with the aim of determining the boundary conditions at the limit interface. Indeed, the
membrane is smaller than the size of adjacent tissues. Then, it is reasonable to approximate
it with a zero-thickness one (see Figure 1.4), as done for instance in Chaplain et al. [24] and
Gallinato et al. [53]. In particular, we give a rigorous proof to the formal derivation by Chaplain
et al. [24]. They have also performed a numerical study, observing that there is a correspondence
between the two problems taking the thickness ε small enough and, in the case of a zero-thickness
membrane, the computational cost is also lower. This is why this kind of question is interesting
both biologically and mathematically.
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Figure 1.4: On the left, the representation of the thick basal membrane (in yellow), which sepa-
rates the upper domain where the primary tumor initially lives from the lower domain composed
of extracellular matrix. Moreover, we observe cancer cells invasion through the membrane. On
the right, it is shown the same process but with the approximated zero-thickness membrane (in
green). Adapted from Br. J. Cancer, 124.1, Novikov et al., “Mutational drivers of cancer cell
migration and invasion”, pp. 102− 114 (2021), licensed under CC BY 4.0 (Novikov et al. [97]).
Reproduced from Curr. Opin. Cell Biol., 36, Clark and Vignjevic, “Modes of cancer cell invasion
and the role of the microenvironment”, pp. 13−22 (2015), licensed under CC-BY-NC-ND (Clark
and Vignjevic [33]).

We consider a model in which the population density u = u(t, x) evolves under a porous
medium dynamics. We assume the domain Ω ∈ R3 to be an open and bounded set. Moreover, Ω
is composed of three subdomains Ωi,ε, for i = 1, 2, 3, where ε is the thickness of the membrane
Ω2,ε, see Figure 1.5. Cells are allowed to move among these three domains with different constant
mobilities µi,ε, for i = 1, 2, 3, crossing the boundaries Γ1,2,ε (between Ω1,ε and Ω2,ε) and Γ2,3,ε

(between Ω2,ε and Ω3,ε). Finally, we have Ω = Ω1,ε ∪ Ω2,ε ∪ Ω3,ε, with Γ1,2,ε = Ω1,ε ∩ Ω2,ε, and
Γ2,3,ε = Ω2,ε ∩ Ω3,ε. The transmission problem reads as

∂tui,ε − µi,ε∇ · (ui,ε∇pi,ε) = ui,εG(pi,ε), in (0, T )× Ωi,ε, i = 1, 2, 3,

µi,εui,ε∇pi,ε · ni,i+1 = µi+1,εui+1,ε∇pi+1,ε · ni,i+1, on (0, T )× Γi,i+1,ε, i = 1, 2,

ui,ε = ui+1,ε, on (0, T )× Γi,i+1,ε, i = 1, 2,

ui,ε = 0, on (0, T )× ∂Ω,
(1.14)

where pi,ε is the density dependent pressure, given by the power law pi,ε = uγi,ε, for γ > 1.
The problem that we expect to recover in the limit, formally derived by Chaplain et al. [24], is
called effective problem and it is defined on the domain Ω divided into two open subdomains Ω̃i

for i = 1, 3. The second domain Ω2,ε collapses into the zero-thickness membrane Γ̃1,3. Then,
Ω = Ω̃1 ∪ Γ̃1,3 ∪ Ω̃3. When shrinking the membrane Ω2,ε to an infinitesimal region Γ̃1,3, it is
important to preserve the properties of the initial domain such that cell invasion is allowed. This
is why, together with the limit as the thickness of the membrane approaches zero, we have to
deal with the limit of the mobility rate inside the membrane. Consequently, we consider the
assumptions on the mobility coefficients such that they satisfy µi,ε > 0 for i = 1, 3 and

lim
ε→0

µ1,ε = µ̃1 ∈ (0,+∞), lim
ε→0

µ2,ε

ε
= µ̃1,3 ∈ (0,+∞), lim

ε→0
µ3,ε = µ̃3 ∈ (0,+∞). (1.15)
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Under the previous hypothesis, we prove weak convergence of solutions of Problem (1.14) to
solutions of the following system

∂tũi − µ̃i∇ · (ũi∇p̃i) = ũiG(p̃i), in (0, T )× Ω̃i, i = 1, 3,

µ̃1,3JΠK = µ̃1ũ1∇p̃1 · ñ1,3 = µ̃3ũ3∇p̃3 · ñ1,3, on (0, T )× Γ̃1,3,

ũ = 0, on (0, T )× ∂Ω,

(1.16)

where Π satisfies Π′(u) = up′(u), namely

Π(u) :=
γ

γ + 1
uγ+1.

Conditions on Γ̃1,3 are called non linear generalized Kedem-Katchalsky conditions. Their linear
counterpart can be obtained taking Π(u) = u + C, C ∈ R. They describe the continuity of the
flux through the effective interface Γ̃1,3 and their proportionality to the jump, denoted by the
symbol J · K, of a quantity linked to cells pressure. In particular,

JΠK :=
γ

γ + 1
(ũγ+1)3 −

γ

γ + 1
(ũγ+1)1, (1.17)

where the subscript indicates that (·) is evaluated as the limit to a point of the interface coming
from the subdomain Ω̃1, Ω̃3, respectively.

Figure 1.5: We represent here the bounded cylindrical domain Ω of length L. On the left, we can
see the subdomains Ωi,ε with related outward normals. The membrane Ω2,ε of thickness ε > 0
is delimited by Γi,i+1,ε = {x3 = ±ε/2} ∩ Ω which are symmetric with respect to the effective
interface, Γ̃1,3 = {x3 = 0} ∩ Ω. On the right, we represent the limit domain as ε → 0. The
effective interface Γ̃1,3 separates the two limit domains, Ω̃1, Ω̃3.

Main result and main steps of the proof

We show here the main result on the derivation of Kedem-Katchalsky conditions and the idea
of its proof.

Theorem 1.4.1 (Convergence to the effective problem). We consider a cylinder as in Figure 1.5.
We add assumptions on the initial data, on the growth rate and on the mobility coefficients,
see (1.15). With the use of appropriate a priori estimates, we are able to prove that weak
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solutions of the transmission problem, i.e. for all ψ ∈ H1(0, T ;H1
0 (Ω))

−
∫ T

0

∫
Ω

uε∂tψ +

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

ui,ε∇pi,ε · ∇ψ =

∫ T

0

∫
Ω

uεG(pε)ψ +

∫
Ω

u0εψ(0, x), (1.18)

converge to weak solutions of the effective problem, i.e.

−
∫ T

0

∫
Ω

ũ∂tw + µ̃1

∫ T

0

∫
Ω̃1

ũ∇p̃ · ∇w + µ̃3

∫ T

0

∫
Ω̃3

ũ∇p̃ · ∇w

+ µ̃1,3

∫ T

0

∫
Γ̃1,3

JΠK
(
w|x3=0+ − w|x3=0−

)
=

∫ T

0

∫
Ω

ũG(p̃)w +

∫
Ω

ũ0w0,

(1.19)

for all test functions w(t, x) with a proper regularity and w(T, x) = 0 a.e. in Ω.

As underlined before, this theorem completes the formal analysis in Chaplain et al. [24] in the
case of a porous medium dynamic. The proof follows a previous result on elliptic and parabolic
equations by Sanchez-Palencia [118]. His approach is based on H1- a priori estimates on the
density uε. In our case, the nonlinearity and the degeneracy of the porous medium equation
bring several additional difficulties. Indeed, we do not have an L2-bound on the density uε, since
it can develop discontinuities, see Section 1.2 on the porous medium equation. However, we can
state an H1-estimate for the pressure. The nice part of working with a porous medium type
equation is that we can either work with the density or with the pressure, since we can find an
equation also for it, due to the relation p = uγ , see Equation (1.8). This is very useful when
more regularity on the gradient is needed.

The critical term then is the divergence one (the second one in Equation (1.18)). Indeed, we
need:

• a control on the gradient of the pressure, considering also that in the second domain Ω2,ε

the mobility approaches zero in the limit;

• strong convergence of the density uε, differently from Sanchez-Palencia, since we have to
ask that the product uε∇pε converges weakly;

• a proper definition of the limit test functions w which are discontinuous.

With the previous properties, the theorem is proved with the use of standard tools and the
procedure is quite technical. Here below, we provide the ideas to solve the previous points.

A priori estimates. An important result to state the convergence is the following a priori
lemma, in which we also prove the H1-bound of the pressure.

Lemma 1.4.1 (A priori estimates). Given appropriate assumptions, let (uε, pε) be a solution of
Problem (1.14). There exists a positive constant C independent of ε such that

(i) ∥uε∥L∞(0,T ;L∞(Ω)) ⩽ C, ∥pε∥L∞(0,T ;L∞(Ω)) ⩽ C

(ii) ∥∂tuε∥L∞(0,T ;L1(Ω)) ⩽ C, ∥∂tpε∥L∞(0,T ;L1(Ω)) ⩽ C,

(iii) ∥∇pε∥L2(0,T ;L2(Ω\Ω2,ε)) ⩽ C.

The proof here is quite standard, but, of course, keeping attention to transmission conditions.
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We remark that the estimate (iii) is given by

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

|∇pi,ε|2 ⩽ C.

Since µ2,ε → 0, then we lack the estimate of the gradient in the domain Ω2,ε. Consequently, we
need to construct an extension operator to have a uniform control of the pressure gradient in
L2(Ω).

Extension operator. A first main tool to deal with the limit ε→ 0 is an extension operator
that ’truncates’ and ’reflects’ the solution from the outside of Ω2,ε to the inside, see Figure 1.6.
So, in particular we obtain that ∇Pε(pε) ∈ L2(0, T ;L2(Ω \ Γ̃1,3)) uniformly with respect to ε.

Figure 1.6: On the left, schematic representation of the extension operator (in red) applied to a
function z (in blue). Outside the central domain Ω2,ε, we take Pε(z) = z, whereas Pε(z(t, x)) =
z(t, x′). On the right, the spatial symmetry used in the definition of the extension operator.

Thanks to the properties of the operator linked to the a priori estimates on uε and pε, we
can prove some compactness results of the extension operator, useful in the limit ε→ 0.

Lemma 1.4.2 (Compactness of the extension operator). Let (uε, pε) be the solution of Prob-
lem (1.14). There exists a couple (ũ, p̃) with

ũ ∈ L∞(0, T ;L∞(Ω \ Γ̃1,3)), p̃ ∈ L2(0, T ;H1(Ω \ Γ̃1,3)) ∩ L∞(0, T ;L∞(Ω \ Γ̃1,3)),

such that, up to a subsequence, it holds

(i) Pε(pε) → p̃ strongly in Lp(0, T ;Lp(Ω \ Γ̃1,3)), for 1 ≤ p < +∞,

(ii) Pε(uε) → ũ strongly in Lp(0, T ;Lp(Ω \ Γ̃1,3)), for 1 ≤ p < +∞,

(iii) ∇Pε(pε)⇀ ∇p̃ weakly in L2(0, T ;L2(Ω \ Γ̃1,3)).

Proper test functions. Since in the limit we expect discontinuous test functions w, as we
can see in (1.19), we define a new space E∗ where these functions live. E∗ is the space of finite
combinations of functions defined as extension operators applied to regular functions. Indeed,
since the extension operator builds a discontinuous function, then we obtain also discontinuous
test functions w in E∗. Finally, we introduce the operator Lε such that, taken w ∈ C1([0, T );E∗),
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Lε(w) ∈ H1(0, T ;H1
0 (Ω)) and Lε(w) → w, uniformly as ε → 0, for all w ∈ C1([0, T );E∗). In

this way, we can substitute ψ = Lε(w) in the weak solution (1.18).

Figure 1.7: Schematic representation of the operator Lε (in green) applied to the extension
operator Pε (in red), since Lε is defined on functions in the space E∗ which are combinations of
extension operators on regular function, called here z (in blue). Inside the domain Ω2,ε, Lε is
defined as a line with a slope 1

ε , such that it diverges as ε→ 0.

1.4.2 Existence of weak solutions for a reaction-diffusion membrane
problem

As pointed out at the beginning of Section 1.4, we dedicate Chapter 3 to an analytical study of
membrane problems in the linear case. Then, we study a reaction-diffusion membrane problem on
a zero-thickness interface, with the previously derived Kedem-Katchalsky conditions. Chapter 3
is taken from Ciavolella and Perthame [31]. The interest is to build an existence theory for
membrane problems in an L1 setting. We analyse the existence of a global weak solution for a
reaction-diffusion problem of m species which diffuse in a multi-dimensional domain and through
a zero-thickness permeable membrane.

To describe the model, we consider, as depicted in Fig. 1.8, an inner transverse C1 mem-
brane Γ1,3 separating a domain Ω in two connected sub-domains Ω1 and Ω3,

Ω = Ω1 ∪ Ω3 ⊂ Rd, d ⩾ 2, Γ1,3 = ∂Ω1 ∩ ∂Ω3.

We assume Ω1 and Ω3 to be piecewise C1 domains. In order to set boundary conditions, we
introduce Γ1 = ∂Ω1 \ Γ1,3 and Γ3 = ∂Ω3 \ Γ1,3, assumed non-empty.
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Figure 1.8: Example of spatial domain Ω with an inner transverse membrane Γ1,3 which decom-
poses Ω in open sets Ω1 and Ω3. The figure also shows the outward normals to the membrane.

The system of interest is described by
∂tui −Di∆ui = fi(u1, ..., um), in QT := (0, T )× Ω,

ui = 0, in ΣT := (0, T )× (Γ1 ∪ Γ3),

∂n1u1i = ∂n1u3i = ki(u
3
i − u1i ), in ΣT,Γ := (0, T )× Γ1,3,

ui(0, x) = u0,i(x) ⩾ 0, in Ω,

(1.20)

where we denote each species density for i = 1, ...,m with

ui =

{
u1i , in Ω1,

u3i , in Ω3.

Moreover, the diffusion coefficient Di and the permeability at the membrane ki (corresponding
to µ̃1,3 in the previous effective interface Problem (1.16)) are positive constants. We call nλ

the outward normal of the domain Ωλ for λ = 1, 3 such that n3 = −n1. Conditions ∂n1u1i =
∂n1u3i = ki(u

3
i − u1i ) are the (linear) Kedem-Katchalsky conditions derived in Chapter 2: flux

continuity of the species density and flux proportionality to the jump of the density itself for
x ∈ Γ1,3.

This kind of equations is quite standard and very frequent in biological applications, namely to
describe Lotka-Volterra systems, chemical reaction problems, gas combustion, electrodynamics.
At the same time, even without a membrane, some questions are still open, also concerning weak
solutions. A specific challenge has been to describe systems with the natural L1-regularity and
with high order nonlinearities, which are the common properties of many biological systems. This
was the interest of Pierre and his collaborators [7, 10, 79, 107] and Laamri and Perthame [78].

In this context, we aim to introduce our work, extending the results just cited. Consequently,
we gather the following assumptions for some constants C,CM ,M > 0 and for all i = 1, ...,m,
for all u = (u1, ..., um) ∈ [0,+∞)m,

|fi(u)| ⩽ C
(
1 +

m∑
j=1

u2j

)
, (sub-quadratic growth), (1.21)

m∑
j=1

fj(u) ⩽ C
(
1 +

m∑
j=1

uj

)
, (mass control), (1.22)
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fi(u1, ..., ui−1, 0, ui+1, ..., um) ⩾ 0, (quasi-positivity), (1.23)

|fi(u)− fi(v)| ⩽ CM

m∑
j=1

|uj − vj |, ∀u,v ∈ [0,M ]m. (1.24)

Mass control (1.22) and quasi-positivity (1.23) are the main hypothesis used also by Pierre [107]
and Laamri and Perthame [78]. In fact, they assure nonnegativity of solutions and mass control.
These hypothesis can be found also in membrane problems such as those analysed in Cangiani
and Natalini [21] and Serafini [120] describing intracellular trasport, as seen in more details in
Chapter 3.

Main result and steps of the proof

Our main contribution is the following global existence theorem with initial data of low
regularity and reaction terms at most quadratic.

Theorem 1.4.2 (Existence and regularity). Assuming (1.21)-(1.24) and k1 = ... = km. Then,
for all L1-initial data u0 = (u0,1, ..., u0,m), the previous System (1.20) has a nonnegative global
weak solution which satisfies for all T > 0 and i = 1, ...,m,

ui ∈ L2(QT ) and (1 + |ui|)α ∈ L2
(
0, T ;H1(Ω)

)
, ∀α ∈

[
0,

1

2

)
, (1.25)

ui ∈ Lβ
(
0, T ;W 1,β(Ω)

)
and ui ∈ Lβ

(
0, T ;Lβ(Γ1,3)

)
, ∀β ∈

[
1,

d

d− 1

)
. (1.26)

Remark 1.4.1. We remark that, since β is at most 2, solutions are at least W 1,1 in space,
whereas only L1 at the membrane Γ1,3, due to the jump highlighted in Kedem-Katchalsky condi-
tions.

We present a sketch of the proof, deeply analysed in Chapter 3. We follow four main steps,
as in Pierre’s method [107].

Regularization process. We build a regularized problem (see (3.16)) with a nonnegative clas-
sical global solution un, considering a regularized version of the initial data and of the nonlineari-
ties. We observe that regularised reaction terms share the same properties as the non-regularised
ones, i.e. hypothesis (1.21)-(1.24).

An L2 a priori Lemma. A fundamental hypothesis to prove existence is an L1-bound of
the regularised nonlinearities. Without this hypothesis, we can still prove an L2-bound on the
densities un, then claiming a bound on the reaction terms thanks to sub-quadratic growth (1.21).
This is why we need to have an L2 a priori result.

Lemma 1.4.3 (Key estimate with L1 data and membrane conditions). Consider smooth func-
tions zi : [0,+∞) × Ω → R+, fi : [0,+∞)m → R, for all i = 1, ...,m, with fi satisfying the
assumption (1.22). Assume z0,i ∈ L1(Ω) ∩ (H1)∗ and that the differential equation holds with
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ki = k 
∂tzi −Di∆zi = fi(z1, ..., zm), in QT ,

zi = 0, in ΣT ,

∂n1z1i = ∂n1z2i = ki(z
2
i − z1i ), in ΣT,Γ,

z(0, x) = z0,i(x) ⩾ 0, in Ω.

(1.27)

Then, for some constant C3 depending on ∥z0∥(H1)∗ , the inequality holds

m∑
i=1

∫
QT

|zi|2 ⩽ C3.

This lemma is an extension of the Laamri-Perthame L1 key estimate Lemma 2.1.1. Here, we
have to add the restriction ki = k, for all i = 1, ...,m, otherwise the proof does not work.

Concluding, under the mass control hypothesis (1.22) on the sum of the fi, for i = 1, ...,m,
we prove that the regularized problem with L1 initial data has an L2 solution. So, thanks to this
lemma and the sub-quadratic growth hypothesis (1.21) on the fi, for i = 1, ...,m, we obtain that
the regularized reaction term fn is bounded in L1.

Existence of a super-solution. It is not possible to directly prove existence of weak solutions
in the limit. Despite we prove the good convergence for the densities (see Appendix 3.B) and fn

is bounded in L1, we cannot pass to the limit n → +∞ in the definition of weak solution un,
namely for all i = 1, ...,m

−
∫
Ω

ψ(0, x)un0,i +

∫
QT

(−ψtu
n
i +Di∇ψ∇uni ) +

∫ T

0

∫
Γ

DikiJuni KJψK =
∫
QT

ψfni ,

since we do not have the L1 convergence of the nonlinearities. However, we can find an inequality
in the formulation of weak solution, thus obtaining a super solution.

So, assuming convergence of the initial data un
0 → u0 in L1(Ω), we have now all the ingredients

to extend Pierre’s Theorem 2.1.2 on the existence of a supersolution, in the case ki = k, for all
i = 1, ...,m, and fn bounded in L1. The result is proved in Section 3.3.3. The proof follows
the main guide lines in Pierre [107]. In order to avoid the convergence problem of the reaction
terms, we use a truncation method. The idea is to obtain a reaction-diffusion inequality with
nonlinearities bounded in the limit n→ +∞ and for a fixed truncation level. Then, we are able
to find a limit for the truncated weak supersolution formula as n → +∞. Finally, bringing the
truncation level to infinity, we obtain the supersolution of Problem (1.20).

Existence of a solution. Proving that the previous supersolution is also a subsolution, we can
conclude the proof. The main ingredient to state this is the mass control structure, which allows
to apply Fatou’s lemma on the sum of reaction terms and densities obtaining a subsolution.

1.4.3 Effect of a membrane on diffusion-driven Turing instability

In Chapter 4 (a detailed version of Ciavolella [29]), we continue the analysis on reaction-diffusion
systems with Kedem-Katchalsky membrane conditions. In fact, the question that arises is
whether the membrane affects the formation of patterns.

Reaction-diffusion systems are largely studied not only for the previous existence analysis,
but also to figure out the development of pattern and form. This natural phenomenon describes
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morphogenesis in embryo, complex and spatial patterns formed by bacteria, as well as the forma-
tion of spots and stripes on animals. In 1952, Turing [123] suggested that a system of chemical
substances, called morphogens, reacting together and diffusing through a tissue, is adequate to
account for the main phenomena of morphogenesis. The idea of Chapter 4 is to retrace the main
steps explaining theoretically and numerically Turing patterns in the case of a membrane. Then,
we consider a domain as in Figure 1.8. Using the same notation of Chapter 3, see also in Subsec-
tion 1.4.2, we define Qλ

T = (0, T )× Ωλ, Σλ
T = (0, T )× Γλ, for λ = 1, 3 and ΣT,Γ = (0, T )× Γ1,3.

We consider a two-species reaction-diffusion membrane problem as below.



∂tu1 −Du1 ∆u1 = f(u1, v1),
in Q1

T ,
∂tv1 −Dv1 ∆v1 = g(u1, v1),

∇u1 · n = 0 = ∇v1 · n, in Σ1
T ,

Du1 ∇u1 · n = ku(u3 − u1),
in ΣT,Γ,

Dv1 ∇v1 · n = kv(v3 − v1),



∂tu3 −Du3 ∆u3 = f(u3, v3),
in Q3

T ,
∂tv3 −Dv3 ∆v3 = g(u3, v3),

∇u3 · n = 0 = ∇v3 · n, in Σ3
T ,

Du3 ∇u3 · n = ku(u3 − u1),
in ΣT,Γ,

Dv3 ∇v3 · n = kv(v3 − v1).
(1.28)

This is the same initial setting than the standard Turing theory, except for the membrane
conditions and the addition of new parameters, i.e. the permeabilities ku, kv of the two species,
central in the analysis to understand the role of the membrane.

Analytical part

At first, we assume that there exists a homogeneous steady state (u, v) such that it nullifies
the reaction terms. Then, we analyse its stability on the linearised version of Systems (1.28),
namely

∂tu1 −Du1 ∆u1 = fuu1 + fvv1,

∂tv1 −Dv1 ∆v1 = guu1 + gvv1,

∇u1 · n = 0 = ∇v1 · n,
Du1 ∇u1 · n = ku(u3 − u1),

Dv1 ∇v1 · n = kv(v3 − v1),



∂tu3 −Du3 ∆u3 = fuu3 + fvv3,

∂tv3 −Dv3 ∆v3 = guu3 + gvv3,

∇u3 · n = 0 = ∇v3 · n,
Du3 ∇u3 · n = ku(u3 − u1),

Dv3 ∇v3 · n = kv(v3 − v1),

(1.29)

where fu, fv, gu, gv are the partial derivatives of the reaction terms evaluated in (u, v). By
definition, we derive the conditions for the dynamical system to perform a stable steady state
and, then, for the complete System (1.29) such that the stable steady state (u, v) becomes
unstable adding diffusion. The analysis requires, as for the standard reaction-diffusion problem,
the introduction of eigenvalue problems for the Laplace operators with Neumann and membrane
conditions, namely

L = −Du∆ and L̃ = −Dv∆,

where we define

Dϕ =

{
Dϕ1, in Ω1,
Dϕ3, in Ω3.

ϕ =

{
ϕ1 , in Ω1,

ϕ
3
, in Ω3,
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for ϕ = u or v. So, we have for u
Lw = λw, in Ω1 ∪ Ω3,

∇w · n = 0, in Γ1 ∪ Γ3,

Du1∇w1 · n = Du3∇w3 · n = ku(w3 − w1), in Γ1,3,

and for v, 
L̃z = ηz, in Ω1 ∪ Ω3,

∇z · n = 0, in Γ1 ∪ Γ3,

Dv1∇z1 · n = Dv3∇z3 · n = kv(z3 − z1), in Γ1,3.

Consequently, a diagonalisation theory is needed, for details see Appendix 4.A, to claim existence
of sequences of eigenvalues {λn}n∈N, {νn}n∈N and corresponding eigenfunctions {wn}n∈N, {zn}n∈N.
Then, we state the instability theorem for a membrane problem

Theorem 1.4.3 (Turing instability theorem). Consider the linearised systems in (1.29) around
the steady state (u, v) with Dv > 0 fixed. We assume

fu + gv < 0 and fu gv − fv gu > 0,

such that we have stability for the dynamical system, and

ν
D
:=

Dur

Dul
=
Dvr

Dvl
, ν

K
:=

ku
Dul

=
kv
Dvl

and θ :=
Dul

Dvl
=
Dur

Dvr
. (1.30)

λn = θηn , for all n ∈ N, (1.31)

to have the same eigenfunctions wn and zn. Then, for θ sufficiently small (that means Du

small), the steady state (u, v) is linearly unstable. Moreover, only a finite number of eigenvalues
are unstable.

Idea of the proof. The proof follows the main steps of the standard theory, see for example
Murray [95], Perthame [106]. Then, we decompose u and v using the basis of eigenfunctions
and such that we obtain solutions with exponential growth in time. The idea is that we want
to impose a divergent exponential, in order to have an unstable steady state. So, we can write
a dispersion relation for the exponential coefficient µ and, to infer Re(µ) > 0, we end up with
condition

p(η
n
) := θη2

n
− η

n
(fu + θ gv) + det(A) < 0. (1.32)

For the convex function p(η
n
) to be strictly negative, its minimum must be strictly negative.

Finally, we can find a critical θ = θc at which we have a bifurcation phenomena: for θ < θc,
convergence to equilibrium is observed, for θ > θc we can see patterns. To go further, we can
explicate the range of eigenvalues such that p(ηn) < 0 and, in particular, in the regime θ small
we find a very large interval, hence it will contain some eigenvalues.

□

Numerical part

Eigenvalues and eigenfunctions of the one-dimensional Neumann membrane prob-
lem. We validate the previous theoretical results through numerical simulations in a one-
dimensional domain (0, xm) ∪ (xm, L), with xm = L

2 . Differently from the standard theory,
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we cannot find an explicit expression for the eigenvalues, but they are the zeroes of a given func-
tion. A simplification that we have done is to consider ν

D
= 1, or equivalently Du1 = Du3 and

Dv1 = Dv3, which is also biologically reasonable. In this case, taken cosinusoidal eigenfunctions

z1n(x) = C1 cos(anx) and z3n(x) = cos(bn(x− L)),

with
a2

n
= b2

n
,

the eigenvalues are the positive roots of the function

r : ξ 7−→
√
ξ tan

( √
ξ√
Dv3

L

2

)
− 2

kv√
Dv3

,

as illustrate in Figure 1.9.

Figure 1.9: We represent here the function ξ 7−→ r(ξ), considering L = 1, ν
D

= 1, and
Dv3 = Dv1 = 10−2 and kv = 10−4. Its roots correspond to the eigenvalues ηn .

Numerical examples. We dedicate this last paragraph to some numerical examples. We use
finite difference schemes with first-order discretisation of the boundary and membrane conditions
in Matlab, see Appendix 4.B, as well as Morton and Mayers [92] and Quarteroni [112].

We choose a simple setting with mass conservation already analysed by Moussa et al. [93] in
a Turing instabilities study, namely

f(u, v) = ε−1(v − h(u)), g(u, v) = −f(u, v), with h(u) = u (u− 1)2

and we notice the conditions

h ∈ C2(R+,R+), h(0) = 0, h(u) > 0 for u > 0 and h′(u) = (1− u)(1− 3u) > −1.

The small parameter ε measures the time scale of the reaction compared to diffusion, whether
ε = 1 corresponds to a reaction-diffusion system. With this data, we can prove that we are in
the good framework previously analysed to observe Turing instability.

Claim 1.4.1. Considering the reaction terms just introduced, we claim that:

1. In the absence of diffusion, there is a unique stable equilibrium point (u, v) to which solu-
tions converge monotonically.
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2. The same steady state (u, v) is asymptotically Turing unstable for the linearised reaction-
diffusion system under the condition

θ+h′(u)<0.

Starting from initial data of the form

u0(x) =

{
7
15 + 1

5 sin(4πx), for 0 ⩽ x ⩽ 1
2 ,

1
5 + 1

5 sin(4πx), for 1
2 < x ⩽ 1

and v0(x) =

{
1
3 − 1

5 sin(4πx), for 0 ⩽ x ⩽ 1
2 ,

3
5 − 1

5 sin(4πx), for 1
2 < x ⩽ 1,

we can calculate the steady state such that

u = 0.7545 ∈
(
1

3
, 1

)
, v = h(u) = 0.0454 ∈

(
0,

4

27

)
and h′(u) = θc = −0.3101 ∈

(
− 1

3 , 0
)
. We show time convergent solutions in the spatial interval

[0,1]. To guarantee conditions (1.30), (1.31), we deduce that

Du1 = Du3 = θ, ku = θ kv with Dv1 = Dv3 = 1 and ε = 1, (1.33)

where for θ < θc = −0.3101 there is a non-empty range of instability, see the previous claim and
Figure 1.10.

Figure 1.10: Representation of the function p(η) = θη2+ε−1(θ+h′(u)η) in (1.32) determining
the unstable modes. For θ = θc (dashed line), there is a banal range of instability and consequent
convergence to equilibrium of solutions, whereas for θ < θc (solid line) we can find some eigen-
values generating instability.

In the numerical examples (see Figure 1.1), we consider

• fixed permeability and decreasing values of θ < θc, observing, as in the standard Turing
theory, an increase in Turing patterns,

• fixed values of θ and different values of the permeability kv (remembering the relation
ku = θkv), observing (in the non-banal case kv ∈ (0,+∞)) that patterns are present but
they are non-smooth and they could be nearly constant functions with a discontinuity at
the membrane.
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kv

θ
θc 10−2 10−3 10−4 10−5

0

1

+∞

Table 1.1: We summarise the evolution of patterns varying θ and kv. The first column cor-
responds to the value θ = θc, in which case there are no unstable modes. Then, for all kv,
convergence to the steady state is observed. The first and last row (kv = 0,+∞) corresponds to
the case of reaction-diffusion systems respectively on a half domain and on the entire domain.
This is evident looking back at the transformation of Kedem-Katchalsky conditions in this ex-
treme cases. For kv = 1, we observe both an increase of patterns decreasing θ and non-smooth
patterns with a jump at the membrane.

Finally, we illustrate also some simulations decreasing the parameter ε, previously fixed at
ε = 1. In fact, in the limit ε → 0, we are in the case of a fast reaction-diffusion system, see
Section 1.2, and Turing instability turns out to be equivalent to the instability due to the ill-
posedness for the limiting cross-diffusion equations, caused by backward parabolicity, Moussa et
al. [93], Perthame and Skrzeczkowski [105]. For fixed kv = 1, θ = 10−4 and varying ε, we obtain
the following pictures.

Figure 1.11: This figure should be read from left to right. ε = 1/5. Slops increase respect to
the corresponding case ε = 1 in Table 1.1. The jump at the membrane is less significant since
membrane derivatives are really small with the data chosen. ε = 1/20. Oscillations are increas-
ing respect to ε = 1/5, since numerically we are approaching zero. ε = 1/100. Instabilities are
dominant.

1.4.4 Membrane degradation: modeling and simulations

We conclude this thesis with Chapter 5, which contains the mathematical results of an ongoing
work with a team of biologists working in the Laboratoire de Biologie et Thérapeutique des
Cancers of INSERM at the Saint Antoine Hospital in Paris. The collaboration started with the
aim of studying cells invasive behaviour. For such experiments, biologists use the XCELLigence
technology, Ke et al. [71], Martinez-Serra et al. [89], Obr et al. [98], Turker et al. [124], Zaoui et



1.4. Summary of the thesis 23

al. [132]: two chambers separated by a porous membrane coated with an ECM-like layer. On the
lower side of the membrane gold electrodes measure the cell index, proportional to the number
of invasive cells, initially in the upper chamber. Thus, a model describing this setting contains
three different equations: an advection-reaction-diffusion equation for the density of cells, which
follows the evolution of cells diffusing in the upper chamber, possibly replicating and at the same
time a directed movement towards the membrane is allowed; a reaction-diffusion equation for
MMPs enzymes, produced by cells to degrade the ECM-like layer; a degradation equation for the
layer, depending on the concentration of MMPs. If homogeneous Neumann boundary conditions
characterise the absence of flow outside the chambers, Kedem-Katchalsky conditions at the inner
membrane both for cells and enzymes regulate their flow to the lower chamber. Moreover, the
permeability of the membrane depends on the damage and it evolves then in time.

As underlined before, experimental data focuse on the number of invasive cells. In fact, it is
not possible to extrapolate information on degradation. We do not expect to have data on the
enzymes, because it is not easy at this scale but, since they are the ones eating the membrane,
degradation give us a cue on them too. This is why Chapter 5 focuses on modeling and numerical
results of membrane degradation.

Experimental data. Another experimental device is designed to measure the capacity of cells
to degrade the membrane: the QCM™ Gelatin Invadopodia Assay, composed by a well coated
with fluorescent gelatin (simulating the ECM). We still do not have experimental data but we
provide an example of them in Figure 1.12. This is the reason why Chapter 5 is at the moment
constructed on mathematical results, looking forward to apply them to experiments.

Mathematical model. The model that we have built to describe the experimental pictures
is set up on a rectangular domain Ω = [a, b] × [c, d]. We describe the evolution inside Ω of cell
density u(t, x), enzymes concentration m(t, x) and damage at the gelatin d(t, x) ∈ [0, 1], related
to the amount of gelatin q(t, x) = 1− d(t, x) ∈ [0, 1], such as

∂tu = div(D(d)∇u) + α1u
(
1− u

α3

)
, in Ω,

∂tm = Dm∆m+ β(1− d)u− αm, in Ω,

∂td = γm(1− d), in Ω,

where
D(d) = DLd+DG(1− d) = DG + (DL −DG)d.

Both u and m satisfy no-flux boundary conditions on ∂Ω.
Cells are diffusing on the gelatin with coefficient DG > 0 and in the liquid with coefficient

DL > 0. We remark that when the gelatin is intact (d = 0, then q = 1), cells move randomly on
the gelatin, whereas when it is completely destroyed (d = 1, then q = 0), cells diffuse into the
liquid. Finally, cells are proliferating, following a logistic growth. Equations for MMPs and dam-
age are the same as for the invasion experiment. In particular, we consider that the production
of enzymes starts when cells sense the gelatin q = 1−d and at this point degradation begins too.

Rescaling time and space, we also propose a nondimensional form in which we reduce the
number of parameters to 5. System writes as

∂tu = div((θ + d)∇u) + k2u
(
1− u

α3

)
, in Ω,

∂tm = ∆m+ k1(1− pd)u−m, in Ω,

∂td = 1
pm(1− pd), in Ω.

(1.34)
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Figure 1.12: Example of experimental data after 48h realised by N. Ferrand. A. Contrast phase
image which represents cells. B. Image of the left gelatin (in green), whereas black areas are spots
without gelatin. C. DAPI image representing cells nuclei in blue. D. Representation of actin
cytosckeleton in red which delineates cells contouring. E. Overlap of images B,C,D that relates
cells position and gelatin degradation. From this picture, we appreciate gelatin degradation which
is quite high.
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Numerical results. Starting with a random initial data for u and a zero one both for m and
d, we have selected values of parameters in System 1.34 from the literature, see Di Costanzo et
al. [38], Braun [12] and Franssen et al. [49]. The type of simulations that we can show are as in
Figure 1.13.

Figure 1.13: Numerical solutions u,m and d of System (1.34). On the left, a representation
of cells density u in a black-red scale overlapped with a more realistic representation of cells as
particles (see Appendix 5.A). In the centre, a picture of enzymes concentration m and on the
right gelatin q in green with black spots corresponding to the areas without gelatin. We can remark
a correspondence between these spots, enzymes concentration and cells positions, validating the
hypothesis that cells locally produce the enzymes, thus degrading below them and after they move.

Sensitivity, parameter estimations and logistic fitting. An a priori study on the model
offers valuable details on its behaviour, facilitating the comparison with future experimental
results.

Trivially, changing the parameters value, we modify also solutions. However, it is relevant
to know how much solutions of our Model (1.34) vary, modifying the parameters. We say that
the model has a low sensitivity, if small variations on parameters do not heavily affect solutions,
otherwise the model results sensitive to changes. Thus, we perform a sensitivity analysis, showing
that we are dealing with a low sensitivity model, see Table 5.1.

At the same time, parameters are mathematical quantities. Actually, experimental data
consists of pictures of cells and gelatin as in Figure 1.12. Consequently a parameter estimation
technique is helpful to recover their values from biological pictures. This is achievable introducing
an inverse problem in the form of a minimisation problem: given the final solutions (experimental
data), it recovers the appropriate parameters that successfully describe the dynamics. We show
the method in the case of artificial data, waiting to test it with biological ones.

Finally, the previous tools were tested on the model without cell proliferation. Indeed, working
with a logistic growth we can estimate parameters with the logistic fitting introduced by Pearl
and Reed [102]. We present their expression at the end of Subsection 5.6.3.

1.5 Discussion and perspectives

We present reaction-diffusion models with Kedem-Katchalsky conditions with the purpose of
characterising cancer invasive process.

At first in Chapter 2, we derive appropriate membrane conditions in the limiting case in
which the thickness of the membrane is converging to zero, since biological membranes are
smaller than the adjacent tissues. A porous-medium type equation was considered in order to
prove rigorously a previous result by Chaplain et al. [24]. More extensive studies should extend
the proof to more realistic biological aspects, such as a more general description using filtration
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equations, the inclusion of a multi-specie problem (a formal derivation is provided by Giverso et
al. [57]), or considering non-constant permeability, possibly depending on other species such as
MMP enzymes.

Concerning the study of a linear reaction-diffusion membrane problem, it is possible to take
different desired directions. In Chapter 3, we considered an L1-setting for our multi-species
problem. We treat the case in which the permeability is constant and common to all the species.
This translates into having for example different populations with the same characteristics in size
such as taking all cells or all molecules of the same size. An alternative proof has to be written.
In particular, it is useful to consider a more realistic setting in which membrane permeability
depends on time and space variables. A very challenging question about existence includes also
the addition of a transport or chemotactic term to describe a directed movements of cells towards
the membrane.

We provide also only an introduction to Turing instability in Chapter 4. It would be inter-
esting to deepen the numerous questions in the standard theory, trying to explain applications
in the real world, such as in Murray [95] or in Perthame [106]. Moreover, a two-dimensional case
can be faced and compared to the standard theory.

These are all open directions leading to a varied spectrum of mathematical tools. However,
right now, the main perspective of our work is to complete the application path started in
Chapter 5. As previously stressed, we supply the mathematical tools to soon handle biological
data. A more analytical study can be also included to look at both existence of solutions and
modeling improvements. Moreover, the main idea was to introduce the degradation model to
have more information on the invasion problem. Then, always collaborating with biologists, we
could examine invasion results using the XCELLigence technology. A similar mathematical and
numerical study, as the one proposed for degradation, can be carried on for an invasion model
with Kedem-Katchalsky conditions.

In conclusion, in this thesis we aim to illustrate a complete mathematical and biological
model characterising tumor invasion. We are still engaged in this project and we have stressed
the main points on which we have to work. Moreover, we have just given an idea of possible direct
extensions of our study, but of course it is also very interesting to modify the models including
more and more details on cells and their microenvironment behaviour. To give some examples,
cells are not only able to degrade the basal membrane, but also to reconstruct it producing
ECM, Connolly and Maxwell [34], Ghersi et al. [55], then we could add also a production term
for the gelatin equation. Concerning the surrounding microenvironment, tumor cells do not act
alone, but they have helpers which induce cells migration, such as microtubules (protein filaments
inside cells), Denicolai et al. [37], or that influence hypoxic and acidic regions promoting tumor
evolution and invasion, such as oxygen, glucose and lactate, Fiandaca et al. [48], Gatenby and
Gawlinski [54], or which interact with transformed epithelial cells affecting tumor growth and
metastasis, such as fibroblasts, Kim and Friedman [74], or which induce tumorigenic expansion,
such as immune cells, Eikenberry et al. [44].
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We extend the work on elliptic and parabolic equations by Sanchez-Palencia [118] to derive
Kedem-Katchalsky conditions also for a porous-medium type equation. This extension answers
to the open question in the paper of Chaplain et al. [24], who started wandering what kind
of conditions we can get in the limit of the thickness of a biological membrane going to zero.
As underlined in the Introduction 1.4.1, biological membranes as the basal membrane are small
compared to the size of adjacent tissues and biologically it is relevant to consider this kind of limit.
Then, Chaplain et al. derive formally Kedem-Katchalsky conditions in a nonlinear generalised
version. In fact, they close a nonlinear system composed by a general filtration equation. In
the following Chapter 2, we prove rigorously this result in the specific case of a porous medium
type equation which enables to have a power-law formulation of the pressure, fundamental in our
method to get the desired a priori bounds on the main quantities. Moreover, mathematically
the porous medium type equation represents the first most common non-linear and degenerate
diffusion equation, characteristics that make it very challenging to analyse.

As previously stressed, despite the difficulties of the PME respect to a linear parabolic equa-
tion, we were able to follow the main steps provided by Sanchez-Palencia. This is why we do not
provide his proof here. In his work, he studies conductivity problems that appear in mathemat-
ical physics such as thermal, electric or magnetic ones. In the electrostatic case, we can consider
for example two materials at the interface of which the electric potential u satisfies continuity
transmission conditions of the form (using mostly our notation)

u1 = u3,

σ1∇u1 · n = σ3∇u3 · n,

where u = u1 in the first material, u = u3 in the second material, n is the normal vector at
the interface and σ the dielectric constant. In particular, the second relation is the continuity
of the normal component of the electric induction vector. In his paper, he considers the case
in which the conductivity σ of an inner material, geometrically small, is small respect to the
conductivity of the surrounding. He takes a bounded domain Ω ⊂ R3, inside of which it is placed
a lense-shaped domain Iε which shrinks to a smooth surface in the limit. Conductivity inside Iε
depends on the parameter ε too. The aim of the work is to let ε and σ to zero to observe the
limiting behaviour of the elliptic problem

∆u = 0, in Ω \ Iε and Iε,

u = g, in ∂Ω

u|Iε = u|Ω\Iε
, in ∂Iε

σ∂nu|Iε = ∂nu|Ω\Iε
, in ∂Iε.

This work is based on an H1-a priori estimate on the main quantity u and under the hypothesis

λ = lim
ε→0

σ(ε)

ε
> 0,

it is proved that limit solutions satisfy appropriate Kedem-Katchalsky conditions at the interface.
The same study is briefly performed in the parabolic case remarking again this convergence.



Chapter 2

Effective interface conditions for a
porous medium type problem

This chapter is taken from Ciavolella G., David N., Poulain A. Effective interface condi-
tions for a porous medium type problem, submitted, (2021) https://arxiv.org/abs/2105.02063.

2.1 Introduction

We consider a model of cell movement through a membrane where the population density
u = u(t, x) is driven by porous medium dynamics. We assume the domain to be an open and
bounded set Ω ⊂ R3. This domain Ω is divided into three open subdomains, Ωi,ε for i = 1, 2, 3,
where ε > 0 is the thickness of the intermediate membrane, Ω2,ε, see Figure 2.1. In the three do-
mains, cells are moving with different constant mobilities, µi,ε, for i = 1, 2, 3, and they are allowed
to cross the adjacent boundaries of these domains which are Γ1,2,ε (between Ω1,ε and Ω2,ε) and
Γ2,3,ε (between Ω2,ε and Ω3,ε). Then, we write Ω = Ω1,ε∪Ω2,ε∪Ω3,ε, with Γ1,2,ε = ∂Ω1,ε∩∂Ω2,ε,
and Γ2,3,ε = ∂Ω2,ε ∩ ∂Ω3,ε. The system reads as



∂tui,ε − µi,ε∇ · (ui,ε∇pi,ε) = ui,εG(pi,ε), in (0, T )× Ωi,ε, i = 1, 2, 3,

µi,εui,ε∇pi,ε · ni,i+1 = µi+1,εui+1,ε∇pi+1,ε · ni,i+1, on (0, T )× Γi,i+1,ε, i = 1, 2,

ui,ε = ui+1,ε, on (0, T )× Γi,i+1,ε, i = 1, 2,

ui,ε = 0, on (0, T )× ∂Ω.
(2.1)

We denote by pi,ε the density-dependent pressure, which is given by the following power law

pi,ε = uγi,ε, with γ > 1.

In this chapter, we are interested in studying the convergence of System (2.1) as ε→ 0. When
the thickness of the thin layer decreases to zero, the membrane collapses to a limiting interface,
Γ̃1,3, which separates two domains denoted by Ω̃1 and Ω̃3, see Figure 2.1. Then, the domain
turns out to be Ω = Ω̃1 ∪ Γ̃1,3 ∪ Ω̃3. We derive in a rigorous way the effective problem (2.2), and
in particular, the transmission conditions on the limit density, ũ, across the effective interface.

29
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Assuming that the mobility coefficients satisfy µi,ε > 0 for i = 1, 3 and

lim
ε→0

µ1,ε = µ̃1 ∈ (0,+∞), lim
ε→0

µ2,ε

ε
= µ̃1,3 ∈ (0,+∞), lim

ε→0
µ3,ε = µ̃3 ∈ (0,+∞),

we prove that, in a weak sense, solutions of Problem (2.1) converge to solutions of the following
system

∂tũi − µ̃i∇ · (ũi∇p̃i) = ũiG(p̃i), in (0, T )× Ω̃i, i = 1, 3,

µ̃1,3JΠK = µ̃1ũ1∇p̃1 · ñ1,3 = µ̃3ũ3∇p̃3 · ñ1,3, on (0, T )× Γ̃1,3,

ũ = 0, on (0, T )× ∂Ω,

(2.2)

where Π satisfies Π′(u) = up′(u), namely

Π(u) :=
γ

γ + 1
uγ+1.

We use the symbol J · K to denote the jump across the interface Γ̃1,3, i.e.

JΠK :=
γ

γ + 1
(ũγ+1)3 −

γ

γ + 1
(ũγ+1)1, (2.3)

where the subscript indicates that (·) is evaluated as the limit to a point of the interface coming
from the subdomain Ω̃1, Ω̃3, respectively.

Figure 2.1: We represent here the bounded cylindrical domain Ω of length L. On the left, we can
see the subdomains Ωi,ε with related outward normals. The membrane Ω2,ε of thickness ε > 0
is delimited by Γi,i+1,ε = {x3 = ±ε/2} ∩ Ω which are symmetric with respect to the effective
interface, Γ̃1,3 = {x3 = 0} ∩ Ω. On the right, we represent the limit domain as ε → 0. The
effective interface, Γ̃1,3, separates the two limit domains, Ω̃1, Ω̃3.

Motivations and previous works. Nowadays, a huge literature can be found on the math-
ematical modeling of tumour growth, see for instance Lowengrub et al. [86], Perthame [103],
Preziosi and Tosin [109], Roose et al. [116], on a domain Ω ⊆ Rd (with d = 2, 3 for in vitro
experiments, d = 3 for in vivo tumours). Studying tumour’s evolution, a crucial and challenging
scenario is represented by cancer cells invasion through thin membranes. As stressed in the
biological Introduction 1.1, one of the most difficult barriers for the cells to cross is the basement
membrane, which separates the epithelial tissue from the connective one (mainly composed by
ECM), providing a barrier that isolates malignant cells from the surrounding environment. At
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the early stage, cancer cells proliferate locally in the epithelial tissue originating a carcinoma in
situ. Unfortunately, cancer cells could mutate and acquire the ability to migrate by producing
matrix metalloproteinases (MMPs), specific enzymes which degrade the basement membrane,
allowing cancer cells to penetrate into it, invading the adjacent tissue. A specific study can be
done on the relation between MMP and their inhibitors as in Ribba et al. [115]. Instead, we are
interested in modeling cancer transition from in situ stage to the invasive phase. This transition
is described both by System (2.1) and (2.2). In fact, for the both of them, the left domain can
be interpreted as the domain in which the primary tumor lives, whereas the right one is the
ECM. Between them, the basal membrane is penetrated by cancer cells either with a constant
mobility (in the case of a thick membrane) or with particular membrane conditions, in the case
of a zero-thickness interface (better analysed in the following).

Since in biological systems the membrane is often much smaller than the size of the other com-
ponents, it is then convenient and reasonable to approximate the membrane as a zero-thickness
one, as done in Chaplain et al. [24], Gallinato et al. [53], differently from Ribba et al. [115].
In particular, it is possible to mathematically describe cancer invasion through a zero thickness
interface considering a limiting problem defined on two domains. The system is then closed by
conditions on the effective interface which generalise the classical Kedem-Katchalsky ones, intro-
duced in Section 1.3. In our description, they define continuity of cells density flux through the
effective interface Γ̃1,3 and their proportionality to the jump of a term linked to cells pressure.
The coefficient of proportionality is related to the permeability of the effective interface with
respect to a specific population.

For these reasons, studying the convergence as the thickness of the membrane tends to zero
represents a relevant and interesting problem both from a biological and mathematical point
of view. In the literature, this limit has been studied in different fields of applications other
than tumour invasion, such as, for instance, thermal, electric or magnetic conductivity, Li et
al. [81], Sanchez-Palencia [118], or transport of drugs and ions through an heterogeneous layer,
Neuss-Radu and Jäger [96]. Physical, cellular and ecological applications characterised the bulk-
surface model and the dynamical boundary value problem, derived in Li et al. [82] in the context
of boundary adsorption-desorption of diffusive substances between a bulk (body) and a surface.
Another class of limiting systems is offered by Li and Wang [80], in the case in which the diffusion
in the thin membrane is not as small as its thickness. Again, this has a very large application
field, from thermal barrier coatings (TBCs) for turbine engine blades to the spreading of animal
species, from commercial pathways accelerating epidemics to cell membrane.

As it is now well-established, see for instance Byrne and Drasdo [19], living tissues behave
like compressible fluids. Therefore, in the last decades, mathematical models have been more
and more focusing on the fluid mechanical aspects of tissue and tumour development, see for
instance Bresch et al. [14], Byrne and Chaplain [18], Byrne and Drasdo [19], Chaplain et al. [24],
Greenspan [58], Perthame [103]. Tissue cells move through a porous embedding, such as the
extra-cellular matrix (ECM). This nonlinear and degenerate diffusion process is well captured
by filtration-type equations like the following, rather than the classical heat equation,

∂tu+∇ · (uv) = F (u), for t > 0, x ∈ Ω. (2.4)

Here F (u) represents a generic density-dependent reaction term and the model is closed with the
velocity field equation

v := −µ∇p, (2.5)

and a density-dependent law of state for the pressure p := f(u). The function µ = µ(t, x) ≥ 0
represents the cell mobility coefficient and the velocity field equation corresponds to the Darcy
law of fluid mechanics. This relation between the velocity of the cells and the pressure gradient
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reflects the tendency of the cells to move away from regions of high compression.
Our model is based on the one by Chaplain et al. [24], where the authors formally recover

the effective interface problem, analogous to System (2.2), as the limit of a transmission problem,
(or thin layer problem) cf. System (2.1), when the thickness of the membrane converges to zero.
They also validate through simulations the numerical equivalence between the two models.
When shrinking the membrane Ω2,ε to an infinitesimal region, Γ̃1,3, (i.e. when passing to the
limit ε → 0, where ε is proportional to the thickness of the membrane), it is important to
guarantee that the effect of the thin membrane on cell invasion remains preserved. To this end,
it is essential to make the following assumption on the mobility coefficient in the subdomain Ω2,ε,

µ2,ε
ε→0−−−→ 0 such that

µ2,ε

ε

ε→0−−−→ µ̃1,3.

This condition implies that, when shrinking the pores of the membrane, the local permeability of
the layer decreases to zero proportionally with respect to the local shrinkage. The function µ̃1,3

represents the effective permeability coefficient of the limiting interface Γ̃1,3, i.e. the permeability
of the zero-thickness membrane. We refer the reader to Chaplain et al. [24, Remark 2.4] for the
derivation of the analogous assumption in the case of a fluid flowing through a porous medium.
In Chaplain et al. [24], the authors derive the effective transmission conditions on the limiting
interface, Γ̃1,3, which relates the jump of the quantity Π := Π(u), defined by Π′(u) = uf ′(u) and
the normal flux across the interface, namely1

µ̃1,3JΠK = µ̃iũi∇f(ũi) · ñ1,3 = µ̃i∇Π(ũi) · ñ1,3, for i = 1, 3 on Γ̃1,3.

These conditions turns out to be the well-known Kedem-Katchalsky interface conditions when
f(u) := ln(u), for which Π(u) = u+ C, C ∈ R, i.e. the linear diffusion case.

In this chapter, we provide a rigorous proof to the derivation of these limiting transmission
conditions, for a particular choice of the pressure law. To the best of our knowledge, this question
has not been addressed before in the literature for a non-linear and degenerate model such as
System (2.1). Although our system falls into the class of models formulated by Chaplain et al.,
we consider a less general case, making some choices on the quantities of interest. First of all,
for the sake of simplicity, we assume the mobility coefficients µi,ε to be positive constants, hence
they do not depend on time and space as in Chaplain et al. [24]. We take a reaction term of
the form uG(p), where G is a pressure-penalized growth rate. Moreover, we take a power-law as
pressure law of state, i.e. p = uγ , with γ ≥ 1. Hence, our model turns out to be in fact a porous
medium type model, since Equations (2.4, 2.5) read as follows

∂tu− γ

γ + 1
∆uγ+1 = uG(p), for t > 0, x ∈ Ω.

We recall that the nonlinearity and the degeneracy of the porous medium equation (PME)
bring several additional difficulties to its analysis compared to its linear and non-degenerate
counterpart, see Section 1.2. In particular, the main challenge is represented by the emergence
of a free boundary, which separates the region where u > 0 from the region of vacuum. On
this interface the equation degenerates, affecting the control and the regularity of the main
quantities. For example, it is well-known that the density can develop jumps singularities,
therefore preventing any control of the gradient in L2, opposite to the case of linear diffusion.
On the other hand, using the fundamental change of variables of the PME, p = uγ , and studying
the equation on the pressure rather than the equation on the density, turns out to be very useful

1This equation is reported in Chaplain et al. [24, Proposition 3.1], where we adapted the notation to that of
our chapter.
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when searching for better regularity of the gradient. Nevertheless, since the pressure presents
’corners’ at the free boundary, it is not possible to bound its laplacian in L2 (uniformly on the
entire domain).

For these reasons, we could not straightforwardly apply some of the methods previously used
in the literature in the case of linear diffusion. For instance, the result in Brezis et al. [16] is based
on proving H2-a priori bounds, which do not hold in our case. The authors consider elliptic
equations in a domain divided into three subdomains, each one contained into the interior of
the other. The coefficients of the second-order terms are assumed to be piecewise continuous
with jumps along the interior interfaces. Then, the authors study the limit as the thickness of
the interior reinforcement tends to zero. In Sanchez-Palencia [118], the author studies the same
problem in the particular case of a lense-shaped region, Iε, which shrinks to a smooth surface in
the limit, facing also the parabolic case. The approach is based on H1-a priori estimates, namely
the L2-boundedness of the gradient of the unknown. Considering the variational formulation of
the problem, the author is able to pass to the limit upon applying an extension operator. In
fact, if the mobility coefficient in Iε converges to zero proportionally with respect to ε, it is only
possible to establish uniform bounds outside of Iε. The extension operator allows to ’truncate’
the solution and then ’extend’ it into Iε reflecting its profile from outside. Therefore, making
use of the uniform control outside of the ε-thickness layer, the author is able to pass to the limit
in the variational formulation. Let us also mention that, in the literature, one can find different
methods and strategies for reaction-diffusion problems with a thin layer. For instance, Marušić
and Marušić-Paloka [90] introduce the notion of two-scale convergence for thin domains which
allows the rigorous derivation of lower dimensional models. Some other papers have deepened the
case of heterogeneous membrane. We cite Neuss-Radu and Jäger [96], where the authors develop
a multiscale method which combines classical compactness results based on a priori estimates
and weak-strong two-scale convergence results in order to be able to pass to the limit in a thin
heterogeneous membrane. In Gahn [51], a transmission problem involving nonlinear diffusion in
the thin layer is treated and an effective model was derived. Finally, in Gahn et al. [52], the
accuracy of the effective approximations for processes through thin layers is studied by proving
estimates for the difference between the original and the effective quantities.

The passage at the limit allows to infer the existence of weak solutions for the effective
Problem (2.2), thanks to the existence result for the ε−problem provided in Appendix 2.A.
In the case of linear diffusion, the existence of global weak solutions for the effective problem
with the Kedem-Katchalsky conditions is provided by Chapter 3, taken from Ciavolella and
Perthame [31]. In particular, the proof is under weak hypothesis such as L1 initial data and
reaction terms with sub-quadratic growth in an L1-setting.

Outline of the chapter. The chapter is organised as follows. In Section 2.2, we introduce
the assumptions and notations, including the definition of weak solution of the original problem,
System (2.1). In Section 2.3, a priori estimates that will be useful to pass to the limit are proven.

Section 2.4 is devoted to prove the convergence of Problem (2.1), following the method in-
troduced in Sanchez-Palencia [118] for the (non-degenerate) elliptic and parabolic cases. The
argument relies on recovering the L2-boundedness (uniform with respect to ε) of the velocity
field, in our case, the pressure gradient. As one may expect, since the permeability of the mem-
brane, µ2,ε, tends to zero proportionally with respect to ε, it is only possible to establish a
uniform bound outside of Ω2,ε. For this reason, following Sanchez-Palencia [118], we introduce
an extension operator (Subsection 2.4.1) and apply it to the pressure in order to extend the H1-
uniform bounds in the whole space Ω \ Γ̃1,3, hence proving compactness results. We remark that
the main difference between the strategy in Sanchez-Palencia [118] and our adaptation, is given
by the fact that due to the non-linearity of the equation, we have to infer strong compactness
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of the pressure (and consequently of the density) in order to pass to the limit in the variational
formulation. For this reason, we also need the L1-boundedness of the time derivative, hence ob-
taining compactness with a standard Sobolev’s embedding argument. Moreover, since solutions
to the limit Problem (2.2) will present discontinuities at the effective interface, we need to build
proper test functions which belong to H1(Ω \ Γ̃1,3) that are zero on ∂Ω and are discontinuous
across Γ̃1,3 (Subsection 2.4.2).

Finally, using the compactness obtained thanks to the extension operator, we are able to
prove the convergence of solutions to Problem (2.1) to couples (ũ, p̃) which satisfy Problem (2.2)
in a weak sense, therefore inferring the existence of solutions of the effective problem, as stated
in the following theorem.

Theorem 2.1.1 (Convergence to the effective problem). Solutions of Problem (2.1) converge
weakly to solutions (ũ, p̃) of Problem (2.2) in the following weak form

−
∫ T

0

∫
Ω

ũ∂tw + µ̃1

∫ T

0

∫
Ω̃1

ũ∇p̃ · ∇w + µ̃3

∫ T

0

∫
Ω̃3

ũ∇p̃ · ∇w

+ µ̃1,3

∫ T

0

∫
Γ̃1,3

JΠK
(
w|x3=0+ − w|x3=0−

)
=

∫ T

0

∫
Ω

ũG(p̃)w +

∫
Ω

ũ0w0,

(2.6)

for all test functions w(t, x) with a proper regularity (defined in Theorem 2.4.1) and w(T, x) = 0
a.e. in Ω. We used the notation

JΠK :=
γ

γ + 1
(ũγ+1)|x3=0+ − γ

γ + 1
(ũγ+1)|x3=0− ,

and (·)|x3=0− = T1(·) as well as (·)|x3=0+ = T3(·), with T1, T3 the trace operators defined in
Section 2.2.

Section 2.5 concludes the chapter and provides some research perspectives.

2.2 Assumptions and notations

Here, we detail the problem setting and assumptions. For the sake of simplicity, we consider as
domain Ω ⊂ R3 a cylinder with axis x3, see Figure 2.1. Let us notice that it is possible to take a
more general domain Ω̂ defining a proper diffeomorfism F : Ω̂ → Ω. Therefore, the results of this
chapter extend to more general domains as long as the existence of the map F can be proved
(this implies that Ω̂ is a connected open subset of Rd and has a smooth boundary). Therefore,
we assume that the domain Ω has a C1-piecewise boundary. We also want to emphasize the fact
that our proofs hold in a 2D domain considering three rectangular subdomains. We introduce

uε :=


u1,ε, in Ω1,ε,

u2,ε, in Ω2,ε,

u3,ε, in Ω3,ε,

pε :=


p1,ε, in Ω1,ε,

p2,ε, in Ω2,ε,

p3,ε, in Ω3,ε.

We define the interfaces between the domains Ωi,ε and Ωi+1,ε for i = 1, 2, as

Γi,i+1,ε = ∂Ωi,ε ∩ ∂Ωi+1,ε.

We denote with ni,i+1 the outward normal to Γi,i+1,ε with respect to Ωi,ε, for i = 1, 2. Let us
notice that ni,i+1 = −ni+1,i.
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We define two trace operators{
T1 :W k,p(Ω̃1) −→ Lp(∂Ω̃1),

T3 :W k,p(Ω̃3) −→ Lp(∂Ω̃3),
for 1 ⩽ p < +∞, k ⩾ 1.

Therefore, for any z ∈W k,p(Ω \ Γ̃1,3), we have the following decomposition

z :=

{
z1, in Ω̃1,

z3, in Ω̃3.

Obviously, we have that zα ∈W k,p(Ω̃α) (α = 1, 3). Thus, we denote

z|∂Ω̃α
:= Tαz ∈ Lp(∂Ω̃α), α = 1, 3,

and the following continuity property holds, Brezis [15]

∥Tαz∥Lp(∂Ω̃α) ⩽ C∥z∥Wk,p(Ω̃α), α = 1, 3.

We assume W k,p(Ω \ Γ̃1,3) is endowed with the norm

∥z∥Wk,p(Ω\Γ̃1,3)
= ∥z∥Lp(Ω\Γ̃1,3)

+

k∑
j=1

∥Djz∥Lp(Ω\Γ̃1,3)
.

We make the following assumptions on the initial data: there exists a positive constant pH ,
such that

0 ≤ p0ε ≤ pH , 0 ≤ u0ε ≤ p
1/γ
H =: uH , (A-data1)

∆
(
(u0i,ε)

γ+1
)
∈ L1(Ωi,ε), for i = 1, 2, 3. (A-data2)

Moreover, we assume that there exists a function ũ0 ∈ L1
+(Ω) (i.e. u0 ∈ L1(Ω) and non-negative)

such that
∥u0ε − ũ0∥L1(Ω) −→ 0, as ε→ 0. (A-data3)

The growth rate G(·) satisfies

G(0) = GM > 0, G′(·) < 0, G(pH) = 0. (A-G)

The value pH , called homeostatic pressure, represents the lowest level of pressure that prevents
cell multiplication due to contact-inhibition.

We assume that the mobility coefficients satisfy µi,ε > 0 for i = 1, 3 and

lim
ε→0

µ1,ε = µ̃1 > 0, lim
ε→0

µ2,ε

ε
= µ̃1,3 > 0, lim

ε→0
µ3,ε = µ̃3 > 0. (2.7)

Notations. For all T > 0, we denote ΩT := (0, T ) × Ω. We use the abbreviated form
uε := uε(t) := uε(t, x). From now on, we use C to indicate a generic positive constant inde-
pendent of ε that may change from line to line. Moreover, we denote

sign+(w) = 1{w>0}, sign−(w) = −1{w<0},
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and
sign(w) = sign+(w) + sign−(w).

We also define the positive and negative part of w as follows

(w)+ :=

{
w, for w > 0,

0, for w ⩽ 0,
and (w)− :=

{
−w, for w < 0,

0, for w ⩾ 0.

We denote |w| := (w)+ + (w)−.

Now, let us write the variational formulation of Problem (2.1).

Definition 2.2.1 (Definition of weak solutions). Given ε > 0, a weak solution to Problem (2.1)
is given by uε, pε ∈ L∞(0, T ;L∞(Ω)) such that ∇pε ∈ L2(ΩT ) and

−
∫ T

0

∫
Ω

uε∂tψ +

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

ui,ε∇pi,ε · ∇ψ =

∫ T

0

∫
Ω

uεG(pε)ψ +

∫
Ω

u0εψ(0, x), (2.8)

for all test functions ψ ∈ H1(0, T ;H1
0 (Ω)) such that ψ(T, x) = 0 a.e. in Ω.

2.3 A priori estimates

We show that the main quantities satisfy some uniform a priori estimates which will later allow
us to prove strong compactness and pass to the limit.

Lemma 2.3.1 (A priori estimates). Given the assumptions in Section 2.2, let (uε, pε) be a
solution of Problem (2.1). There exists a positive constant C independent of ε such that

(i) 0 ≤ uε ≤ uH and 0 ≤ pε ≤ pH ,

(ii) ∥∂tuε∥L∞(0,T ;L1(Ω)) ⩽ C, ∥∂tpε∥L∞(0,T ;L1(Ω)) ⩽ C,

(iii) ∥∇pε∥L2(0,T ;L2(Ω\Ω2,ε)) ⩽ C.

Remark 2.3.1. We remark that statement (i) implies that for all p ∈ [1,∞], we have

∥uε∥L∞(0,T ;Lp(Ω)) ⩽ C, ∥pε∥L∞(0,T ;Lp(Ω)) ⩽ C.

Remark 2.3.2. The following proof can be made rigorous by performing a parabolic regulariza-
tion of the problem, namely by adding δ∆ui,ε, for δ > 0, to the left-hand side of the equation and
in the flux continuity conditions. In fact, the following estimates can be obtained uniformly both
in ε and δ.

Proof. Let us recall the equation satisfied by uε on Ωi,ε, namely

∂tui,ε − µi,ε∇ · (ui,ε∇uγi,ε) = ui,εG(pi,ε). (2.9)

(i) 0 ≤ uε ≤ uH , 0 ≤ pε ≤ pH . The L∞-bounds of the density and the pressure are a
straight-forward consequence of the comparison principle applied to Equation (2.9), which can
be rewritten as

∂tui,ε −
γ

γ + 1
µi,ε∆u

γ+1
i,ε = ui,εG(pi,ε). (2.10)
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Indeed, summing up Equations (2.10) for i = 1, 2, 3, we obtain

3∑
i=1

∂tui,ε −
γ

γ + 1

3∑
i=1

µi,ε∆u
γ+1
i,ε =

3∑
i=1

ui,εG(pi,ε). (2.11)

Then, we also have

3∑
i=1

∂t(uH − ui,ε) =
γ

γ + 1

3∑
i=1

µi,ε∆(uγ+1
H − uγ+1

i,ε ) +

3∑
i=1

(uH − ui,ε)G(pi,ε)− uH

3∑
i=1

G(pi,ε).

Let us recall Kato’s inequality, Kato [70], i.e.

∆(u)− ⩾ sign−(u)∆u.

If we multiply by sign−(uH − ui,ε), thanks to Kato’s inequality, we infer that

3∑
i=1

∂t(uH − ui,ε)− ⩽
3∑

i=1

[
γ

γ + 1
µi,ε∆(uγ+1

H − uγ+1
i,ε )− + (uH − ui,ε)−G(pi,ε)

− uHG(pi,ε)sign−(uH − ui,ε)
]

⩽
3∑

i=1

[
γ

γ + 1
µi,ε∆(uγ+1

H − uγ+1
i,ε )− + (uH − ui,ε)−G(pi,ε)

]
,

(2.12)

where we have used the assumption (A-G). We integrate over the domain Ω. Thanks to the
boundary conditions in System (2.1), i.e. the density and flux continuity across the interfaces,
and the homogeneous Dirichlet conditions on ∂Ω, we gain

3∑
i=1

∫
Ωi,ε

µi,ε∆(uγ+1
H − uγ+1

i,ε )−

=

2∑
i=1

∫
Γi,i+1,ε

[
µi∇(uγ+1

H − uγ+1
i,ε )− − µi+1,ε∇(uγ+1

H − uγ+1
i+1,ε)−

]
· ni,i+1

=

2∑
i=1

[∫
Γi,i+1,ε∩{uH<ui,ε}

µi∇uγ+1
i,ε · ni,i+1 −

∫
Γi,i+1,ε∩{uH<ui+1,ε}

µi+1,ε∇uγ+1
i+1,ε · ni,i+1

]

=

2∑
i=1

∫
Γi,i+1,ε∩{uH<ui,ε}

[
µi∇uγ+1

i,ε − µi+1,ε∇uγ+1
i+1,ε

]
· ni,i+1

= 0.

Hence, from Equation (2.12), we find

d

dt

3∑
i=1

∫
Ωi,ε

(uH − ui,ε)− ⩽ GM

3∑
i=1

∫
Ωi,ε

(uH − ui,ε)−.
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Finally, Gronwall’s lemma and hypothesis (A-data1) on u0i,ε imply

3∑
i=1

∫
Ωi,ε

(uH − ui,ε)− ⩽ eGM t
3∑

i=1

∫
Ωi,ε

(uH − u0i,ε)− = 0.

We then conclude the boundedness of ui,ε by uH for all i = 1, 2, 3. From the relation pε = uγε ,
we conclude the boundedness of pε.

By arguing in an analogous way, replacing uH by 0 and multiplying by sign+(ui,ε), we obtain

3∑
i=1

∫
Ωi,ε

(ui,ε)− ⩽ eGM t
3∑

i=1

∫
Ωi,ε

(u0i,ε)− = 0,

namely, uε ⩾ 0, and consequently, pε ⩾ 0.

(ii) ∂tuε, ∂tpε ∈ L∞(0, T ;L1(Ω)). We derive Equation (2.10) with respect to time to obtain

∂t(∂tui,ε) = µi,εγ∆(pi,ε∂tui,ε) + ∂tui,εG(pi,ε) + ui,εG
′(pi,ε)∂tpi,ε.

Upon multiplying by sign(∂tui,ε) and using Kato’s inequality, we have

∂t(|∂tui,ε|) ≤ µi,εγ∆(pi,ε|∂tui,ε|) + |∂tui,ε|G(pi,ε) + ui,εG
′(pi,ε)|∂tpi,ε|,

since ui,ε and pi,ε are both nonnegative and ∂tpi,ε = γuγ−1
i,ε ∂tui,ε. We integrate over Ωi,ε and we

sum over i = 1, 2, 3, namely

d

dt

3∑
i=1

∫
Ωi,ε

|∂tui,ε| ≤ γ

3∑
i=1

µi,ε

∫
Ωi,ε

∆(pi,ε|∂tui,ε|)︸ ︷︷ ︸
J

+GM

∫
Ωi,ε

|∂tui,ε|, (2.13)

where we use that G′ ⩽ 0.

Now we show that the term J vanishes. Integration by parts yields

J =

2∑
i=1

∫
Γi,i+1,ε

µi,ε∇(pi,ε|∂tui,ε|) · ni,i+1 +

2∑
i=1

∫
Γi,i+1,ε

µi+1,ε∇(pi+1,ε|∂tui+1,ε|) · ni+1,i.

For the sake of simplicity, we denote n := ni,i+1. Let us recall that, by definition, ni+1,i = −n.
We have

J =

2∑
i=1

∫
Γi,i+1,ε

(µi,ε∇(pi,ε|∂tui,ε|)− µi+1,ε∇(pi+1,ε|∂tui+1,ε|)) · n

=

2∑
i=1

∫
Γi,i+1,ε

|∂tui,ε|µi,ε∇pi,ε · n− |∂tui+1,ε|µi+1,ε∇pi+1,ε · n︸ ︷︷ ︸
J1

+

2∑
i=1

∫
Γi,i+1,ε

µi,εpi,ε∇|∂tui,ε| · n− µi+1,εpi+1,ε∇|∂tui+1,ε| · n︸ ︷︷ ︸
J2

.
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Let us recall the membrane conditions of Problem (2.1), namely

µi,εui,ε∇pi,ε · n = µi+1,εui+1,ε∇pi+1,ε · n, (2.14)

ui,ε = ui+1,ε, (2.15)

on (0, T )× Γi,i+1,ε, for i = 1, 2. From Equation (2.15), it is immediate to infer

∂tui,ε = ∂tui+1,ε, on (0, T )× Γi,i+1,ε, (2.16)

since
ui,ε(t+ h)− ui,ε(t) = ui+1,ε(t+ h)− ui+1,ε(t),

on Γi,i+1,ε for all h > 0 such that t+ h ∈ (0, T ).

Combing Equation (2.15) and Equation (2.14) we get

µi,ε∇pi,ε · n = µi+1,ε∇pi+1,ε · n on (0, T )× Γi,i+1,ε. (2.17)

Moreover, Equation (2.14) also implies

µi,εpi,ε∇ui,ε · n = µi+1,εpi+1,ε∇ui+1,ε · n on (0, T )× Γi,i+1,ε, (2.18)

which, combined with Equation (2.15) gives also

µi,ε∇ui,ε · n = µi+1,ε∇ui+1,ε · n on (0, T )× Γi,i+1,ε. (2.19)

Now we may come back to the computation of the term J . By Equations (2.16), and (2.17) we
directly infer that J1 vanishes.

We rewrite the term J2 as

2∑
i=1

∫
Γi,i+1,ε

µi,εpi,ε sign(∂tui,ε) ∂t(∇ui,ε · n)− µi+1,εpi+1,ε sign(∂tui+1,ε) ∂t(∇ui+1,ε · n)

=

2∑
i=1

∫
Γi,i+1,ε

sign(∂tui,ε) ∂t(µi,εpi,ε∇ui,ε · n− µi+1,εpi+1,ε∇ui+1,ε · n)︸ ︷︷ ︸
J2,1

−
2∑

i=1

∫
Γi,i+1,ε

|∂tpi,ε|(µi,ε∇ui,ε · n− µi+1,ε∇ui+1,ε · n)︸ ︷︷ ︸
J2,2

,

where we used Equation (2.16), which also implies ∂tpi,ε = ∂tpi+1,ε on (0, T )×Γi,i+1,ε, for i = 1, 2.
The terms J2,1 and J2,2 vanish thanks to Equation (2.18) and Equation (2.19), respectively.

Hence, from Equation (2.13), we finally have

d

dt

3∑
i=1

∫
Ωi,ε

|∂tui,ε| ≤ GM

3∑
i=1

∫
Ωi,ε

|∂tui,ε|,
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and, using Gronwall’s inequality, we obtain

3∑
i=1

∫
Ωi,ε

|∂tui,ε(t)| ≤ eGM t
3∑

i=1

∫
Ωi,ε

|(∂tui,ε)0|.

Thanks to the assumptions on the initial data, cf. Equation (A-data2), we conclude.
(iii) pε ∈ L2(0, T ;H1(Ω \ Ω2,ε)). As known, in the context of a filtration equation, we can re-
cover the pressure equation upon multiplying the equation on ui,ε, cf. System (2.1), by p′(ui,ε) =
γuγ−1

i,ε . Therefore, we obtain

∂tpi,ε − γµi,εpi,ε∆pi,ε = µi,ε|∇pi,ε|2 + γpi,εG(pi,ε). (2.20)

Studying the equation on pε rather than the equation on uε turns out to be very useful in order
to prove compactness, since, as it is well-know for the porous medium equation (PME), the
gradient of the pressure can be easily bounded in L2, while the density solution of the PME can
develop jump singularities on the free boundary, Vázquez [125].

We integrate Equation (2.20) on each Ωi,ε, and we sum over all i to obtain

3∑
i=1

∫
Ωi,ε

∂tpi,ε =

3∑
i=1

(
γµi,ε

∫
Ωi,ε

pi,ε∆pi,ε +

∫
Ωi,ε

µi,ε|∇pi,ε|2 + γ

∫
Ωi,ε

pi,εG(pi,ε)

)
. (2.21)

Integration by parts yields

3∑
i=1

µi,ε

∫
Ωi,ε

pi,ε∆pi,ε =−
3∑

i=1

µi,ε

∫
Ωi,ε

|∇pi,ε|2 +
2∑

i=1

∫
Γi,i+1,ε

µi,εpi,ε∇pi,ε · ni,i+1

+

2∑
i=1

∫
Γi,i+1,ε

µi+1,εpi+1,ε∇pi+1,ε · ni+1,i

=−
3∑

i=1

µi,ε

∫
Ωi,ε

|∇pi,ε|2,

since we have homogeneous Dirichlet boundary conditions on ∂Ω and the flux continuity condi-
tions (2.17).

Hence, from Equation (2.21), we have

3∑
i=1

∫
Ωi,ε

∂tpi,ε =

3∑
i=1

µi,ε

(
(1− γ)

∫
Ωi,ε

|∇pi,ε|2 + γ

∫
Ωi,ε

pi,εG(pi,ε)

)
. (2.22)

We integrate over time and we deduce that

3∑
i=1

(∫
Ωi,ε

pi,ε(T )−
∫
Ωi,ε

p0i,ε + µi,ε(γ − 1)

∫ T

0

∫
Ωi,ε

|∇pi,ε|2
)

=

3∑
i=1

γ

∫ T

0

∫
Ωi,ε

pi,εG(pi,ε).

(2.23)
Finally, we conclude that

3∑
i=1

∫ T

0

∫
Ωi,ε

µi,ε|∇pi,ε|2 ≤
3∑

i=1

γ

γ − 1

∫ T

0

∫
Ωi,ε

pi,εG(pi,ε) +
1

γ − 1

∫
Ωi,ε

p0i,ε, (2.24)
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Since we have already proved that pi,ε is bounded in L∞(ΩT ) and by assumption G is continuous,
we finally find that

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

|∇pi,ε|2 ≤ C, (2.25)

where C denotes a constant independent of ε. Since both µ1,ε and µ3,ε are bounded from below
away from zero, we conclude that the uniform bound holds in Ω \ Ω2,ε.

Remark 2.3.3. Let us also notice that, differently from Sanchez-Palencia [118], where the author
studies the linear and uniformly parabolic case, proving weak compactness is not enough. Indeed,
due to the presence of the nonlinear term u∇p, it is necessary to infer strong compactness of
u. For this reason, the L1-uniform estimate on the time derivative proven in Lemma 2.3.1 is
fundamental.

2.4 Limit ε → 0

We have now the a priori tools to face the limit ε → 0. We need to construct an extension
operator with the aim of controlling uniformly, with respect to ε, the pressure gradient in L2(Ω).
Indeed, from (2.25), we see that one cannot find a uniform bound for ∥∇p2,ε∥L2(Ω2,ε). The blow-
up of Estimate (2.25) for i = 2, is in fact the main challenge in order to find compactness on Ω. To
this end, following Sanchez-Palencia [118], we introduce in Subsection 2.4.1 an extension operator
which projects the points of Ω2,ε inside Ω1,ε∪Ω3,ε. Then, introducing proper test functions such
that the variational formulation for ε > 0 in (2.8) and ε → 0 in (2.6) are well-defined, we can
pass to the limit (Subsection 2.4.2).

2.4.1 Extension operator and compactness

Figure 2.2: Representation of the spatial symmetry used in the definition of the extension
operator, cf. Equation (2.26) and of the two subdomains of Ω2,1,ε and Ω2,3,ε.

As mentioned above, in order to be able to pass to the limit ε → 0, we first need to define the
following extension operator

Pε : L
q(0, T ;W 1,p(Ω \ Ω2,ε)) → Lq(0, T ;W 1,p(Ω \ Γ̃1,3)), for 1 ≤ p, q ≤ +∞,
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as follows for a general function z ∈ Lq(0, T ;W 1,p(Ω \ Ω2,ε)),

Pε(z(t, x)) =

{
z(t, x), if x ∈ Ω1,ε ∪ Ω3,ε,

z(t, x′), if x ∈ Ω2,ε,
(2.26)

where x′ is the symmetric of x with respect to Γ1,2,ε (or Γ2,3,ε) if x ∈ Ω2,1,ε (respectively
x ∈ Ω2,3,ε), defined by the function g : x→ x′ for x = (x1, x2, x3) ∈ Ω2,ε such that

g(x) =

{
(x1, x2, x3 − 2 d(Γ1,3,ε, x)) , if x ∈ Ω2,1,ε,

(x1, x2, x3 + 2 d(Γ2,3,ε, x)) , if x ∈ Ω2,3,ε,

where d(Γ1,2,ε, x) (respectively d(Γ2,3,ε, x)) denotes the distance between x and the surface Γ1,2,ε

(respectively Γ2,3,ε). The point x′ is illustrated in Figure 2.2. It can be easily seen that the
function g and its inverse have uniformly bounded first derivatives. Hence, we infer that Pε is
linear and bounded, i.e.

∥Pε(z)∥Lq(0,T ;W 1,p(Ω\Γ̃1,3))
≤ C, ∀z ∈ Lq(0, T ;W 1,p(Ω \ Ω2,ε)), for 1 ≤ p, q ≤ ∞.

Let us notice that the extension operator is well defined also from L1((0, T ) × (Ω \ Ω2,ε)) into
L1((0, T )× (Ω \ Γ̃1,3)). Hence, we can apply it also on uε and ∂tpε.

Remark 2.4.1. Thanks to the properties of the extension operator, the estimates stated in
Lemma 2.3.1 hold true also upon applying Pε(·) on pε, uε, and ∂tpε, namely

0 ≤ Pε(pε) ≤ pH , 0 ≤ Pε(uε) ⩽ uH ,

∂tPε(pε) ∈ L∞(0, T ;L1(Ω \ Γ̃1,3)),

∇Pε(pε) ∈ L2(0, T ;L2(Ω \ Γ̃1,3)),

γ

γ + 1
∇
(
Pε(u

γ+1
ε )

)
∈ L2(0, T ;L2(Ω \ Γ̃1,3)),

∂t(Pε(u
γ+1
ε )) ∈ L∞(0, T ;L1(Ω \ Γ̃1,3)).

The last two bounds hold thanks to the following arguments

γ

γ + 1
∇
(
Pε(u

γ+1
ε )

)
= Pε(uε)∇Pε(pε) ∈ L2(0, T ;L2(Ω \ Γ̃1,3)),

and

∂t
(
Pε(u

γ+1
ε )

)
= (γ + 1)Pε(pε)∂tPε(uε) = (γ + 1)Pε(pε)Pε(∂tuε) ∈ L∞(0, T ;L1(Ω \ Γ̃1,3).

Lemma 2.4.1 (Compactness of the extension operator). Let (uε, pε) be the solution of Prob-
lem (2.1). There exists a couple (ũ, p̃) with

ũ ∈ L∞(0, T ;L∞(Ω \ Γ̃1,3)), p̃ ∈ L2(0, T ;H1(Ω \ Γ̃1,3)) ∩ L∞(0, T ;L∞(Ω \ Γ̃1,3)),

such that, up to a subsequence, it holds

(i) Pε(pε) → p̃ strongly in Lp(0, T ;Lp(Ω \ Γ̃1,3)), for 1 ≤ p < +∞,

(ii) Pε(uε) → ũ strongly in Lp(0, T ;Lp(Ω \ Γ̃1,3)), for 1 ≤ p < +∞,
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(iii) ∇Pε(pε)⇀ ∇p̃ weakly in L2(0, T ;L2(Ω \ Γ̃1,3)).

Proof. (i). Since both ∂tPε(pε) and ∇Pε(pε) are bounded in L1(0, T ;L1(Ω \ Γ̃1,3)) uniformly
with respect to ε, we infer the strong compactness of Pε(pε) in L1(0, T ;L1(Ω \ Γ̃1,3)). Let us
also notice that since both uε and pε are uniformly bounded in L∞(0, T ;L∞(Ω \ Γ̃1,3)) then the
strong convergence holds in any Lp(0, T ;Lp(Ω \ Γ̃1,3)) with 1 ≤ p <∞.

(ii). From (i), we can extract a subsequence of Pε(pε) which converges almost everywhere.
Then, remembering that uε = p

1/γ
ε , with γ > 1 fixed, we have convergence of Pε(uε) almost

everywhere. Thanks to the uniform L∞-bound of Pε(uε), Lebesgue’s theorem implies the state-
ment. Let us point out that, in particular, the L∞-uniform bound is also valid in the limit.

(iii). The uniform boundedness of ∇Pε(pε) in L2(0, T ;L2(Ω\Γ̃1,3)) immediately implies weak
convergence up to a subsequence.

2.4.2 Test function space and passage to the limit ε → 0

Since in the limit we expect a discontinuity of the density on Γ̃1,3, we need to define a suitable
space of test functions. Therefore we construct the space E⋆ as follows. Let us consider a function
ζ ∈ D(Ω) (i.e. C∞

c (Ω)). For any ε > 0 small enough, we build the function vε = Pε(ζ), using the
extension operator previously defined. The space of all linear combinations of these functions vε
is called E⋆ ⊂ H1(Ω \ Γ̃1,3), namely

E⋆ =

{ ∞∑
n=1

cnvε,n s.t. cn ∈ R, vε,n = Pε(ζn), ζn ∈ C∞
c (Ω)

}
.

We stress that the functions of E⋆ are discontinuous on Γ̃1,3.
In the weak formulation of the limit problem (2.6), we will make use of piece-wise C∞-test

functions (discontinuous on Γ̃1,3) of the type w(t, x) = φ(t)v(x), where φ ∈ C1([0, T )) with
φ(T ) = 0 and v ∈ E∗. Therefore, w belongs to C1([0, T );E∗). On the other hand, in the
variational formulation (2.8), i.e. for ε > 0, H1(0, T ;H1

0 (Ω)) test functions are required. Thus,
in order to study the limit ε → 0, we need to introduce a proper sequence of test functions
depending on ε that converges to w. To this end, we define the operator Lε : C1([0, T );E∗) →
H1(0, T ;H1

0 (Ω)) such that

Lε(w) → w, uniformly as ε→ 0, ∀w ∈ C1([0, T );E⋆).

In this way, Lε(w) belongs to H1(0, T ;H1
0 (Ω)), therefore, it can be used as test function in the

formulation (2.8).
Following Sanchez-Palancia [118], for all t ∈ [0, T ] and x = (x1, x2, x3) ∈ Ω, we define

Lε(w(t, x)) =


w(t, x), if x /∈ Ω2,ε,

1

2

[
w
(
t, x1, x2,

ε

2

)
+ w

(
t, x1, x2,−

ε

2

)]
+
[
w
(
t, x1, x2,

ε

2

)
− w

(
t, x1, x2,−

ε

2

)] x3
ε
, otherwise.

It can be easily verified that Lε(w) is linear with respect to x3 in Ω2,ε and is continuous on ∂Ω2,ε.
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Let us notice that it holds ∣∣∣∣∂Lε(w)

∂x3

∣∣∣∣ ≤ C

ε
. (2.27)

Furthermore, thanks to the mean value theorem, the partial derivatives of Lε(w) with respect to
x1 and x2 are bounded by a constant (independent of ε),∣∣∣∣∂Lε(w)

∂x1

∣∣∣∣ ≤ C,

∣∣∣∣∂Lε(w)

∂x2

∣∣∣∣ ≤ C,

and since the measure of Ω2,ε is proportional to ε, we have∫ T

0

∫
Ω2,ε

∣∣∣∣∂Lε(w)

∂x1

∣∣∣∣2 + ∣∣∣∣∂Lε(w)

∂x2

∣∣∣∣2 ≤ Cε. (2.28)

Given w ∈ C1([0, T );E⋆), we take Lε(w) as a test function in the variational formulation of the
problem, i.e. Equation (2.8), and we have

−
∫ T

0

∫
Ω

uε∂tLε(w) +

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

ui,ε∇pi,ε · ∇Lε(w)

=

∫ T

0

∫
Ω

uεG(pε)Lε(w) +

∫
Ω

u0εLε(w
0).

(2.29)

Thanks to the a priori estimates already proven, cf. Lemma 2.3.1, Remark 2.4.1 and the con-
vergence result on the extension operator, cf. Lemma 2.4.1, we are now able to pass to the limit
ε→ 0 and recover the effective interface problem.

Theorem 2.4.1. For all test functions of the form w(t, x) := φ(t)v(x) with φ ∈ C1([0, T )) and
v ∈ E∗, the limit couple (ũ, p̃) of Lemma 2.4.1 satisfies the following equation

−
∫ T

0

∫
Ω

ũ∂tw + µ̃1

∫ T

0

∫
Ω̃1

ũ∇p̃ · ∇w + µ̃3

∫ T

0

∫
Ω̃3

ũ∇p̃ · ∇w

+ µ̃1,3

∫ T

0

∫
Γ̃1,3

JΠK
(
w|x3=0+ − w|x3=0−

)
=

∫ T

0

∫
Ω

ũG(p̃)w +

∫
Ω

ũ0w0,

where
JΠK :=

γ

γ + 1
(ũγ+1)|x3=0+ − γ

γ + 1
(ũγ+1)|x3=0− ,

and (·)|x3=0− = T1(·) as well as (·)|x3=0+ = T3(·), with T1, T3 the trace operators defined in
Section 2.2. By definition, this equation is the weak formulation of Problem (2.2).

Proof. We may pass to the limit in Equation (2.29), computing each term individually.

Step 1. Time derivative integral. We split the first integral into two parts

−
∫ T

0

∫
Ω

uε∂tLε(w) = −
∫ T

0

∫
Ω1,ε∪Ω3,ε

uε∂tLε(w)︸ ︷︷ ︸
I1

−
∫ T

0

∫
Ω2,ε

uε∂tLε(w)︸ ︷︷ ︸
I2

.
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Since outside of Ω2,ε the extension operator coincides with the identity, and Lε(w) = w, we have

I1 = −
∫ T

0

∫
Ω1,ε∪Ω3,ε

Pε(uε)∂tw = −
∫ T

0

∫
Ω

Pε(uε)∂tw +

∫ T

0

∫
Ω2,ε

Pε(uε)∂tw.

Thanks to Remark 2.4.1, we know that the last integral converges to zero, since both Pε(uε) and
∂tw are bounded in L2 and the measure of Ω2,ε tends to zero as ε→ 0. Then, by Lemma 2.4.1,
we have

−
∫ T

0

∫
Ω

Pε(uε)∂tw −→ −
∫ T

0

∫
Ω

ũ ∂tw, as ε→ 0,

where we used the weak convergence of Pε(uε) to ũ in L2(0, T ;L2(Ω \ Γ̃1,3)). The term I2
vanishes in the limit, since both uε and ∂tLε(w) are bounded in L2 uniformly with respect to ε.
Hence, we finally have

−
∫ T

0

∫
Ω

uε∂tLε(w) −→ −
∫ T

0

∫
Ω

ũ ∂tw, as ε→ 0. (2.30)

Step 2. Reaction integral. We use the same argument for the reaction term, namely∫ T

0

∫
Ω

uεG(pε)Lε(w) =

∫ T

0

∫
Ω1,ε∪Ω3,ε

uεG(pε)Lε(w)︸ ︷︷ ︸
K1

+

∫ T

0

∫
Ω2,ε

uεG(pε)Lε(w)︸ ︷︷ ︸
K2

.

Using again the convergence result on the extension operator, cf. Lemma 2.4.1, we obtain

K1 =

∫ T

0

∫
Ω1,ε∪Ω3,ε

Pε(uε)G(Pε(pε))w −→
∫ T

0

∫
Ω

ũ G(p̃)w, as ε→ 0,

since both Pε(uε) and G(Pε(pε)) converge strongly in L2(0, T ;L2(Ω \ Γ̃1,3)). Arguing as before,
it is immediate to see that K2 vanishes in the limit. Hence∫ T

0

∫
Ω

uεG(pε)Lε(w) −→
∫ T

0

∫
Ω

ũG(p̃)w, as ε→ 0. (2.31)

Step 3. Initial data integral. From (A-data3), it is easy to see that∫
Ω

u0εLε(w
0) −→

∫
Ω

ũ0w0, as ε→ 0. (2.32)

Step 4. Divergence integral. Now it remains to treat the divergence term in Equation (2.29),
from which we recover the effective interface conditions at the limit.

Since the extension operator Pε is in fact the identity operator on Ω \ Ω2,ε, we can write

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

ui,ε∇pi,ε · ∇Lε(w)

=
∑
i=1,3

µi,ε

∫ T

0

∫
Ωi,ε

Pε(ui,ε)∇Pε(pi,ε) · ∇w︸ ︷︷ ︸
H1

+µ2,ε

∫ T

0

∫
Ω2,ε

u2,ε∇p2,ε · ∇Lε(w)︸ ︷︷ ︸
H2

.
(2.33)
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We treat the two terms separately. Since we want to use the weak convergence of ∇Pε(pε) in
L2(0, T ;L2(Ω \ Γ̃1,3)) (together with the strong convergence of Pε(uε) in L2(0, T ;L2(Ω \ Γ̃1,3)))
we need to write the term H1 as an integral over Ω. To this end, let µε := µε(x) be a function
defined as follows

µε(x) :=


µ1,ε for x ∈ Ω1,ε,

0 for x ∈ Ω2,ε,

µ3,ε for x ∈ Ω3,ε.

Then, we can write

H1 =

∫ T

0

∫
Ω

µεPε(uε)∇Pε(pε) · ∇w.

Let us notice that as ε goes to 0, µε converges to µ̃1 in Ω̃1 and µ̃3 in Ω̃3. Therefore, by
Lemma 2.4.1, we infer

H1 −→ µ̃1

∫ T

0

∫
Ω̃1

ũ ∇p̃ · ∇w + µ̃3

∫ T

0

∫
Ω̃3

ũ ∇p̃ · ∇w, as ε→ 0. (2.34)

Now we treat the term H2, which can be written as

H2 =µ2,ε

∫ T

0

∫
Ω2,ε

u2,ε∇p2,ε · ∇Lε(w)

=µ2,ε

∫ T

0

∫
Ω2,ε

(
u2,ε

∂p2,ε
∂x1

∂Lε(w)

∂x1
+ u2,ε

∂p2,ε
∂x2

∂Lε(w)

∂x2

)
+ µ2,ε

∫ T

0

∫
Ω2,ε

u2,ε
∂p2,ε
∂x3

∂Lε(w)

∂x3
.

By the Cauchy-Schwarz inequality, the a priori estimate (2.25), and Equation (2.28), we have

µ2,ε

∫ T

0

∫
Ω2,ε

u2,ε
∂p2,ε
∂x1

∂Lε(w)

∂x1
+ u2,ε

∂p2,ε
∂x2

∂Lε(w)

∂x2

⩽ µ
1/2
2,ε ∥u2,ε∥L∞((0,T )×Ω2,ε)

(∥∥∥∥µ1/2
2,ε

∂p2,ε
∂x1

∥∥∥∥
L2((0,T )×Ω2,ε)

∥∥∥∥∂Lε(w)

∂x1

∥∥∥∥
L2((0,T )×Ω2,ε)

)

+ µ
1/2
2,ε ∥u2,ε∥L∞((0,T )×Ω2,ε)

(∥∥∥∥µ1/2
2,ε

∂p2,ε
∂x2

∥∥∥∥
L2((0,T )×Ω2,ε)

∥∥∥∥∂Lε(w)

∂x2

∥∥∥∥
L2((0,T )×Ω2,ε)

)

⩽ C µ
1/2
2,ε ε1/2 → 0.
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On the other hand, by Fubini’s theorem, the following equality holds

µ2,ε

∫ T

0

∫
Ω2,ε

u2,ε
∂p2,ε
∂x3

∂Lε(w)

∂x3

= µ2,ε
γ

γ + 1

∫ T

0

∫
Ω2,ε

∂uγ+1
2,ε

∂x3

∂Lε(w)

∂x3

= µ2,ε
γ

γ + 1

∫ T

0

∫ ε/2

−ε/2

∫
Γ̃1,3

∂uγ+1
2,ε

∂x3

∂Lε(w)

∂x3
dσ dx3

= µ2,ε
γ

γ + 1

∫ T

0

∫ ε/2

−ε/2

∫
Γ̃1,3

∂uγ+1
2,ε

∂x3

w|x3=
ε
2
− w|x3=− ε

2

ε
dσ dx3

=
µ2,ε

ε

γ

γ + 1

∫ T

0

∫
Γ̃1,3

(
w|x3=

ε
2
− w|x3=− ε

2

)∫ ε/2

−ε/2

∂uγ+1
2,ε

∂x3
dx3 dσ

=
µ2,ε

ε

γ

γ + 1

∫ T

0

∫
Γ̃1,3

(
(uγ+1

2,ε )|x3=
ε
2
− (uγ+1

2,ε )|x3=− ε
2

)
·
(
w|x3=

ε
2
− w|x3=− ε

2

)
.

Therefore,

lim
ε→0

H2 = lim
ε→0

µ2,ε

ε

γ

γ + 1

∫ T

0

∫
Γ̃1,3

(
(uγ+1

2,ε )|x3=
ε
2
− (uγ+1

2,ε )|x3=− ε
2

)
·
(
w|x3=

ε
2
− w|x3=− ε

2

)
. (2.35)

In order to conclude the proof, we state the following lemma, which is proven below.

Lemma 2.4.2. The following limit holds uniformly in Γ̃1,3

w|x3=
ε
2
− w|x3=− ε

2
−→ w|x3=0+ − w|x3=0− , as ε→ 0. (2.36)

Moreover,

γ

γ + 1

(
(uγ+1

2,ε )|x3=
ε
2
− (uγ+1

2,ε )|x3=− ε
2

)
−→ γ

γ + 1

(
(ũγ+1)|x3=0+ − (ũγ+1)|x3=0−

)
, (2.37)

strongly in L2(0, T ;L2(Γ̃1,3)), as ε→ 0.

We may finally find the limit of the term H2, using Assumption (2.7), and applying Lemma 2.4.2
to Equation (2.35)

µ2,ε

ε

γ

γ + 1

∫ T

0

∫
Γ̃1,3

(
(uγ+1

2,ε )|x3=
ε
2
− (uγ+1

2,ε )|x3=− ε
2

)
·
(
w|x3=

ε
2
− w|x3=− ε

2

)
−→ µ̃1,3

γ

γ + 1

∫ T

0

∫
Γ̃1,3

((
ũγ+1

)
|x3=0+

−
(
ũγ+1

)
|x3=0−

)
·
(
w|x3=0+ − w|x3=0−

)
,

as ε→ 0. Combining the above convergence to Equation (2.33) and Equation (2.34), we find the
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limit of the divergence term as ε goes to 0,

3∑
i=1

µi,ε

∫ T

0

∫
Ωi,ε

ui,ε∇pi,ε · ∇Lε(w)

−→ µ̃1

∫ T

0

∫
Ω̃1

ũ∇p̃ · ∇w + µ̃3

∫ T

0

∫
Ω̃3

ũ∇p̃ · ∇w

+ µ̃1,3
γ

γ + 1

∫ T

0

∫
Γ̃1,3

(
(ũγ+1)|x3=0+ − (ũγ+1)|x3=0−

)
·
(
w|x3=0+ − w|x3=0−

)
,

which, together with Equations (2.29), (2.30), (2.31), and (2.32), concludes the proof.

We now turn to the proof of Lemma 2.4.2

Proof of Lemma 2.4.2. Since by definition w(t, x) = φ(t)v(x), with φ ∈ C1([0, T )) and v ∈ E∗,
the uniform convergence in Equation (2.36) comes from the piece-wise differentiability of w.

A little bit trickier is the second convergence, i.e. Equation (2.37). We recall that on
{x3 = ±ε/2}, uγ+1

2,ε coincides with Pε(u
γ+1
ε ), since across the interfaces uε is continuous and

Pε(ui,ε) = ui,ε, for i = 1, 3.

Let us recall that from Remark 2.4.1, we have∥∥Pε(u
γ+1
ε )

∥∥
L2(0,T ;H1(Ω\Γ̃1,3))

⩽ C, and
∥∥∂t(Pε(u

γ+1
ε )

)∥∥
L∞(0,T ;L1(Ω\Γ̃1,3))

⩽ C.

Since we have the following embeddings

H1(Ω \ Γ̃1,3) ⊂⊂ Hβ(Ω \ Γ̃1,3) ⊂ L1(Ω \ Γ̃1,3),

for every 1
2 < β < 1, upon applying Aubin-Lions lemma, Aubin [6], Lions [83], we obtain

Pε(u
γ+1
ε ) −→ ũγ+1, as ε→ 0,

strongly in L2(0, T ;Hβ(Ω \ Γ̃1,3)).

Thanks to the continuity of the trace operators Tα : Hβ(Ω̃α \ Γ̃1,3) → L2(∂Ω̃α), for 1
2 < β < 1

and α = 1, 3, we finally recover that∥∥∥Pε(u
γ+1
ε )|x3=0± −

(
ũγ+1

)
|x3=0±

∥∥∥
L2(0,T ;L2(Γ̃1,3))

≤ C
∥∥Pε(u

γ+1
ε )− ũγ+1

∥∥
L2(0,T ;Hβ(Ω\Γ̃1,3))

→ 0,

(2.38)
as ε → 0. We recall that the trace vanishes on the external boundary, ∂Ω, therefore we only
consider the L2(0, T ;L2(Γ̃1,3))-norm.
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Recalling that L is the length of Ω, trivially, we find the following estimate∥∥Pε(u
γ+1
ε )|x3=±ε/2 − Pε(u

γ+1
ε )|x3=0±

∥∥2
L2(0,T ;L2(Γ̃1,3))

=

∫ T

0

∫
Γ̃1,3

(∫ ±ε/2

0

∂Pε(u
γ+1
ε )

∂x3

)2

=

∫ T

0

∫
Γ̃1,3

(∫
L

∂Pε(u
γ+1
ε )

∂x3
1[0,±ε/2](x3)

)2

≤
∫ T

0

∫
Γ̃1,3

(∫
L

(
∂Pε(u

γ+1
ε )

∂x3

)2 ∫
L

(
1[0,±ε/2](x3)

)2)

⩽
ε

2
∥∇Pε(u

γ+1
ε )∥L2(0,T ;L2(Ω\Γ̃1,3))

⩽ ε C,

and combing it with Equation (2.38), we finally obtain Equation (2.37).

Remark 2.4.2. Although not relevant from a biological point of view, let us point out that, in
the case of dimension greater than 3, the analysis goes through without major changes. It is
clear that the a priori estimates are not affected by the shape or the dimension of the domain
(although some uniform constants C may depend on the dimension, this does not change the
result in Lemma 2.3.1). The following methods, and in particular the definition of the extension
operator and the functional space of test functions, clearly depends on the dimension, but the
strategy is analogous for a d-dimensional cylinder with axis {x1 = · · · = xd−1 = 0}.

Remark 2.4.3. We did not consider the case of non-constant mobilities, i.e. µi,ε := µi,ε(x), but
continuity and boundedness are the minimal hypothesis to succeed in the proof.

2.5 Conclusions and perspectives

We proved the convergence of a continuous model of cell invasion through a membrane when its
thickness is converging to zero, hence giving a rigorous derivation of the effective transmission
conditions already conjectured in Chaplain et al. [24]. Our strategy relies on the methods de-
veloped in Sanchez-Palencia [118], although we had to handle the difficulties coming from the
nonlinearity and degeneracy of the system. A very interesting direction both from the biological
and mathematical point of view, could be coupling the system to an equation describing the
evolution of the MMP concentration. In fact, as observed in Chaplain et al. [24], the perme-
ability coefficient can depend on the local concentration of MMPs, since it indicates the level of
’aggressiveness’ at which the tumour is able to destroy the membrane and invade the tissue.

In a recent work by Giverso et al. [57], a formal derivation of the multi-species effective prob-
lem has been proposed. However, its rigorous proof remains an interesting and challenging open
question. Indeed, introducing multiple species of cells, hence dealing with a cross-(nonlinear)-
diffusion system, adds several challenges to the problem. As it is well-known, proving the exis-
tence of solutions to cross-diffusion systems with different mobilities is one of the most challenging
and still open questions in the field. Nevertheless, even when dealing with the same constant mo-
bility coefficients, the nature of the multi-species system (at least for dimension greater than one)
usually requires strong compactness on the pressure gradient. We refer the reader to Gwiazda
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et al. [59], Price and Xu [110] for existence results of the two-species model without membrane
conditions.

Another direction of further investigation of the effective transmission problem (2.2) could be
studying the so-called incompressible limit, namely the limit of the system as γ → ∞. The study
of this limit has a long history of applications to tumour growth models, and has attracted a lot
of interest since it links density-based models to a geometrical (or free boundary) representation,
cf. Kim and Požár [73], Perthame et al. [104].

Moreover, including the heterogeneity of the membrane in the model could not only be
useful in order to improve the biological relevance of the model, but could bring interesting
mathematical challenges, forcing to develop new methods or adapt already existent ones, Neuss-
Radu and Jäger [96], from the parabolic to the degenerate case.

2.A Existence of weak solution of the initial problem

We prove in this appendix the existence of solution for System (2.1). Similarly to diffraction prob-
lems modelled by linear parabolic equations (see Section 3.13 in [ladyvzenskaja1988linear]),
this result follows from the existence of solution for the Porous Medium Equation with discon-
tinuous coefficients. Indeed, using a test function w ∈ C∞(ΩT ), solutions of the following weak
formulation ∫

Ω

∂tuw + µ(x)u∇uγ · ∇w dx =

∫
Ω

uG(p)w dx,

are actually solutions of the strong form (2.1). This is obtained from the fact that the interfaces
Γi,i+1 (for i = 1, 2) are continuous and from the interface conditions.

Even though the proof of the existence of weak solutions follow the lines of Section 5.4
in [vasquez], we could not find a proof of this result in the case of discontinuous mobility
coefficients in the literature, hence, for the sake of clarity, we give in this appendix the idea of
the proof.

Theorem 2.A.1 (Existence of weak solutions for the initial problem). Assuming that µi > 0
for i = 1, 2, 3, System (2.1) admits a weak solution u ∈ L1(ΩT ) and p ∈ L1(0, T ;H1

0 (Ω)).

Proof. Step 1: Regularized problem. We first regularize the model to convert it into a non-
degenerate parabolic model. We use a positive parameter n and define a positive initial condition

u0n = u0 +
1

n
. (2.39)

Our regularized problem reads

∂tui,n − µi∇ · (Bn(ui,n)∇pi,n) = ui,nG(pi,n) in (0, T )× Ωi, i = 1, 2, 3,

µiui,n∇pi,n · ni,i+1 = µi+1ui+1,n∇pi+1,n · ni,i+1 on (0, T )× Γi,i+1,, i = 1, 2,

ui,n = ui+1,n on (0, T )× Γi,i+1,, i = 1, 2,

ui,n = 1
n on (0, T )× ∂Ω,

(2.40)
where Bn(·) is a positive smooth function and Bn(s) = γsγ−1.

From results on diffraction problems from [ladyvzenskaja1988linear] we know that in
weak form our regularized problem is only a quasi-linear parabolic PDE. Thus, from standard
results on these equations, we can have the existence of a classical solution un ∈ C1,2(ΩT ) of
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Problem (2.40). Then, at this point the rest of the proof is similar to Section 5.4 in [vasquez].
We obtain at the end the existence of weak solutions u ∈ L1(ΩT ) and p ∈ L1(0, T ;H1

0 (Ω)) of
Problem (2.1).



Part II

Reaction-diffusion membrane
problems: existence of solutions and

Turing instability analysis
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In the previous Chapter 2, we derive nonlinear Kedem-Katchalsky conditions which closes
effective problems defined by a porous medium dynamics. The same derivation can be done
in the linear case, see for details Sanchez-Palencia [118]. We remember that this limit problem,
defined on a zero-thickness membrane, is not only relevant and interesting from a biological point
of view but also from a mathematical one, justified with the numerical analysis performed by
Chaplain et al.. Here, we want to extend theoretical results on linear reaction-diffusion problems
to the membrane case.

Chapter 3 is dedicated to the existence study for the effective interface problem in the linear
case. Indeed, we study a reaction-diffusion membrane problem with Kedem-Katchalsky con-
ditions. There is a huge literature concerning standard reaction-diffusion systems on a single
domain. The existence problem is also a challenging question and we extend results from this
standard theory to our membrane case. In particular, dealing with biological applications, we
deepen an appropriate theory consisting of weak hypothesis both on the initial data, which are
controlled in L1, and on the nonlinearities, with a sub-quadratic growth.

Before presenting our results, we want to give the reader a background on standard results
which are also useful to justify our following work.

Standard existence theory without membrane conditions. We show here the main the-
orems and ideas for the standard reaction-diffusion theory, useful for us to extend and build a
theory also in the membrane case. We do not provide proofs, except for some ideas, but we will
look at their readaptation in our specific membrane case in the following chapter.

We consider a general m×m reaction-diffusion system on a spatial multi-dimensional domain
Ω, namely for all i = 1, ...,m

∂tui − di∆ui = fi(u1, ..., um), in (0, T )× Ω,

αi∂nui + (1− αi)ui = 0, in (0, T )× ∂Ω,

ui(0, ·) = ui,0 ⩾ 0,

(2.41)

where di > 0, αi ∈ [0, 1], ∀i = 1, ...,m and we assume for some constants CM ,M > 0 and for all
i = 1, ...,m, for all r = (r1, ..., rm), r̂ ∈ [0,+∞)m,

fi(r1, ..., ri−1, 0, ri+1, ..., rm) ⩾ 0, (quasi-positivity),

|fi(r)− fi(r̂)| ⩽ CM

∑m
j=1 |rj − rj |, ∀r, r̂ ∈ [0,M ]m.

(2.42)

Even though they are standard, a huge literature about them highlight the interest and
challenge in their study. Often systems in applications come naturally with the two properties
related to reaction terms: quasi-positivity and mass-control structure, namely

∀r ∈ [0,+∞)m, ∀i = 1, ...,m, fi(r1, ..., ri−1, 0, ri+1, ..., rm) ⩾ 0, (2.43)

∀r ∈ [0,+∞)m,
∑

1⩽i⩽m

fi(r) ⩽ C

1 + ∑
1⩽i⩽m

ri

 , (2.44)

which imply nonnegativity and mass-control of solutions. Moreover, nonlinearities are often
quadratic. Therefore, in the interest of covering this common properties, Pierre and his collabo-
rators [7, 10, 78, 79, 107] have deepened the question about global existence, when nonlinearities
are also bounded in L1(QT ). Some examples of reaction-diffusion systems with the previous prop-
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erties are the Brussellator, problems of chemical reactions, Lotka-Volterra systems, describing
interactions between prey and predators, systems modeling pollutants transfer in the atmosphere.

Even without the mass-control hypothesis (2.44), in his survey [107], Pierre proves an exis-
tence result of supersolutions for bounded L1 nonlinearities.

Theorem 2.1.2. Let un be a nonnegative solution of the approximate System (2.41) satisfying

sup
n⩾1,1⩽i⩽m

∫
QT

|fni (un)| < +∞. (2.45)

Assume that, for i = 1, ...,m, uni,0 → ui,0 in L1(Ω). Then, as n→ +∞, up to a subsequence, un

converges in L1(QT ) to a super-solution of System (2.41). Moreover, ui ∈ L1(0, T,W 1,1
0 (Ω)), in

the case of Dirichlet homogeneous conditions.

Idea of the proof. The compactness results proved in Baras and Pierre [7], Bothe and Pierre [10]
allows to have L1-convergence for u. The lack of L1-convergence of the nonlinearities obliges
the introduction of a truncation operator which satisfies a reaction-diffusion inequality with
controlled reaction in the limit. This is why we obtain a supersolution.

□
With the structure (2.43), (2.44), it is possible to deduce existence of global solutions of the

reaction-diffusion system.

Theorem 2.1.3. Besides (2.42), (2.44), the previous a priori hypothesis (2.45) holds. Let u0 ∈
L1(Ω)m, u0 ⩾ 0. Then, System (2.41) has a global weak solution.

Idea of the proof. Adding up the m equations of the approximate problem and applying Fatou’s
Lemma, we deduce the existence of a subsolution, which is then a solution, thanks to the previous
theorem.

□
An interesting consequence of Theorem 2.1.3 is that global existence can be extended to

systems with the structure (2.43), (2.44) and with at most quadratic nonlinearities. The idea is
that (2.43), (2.44) imply also an a priori L2(QT )-estimate on solutions, considering L2 initial
data, see Pierre [107, Proposition 5.13]. If the nonlinearities are at most quadratic, they are
consequently bounded in L1(QT ), and we can apply Theorem 2.1.3.

Theorem 2.1.4. We assume (2.42), (2.44), and that the fi are at most quadratic, i.e. there
exists C ⩾ 0 such that ∀i = 1, ...,m, ∀r ∈ [0,+∞),

|fi(r)| ⩽ C

[
1 +

m∑
i=1

r2i

]
. (2.46)

For all nonnegative initial data u0 ∈ L2(Ω)m, there exists a global weak solution to System (2.41).

There are several difficulties in the construction of weak solutions for these parabolic problems.
Firstly, fi are often quadratic, and in this case we have seen that an L1 bound is sufficient to
have existence of weak solutions. Secondly, it is common to have an L1 bound for the initial data,
differently from Pierre’s theory which uses L2 control on the initial data. So, here we introduce
the theory developed by Laamri and Perthame [78], which is an extension of the L2 method by
Pierre [107] previously seen.
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Lemma 2.1.1. Consider smooth functions F,U : [0,+∞)×Ω → R+, and V : (0,+∞)×Ω → R
such that

∫
Ω
∆V (t, x) dx = 0. Assume that U0 = U(t = 0, x) ∈ L1(Ω) ∩ H−1(Ω) and that the

differential relation holds with B ⩾ 0
∂tU −∆V = B − F ⩽ 0, t ⩾ 0, x ∈ Ω ⊂ Rn

∂nU = 0, in (0,+∞)× ∂Ω

U(t = 0, x) = U0 ⩾ 0, in Ω

(2.47)

Then, for some constants C depending on Ω, it holds the inequality∫ T

0

∫
Ω

UV ⩽
1

2
∥U(T )∥2H−1 +

∫ T

0

∫
Ω

UV ⩽ K(T ) +
1

2
∥U0∥2H−1 , (2.48)

where

K =

∫ T

0

[C⟨F ⟩+ ⟨V ⟩ ]
[
B|Ω|t+

∫
Ω

U0

]
dt, with ⟨F ⟩ = 1

Ω

∫
Ω

F dx.

Remark 2.1.1. U and V are normally chosen as proportional to the sum of the densities of the
m species ui. We will see later on our choice in the case of a membrane problem.

Idea of the proof. The proof is provided using the elliptic theory.
□

In Chapter 4, we analyse a well-known phenomena in reaction-diffusion equations: the forma-
tion of Turing patterns. Our study is again an extension to the membrane problem, but we recall
briefly the main concepts in the classical theory, see for more details Murray [95], Perthame [106].

Standard Turing theory without membrane conditions. Diffusion has generally a stabil-
ising effect. The novelty introduced by Turing is that, under certain conditions, adding diffusion
in a system can create spatially inhomogeneous patterns, now called diffusion-driven instability.
Let consider a simple counter-intuitive example of two chemical species u, v reacting together.
Then, we have the system {

du
dt = au+ bv

dv
dt = cu+ dv,

(2.49)

with real coefficients a, b, c, d. We recall some definitions useful in the following.

Definition 2.1.1. We consider the ordinary differential equation (ODE)

dz
dt = f(z), z ∈ D ⊂ Rn,

z(0) = z0.

• We say that z ∈ D is an equilibrium point, or steady state, if f(z) = 0.

• An equilibrium point is stable if for all ε > 0 such that the closed ball of radius ε centered
in z is in D, namely Bε(z) ⊂ D, there exists a δ ∈ (0, ε] such that z(t) ∈ Bε(z) for all
t ⩾ 0 and z0 ∈ Bδ(z).

• An equilibrium point is unstable if it is not stable.
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• An equilibrium point is asymptotically stable if it is stable and for all z0 ∈ Bδ(z),

lim
t→+∞

z(t) = z.

Stability of an equilibrium point can be verified looking at the spectrum of the matrix of the
system. In particular, if all the eigenvalues have negative real part we talk of asymptotically
stable equilibrium, whereas if there exists a positive real part eigenvalue we call it an unstable
equilibrium.

So, System (2.49) has as equilibrium point (u, v) = (0, 0). Looking at the matrix A of the
system

A =

(
a b
c d

)
,

we assume that it has two eigenvalues with negative real part, namely we assume that its trace
is negative and its determinant is positive, i.e.

tr(A) = a+ d < 0, det(A) = ad− bc > 0. (2.50)

Consequently, we can affirm that (u, v) is an asymptotically stable point. Now we add diffusion.
We get {

∂tu = Du∆u+ au+ bv

∂tv = Dv∆v + cu+ dv.
(2.51)

We have the same equilibrium point (u, v) = (0, 0), but if Du ≪ Dv, it is unstable.

Theorem 2.1.5 (Turing instability theorem). We consider System (2.51) where we fix the do-
main Ω, the matrix A and Dv > 0. Assuming (2.50) with a > 0 (thus u is called an activator),
d < 0 (thus v is called an inhibitor), then, for sufficiently small Du, the steady state (0, 0) is
linearly unstable.

Then, Turing instability happens with a short range activator and a long range inhibitor.
We report a nice example given by Murray [95]. If we set a fire on a grass field without any
inhibitor, the fire would spread uniformly. Now, we place several sprinklers on the grass and we
set several fires. Then, if the range of diffusion of the fire is shorter than the one of the water
from the sprinkler, the fire remains confined into several spots. So, different diffusion fronts
generate patterns.

Idea of the proof. We will see later on a detailed proof in the case of a membrane, since the
proof works also in that case. We remember only the main tool which is the Laplace eigenvalue
problem −∆wk = λkwk, which allows to decompose u and v with the basis of eigenfunctions
{wk}k∈N. Looking for exponential in time solutions, we have to find conditions such that they
explode in time to have instability. Moreover, for sufficiently small Du, we can find the range of
eigenvalues corresponding to the unstable ones.

□
We remember that we can find explicit expressions of the solutions of the Laplace problem

on a domain [0,L]. For example, in the case of Neumann conditions, we have

λk =

(
πk

L

)2

, wk(x) = cos

(
πkx

L

)
, k ∈ N.

Obviously, when Turing instability occurs, solutions can exhibit strange behaviours, but still
they have to respect the characteristics here below.
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Definition 2.1.2. We say that an equilibrium forms Turing patterns if

• there is no blow-up,

• it is linearly unstable,

• there are no high-frequency oscillations, which corresponds to bounded unstable eigenfunc-
tions (or unstable modes).

Sometimes the presence of oscillations can mislead. This is the case of the backward-parabolic
equation {

∂tu−∆A(u) = 0, x ∈ Ω,
∂nu = 0, x ∈ ∂Ω,

(2.52)

with A′(u) < 0. Indeed, we can calculate the eigenvalues of the Laplace problem, remarking
that all of them can generate unstable modes, thus they can have high frequency. We can also
observe numerically that unstable modes can have high oscillatory behaviour. Then, this does
not respect the last point of the definition of Turing patterns, concluding that this is not Turing
instability. We will see an example of this kind of system in Subsection 4.4.4.
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Chapter 3

Existence of a global weak solution
for a reaction-diffusion problem with
membrane conditions

This chapter is adapted by permission from Springer: Springer, J. Evol. Equ., Existence of a
global weak solution for a reaction-diffusion problem with membrane conditions, Ciavolella G.,
Perthame B., Copyright (2021) https://doi.org/10.1007/s00028-020-00633-7.

3.1 Introduction

We analyse the existence of a global weak solution for a reaction-diffusion problem of m species
which diffuse through a permeable membrane. This kind of problem is characterised by the
so-called Kedem-Katchalsky conditions [72], see Section 1.3.

To describe the model, we consider, as depicted in Fig. 3.1, an inner transverse C1 mem-
brane Γ1,3 separating a domain Ω in two connected sub-domains Ω1 and Ω3,

Ω = Ω1 ∪ Ω3 ⊂ Rd, d ⩾ 2, Γ1,3 = ∂Ω1 ∩ ∂Ω3.

This is the same setting obtained in the limit in Chapter 2, Figure 2.1. We assume Ω1 and Ω3

to be piecewise C1 domains. In order to set boundary conditions, we introduce Γ1 = ∂Ω1 \ Γ1,3

and Γ3 = ∂Ω3 \ Γ1,3. We assume that Γ1 and Γ3 are non-empty. We could also consider a
different geometry such that Ω1 includes Ω3 and the membrane becomes the boundary of the
inner domain (see for example Brezis [16], Li and Wang [80], Li et al. [82]). In contrast, the
biological situation that we analyse is presented in Fig. 3.1 and that is why we leave open the
problem with an inner domain.
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Figure 3.1: Example of spatial domain Ω with an inner transverse membrane Γ1,3 which decom-
poses Ω in open sets Ω1 and Ω3. The figure also shows the outward normals to the membrane.

Ignoring a possible drift, the diffusion through the membrane is described by the system, for
species i = 1, ..,m,

∂tui −Di∆ui = fi(u1, ..., um), in QT := (0, T )× Ω,

ui = 0, in ΣT := (0, T )× (Γ1 ∪ Γ3),

∂n1u1i = ∂n1u3i = ki(u
3
i − u1i ), in ΣT,Γ := (0, T )× Γ1,3,

ui(0, x) = u0,i(x) ⩾ 0, in Ω,

(3.1)

in which Di and ki are positive constants and nλ is the outward normal of the domain Ωλ for
λ = 1, 3 such that n3 = −n1. In particular, we use the notation ∂n1uλi = ∇uλi · n1. We denote
each species density for i = 1, ...,m with

ui =

{
u1i , in Ω1,

u3i , in Ω3,

since each one lives in both sub-domains Ωλ, for λ = 1, 3. There is a jump of ui, i = 1, ...,m
across the membrane Γ1,3 that we denote by (u3i − u1i ) =: JuiK. More precisely, for x ∈ Γ1,3 and
for all i = 1, ...,m, we define the trace in Sobolev sense

u1i (x) = lim
h→0−

ui(x+ h n1(x)), u3i (x) = lim
h→0−

ui(x+ h n3(x)).

The interest of this system stems from the boundary conditions. In fact, besides standard
Dirichlet boundary condition on Γλ, for λ = 1, 3, we have used the Kedem-Katchalsky membrane
conditions [72] on Γ1,3. These conditions are made up by two principles (see Section 1.3): the
conservation of mass, which brings to flux continuity, and the dissipation principle such that
the L2-norm of the solution is decreasing in time. This last property gives us that the flux is
proportional to the jump of the density through the membrane with proportionality coefficient
ki, the membrane permeability constant.

For the applications we have in mind, System (3.1) has mass control, membrane conditions
are conservative, and we are interested in developing a theory of weak solutions based on this
L1 bound even if the reaction terms are, for instance, quadratic. For usual reaction-diffusion
systems, such a theory has been developed in a series of papers initiated by Pierre and developed
later by several authors, as recalled at the beginning of Part II. In particular, we extend, to the
case of membrane conditions, the method proposed by Pierre in [7, 10, 107] and extended by
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Laamri and Pierre [79], Laamri and Perthame [78]. This method develops a theory to treat high
order nonlinearities and low regularity initial data compatible with the natural L1 regularity
of solutions. Moreover, we show that for all i = 1, ...,m, λ = 1, 3, uλi ∈ W 1,1(Ωλ) (and even
better), but it does not have L1 derivatives in the whole Ω. In any case, since ui, i = 1, ...,m
is a Sobolev function in Ω1 and Ω3, the trace makes sense in ∂Ω and thus the definition of the
jumps JuiK, i = 1, ...,m is meaningful. Finally, we define u = (u1, ..., um) the vector solution
which is characterized by nonnegative components and, as we will see later on, they are naturally
L1 functions but not L2. One of the difficulties of a membrane problem is to derive an L2(QT )
estimate.

In this chapter, we prove analytical results concerning existence and regularity of solutions in
the case of the reaction-diffusion systems with Kedem-Katchalsky conditions (3.1). The chapter is
composed of two sections. In Section 3.2, we introduce the assumptions and our main result about
global existence of a weak solution for the Problem (3.1) with related lemmas. We also present a
specific example in order to give a more concrete idea of the type of systems of interest for us. In
Section 3.3, we prove this result introducing the approximate model of (3.1) (Subsection 3.3.1),
proving and applying an a priori L2 estimate on the solution (Subsection 3.3.2), proving a
theorem about the existence of a supersolution of (3.1) (Subsection 3.3.3) and a second one on
the existence of a solution (Subsection 3.3.4). At the end of this chapter, the reader can find three
Appendices. Appendix 3.A and Appendix 3.B contain the proof of a regularity and compactness
lemma useful in the third step of the proof of our main result. Appendix 3.C provides Sobolev
and Poincaré embeddings in the case of membrane conditions and, in general, of non-uniform
zero boundary conditions.

3.2 Assumptions and main results

3.2.1 Assumptions

We gather several assumptions on the reaction term f(u) = (f1(u), ..., fm(u)) that are used
separately throughout the paper. With some constants C,CM and M > 0, we assume that for
all i = 1, ...,m and for all u = (u1, ..., um) ∈ [0,+∞)m,

|fi(u)| ⩽ C
(
1 +

m∑
j=1

u2j

)
, (sub-quadratic growth), (3.2)

m∑
j=1

fj(u) ⩽ C
(
1 +

m∑
j=1

uj

)
, (mass control), (3.3)

fi(u1, ..., ui−1, 0, ui+1, ..., um) ⩾ 0, (quasi-positivity), (3.4)

|fi(u)− fi(v)| ⩽ CM

m∑
j=1

|uj − vj |, ∀u,v ∈ [0,M ]m. (3.5)

Thanks to assumption (3.4), solutions ui are nonnegative, and (3.3) provides us with mass con-
trol since the total integral of the solution is bounded with exponential growth in time.

We do not consider that the fi’s depend on (x, t) ∈ QT , but we could extend these assump-
tions also to that case. We rather give an example modeling intracellular transport phenomena,
Cangiani and Natalini [21], Dimitrio [40], Serafini [120], in order to understand the class of sys-
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tems that we have in mind. Molecule trafficking across the nuclear envelope has been studied
using reaction-diffusion equations with Kedem-Katchalsky conditions. Small molecules can pass
through nuclear pore complexes (NPCs). The translocation of larger molecules is allowed by a
system for active transport across the NPCs. The cargo protein binds to a nucleocytoplasmic
transport receptor known as importin, which mediates the transport throught the nuclear enve-
lope. The energy needed is provided by the Ran complex. In order to reproduce this intracellular
dynamics, Cangiani and Natalini proposed a model in [21]. We denote by Ωn and Ωc respectively
the nuclear and the cytoplasmic compartment with Γnc = ∂Ωn the interface between them. In
each compartment, we can write a system of coupled reaction-diffusion equations of type

∂tRt = dr∆Rt + frt(Rt, T, Tr),

∂tRd = dr∆Rd + frd(Rt),

∂tTr = dtr∆Tr + ftr(Rt, T, Tr),

∂tC = dc∆C + fc(C, T ),

∂tT = dt∆T + ft(Rt, T, Tr, C),

∂tTc = dtc∆Tc + ftc(C, T ).

(3.6)

The two systems are coupled through Neumann homogeneous boundary conditions and Kedem-
Katchalsky transmission conditions. Reactions have at most quadratic growth and they satisfy
hypothesis (3.2)–(3.5). This is only an example of a biological system satisfying our assumptions.
Its relevance will bring us to develop numerical results aiming to study biological phenomena
fitting with the theory presented in this chapter.

3.2.2 Main result

The aim is to prove global existence when the fi’s are at most quadratic and for a membrane
problem as (3.1). As mentioned before, we follow the literature concerning existence results for
reaction-diffusion systems by Pierre et al. [7, 10, 107], by Laamri and Pierre [79] and by Laamri
and Perthame [78]. A local result in the case of membrane conditions is available but taking into
account local Lipschitz reaction terms with u0 ∈ Hs, for s > d

2 (e.g. Serafini [120]).

Our main contribution is the following global existence theorem with initial data of low reg-
ularity and reaction terms at most quadratic. We first enunciate some definitions and introduce
the appropriate test functions space for our problem. We recall that

QT = (0, T )× Ω, ΣT = (0, T )× (Γ1 ∪ Γ3), ΣT,Γ = (0, T )× Γ1,3.

Definition 3.2.1. For i = 1, ...,m, we define the space of test functions

Di :=
{

(ψ1, ψ3) ∈ C∞([0, T ]× Ω1)× C∞([0, T ]× Ω3),

ψ ⩾ 0, ψ(·, T ) = 0, ψ = 0 in ΣT , ∂n1ψ1 = ∂n1ψ3 = ki(ψ
3 − ψ1) in [0, T ]× Γ1,3

}
,

where ψ =

{
ψ1, in Ω1,
ψ3, in Ω3.

We investigate the existence of a global weak solution of System (3.1) defined by duality as

Definition 3.2.2. We define a weak solution of System (3.1) as a function u = (u1, ..., um) such
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that for all T > 0 and i = 1, ...,m, ui ∈ L1(QT ), fi(u) ∈ L1(QT ) and for ψ ∈ Di, it holds

−
∫
Ω

ψ(0, x)u0,i +

∫
QT

ui(−∂tψ −Di∆ψ) =

∫
QT

ψfi. (3.7)

We consider the space H1 and its dual as in Definitions 3.2.3 and 3.2.4.

Theorem 3.2.1 (Existence and regularity). Assume (3.2)-(3.5) and that k1 = ... = km. Then,
for all u0 = (u0,1, ..., u0,m), such that u0 ∈ (L1(Ω)+ ∩ (H1)∗)m, System (3.1) has a nonnegative
global weak solution in the sense of Definition 3.2.2 which satisfies for all T > 0 and i = 1, ...,m,

ui ∈ L2(QT ) and (1 + |ui|)α ∈ L2
(
0, T ;H1(Ω)

)
, ∀α ∈

[
0,

1

2

)
, (3.8)

ui ∈ Lβ
(
0, T ;W 1,β(Ω)

)
and ui ∈ Lβ

(
0, T ;Lβ(Γ1,3)

)
, ∀β ∈

[
1,

d

d− 1

)
. (3.9)

3.2.3 Preliminary lemmas and proof organisation

In order to prove this result, we follow four main steps according to Pierre’s method.

First step. Regularization process. We build a regularized problem with a nonnegative clas-
sical global solution un.

Second step. An L2 lemma. We extend the Laamri-Perthame [78] a priori L2 estimate of the
solution given an L1 initial data to the case of membrane conditions (see Subsection 3.3.2). In
particular, we gain

Lemma 3.2.1 (Key estimate with L1 data and membrane conditions). Consider smooth func-
tions zi : [0,+∞) × Ω → R+, fi : [0,+∞)m → R, for all i = 1, ...,m, with fi satisfying the
assumption (3.3). Assume z0,i ∈ L1(Ω) ∩ (H1)∗ and that the equation holds with ki = k

∂tzi −Di∆zi = fi(z1, ..., zm), in QT ,

zi = 0, in ΣT ,

∂n1z1i = ∂n1z2i = ki(z
2
i − z1i ), in ΣT,Γ1,3 ,

z(0, x) = z0,i(x) ⩾ 0, in Ω.

(3.10)

Then, for some constant C3 depending on ∥z0∥(H1)∗ , the inequality holds

m∑
i=1

∫
QT

|zi|2 ⩽ C3.

From this lemma we derive an L1 bound for the reaction term fn(un) of the regularized
system thanks to (3.2). The proof uses the solution of an elliptic problem −∆w = f with mem-
brane conditions which has a unique solution thanks to the Lax-Milgram theorem (see Evans [45,
Section 6.2.1]) and we recall its statement in our context.

We assume H a real Hilbert space with norm ∥ · ∥ and inner product (·, ·). Let ⟨·, ·⟩ denote
the pairing of H with its dual space.
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Theorem 3.2.2 (Lax-Milgram theorem). Given B : H ×H → R, a bilinear mapping for which
there exist constants γ, δ > 0 such that for all w, z ∈ H,

|B[w, z]| ⩽ γ∥w∥ ∥z∥ (continuity) , |B[w,w]| ⩾ δ∥w∥2 (coercivity).

Finally, let f : H → R be a bounded linear functional on H. Then there exists a unique w ∈ H
such that

B[w, z] = ⟨f, z⟩, ∀z ∈ H.

We can apply the Lax-Milgram theorem for membrane problems (see Serafini [120]). In order
to justify this, we introduce some definitions. The first ones concern the space H = H1 under
consideration, the second is the bilinear form.

Definition 3.2.3. We define H1 = H1
0,Γ(Ω

1) × H1
0,Γ(Ω

3) as the Hilbert space of functions
H1(Ω1) × H1(Ω3) satisfying Dirichlet homogeneous conditions on Γλ, λ = 1, 3. We endow it
with the norm

∥w∥H1 =
(
∥w1∥2H1(Ω1) + ∥w3∥2H1(Ω3)

) 1
2

.

We let (·, ·) be the inner product in H1 and ⟨·, ·⟩ denote the pairing of H1 with its dual space.

Definition 3.2.4. We introduce the dual space of H1 as (H1)∗ =
(
H1

0,Γ(Ω
1) × H1

0,Γ(Ω
3)
)∗

=

H1
0,Γ(Ω

1)∗ ×H1
0,Γ(Ω

3)∗.

Now, we define a proper bilinear form associated to the Laplacian operator considering Dirich-
let conditions on Γλ, λ = 1, 3 and membrane conditions on Γ1,3.

Definition 3.2.5. We consider the continuous, coercive bilinear form B : H1 ×H1 → R, such
that

B[w, z] =

∫
Ω

∇w∇z +
∫
Γ1,3

ki(w
3 − w1)(z3 − z1), for w, z ∈ H1.

We can readily check continuity and coercivity.
B is continuous: thanks to the Cauchy-Schwarz inequality and the continuity of the trace, we
can write

|B[w, z]| ⩽
∑

1⩽λ⩽3

∥∇wλ∥L2(Ωλ)∥∇zλ∥L2(Ωλ) + Cki∥ JwK ∥L2(Γ1,3)∥ JzK ∥L2(Γ1,3)

⩽
∑

1⩽λ,σ⩽3

(
∥wλ∥H1(Ωλ)∥zλ∥H1(Ωλ) + Cki∥wλ∥H1(Ωλ)∥zσ∥H1(Ωσ)

)
⩽ C∥w∥H1∥z∥H1 .

B is coercive: indeed, we can estimate

B[w,w] =

∫
Ω

|∇w|2 +
∫
Γ1,3

ki|w3 − w1|2 ⩾ C∥w∥2H1 ,

since, thanks to the Dirichlet conditions on Γλ, λ = 1, 3, and to Theorem 3.C.3, we have

∥wλ∥H1(Ωλ) ⩽ C∥∇wλ∥L2(Ωλ), for λ = 1, 3.

Therefore, using the Lax-Milgram theorem, taking an L2 right-hand side, the elliptic membrane
problem has a unique solution w ∈ H1 and, thanks to the Riesz–Fréchet representation theorem
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(Brezis [15, Theorem 5.5]) and to the equivalence of the norm B[w,w]
1
2 and the original one in

H1, we have
∥f∥(H1)∗ = B[w,w]

1
2 . (3.11)

Moreover, throughout the paper, we are also allowed to integrate by parts functions in the Hilbert
space H1, considering also the membrane.

Third step. Existence of a global weak supersolution. We prove a first theorem which asserts
the convergence in L1(QT ) of un to a supersolution of System (3.1). Another central result
is the following compactness lemma which explains the regularity stated in Theorem 3.2.1 (see
Appendix 3.A and 3.B),

Lemma 3.2.2 (A priori bounds). We consider w solution of the problem in dimension d ⩾ 2
∂tw −D∆w = f, in QT ,

w = 0, in ΣT ,

∂n1w1 = ∂n1w3 = k(w3 − w1), in ΣT,Γ,

w(0, x) = w0(x) ⩾ 0, in Ω,

(3.12)

with f ∈ L1(QT ) and w0 ∈ L1(Ω). Then,

• w ∈ Lβ
(
0, T ;W 1,β(Ω)

)
, ∀β ∈

[
1, d

d−1

)
and (1 + |w|)α ∈ L2

(
0, T ;H1(Ω)

)
for α ∈

[
0, 12

)
.

• The mapping (w0, f) 7−→ w is compact from L1(Ω)×L1(QT ) into L1
(
0, T ;Lγ1(Ω)

)
, for all

γ1 <
d

d−2 and Lγ2(QT ) for all γ2 < 2+d
d .

• The trace mapping (w0, f) 7−→ TrΓ(w) ∈ Lβ
(
0, T ;Lβ(Γ1,3)

)
, β ∈

[
1, d

d−1

)
is also compact.

Fourth step. Existence of a global weak solution. We conclude with a second theorem asserting
the convergence in L1(QT ) of uni , i = 1, ...,m to a solution of System (3.1).

3.3 Proof of the existence result

We are now ready to prove Theorem 3.2.1 according to the previous steps.

3.3.1 Regularized problem

First of all, we approximate the initial data and the reaction term as

un0,i := φδn ∗ inf{u0,i, n} and fni (u
n) :=

fi(u
n)

1 + 1
n

∑
1⩽j⩽m |fj(un)|

. (3.13)

For the initial data, we consider a regularized version thanks to a convolution with a mollifier
sequence φδn which is only used to assert existence in the framework of Serafini [120]. We readily
check that fn satisfies assumptions (3.2)-(3.5). In particular, for (3.5), there is a CM such that

|fni (u)− fni (v)| ⩽ CM

m∑
i=1

|ui − vi|, ∀u,v ∈ [0,M ]m. (3.14)
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Moreover, we have

|fni | ⩽ n and ϵnM := sup
u∈[0,M ]m,i=1,2

|fni (u)− fi(u)| ⩽
C(M)m

n
. (3.15)

We consider an approximation of System (3.1), for all i = 1, ...,m,
∂tu

n
i −Di∆u

n
i = fni (u

n
1 , ..., u

n
m), in QT ,

uni = 0, in ΣT ,

∂n1un,1i = ∂n1un,3i = ki(u
n,3
i − un,1i ), in ΣT,Γ,

uni (0, x) = un0,i(x), in Ω.

(3.16)

Since fn is uniformly bounded for fixed n, from Serafini [120] we know that there exists a global
classical solution un = (un1 , ..., u

n
m) to (3.16).

3.3.2 The L2 lemma with membrane conditions

The second step of the proof is to apply to uni , i = 1, ...,m the following Laamri-Perthame [78]
version of Pierre’s lemma, adding our membrane conditions.

Lemma 3.3.1 (Key estimate with L1 data and membrane conditions). Consider smooth func-
tions zi : [0,+∞) × Ω → R+, fi : [0,+∞)m → R, for all i = 1, ...,m, with fi satisfying the
assumption (3.3). Assume z0,i ∈ L1(Ω) ∩ (H1)∗ and that the differential equation holds

∂tzi −Di∆zi = fi(z1, ..., zm), in QT ,

zi = 0, in ΣT ,

∂n1z1i = ∂n1z2i = ki(z
2
i − z1i ), in ΣT,Γ,

z(0, x) = z0,i(x) ⩾ 0, in Ω,

(3.17)

with ki = k. Then, for some constant C3 depending on ∥z0∥(H1)∗ , the inequality holds

m∑
i=1

∫
QT

|zi|2 ⩽ C3.

It is an open problem to extend it to the case where the constants ki are different and it
is also noticeable that the other proofs (time integration or duality) also apply only with the
condition ki = k.

Proof. We consider ûi = e−Ctzi for i = 1, ...,m, where C is the same constant than in (3.3).
Substituting in the equation for zi, we obtain that for all i = 1, ...,m,

∂tûi −Di∆ûi = e−Ct[fi(z1, ..., zm)− Czi],

with the same boundary and initial conditions as in (3.17) but for ûi. Adding up and defining

Û =

m∑
i=1

ûi, V̂ =

m∑
i=1

Diûi,
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we obtain

∂tÛ −∆V̂ = e−Ct[

m∑
i=1

fi(z1, ..., zm)− C

m∑
i=1

zi] ⩽ Ce−Ct ⩽ C, in QT (3.18)

with conditions 
Û = 0, in ΣT ,

∂n1Û1 = ∂n1Û3 = k(Û3 − Û1), in ΣT,Γ,

Û(0, x) = Û0(x) ⩾ 0, in Ω.

Thanks to the Lax-Milgram theorem 3.2.2 (see also Breziset al. [16]), we may define the solution
of 

−∆Ŵ = Û , in QT

Ŵ = 0, in ΣT ,

∂n1Ŵ 1 = ∂n1Ŵ 3 = k(Ŵ 3 − Ŵ 1), in ΣT,Γ.

So, at this point, with G = ∂tŴ + V̂ , we can write (3.18) as an elliptic inequality

−∆G ⩽ C, in QT ,

G = 0, in ΣT ,

∂n1G1 = ∂n1G3 = k(∂tŴ
3 − ∂tŴ

1) + k
m∑
i=1

Di(û
3
i − û1i )

= k[∂tŴ ] + k[V̂ ] = k(G3 −G1), in ΣT,Γ.

Lax-Milgram theorem 3.2.2 allows us to state the existence of a function G ∈ H1 satisfying the
system 

−∆G = C, in QT ,

G = 0, in ΣT ,

∂n1G1 = ∂n1G2 = k(G2 −G1), in ΣT,Γ.

By comparison theorem, Serafini [120], we conclude that G ⩽ G, in QT . So, multiplying G by Û
and integrating over space, we compute, since Û = −∆Ŵ and G ⩽ G,∫

Ω

ÛG = −
∫
Ω

∆Ŵ∂tŴ +

∫
Ω

Û V̂ ⩽
∫
Ω

ÛG ⩽
∫
Ω

DÛ2

2
+
G2

2D
⩽

1

2

∫
Ω

Û V̂ + C1,

thanks to Young’s inequality applied to
√
DÛ and G√

D
with D = mini=1,...,mDi > 0, see

Brezis [15], the fact that by definition DÛ ⩽ V̂ , and the L2-bound of G. Then, reorganising the
terms on the right and left hand-side, we derive

−
∫
Ω

∆Ŵ∂tŴ +
1

2

∫
Ω

Û V̂ ⩽ C1.

Following Subsection 3.2.3 and the definition of the Hilbert space H1 (see Definition 3.2.3), we
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can integrate by parts obtaining

1

2

d

dt

∫
Ω

|∇Ŵ |2 +
1

2

∫
Ω

Û V̂ ⩽
∫
∂Ω

∂nŴ∂tŴ + C1.

Next, we remark that∫ T

0

∫
∂Ω

∂nŴ∂tŴ =

∫ T

0

∫
Γ1,3

∂n1Ŵ 1(∂tŴ
1 − ∂tŴ

3)

= −
∫ T

0

∫
Γ1,3

k(Ŵ 3 − Ŵ 1)∂t(Ŵ
3 − Ŵ 1) = −k

2

∫ T

0

d

dt

∫
Γ1,3

(Ŵ 3 − Ŵ 1)2.

Therefore, integrating in time and using the relation (3.11), we arrive to

1

2
∥Û(T )∥2(H1)∗ +

1

2

∫
QT

Û V̂ ⩽
1

2
∥Û0∥2(H1)∗ + C1. (3.19)

Finally, thanks to Equation (3.19), we can assert that

m∑
i=1

Di

∫
QT

ûi
2 ⩽ C2.

This concludes the proof of Lemma 3.3.1 since z2i = e2Ctûi
2.

3.3.3 Existence of a global weak supersolution

At this point we can complete the existence result of Theorem 3.2.1, since, thanks to Lemma 3.3.1
and to assumption (3.2), we know that the reaction term fn is bounded in L1. With this in
hands, we can assert the existence of a supersolution of System (3.1).

Theorem 3.3.1 (Existence of a supersolution). Let un = (un1 , ..., u
n
m) be a nonnegative solution

of the approximate System (3.16). Consider k1 = ... = km. As defined in (3.13), fni (un) is
bounded in L1(QT ), for i = 1, ...,m and un

0 → u0 in L1(Ω). Then, up to a sub-sequence,
un converges in L1(QT ) and a.e. to a supersolution u of System (3.1) which means that for
i = 1, ...,m, and β ∈

[
1, d

d−1

)
,

fi(u) ∈ L1(QT ), ui ∈ Lβ
(
0, T ;W 1,β(Ω)

)
, T rΓ(ui) ∈ Lβ

(
0, T ;Lβ(Γ1,3)

)
,

−
∫
Ω

ψ(0, x)u0,i +

∫
QT

(−ψtui +Di∇ψ∇ui) +
∫ T

0

∫
Γ1,3

DikiJuiKJψK ⩾
∫
QT

ψfi, (3.20)

for all ψ ∈ Di, ψ ⩾ 0.

Proof. We divide the proof in several steps which are adaptations from Pierre’s method.

Compactness of un and TrΓ(u
n). Combining Lemma 3.3.1 and assumption (3.2), we notice

that fni (un) is bounded in L1(QT ) for i = 1, ...,m.
Next, we apply the compactness Lemma 3.2.2 (see also Lemma 3.A.1 and its proof in Ap-
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pendix 3.A, 3.B) to the solution un of the approximate System (3.16). Accordingly, after extrac-
tion, the following convergences, hold

un → u, in L1
(
0, T ;Lγ1(Ω)

)m
, ∀γ1 ∈

[
1, d

d−2

)
,

un → u, a.e. in QT ,

∇un ⇀ ∇u, in [Lβ(QT )
d]m, ∀β ∈

[
1, d

d−1

)
,

T rΓ(u
n) → TrΓ(u), in L1

(
0, T ;Lβ(Γ1,3)

)m
, ∀β ∈

[
1, d

d−1

)
.

(3.21)

Pointwise convergence of the fni ’s. Since uni satisfies (3.7) for all i = 1, ...,m, i.e.

−
∫
Ω

ψ(0, x)un0,i +

∫
QT

(−ψtu
n
i +Di∇ψ∇uni ) +

∫ T

0

∫
Γ1,3

DikiJuni KJψK =
∫
QT

ψfni , (3.22)

and our goal is to pass to the limit as n→ +∞, we need to study the convergence of fni .
Thanks to the choice of fn: a.e. convergence of ϵnM to zero and the continuity with respect to
its argument, we infer

fni (u
n) → fi(u) a.e. in QT .

By Fatou’s lemma, we know that∫
QT

|f(u)| ⩽ lim inf
n→+∞

∫
QT

|fn(un)|

and, in particular, it holds
f(u) ∈ L1(QT )

m.

So far we did not prove L1-convergence of fni (un), therefore we cannot pass to the limit in the
Equation (3.22) obtaining a weak solution of System (3.1). However we can find an inequality in
the formulation of the weak solution of System (3.1), thus obtaining a supersolution. We arrive
at this applying a truncation method.

Truncation method. The idea is that, with an appropriate truncation, we succeed in obtain-
ing a reaction-diffusion inequality in which the reaction terms are under control as n → +∞
with a fixed truncation level. In this way, we are able to pass to the limit in the truncated weak
supersolution formula, as n → +∞. At this point, bringing the truncation level to infinity, we
gain the supersolution property in Theorem 3.3.1.

In order to build the truncation Tb at level b, since we will have to differentiate twice Tb, we
replace Tb by a C2-regularized version (otherwise T ′′

b would be a Dirac mass), still denoted by
Tb, so that on [0,+∞) we have

0 ⩽ T ′
b ⩽ 1, −1 ⩽ T ′′

b ⩽ 0, Tb(σ) = σ ∀σ ∈ [0, b], T ′
b(σ) = 0 ∀σ ∈ (b,+∞).

We fix η ∈ (0, 1) and we denote for all i = 1, ...,m,

Un
i =

∑
j ̸=i

unj , Wn
i = uni + ηUn

i .

The idea is to consider the limit for n→ +∞, then η → 0 and, finally, b→ +∞.
The main point is to use the inequality satisfied by vn := Tb(W

n
i ), taking into account the



70 CHAPTER 3. Solutions existence for a reaction-diffusion membrane problem

previous properties of T ′
b and T ′′

b ,

−∆vn = −∆Tb(u
n
i + ηUn

i ) = −T ′′
b (u

n
i + ηUn

i )|∇uni + η∇Un
i |2 − T ′

b(u
n
i + ηUn

i )[∆u
n
i + η∆Un

i ]

⩾ −T ′
b(u

n
i + ηUn

i )[∆u
n
i + η∆Un

i ].

This implies

vnt −Di∆v
n ⩾ T ′

b(u
n
i + ηUn

i )[f
n
i + η

∑
j ̸=i

fnj ] + ηT ′
b(u

n
i + ηUn

i )
∑
j ̸=i

(Dj −Di)∆u
n
j =: Rn

i + ηSn
i ,

where

Rn
i = T ′

b(u
n
i + ηUn

i )[f
n
i + η

∑
j ̸=i

fnj ], Sn
i = T ′

b(u
n
i + ηUn

i )
∑
j ̸=i

(Dj −Di)∆u
n
j . (3.23)

So the truncation Tb(Wn
i ) solves the problem

vnt −Di∆vn ⩾ Rn
i + ηSn

i ,

vn|
Γλ

= 0, λ = 1, 3,

∂n1vn,1
|Γ

= T ′
b(u

n,1
i + ηUn,1

i )[∂n1un,1
i + η∂n1Un,1

i ]

= T ′
b(u

n,1
i + ηUn,1

i )[ki(u
n,3
i − un,1

i ) + η
∑

j ̸=i kj(u
n,3
j − un,1

j )] =: T ′
b,n,1V

n
i ,

∂n1vn,3
|Γ

= T ′
b(u

n,3
i + ηun,3

i )[∂n1un,3
i + η∂n1un,3

i ]

= T ′
b(u

n,3
i + ηun,3

i )[ki(u
n,3
i − un,1

i ) + η
∑

j ̸=i kj(u
n,2
j − un,1

j )] =: T ′
b,n,3V

n
i ,

vn(0, x) = Tb

(
un
i (0, x) + ηUn

i (0, x)
)
.

(3.24)

Consequently, we may write for all i = 1, ...,m, for all ψ ∈ Di,

−
∫
Ω

ψ(0)vn(0)−
∫
QT

ψtv
n −

∫ T

0

∫
Γ1,3

Di(ψ
1∂n1vn,1 − ψ3∂n1vn,3) +Di

∫
QT

∇vn∇ψ

⩾
∫
QT

(Rn
i + ηSn

i )ψ,

−
∫
Ω

ψ(0)vn(0) +

∫
QT

(−ψtv
n +Di∇vn∇ψ)−

∫ T

0

∫
Γ1,3

DiV
n
i (ψ1T ′

b,n,1 − ψ3T ′
b,n,3)

⩾
∫
QT

(Rn
i + ηSn

i )ψ. (3.25)

So, as we said, the truncated function is a supersolution but with reaction terms (see the follow-
ing) converging in L1 or bounded independently from n.

• Limit for n→ +∞ with b, η fixed.

Since un was a convergent solution (see (3.21)) and Tb(Wn
i ) represents the truncation at level

b with b fixed, by the dominated convergence theorem,

vn = Tb(W
n
i )

n→+∞−→ Tb(Wi) = Tb(ui + ηUi) in L1(QT ) and a.e..

Since T ′
b(σ) = 0 for σ > b, by definition, it holds Rn

i = 0 on the set uni + ηUn
i > b. But on
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uni + ηUn
i ⩽ b, for s = 1, ...,m, uns are uniformly bounded. In fact,

uni ⩽ b and unj ⩽
b

η
, ∀j ̸= i. (3.26)

By the dominated convergence theorem, using (3.3), we find

Rn
i

n→∞−→ Ri := T ′
b(ui + ηUi)[fi + η

∑
j ̸=i

fj ] in L1(QT ).

On the other hand, we remark that

∇vn = ∇Tb(Wn
i ) = T ′

b(u
n
i + ηU

n
i )[∇uni + η∇Un

i ]⇀ ∇v = T ′
b(ui+ ηUj)[∇ui+ η∇Uj ] in L1(QT )

and we have also convergence of the traces on Γ1,3 and Γλ, λ = 1, 3. Therefore, to pass to the
limit as n→ +∞ in (3.25), we only need to control

∫
QT

ψSn
i . We have (see the proof later on)

Lemma 3.3.2. (Pierre [107]) There exists C depending on b, ψ and the data, but not on n,
η ∈ (0, 1) such that ∣∣∣∣∫

QT

ψ Sn
i

∣∣∣∣ ⩽ Cη−
1
2 .

So we can pass to the limit as n→ +∞ in (3.25) with b, η fixed and we obtain

−
∫
Ω

ψ(0)v(0) +

∫
QT

(−ψtv +Di∇v∇ψ)−
∫ T

0

∫
Γ1,3

DiVi(ψ
1T ′

b(W
1
i )− ψ3T ′

b(W
3
i ))

⩾
∫
QT

Riψ + η

∫
QT

Sn
i ψ ⩾

∫
QT

Riψ − Cη
1
2 ,

with Vi = [ki(u
3
i − u1i ) + η

∑
j ̸=i kj(u

3
j − u1j )].

• Limit for η → 0 with b fixed. Then, Wi → ui, Vi → bi(u
3
i − u1i ) and Ri → T ′

b(ui)fi.

• Limit for b→ +∞. Then, the truncation is converging to the function itself and its derivative
to 1 and so we obtain the statement (3.20):

−
∫
Ω

ψ(0, x)u0,i +

∫
QT

(−ψtui +Di∇ψ∇ui) +
∫ T

0

∫
Γ1,3

DikiJuiKJψK ⩾
∫
QT

ψfi.

We now turn to the proof of Lemma 3.3.2.

Proof. Remembering (3.23), in order to prove Lemma 3.3.2, we need that∣∣∣∣∣∣
∫
QT

ψT ′
b(W

n
i )
∑
j ̸=i

(Dj −Di)∆u
n
j

∣∣∣∣∣∣ ⩽ Cη−
1
2 .
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Consequently, we have to study the following integral∫
QT

ψT ′
b(W

n
i )∆u

n
j =

∫
QT

div(ψT ′
b(W

n
i )∇unj )−

∫
QT

div(ψT ′
b(W

n
i ))∇unj

=
∫ T

0

∫
Γ1,3(ψ

1T ′
b(W

n,1
i )∂n1un,1j + ψ3T ′

b(W
n,3
i )∂n3un,3j )

−
∫
QT

[T ′
b(W

n
i )∇ψ + ψT ′′

b (W
n
i )∇Wn

i ]∇unj .

We remark that ∣∣∣∣∣
∫ T

0

∫
Γ1,3

(ψ1T ′
b(W

n,1
i )∂n1un,1j + ψ3T ′

b(W
n,3
i )∂n3un,3j )

∣∣∣∣∣ ⩽ C,

∣∣∣∣∫
QT

T ′
b(W

n
i )∇ψ∇unj

∣∣∣∣ ⩽ C,

since ψλ ∈ C∞([0, T ]×Ωλ) for λ = 1, 3, |T ′
b| ⩽ 1 and, thanks to Lemma 3.A.1, unj ∈ L1

(
0, T ;W 1,1(Ω)

)
and it is L1 on the membrane. The other integral can be computed using the Cauchy-Schwarz
inequality and considering the cases {Wn

i ⩽ b} and {Wn
i > b} in QT :∣∣∣∣∫

QT

ψT ′′
b (W

n
i )∇Wn

i ∇unj
∣∣∣∣ =

∣∣∣∣∣
∫
{Wn

i ⩽b}∪{Wn
i >b}

ψT ′′
b (W

n
i )∇Wn

i ∇unj

∣∣∣∣∣ =
=

∣∣∣∣∣
∫
{Wn

i ⩽b}
ψT ′′

b (W
n
i )∇Wn

i ∇unj

∣∣∣∣∣ ⩽ C

(∫
{Wn

i ⩽b}
|∇unj |2

) 1
2
(∫

{Wn
i ⩽b}

|∇Wn
i |2
) 1

2

,

since T ′
b(σ) = 0 for σ > b, by definition, and so also T ′′

b (σ) = 0. In order to control the second
integral in the right-hand side, we can use the lemma (see the proof later on):

Lemma 3.3.3. (Pierre [107]) Let w be solution of (3.12). Then, for all b > 0,

D

∫
{|w|⩽b}

|∇w|2 ⩽ b

[∫
QT

f +

∫
Ω

|w0|
]
. (3.27)

Applying Lemma 3.3.3 and considering (3.26), we infer(∫
{Wn

i ⩽b}
|∇Wn

i |2
) 1

2

⩽ C.

Concerning the first integral at the right-hand side, we remark that(∫
{Wn

i ⩽b}
|∇unj |2

) 1
2

=

(∫
{
Un

i ⩽ b
η−

un
i
η

} |∇uni |2
) 1

2

⩽

(∫
{un

j ⩽
b
η}

|∇uni |2
) 1

2

⩽
b

1
2

η
1
2

C
1
2 for i ̸= j,

(∫
{Wn

j ⩽b}
|∇unj |2

) 1
2

=

(∫
{un

j ⩽b−ηUn
j }

|∇unj |2
) 1

2

⩽

(∫
{un

j ⩽b}
|∇unj |2

) 1
2

⩽ (bC)
1
2 .

This concludes the proof of Lemma 3.3.2.
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We now turn to the proof of Lemma 3.3.3.

Proof. We multiply the Equation (3.12) by a truncation (non regularized) function Tb(w) and
integrate over QT to obtain∫

QT

Tb(w)∂tw −
∫
QT

DTb(w)∆w =

∫
QT

Tb(w)f,

∫
Ω

∫ w(T )

w0

Tb(w)dw−
∫ T

0

∫
Γ1,3

D[Tb(w
1)∂n1w1+Tb(w

3)∂n3w3]+

∫
QT

DT ′
b(w)|∇w|2 =

∫
QT

Tb(w)f.

We denote the antiderivative of Tb as T (σ) =
∫ σ

0
Tb(s)ds. So, we compute∫

Ω

∫ w(T )

w0

Tb(w)dw =

∫
Ω

T
(
w(T )

)
−
∫
Ω

T (w0),

−
∫ T

0

∫
Γ1,3

D[Tb(w
1)∂n1w1 + Tb(w

3)∂n3w3] =

∫ T

0

∫
Γ1,3

D k (w3 − w1)(Tb(w
3)− Tb(w

1)) ⩾ 0.

Since
∫
Ω
T
(
w(T )

)
⩾ 0 and Tb(w) ⩽ b, we deduce

D

∫
{|w|⩽b}

|∇w|2 ⩽ b

[∫
QT

f +

∫
Ω

|w0|
]
.

This concludes the proof of Lemma 3.3.3.

3.3.4 Global existence of a weak solution

We conclude the proof of Theorem 3.2.1. As before, we consider the approximate system as
built in Subsection 3.3.1. Following the previous Theorem 3.3.1, we prove that the supersolution
(3.20) is also a subsolution and, then, a solution of our System (3.1).

Theorem 3.3.2. We consider System (3.1) together with the conditions on the reaction term
(3.2)-(3.5) and u0 ∈ (L1(Ω)+ ∩ (H1)∗)m. Moreover, we take k1 = ... = km. Then, System (3.1)
has a weak solution on (0,+∞).

Proof. By Theorem 3.3.1, up to a sub-sequence, the approximate solution un converges to a weak
supersolution. Let us prove that it is also a weak subsolution. We recall some results obtained
before: 

un → u, in L1
(
0, T ;Lγ1(Ω))m, ∀γ1 ∈

[
1, d

d−2

)
,

∇un ⇀ ∇u, in [Lβ(QT )
d]m, ∀β ∈

[
1, d

d−1

)
,

T rΓ(u
n) → TrΓ(u), in L1

(
0, T ;Lβ(Γ)

)m
, ∀β ∈

[
1, d

d−1

)
,

where for i = 1, ...,m, fi(u) ∈ L1(QT ) and ∀ψ ∈ Di, we have (3.20). We introduce the following
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notations:

Wn =
∑

1⩽i⩽m

uni , Zn =
∑

1⩽i⩽m

Diu
n
i , V n =

∑
1⩽i⩽m

Diki(u
n,3
i − un,1i ),

W =
∑

1⩽i⩽m

ui, Z =
∑

1⩽i⩽m

Diui, V =
∑

1⩽i⩽m

Diki(u
3
i − u1i ).

Adding up the equations for uni , for i = 1, ...,m, in the weak form, we deduce

−
∫
Ω

ψ(0)Wn
0 +

∫
QT

(−ψtW
n +∇ψ∇Zn) +

∫ T

0

∫
Γ1,3

JV nKJψK =
∫
QT

ψ
∑

1⩽i⩽m

fni . (3.28)

Since we have assumed (3.3), -
∑

1⩽i⩽m fni + C(1 +Wn) ⩾ 0, with fn(un) → f(u) a.e. in QT

and Wn converges in L1(QT ). Applying Fatou’s lemma on −
∑

1⩽i⩽m

fni + C(1 +Wn) ⩾ 0, we

infer ∫
QT

−ψ
∑

1⩽i⩽m

fi(u) ⩽ lim inf
n→+∞

∫
QT

−ψ
∑

1⩽i⩽m

fni (u
n).

By a.e convergence of all functions, by L1(QT )-convergence of Wn and by Fatou’s lemma, we
have at the limit for (3.28) that

−
∫
Ω

ψ(0)W0 +

∫
QT

(−ψtW +∇ψ∇Z) +
∫ T

0

∫
Γ1,3

JV KJψK ⩽
∫
QT

ψ
∑

1⩽i⩽m

fi.

Consequently, W is not only a supersolution but also a subsolution. This means that the sum W
is a solution and, since its addends ui are weak supersolutions by Theorem 3.3.1, u is a global
weak solution and the proof is completed.

Finally, following all the four steps of the proof (from Subsection 3.3.1 to Subsection 3.3.4),
we have proved Theorem 3.2.1 in the case of interest with quadratic nonlinearities. We point out
that this result, as well as Theorem 3.3.1 and 3.3.2, needs the restricted assumption k1 = ... = km,
since it arises in Subsection 3.3.2. As said before, we leave as an open problem to remove this
restriction. It would also be interesting to see if the method in Cañizo et al. [22] can be applied
to nearly constant membrane coefficients rather than to the diffusion coefficients. Another open
problem, previously introduced, concerns the geometry of the domain. In fact, as we can see in
Brezis [16], Li and Wang [80], Li et al. [82], we could consider the membrane as the boundary of
the domain Ω3 which is included in Ω1 = Ω \ Ω3.

3.A Regularity

We now analyse in detail regularity in our problem referring to Lemma 3.2.2 that we have
rewritten here below, whereas in the next Appendix, we discuss about compactness. We extend
previous results for reaction-diffusion systems without membrane, Baras and Pierre [7], Bothe
and Pierre [10], Laamri and Pierre [79], Laamri and Perthame [78], Pierre [107], and we refer to
Quittner and Souplet [113] for the general theory of parabolic equations. We also refer to Laamri
and Pierre [79] for a regularity lemma.
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Lemma 3.A.1 (A priori bounds). We consider w solution of the following problem in dimension
d ⩾ 2 

∂tw −D∆w = f, in QT ,

w = 0, in ΣT ,

∂n1w1 = ∂n1w3 = k(w3 − w1), in ΣT,Γ,

w(0, x) = w0(x) ⩾ 0, in Ω,

(3.29)

with f ∈ L1(QT ) and w0 ∈ L1(Ω). Then,

• w ∈ Lβ
(
0, T ;W 1,β(Ω)

)
, ∀β ∈

[
1, d

d−1

)
and (1 + |w|)α ∈ L2

(
0, T ;H1(Ω)

)
for α ∈

[
0, 12

)
.

• The mapping (w0, f) 7−→ w is compact from L1(Ω)×L1(QT ) into L1
(
0, T ;Lγ1(Ω)

)
, for all

γ1 <
d

d−2 and Lγ2(QT ) for all γ2 < 2+d
d .

• The trace mapping (w0, f) 7−→ TrΓ(w) ∈ Lβ
(
0, T ;Lβ(Γ1,3)

)
, β ∈

[
1, d

d−1

)
is also compact.

Notice that we do not use the information w ∈ L2(QT ) here but w ∈ L∞(0, T ;L1(Ω)). That
is used in Pierre and Rolland [108] and leads to the exponent β < 4

3 .

Proof. The proof is based on manipulating nonlinear quantities and Sobolev imbeddings. We
divide it in several steps.

Some L2 regularity of ∇w. Multiplying the equation of w in (3.29) by w

(1+|w|
1
µ )µ

and in-

tegrating on Ω, we obtain three terms which we estimate separately.

We begin with the Laplacian term. Recalling the membrane conditions and applying the Leibniz
rule and the divergence theorem, arguing by a regularization and a limit technique, we gain,
since w

(1+|w|
1
µ )µ

is an increasing function,

∫
Ω

w

(1 + |w|
1
µ )µ

∆w =

∫
Γ1,3

w1

(1 + |w1|
1
µ )µ

∂n1
w1 +

∫
Γ1,3

w3

(1 + |w3|
1
µ )µ

∂n2
w3 −

∫
Ω

|∇w|2

(1 + |w|
1
µ )µ+1

=

∫
Γ1,3

(
w1

(1 + |w1|
1
µ )µ

− w3

(1 + |w3|
1
µ )µ

)
k(w3 − w1)−

∫
Ω

|∇w|2

(1 + |w|
1
µ )µ+1

⩽ −
∫
Ω

|∇w|2

(1 + |w|
1
µ )µ+1

.

We analyse now the reaction term. We remark that 0 ⩽ w

(1+|w|
1
µ )µ

⩽ 1 and, using that

f ∈ L1(QT ), we conclude ∫
Ω

∣∣∣∣∣ w

(1 + |w|
1
µ )µ

f

∣∣∣∣∣ ⩽
∫
Ω

|f | = ∥f∥L1(Ω).

Next, for the time derivative, we define the anti-derivative 0 ⩽ ψµ(w) =
∫ w

0
v dv

(1+|v|
1
µ )µ

⩽ w,

then
w

(1 + |w|
1
µ )µ

∂tw =: ∂tψµ(w).
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Therefore, combining the previous equality and inequalities, we find∫
Ω

∂tψµ(w) + D

∫
Ω

|∇w|2

(1 + |w|
1
µ )µ+1

⩽ ∥f∥L1(Ω).

At this point, we can integrate in time and obtain

D

∫
QT

|∇w|2

(1 + |w|
1
µ )µ+1

⩽
∫
Ω

ψµ

(
w0(x)

)
+ ∥f∥L1(QT ) ⩽ ∥w0∥L1(Ω) + ∥f∥L1(QT ).

Since, for all µ > 1 there is a Cµ such that

(1 + |w|
1
µ )µ+1 ⩽ Cµ(1 + |w|)2(1−α), α =

1

2

(
1− 1

µ

)
,

we conclude that∫
QT

(1 + |w|)2(α−1)|∇w|2 ⩽
Cµ

D

[
∥w0∥L1(Ω) + ∥f∥L1(QT )

]
, 0 < α <

1

2
.

And thus, there is a constant Cα which also depends on ∥w0∥L1(Ω) + ∥f∥L1(QT ) such that∫
QT

|∇(1 + |w|)α|2 ⩽ Cα, 0 < α <
1

2
. (3.30)

Integrability of w. The Sobolev imbedding (see Appendix 3.C ) gives(∫
Ω

(1 + |w|)α2
∗
) 2

2∗

⩽ C

∫
Ω

|∇(1 + |w|)α|2, 2∗ =
2d

d− 2
. (3.31)

which is only useful when α2∗ > 1, i.e. d−2
2d < α. Then, we can interpolate between L1 and Lα2∗

and find(∫
Ω

(1 + |w|)γ
) 1

γ

⩽ C

(∫
Ω

(1 + |w|)
)θ (∫

Ω

|∇(1 + |w|)α|2
) 1−θ

2α

,
1

γ
= θ +

1− θ

α2∗
.

We may choose 1−θ
2α = 1, and, recalling that α < 1

2 , we find the integrability

w ∈ L1
(
0, T ;Lγ1(Ω)

)
with γ1 =

d

2
(
d(1− α)− 1

) < d

d− 2
.

We may also choose γ(1−θ)
2α = 1, α < 1

2 and find the integrability

w ∈ Lγ2(QT ) with γ2 =
2
(
1 + αd

)
d

<
2 + d

d
.
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Regularity of ∇w. On the other hand, Hölder inequality gives∫
Ω

|∇w|β =

∫
Ω

|∇w|β

(1 + |w|)η
(1 + |w|)η ⩽

(∫
Ω

|∇w|βr

(1 + |w|)ηr

) 1
r
(∫

Ω

(1 + |w|)ηp
) 1

p

⩽ C

(∫
Ω

|∇(1 + |w|)α|2
) 1

r
(∫

Ω

(1 + |w|)ηp
) 1

p

with
1

r
+

1

p
= 1, β =

2

r
⩽ 2, ηr = 2(1− α).

We can choose ηp = γ1 from above, which requires η
(

1
2(1−α) +

1
γ1

)
= 1, β = η

1−α = 2γ1

γ1+2(1−α)

and we find, thanks to the estimate (3.30),∫
Ω

|∇w|β ∈ L1(0, T ) with β <
d

d− 1
.

This concludes the proof of the gradient estimate. Moreover, considering that β < γ2, thanks to
Sobolev imbeddings, we can infer that w ∈ Lβ(0, T ;Lβ(Ω)).

The trace. The regularity of the trace derives from its continuity property Brezis [15, p.
315], i.e. ∫ T

0

∥Tr(w)∥β
W

1− 1
β

,β
(Γ1,3)

⩽
∫ T

0

∥w∥β
W 1,β(Ω)

, 1 ⩽ β <
d

d− 1
. (3.32)

3.B Compactness

In order to conclude the proof of Lemma 3.A.1, it remains to adapt compactness arguments to
the case of the membrane problem. A proof based on a dual approach, see Baras and Pierre [7],
Bothe and Pierre [10], could be used. We rather go to a direct proof.

Compactness in space. It can be obtained using the Rellich-Kondrachov theorem, Adams and
Fournier [2], since we know the approximate family is bounded in the spaces W 1,β(Ωλ), λ = 1, 3
which are compactly embedded in Lγ1(Ωλ), with γ1 < d

d−2 .

Compactness in time. We use the Fréchet-Kolmogorov criteria, see Brezis [15] for instance.
Let φ(x) be a nonnegative, radially symmetric, C∞

c (Rd) standard mollifier with mass 1. We
define the family (φδ)δ>0 by

φδ(x) =
1

δd
φ
(x
δ

)
, ∥φδ∥L1(Ω) = 1. (3.33)

Moreover, we have
∥g ∗ φδ∥Lp(Ω) ⩽ ∥φδ∥L1(Ω)∥g∥Lp(Ω), (3.34)

and it holds (Evans [45, p. 273]) that for any function g ∈W 1,p(Ω),

∥g ∗ φδ − g∥Lp(Ω) ⩽ δ∥∇g∥Lp(Ω). (3.35)
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About the derivative of order k of φδ, we know that

∇kφδ(x) =
1

δd+k
∇kφ

(x
δ

)
, ∥∇kφδ∥L1(Ω) ⩽

C

δk
. (3.36)

Proof. To complete the proof of time compactness, we shall prove that, as h→ 0,∫ T−h

0

∫
Ω

|w(t+ h, x)− w(t, x)|dxdt→ 0. (3.37)

By comparison with the mollified versions, the triangular equality yields∫ T−h

0

∫
Ω

|w(t+ h, x)− w(t, x)|dxdt ⩽
∫ T−h

0

∫
Ω

|w(t, x)− w(t, ·) ∗ φδ(x)|dxdt

+

∫ T−h

0

∫
Ω

|w(t+ h, x)− w(t+ h, ·) ∗ φδ(x)|dxdt

+

∫ T−h

0

∫
Ω

|w(t+ h, ·) ∗ φδ(x)− w(t, ·) ∗ φδ(x)|dxdt

Here, δ depends on h (to be specified later on) and converges to zero. It suffices to prove that
each integral converges to zero as h→ 0.

First term. We analyse the first term in the right-hand side. It holds that∫ T−h

0

∫
Ω

|w(t, x)− w(t, ·) ∗ φδ(x)|dxdt ⩽ δ

∫ T−h

0

∥∇w(t, x)∥L1(Ω)dt ⩽ Cδ(h), (3.38)

thanks to w regularity and to (3.35), which proves that it converges to zero as h→ 0.

Second term. For the second integral, we can proceed as for the fist one obtaining∫ T−h

0

∫
Ω

|w(t+ h, x)− w(t+ h, ·) ∗ φδ(x)|dxdt ⩽ Cδ(h). (3.39)

Third term. Remembering (3.29), the last term can be written as∫ T−h

0

∫
Ω

|w(t+ h, ·) ∗ φδ(x)− w(t, ·) ∗ φδ(x)|dx dt =
∫ T−h

0

∫
Ω

∣∣∣∣∣
∫ t+h

t

∂w

∂s
(s, x) ∗ φδ(x)ds

∣∣∣∣∣ dx dt
=

∫ T−h

0

∫
Ω

∣∣∣∣∣
∫ t+h

t

[D∆w + f ] ∗ φδds

∣∣∣∣∣ dx dt =
∫ T−h

0

∫
Ω

∣∣∣∣∣
∫ t+h

t

Dw ∗∆φδ + f ∗ φδ ds

∣∣∣∣∣ dx dt
after exchanging derivatives in the convolution. From (3.34) we deduce∫ T−h

0

∫
Ω

|w(t+ h, ·) ∗ φδ(x)− w(t, ·) ∗ φδ(x)|dx dt ⩽
∫ T−h

0

∫ t+h

t

D∥w∥L1(Ω)∥∆φδ∥L1(Ω)

+

∫ T−h

0

∫ t+h

t

∥f∥L1(Ω)∥φδ∥L1(Ω).
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Finally, thanks to (3.33) and (3.36), we obtain choosing δ = h1/4∫ T−h

0

∫
Ω

|w(t+ h, ·) ∗ φδ(x)− w(t, ·) ∗ φδ(x)|dx dt ⩽ C[
h

δ2
+ h] ⩽ C

√
h

and (3.37) follows combining this estimate with (3.38) and (3.39).

Applying the Fréchet-Kolmogorov theorem, Brezis [15], we conclude that the set of functions
w ∈ L1(QT ) under consideration is compact in L1(QT ). Consequently, we claim compactness
in L1

(
0, T ;Lγ1(Ω)

)
with γ1 <

d
d−2 and in Lγ2(QT ) with γ2 <

2+d
d . In fact, since we have L1-

convergence of Lp-functions, we deduce convergence in the space Lq, for q < p.

Compactness of traces in Lβ
(
0, T ;Lβ(Γ1,3)

)
. Space compactness can be deduced, in each Ωλ,

from trace continuity and a compactness result for the boundary (Demengel et al. [36, Section
3.6.2]) such that W 1− 1

β ,β(Γ1,3) ⊂⊂ Lβ(Γ1,3). Time compactness is again achieved through the
Fréchet-Kolmogorov theorem. Following the same proof as before and changing the order of the
time integrals, we need to recall Kedem-Katchalsky membrane conditions from which we can
infer that ∂tTrΓ(w) ∈ L1(0, T ;L1(Γ1,3)) and so we can conclude the proof.

3.C Sobolev and Poincaré inequalities with membrane

For completeness, we explain why the Sobolev embeddings can be extended to the membrane
problem, leading to (3.30) and (3.31). More precisely, we explain how to arrive to

∥ϕα(w1)∥2L2∗ (Ω1) + ∥ϕα(w3)∥2L2∗ (Ω3) ⩽ C
(
∥∇ϕα(w1)∥2L2(Ω1) + ∥∇ϕα(w3)∥2L2(Ω3)

)
.

There are two difficulties. First, the boundary condition is not Dirichlet everywhere. Second
we are dealing with a singular domain Ω and so we cannot use directly the Sobolev or Poincaré
inequalities in Ω, but only some easy generalizations that we explain now.

We are going to prove the

Theorem 3.C.1 (Gagliardo-Nirenberg-Sobolev inequality with membrane). We consider the
bounded domain Ω = Ω1 ∪ Ω3 ⊂ Rd, d ⩾ 2, with piecewise C1 sub-domains Ω1 and Ω3 and a
C1 membrane Γ1,3 = ∂Ω1 ∩ ∂Ω3 which decomposes Ω in the two parts. We take the function
v = (v1, v3) ∈ H1 (see Definition 3.2.3), then, for λ = 1, 3,

∥vλ∥L2∗ (Ωλ) ⩽ C(Ωλ) ∥∇vλ∥L2(Ωλ)d , (3.40)

and consequently

[ ∥v1∥L2∗ (Ω1) + ∥v3∥L2∗ (Ω3) ] ⩽ C(Ω1,Ω3) [ ∥∇v1∥L2(Ω1)d + ∥∇v3∥L2(Ω3)d ]. (3.41)

The reason why we want to prove this theorem is that the domain Ω described above is not
enough regular to use the usual Gagliardo-Nirenberg-Sobolev inequality (Brezis [15, p. 284]).
Consequently, we need to build smoother domains containing each Ωλ, λ = 1, 3, in which we
can apply known results and then, with a restriction to Ω, we can find (3.40) and (3.41). The
construction is made considering an extension of Γ1,3 and a domain with the same internal
structure as Ω such that it contains Ω and each extension of the Ωλ is of class C1.
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We first recall the standard Sobolev inequality (Brezis [15, p. 284]) in a bounded open set.

Theorem 3.C.2 (Sobolev embedding). Let Q be a bounded open subset of class C1 in Rd. There
is a constant CQ such that for all v ∈ H1(Q), we have

v ∈ L2∗(Q) and ∥v∥L2∗ (Q) ⩽ CQ

[
∥v∥L2(Q) + ∥∇v∥L2(Q)d

]
.

Proof. We recall how to prove Theorem 3.C.2 departing from the case of the full space. We use
the regularity of the domain which assures us the existence of a linear and continuous extension
operator T : H1(Q) → H1(Rd), which is also the extension from L2(Q) into L2(Rd) (Brezis [15,
p. 272]). So, we obtain that:

• taken v ∈ H1(Q), T (v) ∈ H1(Rd) and T (v) = v on Q; (3.42)

• ∥T (v)∥2L2(Rd) ⩽ C2
extenL2(Q) ∥v∥2L2(Q); (3.43)

• ∥∇T (v)∥2
L2(Rd)d

⩽ C2
extenH1(Q) ∥v∥2H1(Q). (3.44)

Moreover, for construction (see the proof of the extension theorem, Brezis [15, p. 272]), this
operator is in H1

0 (R
d). Consequently, using a corollary of the Sobolev inequality (Evans [45, p.

265]), we get that

T (v) ∈ L2∗(Rd) and ∥T (v)∥L2∗ (Rd) ⩽ Csob(d, 2) ∥∇T (v)∥L2(Rd)d .

We proceed with some estimates due to the application of (3.42), (3.43), (3.44). First of all, we
deduce

∥∇v∥2
L2(Q)d

= ∥∇T (v)∥L2(Q)d ⩽ ∥∇T (v)∥L2(Rd)d ⩽ CextenH1(Q) ∥v∥2H1(Q)

= CextenH1(Q)
[
∥v∥L2(Q) + ∥∇v∥L2(Q)d

]
.

Since T (v) ∈ L2∗(Rd) and T (v) = v on Q, we get v ∈ L2∗(Q) and

∥v∥2L2∗ (Q) = ∥T (v)∥2L2∗ (Q) ⩽ ∥T (v)∥2L2∗ (Rd) ⩽ (Csob(d, 2))
2 ∥∇T (v)∥2

L2(Rd)d

⩽ (Csob(d, 2))
2 C2

extenH1(Q)
[
∥v∥2L2(Q) + ∥∇v∥2

L2(U)d

]
.

The proof of Theorem 3.C.2 is complete.

Since we do not impose Dirichlet conditions on the full boundary, we need the following
generalized Poincaré inequality (Morrey [91, Theorem 3.6.4]).

Theorem 3.C.3 (Poincaré inequality). Suppose Q a bounded and connected open subset of Rd

of class C1 and consider a portion of its boundary Σ0 ⊂ ∂Q such that |Σ0| > 0. Then, there
exists a constant C(Q,Σ0) such that

∀v ∈ H1(Q) such that TrΣ0(v) = 0, ∥v∥2L2(Q) ⩽ C(Q,Σ0)∥∇v∥2L2(Q)d
. (3.45)

Proof. If the statement is not true, we can find a sequence vn such that each vn ∈ H1(Q) and

∥vn∥2L2(Q) > n

[
∥∇vn∥2L2(Q)d

+

(∫
Σ0

|vn|dS
)2
]
.
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On account of the homogeneity (normalizing), we may assume that ∥vn∥L2(Q) = 1, for each n.
So we infer that

n

[
∥∇vn∥2L2(Q)d

+

(∫
Σ0

|vn|dS
)2
]
< 1, (3.46)

which implies that

∥∇vn∥2L2(Q)d
<

1

n
.

Therefore, ∇vn → 0 in L2(Q). Moreover, vn is bounded in H1(Q), so, up to a sub-sequence, it
converges weakly in H1(Q) to some v. So ∇vn ⇀ ∇v, that means ∇v = 0. This shows that v is
a constant (since Q is connected). For the continuity of the trace operator and (3.46), we deduce

0 = lim
n→+∞

∫
Σ0

|vn|dS =

∫
Γ0

|v|dS = |c||Γ0|,

and so v = 0.
At the same time, thanks to the Rellich-Kondrachov compactness theorem, Adam [2], Brezis [15],
Evans [45], up to a sub-sequence, vn converges strongly in L2(Q) to v = 0. Hence, since
∥vn∥L2(Q) = 1, we arrive to a contradiction.

At this point we are able to give the proof of Theorem 3.C.1.

Proof. We apply Theorems 3.C.2 and 3.C.3. First of all we consider the extension of Γ1,3 into
the space Rd such that now Γ1,3 separates the space into two pieces Pλ with λ = 1, 3. Since
we have Dirichlet boundary conditions on Γλ, we can extend the function to zero in the whole
Pλ. So now, considering Qλ a domain of class C1 such that Ωλ ⊂ Qλ ⊂ Pλ and for λ, σ = 1, 3,
Qλ ∩ Pσ is a portion of Γ1,3, we can apply Theorems 3.C.2 and 3.C.3 to

ṽλ =

{
vλ, in Ωλ,
0, in Γλ ∪ {Qλ \ Ωλ}.

This proves Theorem 3.C.1 in Qλ and, so, in Ωλ.
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Chapter 4

Effect of a membrane on
diffusion-driven Turing instability

This chapter is a detailed version of a Springer article and it is adapted by permission from
Springer: Springer, Acta Appl. Math., Effect of a membrane on diffusion-driven Turing instabil-
ity, Ciavolella G., Copyright (2022) https://doi.org/10.1007/s10440-022-00475-0.

4.1 Introduction

Pattern formation in a system of reacting substances that possess the ability to diffuse was
postulated in 1952 by Turing [123] and it was numerically studied in 1972 by Gierer and Mein-
hardt [56]. A huge literature followed this path in describing animal pigmentation as for the
well-studied zebrafish (Watanabe and Kondo [129], Yamaguchi et al. [131]), the arrangement of
hair and feather in Painter et al. [101], the mammalian palate in Economou et al. [42], teeth in
Cho et al. [28], tracheal cartilage rings in Sala et al. [117] and digit pattering in Raspopovic et
al. [114]. In particular, there were found evidences asserting that internal anatomy does not play
an influential role in this phenomenon. So, spatial patterns develop autonomously without any
pre-pattern structure and they are mathematically described by Turing mechanism. Reaction-
diffusion equations are not the only kind of system that exhibits the formation of patterns.
Receptor-based models, Klika et al. [75], Marciniak-Czochra et al. [87] are an example of organ-
isation mechanisms in a system coupling reaction-diffusion equations and ordinary differential
equations. These models are based on the idea that cell differentiate according to positional in-
formation. This pre-pattern or morphogen mechanism has been experimentally proven in many
morphogenetic events in early development, whereas it is not applicable to the complex structure
of the adult body, Kondo et al. [77].

Here, we consider another kind of situation which is always a reaction-diffusion system but
with a membrane as introduced by Kedem-Katchalsky. In Chapter 3, the reader can find a pre-
vious analytical study on a reaction-diffusion system of m ⩾ 2 species with membrane conditions
of the Kedem-Katchalsky type. The main result concerns the existence of a global weak solution
in the case of low regularity initial data and at most quadratic non-linearities in an L1-setting.
Moreover, it is proven a regularity result such that we have space and time L2 solutions. In
particular, solutions are Lβ in time and W 1,β in space with β ∈ [1, 2), except on the membrane Γ
where we loose the derivatives regularity. So, now the question that arises is whether it is possible
to observe patterns in the case species react and diffuse in a domain with an inner membrane
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and under which conditions.
For our purpose, we consider as before the domain Ω = Ω1 ∪ Ω3 with internal interface Γ1,3

and boundary ∂Ω = Γ1 ∪ Γ3, where Γ1 := ∂Ω1 \ Γ1,3, Γ3 := ∂Ω3 \ Γ1,3. We denote as n1

(respectively, n3) the outward normal to Ω1 (respectively, Ω3). We call n := n1 = −n3. On
the two domains Q1

T := (0, T ) × Ω1 and Q3
T := (0, T ) × Ω3, we consider a reaction-diffusion

membrane problem for two species u and v as below.

∂tu1 −Du1 ∆u1 = f(u1, v1),
in Q1

T ,
∂tv1 −Dv1 ∆v1 = g(u1, v1),

∇u1 · n = 0 = ∇v1 · n, in Σ1
T ,

Du1 ∇u1 · n = ku(u3 − u1),
in ΣT,Γ,

Dv1 ∇v1 · n = kv(v3 − v1),



∂tu3 −Du3 ∆u3 = f(u3, v3),
in Q3

T ,
∂tv3 −Dv3 ∆v3 = g(u3, v3),

∇u3 · n = 0 = ∇v3 · n, in Σ3
T ,

Du3 ∇u3 · n = ku(u3 − u1),
in ΣT,Γ,

Dv3 ∇v3 · n = kv(v3 − v1).
(4.1)

with Σ1
T := (0, T )× Γ1, Σ3

T := (0, T )× Γ3 and ΣT,Γ := (0, T )× Γ1,3.

In this chapter, we are interested in the effect of the membrane, represented by the perme-
ability coefficients ku, kv, for Turing instability to arise under particular conditions on the latter
membrane coefficients and on the diffusion ones. With this aim, we extend Turing’s theory to
the case of membrane operators. We recall the definition of a Turing unstable steady state in
the case of a linearised system, Murray [95].

Definition 4.1.1. We say that a steady state is Turing unstable for the linearised system if it
is stable in the absence of diffusion and unstable introducing diffusion. It is also called diffusion
driven instability.

This is the kind of instability that induces spatially structured patterns.
As for the standard reaction-diffusion problems, in order to prove Turing instability, we need

to introduce a diagonalization theory for compact and self-adjoint membrane operators (see
Appendix 4.A). We introduce the eigenvalue problem of the Laplace operator with Neumann
and membrane conditions for each specie u and v. We call

L = −Du∆ and L̃ = −Dv∆, (4.2)

where we define

Dϕ =

{
Dϕ1, in Ω1,
Dϕ3, in Ω3.

ϕ =

{
ϕ1 , in Ω1,

ϕ
3
, in Ω3,

(4.3)

for ϕ = u or v. So, we have for u
Lw = λw, in Ω1 ∪ Ω3,

∇w · n = 0, in Γ1 ∪ Γ3,

Du1∇w1 · n = Du3∇w3 · n = ku(w3 − w1), in Γ,

(4.4)

and for v, 
L̃z = ηz, in Ω1 ∪ Ω3,

∇z · n = 0, in Γ1 ∪ Γ3,

Dv1∇z1 · n = Dv3∇z3 · n = kv(z3 − z1), in Γ.

(4.5)



4.2. Conditions for Turing instability 85

Thanks to the diagonalization theory introduced in Theorem 4.A.1, we infer the following result.

Proposition 4.1.1. There exist increasing and diverging sequences of real numbers {λn}n∈N

and {η
n
}n∈N which are the eigenvalues of L and L̃, respectively. We call {w

n
}
n∈N

and {z
n
}n∈N

in L2(Ω1) × L2(Ω3), the corresponding orthonormal basis of eigenfunctions. In particular, we
have that λ0 = 0, w0 = 1/|Ω| 12 and η0 = 0, z0 = 1/|Ω| 12 .

Finally, we are able to state our main theorem (for more details see Theorem 4.2.1).

Theorem 4.1.1. Assume the coefficients of System (4.1) are such that w
n
= z

n
, for all n ∈ N.

Consider the linearised system around the steady state (ū, v̄) with Dv > 0 fixed and assume
appropriate conditions on the linearised reaction terms. Then, for Du sufficiently small, the
steady state (ū, v̄) is linearly unstable. Moreover, only a finite number of eigenvalues are unstable.

The chapter is organised in four sections and two appendices. In Section 4.2, we introduce
assumptions allowing us to find conditions in order to have Turing instability in the case of a
membrane problem. We refer to Theorem 4.2.1 as main result. In Section 4.3, we restrict the
analysis to the one dimensional case, so that we explicit the eigenfunctions and the equations
defining the eigenvalues. In Section 4.4, Turing analysis is completed by some numerical examples
performed with a finite difference implicit scheme in Matlab. We investigate in one dimension
the effect of the membrane on Turing patterns. In Subsection 4.4.1, we propose our choice of
reaction terms and data setting for the numerical examples. In Subsection 4.4.2 and 4.4.3, we
illustrate some simulations varying respectively the diffusion and the permeability coefficients. In
Subsection 4.4.4, thanks to the choice made for the reaction terms, we analyse oscillatory limiting
solutions to a fast reaction-diffusion system. In Section 4.5, a brief conclusion can be found. At
the end of the chapter, the reader can find two appendices. In Appendix 4.A, we introduce the
diagonalization theorem for compact, self-adjoint membrane operators and we apply it to the
operators L−1 and L̃−1. In Appendix 4.B, we give more details concerning the numerical method
behind the simulations presented in Section 4.4 and we provide also the Matlab code.

4.2 Conditions for Turing instability

In order to study Turing instability, we first assume that there exists a homogeneous steady state
(u, v) which is a non-negative solution of

f(u, v) = 0, g(u, v) = 0.

Then, we analyse its stability for the linearised dynamical system around this steady state. Later,
we come back to the linearisation of Equations (4.1), i.e.,

∂tu1 −Du1 ∆u1 = fuu1 + fvv1,

∂tv1 −Dv1 ∆v1 = guu1 + gvv1,

∇u1 · n = 0 = ∇v1 · n,
Du1 ∇u1 · n = ku(u3 − u1),

Dv1 ∇v1 · n = kv(v3 − v1),



∂tu3 −Du3 ∆u3 = fuu3 + fvv3,

∂tv3 −Dv3 ∆v3 = guu3 + gvv3,

∇u3 · n = 0 = ∇v3 · n,
Du3 ∇u3 · n = ku(u3 − u1),

Dv3 ∇v3 · n = kv(v3 − v1),

(4.6)

in which fu, fv, gu, gv are the partial derivatives of the reaction terms evaluated in (u, v), and
we look for conditions such that the previous steady state is unstable. We follow the standard
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theory in Murray [95], Perthame [106].

Conditions for the dynamical system to perform a stable steady state.
With no spatial variation (eliminating the diffusion term), we can study the stability of the
previous steady state applying a linearisation method around (u, v), as in (4.6). Setting

z =

(
u− u
v − v

)
,

we get

∂tz = Az, where A =

(
fu fv
gu gv

)
.

We look for solutions in the exponential form z ∝ eµt, where µ is the eigenvalue related to the
matrix A. The steady state z = 0 is linearly stable if Re(µ) < 0. In that case we can observe an
exponential decay to zero. This condition is guaranteed if

tr(A) = fu + gv < 0 and det(A) = fu gv − fv gu > 0. (4.7)

In particular, we assume
fu > 0 and gv < 0, (4.8)

i.e. u is called activator and v is the inhibitor.

Conditions to obtain an unstable steady state in the case of spatial variation.
Now we consider the complete reaction-diffusion systems linearised around the steady state as
in (4.6). Referring to the diagonalization theory in Appendix 4.A, there exist orthonormal basis
of eigenfunctions {w

n
}

n∈N
for L and {z

n
}n∈N for L̃ in L2(Ω1) × L2(Ω3). We use these basis to

decompose u and v as

u(t, x) = eµt
∑
n∈N

α
n
w

n
(x), v(t, x) = eµt

∑
n∈N

β
n
z
n
(x), (4.9)

where eµtαn = (u,wn)L2 and eµtβn = (v, zn)L2 , for all n ∈ N, with L2 which is defined as the
L2 product space.

Definition 4.2.1. We define L2 = L2(Ω1)× L2(Ω3). We endow it with the norm

∥w∥L2 =
(
∥w1∥2L2(Ω1)

+ ∥w3∥2L2(Ω3)

) 1
2

.

We let (·, ·)L2 be the inner product in L2.

Substituting (4.9) into the linearised reaction-diffusion System (4.6) and using (4.4) and (4.5),
we infer { ∑

n (αn
µw

n
+ α

n
λ

n
w

n
) =

∑
n

(
fuαn

w
n
+ fvβn

z
n

)
,∑

n (βn
µz

n
+ β

n
η
n
z
n
) =

∑
n (guαn

w
n
+ gvβn

z
n
) ,

(4.10)

with boundary conditions well satisfied. Indeed, for x ∈ Γ1,3 we deduce that∑
n∈N

( α
n
eµtku(w3n(x)− w1n(x)) ) =

∑
n∈N

ku( αn
eµtw3n(x)− α

n
eµtw1n(x)) ),∑

n∈N
( β

n
eµtkv(z3n(x)− z1n(x)) ) =

∑
n∈N

kv( βn
eµtz3n(x)− β

n
eµtz1n(x)) ),

(4.11)
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whereas on the external boundary Neumann conditions are trivial. In view of the structure
of (4.10), it will be convenient, for analysis, to impose wn = zn , for all n ∈ N. This is the case
under the following conditions.

Lemma 4.2.1 (Conditions for wn = zn, for all n ∈ N). Let

ν
D
:=

Du3

Du1
=
Dv3

Dv1
, ν

K
:=

ku
Du1

=
kv
Dv1

and θ :=
Du1

Dv1
=
Du3

Dv3
. (4.12)

A sufficient condition to have wn = zn, for all n ∈ N, is the following relation

λn = θηn , for all n ∈ N. (4.13)

Proof. With relations (4.12), wn and zn solve the same eigenvalue problem (see Problems (4.4)
and (4.5)) for all n ∈ N. From the diagonalization theory (see Theorem 4.A.1), there exists a
solutions sequence of eigenvalues and related eigenfunctions. In particular, with condition (4.13),
w

n
∝ z

n
, i.e. w

n
= Cz

n
, for all n ∈ N but since these basis are orthonormal, the constant C is

equal to 1.

We are now ready to state our main theorem.

Theorem 4.2.1 (Turing instability theorem). Consider the linearised Systems (4.6) around the
steady state (u,v) with Dv > 0 fixed. We assume (4.7)-(4.8), and (4.12)-(4.13). Then, for θ
sufficiently small (that means Du), the steady state (u, v) is linearly unstable. Moreover, only a
finite number of eigenvalues are unstable.

Proof. Using the orthogonality of the eigenfunctions in Equation (4.10) and assuming condi-
tions (4.12) and (4.13) in Lemma 4.2.1, we arrive to{

αnµ+ αnλn = fuαn + fvβn ,

β
n
µ+ β

n
η
n
= guαn

+ gvβn
.

(4.14)

This linear system has α
n

and β
n

as unknowns. In order to have nonnegative solutions we
need to assure that the determinant of the coefficients of the system is zero, i.e.

det

(
µ+ λ

n
− fu −fv

−gu µ+ η
n
− gv

)
= 0.

Hence, we infer that we have the so-called dispersion relation

µ2 + µ[η
n
− gv + λ

n
− fu] + η

n
λ

n
− λ

n
gv + fuηn

+ det(A) = 0. (4.15)

As underlined in (4.13), the eigenvalues are proportional. Therefore, through condition (4.12),
we can write that λ

n
= θ η

n
. As a consequence, we can rewrite (4.15) to have an equation of

µ(η
n
). Indeed, we get that

µ2 + µ[η
n
(1 + θ)− tr(A)] + θη2

n
− η

n
(fu + θ gv) + det(A) = 0. (4.16)

For the steady state to be unstable to spatial disturbances, we require that Re(µ(η
n
)) > 0. Since

we are working with condition (4.7), the first order coefficient of this polynomial is positive.
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Consequently, we need to impose that

p(η
n
) := θη2

n
− η

n
(fu + θ gv) + det(A) < 0. (4.17)

Because η
n
, θ and det(A) are positive quantities, the polynomial in (4.17) can take negative

values only for
fu + θgv > 0 (4.18)

sufficiently large and θ det(A) sufficiently small. We remember that one of the conditions to have
stability without diffusion was tr(A) = fu + gv < 0. This implies that θ ̸= 1, in other words
Du ̸= Dv.

Inequality (4.18) is necessary but not sufficient for Re(µ(η
n
)) > 0. For the convex function

p(ηn) to be strictly negative for some nonzero ηn , the minimum must be strictly negative. So if
we look for the minimum, we find its coordinates

ηmin =
fu + θgv

2θ
and pmin = det(A)− (fu + θgv)

2

4θ
. (4.19)

Then, the condition pmin < 0 corresponds to (fu+θgv)
2

4θ > det(A). Finally, given specific functions
f and g, we can find the values of θ which assure that the minimum pmin < 0. We call θc the
critical diffusion ratio such that pmin = 0, i.e. the appropriate root of

g2v θ
2
c + 2 (fugv − 2 det(A)) θc + f

2

u = 0. (4.20)

It corresponds to the value of θ at which there is a bifurcation phenomenon (see Subsection 4.4.2
in which we analyse some related examples).

The range of values of ηn such that p(ηn) < 0 is η− < ηn < η+, with

η− =
|fu + θgv| −

√
|fu + θgv|2 − 4θ det(A)

2θ
, η+ =

|fu + θgv|+
√

|fu + θgv|2 − 4θ det(A)

2θ
. (4.21)

If we consider the solutions given by (4.9), the dominant contribution as t increases are the modes
for which Re(µ(ηn)) > 0 since all the other modes tend to zero exponentially. By consequence,
we can consider the following approximation for large t

u(t, x) ∼
∑
n∈N

η−<ηn<η+

α
n
eµ(ηn )tz

n
(x) and v(t, x) ∼

∑
n∈N

η−<ηn<η+

β
n
eµ(ηn )tz

n
(x).

So, the larger is the range defined by η− and η+, the larger is the number of unstable modes not
decreasing in time and, then, the modes which infer Turing instability. In order to estimate this
interval, we can restrict to the regime θ small which is the most common in data. In that way,
Taylor expansion of the square root gives

η± =
fu + θgv

2θ

[
1±

√
1− 4 det(A)θ

(fu + θgv)
2

]
∼ fu

2θ

[
1±

(
1− 2 det(A)θ

(fu + θgv)
2

)]
.

Finally, we obtain

η− ∼ det(A)

fu
= O(1) and η+ ∼ fu

θ
≫ 1.

Taking θ sufficiently small (that means Du), the interval (η−, η+) becomes very large, therefore
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we can find some eigenvalues ηn in this interval. We remember that ηn are increasing eigenvalues
converging to infinity and so there is only a finite number of them in that interval. This concludes
the proof of the theorem.

4.3 One dimensional case

In the one dimensional case, we can construct an explicit solution of the eigenvalue problem. We
consider the domain (0, xm) ∪ (xm, L), with xm = L/2. Given relations (4.12)-(4.13) and with
our short notation (4.3) for Dv, the eigenfunctions are determined by

−∂2xzn =
ηn

Dv
zn ,

∂xz1n(0) = 0 = ∂xz3n(L),

∂xz1n(xm) = ν
D
∂xz3n(xm) = ν

K
(z3n(xm)− z1n(xm)).

(4.22)

We decompose zn , for all n ∈ N, as a combination of sinus and cosinus. Nevertheless, Neumann
boundary conditions impose a cosinusoidal form. Hence, since eigenfunctions are defined up to
a multiplicative constant, we deduce that z

n
, for all n ∈ N, has components

z1n(x) = C1 cos(anx) and z3n(x) = cos(bn(x− L)).

In order to verify Equations (4.22), we get, for all n ∈ N,

a2
n
=

ηn

Dv1
and b2

n
=

ηn

Dv3
,

so, in particular,

a2
n
= ν

D
b2
n
, with ν

D
=
Du3

Du1
=
Dv3

Dv1
.

Since the eigenfunctions satisfy Kedem-Katchalsky membrane conditions, we also have the fol-
lowing conditions on xm = L/2, for all n ∈ N,

− C1 bn sin

(
b
n

√
ν
D

L

2

)
=

√
ν
D
b
n
sin

(
b
n

L

2

)
,

Dv3 bn sin

(
b
n

L

2

)
= kv

(
cos

(
b
n

L

2

)
− C1 cos

(
b
n

√
ν
D

L

2

))
,

Then, we infer that, for all n ∈ N, either b
n
=0, so η

n
=0 and z1n=z3n=const, or if b

n
̸=0,

C1 = −√
ν
D

sin
(
bn

L
2

)
sin
(
b
n

√
ν
D

L
2

) ,
Dv3 bn tan

(
bn
L

2

)
= kv

[
1 +

√
ν
D

tan
(
b
n

L
2

)
tan

(
bn
√
ν
D

L
2

)] .
Hence, we have a system of two equations with 2 unknowns: C1 and η

n
. We conclude that, for
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all n ∈ N, 

C1 = −√
ν
D

sin
( √

ηn√
Dv3

L
2

)
sin
( √

ηn√
Dv1

L
2

) ,
√
η
n

√
Dv3 tan

( √
η
n√

Dv3

L

2

)
= kv

1 +√
ν
D

tan
( √

ηn√
Dv3

L
2

)
tan

( √
ηn√
Dv1

L
2

)
 .

(4.25a)

(4.25b)

We can express the eigenvalues as the positive roots of the continuous function r : R+ → R,
such that

r : ξ 7−→
√
ξ

tan
( √

ξ√
Dv1

L
2

)
tan

( √
ξ√

Dv3

L
2

)
[
tan

( √
ξ√

Dv1

L
2

)
+
√
ν
D

tan
( √

ξ√
Dv3

L
2

)] − kv√
Dv3

. (4.26)

see Figure (4.1).

Figure 4.1: We represent here the function ξ 7−→ r(ξ) in (4.26), considering L = 1, Dv1 = 10−1,
Dv3 = 10−2 and kv = 10−4. Its roots correspond to the eigenvalues ηn .

In order to simplify Equation (4.25b), in the following, we restrict to the case ν
D

= 1, i.e.
Dv1 = Dv3 and Du1 = Du3, which is a reasonable assumption when the medium in the left and
right domain have similar properties of diffusivity. Then, relation (4.25b) can be written for all
n ∈ N as

C1 = −1 and
√
ηn tan

( √
ηn√
Dv3

L

2

)
= 2

kv√
Dv3

. (4.27)

The simplified function r(·) of the form

r(ξ) =
√
ξ tan

( √
ξ√
Dv3

L

2

)
− 2

kv√
Dv3

, (4.28)

is depicted in Figure 4.2.
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Figure 4.2: Same as Figure 4.1, with ν
D
= 1, and Dv3 = Dv1 = 10−2. That is relation (4.28),

in place of (4.26).

4.4 Numerical examples

We investigate through numerical examples the effect of the membrane on appearance and shape
of Turing’s instability. We use the finite difference scheme of a Θ-method with Θ = 1, Morton
and Mayers [92], Quarteroni et al. [111], with a first-order discretization of the boundary and
membrane conditions (see Appendix 4.B). At first, we present in details the expression of the
reaction terms and the general data setting that we are using (Subsection 4.4.1). Then, we show
some examples. In Subsection 4.4.2, we perform numerical examples with different choices for the
value of θ (see Equation (4.12)), referring to the analyses performed in Section 4.2 concerning the
values of θc (see Equation (4.20)). In Subsection 4.4.3, we exhibit simulations for different values
of the membrane permeability coefficients. Finally, in Subsection 4.4.4, we perform oscillatory
behaviours when a fast reaction-diffusion system converges to ill-posed cross-diffusion equations
and we observe the evolution of these instabilities under the effect of the membrane permeability
parameter.

4.4.1 Choice of reaction terms and data setting
We choose a simple setting with mass conservation, already analysed by Moussa et al. [93] in a
Turing instabilities study. In the following, we consider System (4.1) with

f(u, v) = ε−1(v − h(u)), g(u, v) = −f(u, v), with h(u) = αu (u− 1)2 (4.29)

and (see also Figure 4.3) we notice the conditions

h ∈ C2(R+,R+), h(0) = 0, h(u) > 0 for u > 0 and h′(u) = α(1− u)(1− 3u) > −1. (4.30)

We observe that there is mass conservation which is the first basic property of System (4.1)
with (4.29). Looking at the latter condition h′(u)>−1, the admissible values of α are 0 < α < 3.
In the numerical examples, we choose the value α = 1. The small parameter ε > 0 measures
the time scale of the reaction compared to diffusion. The smaller is ε, the more numerous are
the patterns. Indeed, in the limit ε → 0, we are dealing with a fast reaction-diffusion system
(see Section 1.2) and its Turing instability turns out to be equivalent to the instability due
to the ill-posedness for the limiting cross-diffusion equations, caused by backward parabolicity,
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Moussa et al. [93], Perthame and Skrzeczkowski [105]. In the following numerical examples, we
take ε = 1 which corresponds to a standard reaction-diffusion system, whereas in Subsection 4.4.4
we let vary ε to obtain the numerical zero-limit.

We briefly prove that the reaction terms in (4.29), with general values of ε, α and h, satisfy
the analysis in Section 4.2.

Claim 4.4.1. Considering reaction terms in (4.29), we claim that:

1. In the absence of diffusion, there is a unique stable equilibrium point (u, v) to which solu-
tions converge monotonically.

2. The same steady state (u, v) is asymptotically Turing unstable for the linearised reaction-
diffusion system under the condition

θ+h′(u)<0. (4.31)

Proof. Statement 1.
We take the dynamical system

d

dt

(
u
v

)
=

(
ε−1(v − h(u))
−ε−1(v − h(u))

)
,

which has steady state (u, v) such that v = h(u). Thanks to mass conservation of the system,
we can write M := u(t) + v(t) = u(0) + v(0) and d

dtu = ε−1(M − u − h(u)) =: ε−1G(u(t)).
Since u, v are positive functions, the function G has the following properties: G(0) = M > 0,
G′(u) < 0 and G(+∞) = −∞. Consequently, there exists a unique stable equilibrium point
(u, v), monotonically achieved (since G(u) > 0 for u ⩽ u and G(u) < 0 for u ⩾ u), that cancels
G such that u =M − v and v = h(u).
Statement 2.
Applying the same general steps as in the proof of Theorem 4.2.1, for the steady state to be
unstable under spatial disturbances we require (see (4.18)) that θ+h′(u) < 0, with −ε−1(θ+h′(u))
sufficiently large and θ sufficiently small. This is a necessary and sufficient condition when it
is assured that the minimum of the polynomial p(η) in (4.17) is negative. Looking back at
Equations (4.19) with reactions in (4.29), we get

ηmin = ε−1 |h′(u) + θ|
2θ

and pmin = −θη2min. (4.32)

It is clear that pmin < 0 for all ηmin ̸= 0, i.e. for θ ̸= −h′(u). Otherwise, pmin is equal to zero
and, then, we have found the critical diffusion ratio θc = −h′(u) at which there is a bifurcation
phenomenon. Moreover, calculating the range where we can find unstable modes, like in (4.21),
we deduce that

η− = 0 and η+ = −ε−1
(
1 + θ−1h′(u)

)
. (4.33)

This range is larger if condition (4.31) with −ε−1(θ + h′(u)) sufficiently large and θ sufficiently
small are satisfied. In particular, varying the parameter ε, we observe that the smaller it is, the
larger is the range (η−, η+), i.e. a larger number of eigenvalues generating instability can be
found. This concludes the proof of the claim.

We can easily calculate the steady state (u, v) thanks to the mass conservative structure of the
system, as pointed out in the previous proof. Indeed, adding up the reaction-diffusion equations
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for u and v and integrating over the space, we get for all t ⩾ 0,∫ L

0

u(x, t) + v(x, t)dx =

∫ L

0

u0(x) + v0(x)dx.

Then, we conclude that the steady state depends on the length of the domain ( here [0, L] ) and
on the initial data, i.e.

u+ v =
1

L

∫ L

0

u0(x) + v0(x)dx, with v = h(u). (4.34)

In particular, this steady state is Turing unstable when h′(u) < −θ, as it can be deduced from
relation (4.31). So, h′(u) < 0 which means that h′(u) ∈

(
−α

3 , 0
)
. Then, we infer that the Turing

unstable steady state is such that u ∈
(
1
3 , 1
)

and v ∈
(
0, α 4

27

)
(see Figure 4.3).

Figure 4.3: We represent h(u) in (4.29)-(4.30) (left picture) and h′(u) (right picture) with
α = 1. In dashed lines, the instability region for u and h(u) = v.

Finally, we present the main data chosen for simulations in Subsection 4.4.2 - 4.4.4. We show
the time convergent solutions (in the left for u and in the right for v) in the spatial interval [0, L],
with L = 1 and with a discretization step ∆x = L

200 . As shown in Figure 4.4, we take the initial
data as

u0(x) =

{
7
15 + 1

5 sin(4πx), for 0 ⩽ x ⩽ 1
2 ,

1
5 + 1

5 sin(4πx), for 1
2 < x ⩽ 1

and v0(x) =

{
1
3 − 1

5 sin(4πx), for 0 ⩽ x ⩽ 1
2 ,

3
5 − 1

5 sin(4πx), for 1
2 < x ⩽ 1.

Figure 4.4: Representation of the initial data u0 (in the left) and v0 (in the right).
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Looking back at (4.34), we deduce that the steady state (u, v) is such that u + v = 4
5 with

v = h(u). With α = 1, we conclude that

u = 0.7545 ∈
(
1

3
, 1

)
, v = h(u) = 0.0454 ∈

(
0,

4

27

)
and h′(u) = −0, 3101 ∈

(
−1

3
, 0

)
.

(4.35)
If not specified, we guarantee conditions (4.12) and (4.13) in Lemma 4.2.1 with ν

D
= 1 such that

Du1 = Du3 = θ, ku = θ kv with Dv1 = Dv3 = 1 and ε = 1. (4.36)

4.4.2 Effect of the diffusion ratio

We illustrate the effect of different values of the diffusion ratio θ in (4.12). We consider the
reaction terms in (4.29), initial data as in Figure 4.4 and data setting as in (4.36) with kv = 1
fixed. We remember that when we vary θ, there exists a critical diffusion ratio θc for Turing’s
instability. As analysed in the proof of Claim 4.4.1 and in (4.32), we can define

θc = −h′(u) and η
min

=
1

2θ ε
|θ + h′(u)|, p

min
= − θ η2

min
, (4.37)

where θc is the critical diffusion ratio at which p
min

, the minimum of the polynomial (4.17)
calculated in η

min
, is zero. For θ = θc, we remark that η

min
= p

min
= 0. Otherwise, for θ < θc,

the minimum is strictly negative (see Figure 4.5) and so we can calculate the non-empty range
of instability. However, in the case θ > θc, i.e. θ > |h′(u)|, we cannot find Turing patterns, since
condition (4.31) does not hold.

Figure 4.5: Representation of the function in (4.17) determining the unstable modes with the
reaction terms in (4.29) for θ = θc (dashed line) and for θ < θc (solid line). So, p(η) =
θη2 + ε−1(θ + h′(u))η with ε−1 = 2, h′(u) = −0.3101 and θ = 10−1 < θc.

In the numerical examples, we consider decreasing values of θ ⩽ θc in order to see both what
happens in an appropriate neighbourhood of θc and far away from this threshold. Looking back
at (4.35), we infer that θc = −h′(u) = 3.101 · 10−1. We recall the expression for η−, η+ in (4.33)
and the one dimension Equation (4.27) that defines the eigenvalues of u and v:

η− = 0, η+ = −ε−1(1 + θ−1h′(u)) and
√
ηn tan

( √
ηn√
Dv3

L

2

)
= 2

kv√
Dv3

.
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Case 1. We take θ = θc = 3.101 · 10−1 and the other parameters according to (4.36) (kv = 1,
ku = 3.101 · 10−1).

Figure 4.6: Taking θ = θc, as we can see in Figure 4.5, we cannot define an unstable range
(η−, η+) such that the polynomial p(η) is strictly negative. In fact, we are at the bifurcation point.
That is why, on a long time scale, we do not observe patterns neither for u (in the left) nor for
v (in the right). Instead, as we are working with a reaction-diffusion equation with dissipative
membrane conditions, we notice the convergence to the equilibrium (u, v) in (4.35).

Case 2. We take θ = 7.8 · 10−2 and the other parameters according to (4.36) (kv = 1, ku =
7.8 · 10−2). In this case, η+ = 2.97 and so only the first eigenvalue η1 = 2.96 corresponds
to an unstable mode (ηn > η+, for n ⩾ 2).

Figure 4.7: Since θ < θc, on a long time scale, solutions do not reach the steady state even
if they are nearby. Considering the only η1 ∈ (η−, η+), we do not observe a really interesting
pattern but a piecewise function. We can appreciate the inclination of the solutions in the left
and right limit at the membrane: they satisfy Kedem-Katchalsky conditions. We remark that
with membrane problems, a nearly constant function with a jump at the membrane stands for a
pattern.

Case 3. We consider θ = 3 · 10−4 and the other parameters according to (4.36) (kv = 1, ku =
3 · 10−4). These data give η+ = 1032.6 and so we have 6 eigenvalues in (η−, η+).
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Figure 4.8: Choosing θ = 3 · 10−4, we succeed in having more considerable patterns for both
the species u and v in the temporal limit. Moreover, it is again clear the well-verification of
membrane conditions. As remark, we underline that until 5 eigenvalues in (η−, η+), over long
time interval, the shape does not change significantly respect to Figure 4.7. Then, the diffusion
ratio θ has to be sufficiently small to appreciate more complex patterns.

Case 4. We take θ = 10−5 and the other parameters according to (4.36) (kv = 1, ku = 10−5).
In this case, η+ = 31009 and so we have several eigenvalues in (η−, η+).

Figure 4.9: Here, θ is on a very different scale respect to θc and there is a big number of unstable
modes ηn. Hence, we observe remarkable and beautiful patterns both for u and v. The jump at
the membrane is not evident with this choice of parameter. Then, in the zoom circles, we can
appreciate the inclination of the solutions in the left and right limit at the membrane remarking
that they satisfy Kedem-Katchalsky conditions.

In conclusion, fixing kv ∈ (0,+∞) and decreasing θ from its critical value θc, we can notice a
remarkable change in patterns. In particular, starting from the convergence to the equilibrium
for θ = θc in Figure 4.6, we then approach three different, but discontinuous, shapes. Considering
a reduced number of eigenvalues in the unstable range, solutions show a basic pattern which is
a nearly constant function with a jump at the membrane (as in Figure 4.7). Decreasing θ, we
get more complex and stiffer shapes depending on the number of unstable modes found in the
interval (η−, η+) (see Figures 4.8 , 4.9).
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4.4.3 Values of the permeability coefficients
We show here another set of simulations in which we vary only the permeability coefficient
kv ∈ [0,+∞] (then, ku, given the coupling ku = θkv deducible from (4.12)) in the data chosen
in (4.36). So, we better discover the effect of the membrane on Turing patterns. In particular,
we can distinguish two limiting situations: kv = 0 = ku, which is the one without transmission
and it corresponds to have two separate and not communicating domains, and kv = +∞ = ku
(numerically realised taking kv = 108), i.e. we have full permeability at the membrane, so it
corresponds to have a unique connected domain. In this two extreme cases, we recover the results
of a standard reaction-diffusion system without the effect of the membrane. Considering different
values of the permeability coefficients, we can estimate the position of the eigenvalues on the real
lines and then, in the unstable interval, in order to follow the same arguments as in the previous
subsection. Indeed, we recall the dependence on kv of the eigenvalues equation (4.27) such that
if η

n
̸= 0, we have that

√
ηn tan

( √
ηn√
Dv3

L

2

)
= 2

kv√
Dv3

.

In the case kv = 0 = ku, the previous equation reduces to sin
(

L
2

√
ηn√
Dv3

)
= 0 and so we can

calculate the eigenvalues as

η
n
= Dv3

(2n)2π2

L2
.

In the case kv = +∞ = ku, we have cos
(

L
2

√
ηn√
Dv3

)
= 0 and, then, the eigenvalues are of the

form

η
n
= Dv3

(2n+ 1)2π2

L2
.

We can affirm that the eigenvalues ηkn related to a certain value of k = ku, kv ∈ (0,+∞) are
situated between the eigenvalues η0n for k = 0 and the ones for k = +∞, i.e. η∞n . Moreover,
fixing n and varying k, the eigenvalues ηkn pass continuously from η0n to η∞n . This can be observed
in two different ways: from a numerical result or a more analytical one.

Numerical result
For L = 1, we consider the continuous function

q : ξ 7−→ ξ tan

(
ξ

2

)
− 2

kv
Dv3

. (4.38)

Numerically, we find the zeros ξn =
√
ηn√
Dv3

, n ⩾ 0 for different values of kv

Dv3
and, then, of kv (see

Table 4.1).

kv/Dv3 ξ1 ξ2 ξ3 ξ4
0 0 2π 4π 6π

0.5 0.41π 2.09π 4.05π 6.04π

5 0.83π 2.56π 4.39π 6.29π

108 π 3π 5π 7π

Table 4.1: We report the values of the first four zeroes ξn =
√
ηn√
Dv3

, n = 1, ..., 4 for different
values of kv, since Dv3 is fixed, including the two limiting cases and two intermediate ones.
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Then, we recover the previous eigenvalue formulas for the two limiting situations and we can
also observe that for fixed n, the eigenvalues ηkv

n increase continuously with kv towards η∞n .

Analytical result
Another way to look at this phenomenon and to better observe continuity of the ξn’s changing
kv and fixing n, it is to represent the function in (4.38) (see Figure 4.10). We consider n = 1
and so the interval ξ ∈ (0, π). Since we have a monotonous function for ξ ∈ (0, π), there exists a
unique intersection with the horizontal line y = k := 2 kv

Dv3
= 2 ku

Du3
and for 0 < k1 < k2 < +∞,

we get 0 < ξk1
1 < ξk2

1 < +∞.

Figure 4.10: Representation of the first root ξ1 of q in (4.38), as the intersection between the
function q̃ : ξ 7−→ ξ tan

(
ξ
2

)
for ξ ∈ (0, π) (solid line) and one of the dashed lines defined by the

permeability coefficient by the relation k := 2 kv

Dv3
= 2 ku

Du3
.

Remark 4.4.1. For ku = kv = 0, the eigenvalue 0 is double. This is because we have two
different domains with Neumann boundary conditions and so for both we find the zero eigenvalue.

In Example 4.4.1, we refer to Table 4.1 and to the fact that the first non-zero eigenvalue for
kv = +∞ = ku is smaller than the one for kv = 0 = ku. So, we look for an unstable range
such that η∞1 ∈ (η−, η+) but η01 /∈ (η−, η+). Then, we expect to see a different behaviour of the
solutions. We perform also an intermediate case in which kv is small but positive in order to
see the evolution in shapes passing from a situation in which there are no unstable modes to
another one in which there is only one of them. In Example 4.4.2, we show the appearance and
the evolution of patterns in both the limiting cases and an intermediate one.

Example 4.4.1. We look for some appropriate values of the diffusion coefficients in order to
have η+ ∈ [Dv3π

2, Dv34π
2). In that way, we expect to see patterns for kv ∈ (0,+∞], since the

first eigenvalue is in the unstable range (see Table 4.1). Instead, for kv = 0, there is any non-zero
eigenvalue in (η−, η+), then solutions should converge to the steady state in (4.35). Therefore,
choosing θ = 10−2 in (4.36), we infer that η+ = 30.01 ∈ [π2, 4π2). The results are the following.

Case 1. We take kv = 0 and the other data according to (4.36) (θ = 10−2, ku = 0). For
construction, we gain the absence of patterns.
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Figure 4.11: As expected, taking kv = 0, we can appreciate the convergence to the steady state
(u, v) previously found. Indeed, we choose the data in order to not include positive eigenvalues
in the unstable interval (η−, η+) in the case of zero permeability.

Case 2. We take kv = 10−2 and the other data according to (4.36) (θ = 10−2, ku = 10−6). We
gain a single unstable mode which is η1 = 0.04.

Figure 4.12: In the case kv = 10−2, we can find a small positive eigenvalue in a neighbourhood
of zero which is then in the unstable range (0, 30.01). Then, we observe the appearance of a
simple pattern which is only a piecewise function with a jump at the membrane. In the zoom
circles, we focus the attention on solutions derivatives at the membrane to better appreciate that
membrane conditions are satisfied. Moreover, the sign of the derivatives corresponds to the sign
of the jump.

Case 3. We consider kv = 108 and the other data according to (4.36) (θ = 10−2, ku = 104).

Figure 4.13: As built, for kv = +∞, we see the appearance of continuous patterns, since
the permeability coefficients are really big. Indeed, the shape corresponds to the one seen in
Figure 4.12 but, at the membrane, the jump is now reduced to zero.
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Example 4.4.2. We show the evolution of patterns varying kv ∈ [0,+∞] and fixing θ. We
choose the setting of Case 3 in Figure 4.8. Then, we take θ = 3 · 10−4 in (4.36).

Case 1. We consider kv = 0 and the other parameters according to the data in (4.36) (θ =
3 · 10−4, ku = 0). The number of eigenvalues in the unstable interval (η−, η+) is 5.

Figure 4.14: Choosing kv = 0, we clearly see patterns for u and v. In particular, they are similar
to the one observed in Figure 4.8. A remarkable difference is at the membrane where Kedem-
Katchalsky conditions are broken and they become standard homogeneous Neumann boundary
conditions.

Case 2. We take kv = 10 and the other parameters according to (4.36) (θ = 3 · 10−4, ku =
3 · 10−3).

Figure 4.15: With kv = 10, solutions converge to an unexpected shape. There are 6 unstable
modes which are not enough to generate a convergence to a more complex pattern, as it could
happen with only 3 eigenvalues more in the case θ = 10−4 (as represented in the summary
Table 4.2 in Section 4.5).

Case 3. We choose kv = 108 with the other data as in (4.36) (θ = 3 · 10−4, ku = 104).
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Figure 4.16: With kv and ku sufficiently large, the jump at the membrane (seen in Figure 4.15)
is reduced to an infinitesimal. Since, the number of unstable modes is small, the same behaviour
in Figure 4.13 is recover.

To sum up, in this two examples we can observe a particular pattern behaviour, for interme-
diate kv ∈ (0,+∞) and for a small number of unstable modes, or equivalently, θ nearby θc, which
does not occur with smooth Turing instability. Indeed, the transition from the case of two sepa-
rate domain for kv = 0 to a unique entire one for kv = +∞ is realized through a discontinuous
state, which is a nearly constant function with a jump at the membrane.

4.4.4 Effect of the parameter ε

Another interesting parameter is ε, as briefly explained choosing reaction terms in Subsec-
tion 4.4.1. We remember that the smaller we take ε, the faster are the reactions and the more
numerous are the patterns. However, in the limit ε → 0, Turing instability for fast reaction-
diffusion systems turns out to be equivalent to the instability due to backward parabolicity for
the limiting cross-diffusion equations, Moussa et al. [93], Perthame and Skrzeczkowski [105], see
also Section 1.2. Here, we show the changing of patterns for the solutions u (left) and v (right)
decreasing the value of ε in different membrane scenarios. Again, we consider the data setting
presented in Subsection 4.4.1. In particular, we choose data in (4.36) with θ = 10−4 and a
varying ε.

As previously stressed, we need to look at the instability interval (η−, η+) in (4.33) which
increases in size as ε decreases to zero. This implies that the number of eigenvalues (given
by Equation (4.27)) in that interval increases as ε goes to zero. Then, fixing the membrane
permeability kv, we expect to see more complicated shapes as ε → 0. Instead, fixing ε and
varying kv, we gain or lose (depending on the ε value) at most one unstable mode. This is why
fixing ε patterns with different ku, kv are comparable.

Case 1. We consider kv = 0 and the other parameters according to data in (4.36) (θ = 10−4,
ku = 0, ε varies). Indeed, we have not communicating domains in which we consider a
reaction-diffusion system with reaction that is faster decreasing ε.



102 CHAPTER 4. Effect of a membrane on Turing instability

ε = 10.

Figure 4.17: We represent the convergent solutions for ε = 10. Diffusion prevails over reaction,
then solutions are smooth and we can appreciate the emergence of patterns.

ε = 1.

Figure 4.18: In the case ε = 1, solutions does not change significantly respect to ε = 10 (we
have only 5 unstable modes) but the slope is increasing. This scenario corresponds to the standard
reaction-diffusion diffusion one analysed until now.

ε = 1/5.

Figure 4.19: It is with ε = 1/5 that we can see that the patterns are becoming more discontin-
uous, since numerically we are approaching the zero limit.
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ε = 1/20.

Figure 4.20: With ε = 1/20, high frequency of oscillations are clearly appreciated. Numerically,
we are converging to zero and then Turing instability is equivalent to instability and discontinuity
of the ill-posedness of the backward parabolicity for the cross-diffusion system.

ε = 1/100.

Figure 4.21: Discontinuities are dominant with ε = 1/100. The right picture representing v
has similar shapes has the one for ε = 1/20 but here the jump is more remarkable. The number
of eigenvalues in the unstable range is really high and the slope in the patterns is diverging. We
are far away from the smooth and regular patterns observed with slower reactions.

Case 2. We consider kv = 1 and the other parameters according to data in (4.36) (θ = 10−4,
ku = 10−4, ε varies). The passage through the membrane is now allowed.
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ε = 10.

Figure 4.22: With ε = 10, the slow reaction is not prevailing significantly on the diffusion
(since increasing the value of ε, reactions converge to zero). The permeability of the membrane
promotes dissipation but a slope nearby the interface is still observed.

ε = 1.

Figure 4.23: Coming back to a standard reaction-diffusion equation with ε = 1, we observe a
similar shape as in the case kv = 0 but we can appreciate a little slope nearby the membrane.

ε = 1/5.

Figure 4.24: Reducing ε, slopes increase but the jump at the membrane is less significant since
membrane derivatives are really small with the data chosen.



4.4. Numerical examples 105

ε = 1/20.

Figure 4.25: As in the case kv = 0, oscillations are increasing respect to Figure 4.24.

ε = 1/100.

Figure 4.26: Taking ε = 1/100 and kv > 0, instabilities are dominant and patterns for v (in
the right) are more remarkable than in the case kv = 0, even if the shape is still unchanged.

Case 3. We consider kv = 108 and the other parameters according to data in (4.36) (θ = 10−4,
ku = 104, ε varies). We remember that the membrane is fully permeable and then we
observe a reaction-diffusion system on the whole interval [0, 1], since membrane conditions
are reduced to continuity conditions.

ε = 10.

Figure 4.27: The jump between the right and left side solutions in Figure 4.22 is now filled and
we can observe continuous solutions.
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ε = 1.

Figure 4.28: With ε = 1, the continuous solutions are similar to the following case ε = 1/5 but
they are more regular.

ε = 1/5.

Figure 4.29: With ε = 1/5, pictures can be well predicted from Figure 4.24.

ε = 1/20.

Figure 4.30: Again with ε = 1/20, we are approaching the zero numerical limit. Then, the
appearance of membrane continuous, but not smooth instabilities can be observed in both u and v.
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ε = 1/100.

Figure 4.31: For ε = 1/100, oscillations are now continuous at the membrane respect to
Figure 4.26

Finally, as ε converges to zero, we numerically observe convergence to instability due to
backward parabolicity for the limiting cross-diffusion equations. Indeed, we remark that, from
a numerical point of view, the convergence to zero is already attained with ε = 1/100. Fixing ε
and varying kv, we observe similar behaviour as in the previous subsections.

4.5 Conclusions

Turing instability for a standard reaction-diffusion problem is known to be a universal mechanism
for pattern formation. We questioned the effect on pattern formation of a permeable membrane
at which we have dissipative conditions. This interest follows both a path started in the study of
membrane problems, Ciavolella et al. [30], Ciavolella and Perthame [31], and their importance
in biology. Then, we have studied Turing instability from both an analytical and a numerical
point of view for a reaction-diffusion membrane problem of two species u and v as in (4.1).

Our method relies on a diagonalization theory for membrane operators. A detailed proof
of related results in Appendix 4.A is left to more analytical studies. Thanks to this theory, in
Section 4.2, we could perform an analogous analysis of Turing instability as in the standard case
without membrane under the hypothesis to have equal eigenfunctions for the membrane Laplace
operator associated to the two species. This condition is related, thanks to Lemma 4.2.1, to
restrictions (4.12) and (4.13). We left as an open problem the identification of cases in which
these constraints can be eliminated.

In order to pass to the numerical analysis, we have introduced in Section 4.3 the one dimen-
sional problem and the explicit solutions of the eigenvalue problem. Membrane Laplace eigen-
values are implicitly defined by Equation (4.27), since we have chosen to introduce the condition
νD = 1. This could be avoided under biological reasons considering, then, Equation (4.25b).
Moreover, choosing a proper domain, it is possible to extend the analyses in the two-dimensional
case.

Concerning numerical examples in Section 4.4, it is possible to take more complex and more
realistic data. A more extensive study, with other nonlinearities, is of interest. Moreover, we
have fixed the diffusion coefficient Dv whose role is of interest also.

In Table 4.2, we sum up the different patterns observed in Subsection 4.4.2 and 4.4.3, de-
creasing the diffusion ratio θ = Du1

Du3
= Dv1

Dv3
from the critical value θc = 3.1 · 10−1 (from left to

right in the rows) and increasing the permeability coefficient values kv ∈ [0,+∞] (from top to
down in the columns). We consider only the activator u and we take reaction terms as in (4.29),
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initial data as in Figure 4.4 and data setting as in (4.36). We recall that the spatial interval of
study is [0, 1]. We stress on the fact that the first (kv = 0) and last (kv = +∞) row correspond
to Turing instabilities observed in a reaction-diffusion problem on a half domain and on the full
one respectively. Hence, it is coherent that decreasing θ the number of patterns increases in the
biggest domain.

kv

θ
θc 10−2 10−3 10−4 10−5

0

1

+∞

Table 4.2: We summarise the evolution of patterns varying θ and kv.The first column cor-
responds to the value θ = θc, in which case there are no unstable modes. Then, for all kv,
convergence to the steady state is observed. For θ = 10−2, we have again zero eigenvalues
for kv = 0 and one eigenvalue for kv ∈ (0,+∞]. So, we observe convergence respectively to
a steady state and a simple pattern, discontinuous in the case kv = 1. For θ small enough
(θ = 10−3, 10−4, 10−5), we observe more complex patterns with the main discontinuity prop-
erty in the case of a non-trivial kv (second row). We remark that in the picture for θ = 10−5

and kv = 1, the jump is really small compared to the axis scale (see Figure 4.9).

Surprisingly, not only adding diffusion but also adding dissipative membrane conditions, we
observe the equilibria stability’s break. As in the classical Turing analysis, decreasing θ, we
get more complex patterns. Contrary to standard Turing instability, with non-trivial membrane
permeability, discontinuity at the membrane characterizes the steady state. Moreover, for θ in a
neighbourhood of θc and kv ∈ (0,+∞), a singular pattern appears. Indeed, it is a simple nearly
constant function with a jump at the membrane.

In Subsection 4.4.4, we have numerically studied a fast reaction-diffusion membrane system,
leaving a rigorous analysis as an open problem. Again, discontinuity characterises instability for
kv ∈ (0,+∞).

4.A Diagonalization theory on membrane operators

We introduce the diagonalization result, Brezis [15], Evans [45], for membrane operators which
assures the existence of a sequence of eigenvalues and eigenfunctions that solve each problem in
(4.4) and (4.5).

Theorem 4.A.1 (Diagonalization theorem for compact, self-adjoint membrane operators.). Let
A be a compact, self-adjoint membrane operator on a separable Hilbert space H with infinite di-
mension. There exists a sequence of real numbers {λn}n∈N such that {|λn|}n∈N is non increasing,
converges to zero and such that:
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• for any n such that λn is non-zero, λn is an eigenvalue of A and En := ker(A − λnI) is
a subspace of H with finite dimension; moreover, if λn and λm are distinct, their corre-
sponding eigenspaces are orthogonal;

• if E := Span
⋃

n ∈ N
λn ̸= 0

En, then ker(A) = E⊥;

Indeed, Theorem 4.A.1 applies to the inverse operators L−1 and L̃−1. Therefore, we can find
also for L and L̃ a sequence of eigenvalues and a basis of eigenfunctions.

We show here below that the inverse operators verify the hypothesis of this theorem. At
first, we introduce the bilinear forms associated to the membrane operators. Then, we prove
the hypothesis of the Lax-Milgram Theorem 3.2.2. As in Chapter 3, we deal with an elliptic
problem, but with Neumann homogeneous conditions rather than Dirichlet homogeneous ones.
Again, the following definition is requested.

Definition 4.A.1. We define the Hilbert space of functions H1 = H1
0,Γ(Ω1) ×H1

0,Γ(Ω3) as the
Hilbert space of functions H1(Ω1)×H1(Ω3) satisfying Neumann homogeneous conditions on Γλ,
λ = 1, 3. We endow it with the norm

∥w∥H1 =
(
∥w1∥2H1(Ω1)

+ ∥w3∥2H1(Ω3)

) 1
2

.

We let (·, ·)H1 be the inner product in H1.

As in Definition 3.2.5, we define the continuous bilinear forms associated with these membrane
elliptic operators as

B[φ, ϕ] =
∫
Ω1
Du1∇φ1∇ϕ1 +

∫
Ω3
Du3∇φ3∇ϕ3 +

∫
Γ
ku(φ3 − φ1)(ϕ3 − ϕ1),

B̃[φ, ϕ] =
∫
Ω1
Dv1∇φ1∇ϕ1 +

∫
Ω3
Dv3∇φ3∇ϕ3 +

∫
Γ
kv(φ3 − φ1)(ϕ3 − ϕ1),

(4.39)

for φ, ϕ ∈ H1. We remark that B and B̃ are symmetric. To apply the Lax-Milgram theory,
Brezis [15], Evans [45], we only need to verify coercivity, since here we work with Neumann
conditions and not Dirichlet ones as for the bilinear form in 3.2.5. For simplicity, we consider
the membrane operator L and the bilinear form B. We can follow the same steps for L̃ and B̃.
B is coercive. Indeed, if we assume

∫
Ω1∪Ω3

φ = 0, we can estimate

B[φ,φ] =

∫
Ω1

Du1|∇φ1|2 +
∫
Ω3

Du3|∇φ3|2 +
∫
Γ

ki|φ3 − φ1|2 ⩾ C∥φ∥2H1

with a membrane version of the Poincaré-Wirtinger inequality on a product space (this theory
would not be analysed in this chapter since it is more a functional analysis result which is not
of main interest in Turing theory). With the same assumption, we can check coercivity of B̃.
Therefore, the Lax-Milgram theory applies in this context assuming that

∫
Ω1∪Ω3

w = 0. Then
there exists a unique function w ∈ H1 solving

B[w,φ] = (λw,φ)H1 , ∀φ ∈ H1. (4.40)

Whenever (4.40) holds, we write
w = λL−1w.

The inverse operator L−1 : (H1)−1 → H1 is a compact operator in L2(Ω1) × L2(Ω3), since
according to the Rellich-Kondrachov theorem H1 ⊂⊂ L2. Moreover, it is also a self-adjoint one,
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Taylor [122]. Indeed, the operators L and L̃ are self-adjoints (we can prove it, since they are
maximal monotone symmetric operators, Brezis [15], Serafini [120]).

The standard spectral theory for compact and self-adjoint operators seen in Theorem 4.A.1
applies in this context. We deduce that there exists a sequence of real number {σn}n∈N such
that {|σn|}n∈N is non increasing and converging to zero. Moreover, if σn and σm are distinct,
their corresponding eigenspaces are orthogonal. We call {wn}n∈N the basis of eigenfunctions of
L−1. So, we infer that L has an orthonormal basis of L2(Ω1)∪L2(Ω3) of eigenfunctions {wn}n∈N
related to a sequence of increasing and diverging eigenvalues {λ

n
}n∈N such that λ

n
= 1

σn
, for all

n ∈ N.

Remark 4.A.1. The mean zero property can be interpreted as if we are taking the eigenfunctions
in the orthogonal space of the constants. In fact, the existence of a sequence of eigenvalues and of
orthogonal eigenfunctions in the diagonalization theorem can be proven through a minimisation
process starting from the first zero eigenvalue and looking for the eigenspaces as the orthogonal
spaces of its eigenfunction which is a constant.

4.B Numerical method

We illustrate the one-dimension numerical method, Morton and Mayers [92], Quarteroni et
al. [111], used to perform the examples in Section 4.4. We present the discretization on the
interval I = (a, xm) ∪ (xm, b) =: I1 ∪ I3 of the one-dimension reaction-diffusion System (4.1).

In the following, for simplicity, we write the numerical expressions for the equations of u, but
with the same steps we can obtain the discretization also for v. We consider a space discretization
(see Almeida et al. [4]) of each subdomain I1 and I3 in N1 + 1 and N3 + 1 points respectively.
We observe that this distinction allows to consider not centred membranes. In our case with the
membrane in the middle point xm, we infer that N1 = N3. Concerning the membrane, the key
aspect is to discretize this point as two distinct ones since the Kedem-Katchalsky conditions are
constructed defining the right and left limit of the density on the membrane (see for example
Chapter 3). Moreover, the space step turns out to be ∆x = xm−a

N1+1 = b−xm

N3+1 , with N1, N3 ∈ N.
The mesh is formed by the intervals

Ii =
(
xi− 1

2
, xi+ 1

2

)
, i = 1, ..., N1 + 1, Jj =

(
xj− 1

2
, xj+ 1

2

)
, j = 1, ..., N3 + 1.

The intervals are centred in xi = i∆x, i = 1, ..., N1 + 1 and xj = j∆x, j = 1, ..., N3 + 1 with
IN1+1 = J1. Moreover, as the reader can remark, we add ghost points to build the extremal
intervals in the left I1, IN1+1 and in the right J1, JN3+1. Then, we consider the ghost points for
i = 0, N1 +2 and j = 0, N3 +2. At a given time, the spatial discretization of u(t, x), interpreted
in the finite volume sense, is of the form

ui(t) ≈
1

∆x

∫
Ii

u1(t, x) dx, ûj(t) ≈
1

∆x

∫
Jj

u3(t, x) dx,

for i = 1, ..., N1 + 1 and j = 1, ..., N3 + 1. Concerning the time discretization, we consider the
time step ∆t such that the mesh points are of the form tn = Nt∆t, with Nt ∈ N. The discrete
approximation of u(t, x), for n ∈ N, i = 1, ..., N1 + 1 and j = 1, ..., N3 + 1, is now

uni ≈ 1

∆x

∫
Ii

u1(t
n, x) dx, ûnj ≈ 1

∆x

∫
Jj

u3(t
n, x) dx.

We write the time discretization as an Euler method and the space one with a generic Θ-method.
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In the simulations, we have chosen Θ = 1, meaning that the method is an implicit and always
stable one. For the sake of simplicity, we consider a unique index i instead of i, j. In the following,
we take 0 ⩽ n ⩽ Nt and we call δ2xuni = uni−1 − 2uni + uni+1. Then, we obtain

un+1
i − uni = µ1[Θ δ2xu

n+1
i + (1−Θ)δ2xu

n
i ] + ∆tfni , for i = 1, ..., N1 + 1,

with µ1 = Du1∆t
∆x2 and

ûn+1
i − ûni = µ3[Θ δ2xû

n+1
i + (1−Θ)δ2xû

n
i ] + ∆tf̂ni , for i = 1, ..., N3 + 1,

with µ3 = Du3∆t
∆x2 . Finally, we deduce the systems

for i = 1, ..., N1 + 1,

−µ1Θu
n+1
i−1 + (1 + 2µ1Θ)un+1

i − µ1Θu
n+1
i+1

= µ1(1−Θ)uni−1 + (1− 2µ1(1−Θ))uni + µ1(1−Θ)uni+1 +∆tfni
(4.41)

for i = 1, ..., N3 + 1,

−µ3Θû
n+1
i−1 + (1 + 2µ3Θ)ûn+1

i − µ3Θû
n+1
i+1

= µ3(1−Θ)ûni−1 + (1− 2µ3(1−Θ))ûni + µ3(1−Θ)ûni+1 +∆tf̂ni
(4.42)

Now, we exhibit the first order discretization of the boundary conditions. Starting from
Neumann, we can distinguish the condition in a and b as

un+1
0 = un+1

1 , ûn+1
N3+2 = ûn+1

N3+1, (4.43)

which give the relation of the extremal ghost points. From the Kedem-Katchalsky membrane
conditions, we deduce the expression of the membrane ghost points

un+1
N1+2 = un+1

N1+1 +
∆x ku
Du1

(ûn+1
1 − un+1

N1+1), ûn+1
0 = un+1

1 − ∆x ku
Du3

(ûn+1
1 − un+1

N1+1). (4.44)

Substituting the ghost values found in (4.43) and (4.44) in the systems (4.41) and (4.42), we get
the equations at the extremal points:

At the left limit on the membrane,

−µ1Θu
n+1
N1

+

(
1 + µ1Θ+Θ

∆t ku
∆x

)
+ un+1

N1+1 −Θ
∆t ku
∆x

ûn+1
1

= µ1(1−Θ)unN1
+

(
1− µ1(1−Θ)− (1−Θ)

∆t ku
∆x

)
+ unN1+1 + (1−Θ)

∆t ku
∆x

ûn1 . (4.45)

At the right limit on the membrane,

−Θ
∆t ku
∆x

un+1
N1+1 +

(
1 + µ3Θ+Θ

∆t ku
∆x

)
ûn+1
1 − µ3Θû

n+1
2
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= (1−Θ)
∆t ku
∆x

unN1+1 +

(
1− µ3(1−Θ)− (1−Θ)

∆t ku
∆x

)
ûn1 + µ3(1−Θ)ûn2 . (4.46)

In a,
(1 + µ1Θ)un+1

1 − µ1Θu
n+1
2 = (1− µ1(1−Θ))un1 + µ1(1−Θ)un2 . (4.47)

In b,
−µ3Θû

n+1
N3

+ (1 + µ3Θ)ûn+1
N3+1 = µ3(1−Θ)ûnN3

+ (1− µ3(1−Θ))ûnN3+1. (4.48)

To conclude, system (4.41) for i = 1, ..., N1 and (4.42) for i = 1, ..., N3, written for the internal
points of the grid, combined with the equations for the extremal points (4.45), (4.46), (4.47) and
(4.48), build the discretized system of u. The same equations with the proper coefficients can be
found for v.

Calling the vector solutions at time tn as

Un =
(
un1 , . . . , u

n
N1+1, û

n
1 , . . . , û

n
N3+1

)T
, V n =

(
vn1 , . . . , v

n
N1+1, v̂

n
1 , . . . , v̂

n
N3+1

)T
and the reaction vectors as

Fn =
(
fn1 , . . . , f

n
N1+1, f̂

n
1 , . . . , f̂

n
N3+1

)T
, G

n =
(
gn1 , . . . , g

n
N1+1, ĝ

n
1 , . . . , ĝ

n
N3+1

)T
,

we can write the discretized systems in a matrix form as AUn+1 = BUn +∆tFn coupled with
CV n+1 = DV n +∆tGn, where

A :=

1+µ1Θ −µ1Θ 0 0

−µ1Θ 1+2µ1Θ

0

1+2µ1Θ −µ1Θ

−µ1Θ 1+µ1Θ+Θ∆tku
∆x −Θ∆tku

∆x

−Θ∆tku
∆x 1+µ3Θ+Θ∆tku

∆x −µ3Θ

−µ3Θ 1+2µ3Θ

0

1+2µ3Θ −µ3Θ

0 0 −µ3Θ 1+µ3Θ




and, with the notation Θ′ := 1−Θ,

B :=

1−µ1Θ
′ µ1Θ

′ 0 0

µ1Θ
′ 1−2µ1Θ

′

0

1−2µ1Θ
′ µ1Θ

′

µ1Θ
′ 1−µ1Θ

′−Θ′ ∆tku
∆x

Θ′ ∆tku
∆x

Θ′ ∆tku
∆x

1−µ3Θ
′−Θ′ ∆tku

∆x
µ3Θ

′

µ3Θ
′ 1−2µ3Θ

′

0

1−2µ3Θ
′ µ3Θ

′

0 0 µ3Θ
′ 1−µ3Θ

′





.
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Substituting µ1, µ3, ku with the notation σl = Dv1∆t
∆x2 , σr = Dv3∆t

∆x2 and kv, we can write the
matrix C and D.



Part III

Biological application
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In Part I - II, we focused on the mathematical aspects of tumor invasion models studying them
both analytically and numerically. We have seen the importance of considering a zero-thickness
membrane with the derived Kedem-Katchalsky conditions. Moreover, we have deepened into
the existence of weak solutions in reaction-diffusion systems, within an L1 setting, with the
previous membrane conditions. Finally, we have introduced an asymptotic behaviour showing
the formation of spatial patterns.

Chapter 5 aims to deal with biological experiments on tumor invasion. It is part of a new
project in collaboration with the Laboratoire de Biologie et Thérapeutique des Cancers of IN-
SERM at Saint-Antoine Hospital in Paris. Actually, we are not really going to use the previous
analysis, since before discussing about invasion experiments we need to have more information
about membrane degradation. Indeed, we remember that, as seen in the biological Introduc-
tion 1.1, tumor cells are initially isolated from the surrounding environment thanks to a basement
membrane, thus the necessity to degrade it producing MMPs enzymes. We cannot have data
neither on membrane degradation or enzymes evolution from biological experiments on invasion,
then the need of a secondary model that could help us in better describing these two processes.

In the next chapter, we introduce then a mathematical model that wants to describe ex-
perimental results enlightening the degradation process of a biological membrane. Waiting for
biological experiments, we can still perform some modeling and numerical analysis to have then
all the tools to face biological data. For the mathematical analysis, we will mainly follow the
PhD thesis of Braun [12].
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Chapter 5

Membrane degradation: modeling
and simulations

In the following, we show results of an on-going project in collaboration with biologists Nathalie
Ferrand and Michèle Sabbah, working in the Laboratoire de Biologie et Thérapeutique des Can-
cers of INSERM at the Saint Antoine Hospital in Paris, and mathematicians Roberto Natalini
(IAC-CNR, Rome) and Benoit Perthame (LJLL, Sorbonne Université, Paris).

5.1 Introduction

Tumors are complex diseases characterised by high diversity and incidence, Sung et al. [121].
One of the most crucial and lethal processes is represented by the increased ability of cancer cells
to migrate and invade other organs during the so-called metastatic spread, Dillekås et al. [39].
Indeed, primary tumors are initially confined in a well-defined area. However, cancer cells could
acquire useful mutations that allow them to penetrate different barriers and to disseminate
themselves into secondary organs of our body. Then, we observe the transition from an in situ
stage to an invasive one. It is now well known that metastatic cancer cells typically move in
clusters which have greater predisposition of forming metastasis than single cells, Aceto et al. [1],
Bubba et al. [17], Hong et al. [66].

One of the most difficult barriers for cells to cross is the basement membrane, also composed
by ECM. This kind of membrane separates the epithelial tissue from the connective one (predom-
inantly consisting in ECM) and, among its functions, we can distinguish a supportive role and
an isolating one. Unfortunately, mutated cancer cells, called invasive cells can produce matrix
metalloproteinases (MMPs) enzymes capable of modifying the ECM and, then, to degrade the
basal membrane, allowing invasion. This process is, for instance, observed for breast tumors, as
considered in our study.

Many questions concerning invasion details remain unanswered. Over the last decade, the
research interest on this process is increasing in order to highlight the main cues with the aim
of controlling and treating the phenomenon (Chaplain et al. [24], Ciavolella et al. [30], Franssen
et al. [49], Gallinato et al. [53], Giverso et al. [57]).

This chapter can be included in this branch of research. In particular, we are interested in
better describing one of the main biological phenomenon responsible for the invasion one, which
is membrane degradation. In fact, in vitro invasion investigations (using the XCELLigence
technology) are not able to give details on it. Consequently, we build here a mathematical model
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which describes degradation of an ECM-like biological membrane through the production of
MMPs by cancer cells. At the same time, we provide numerical simulations with a sensitivity
analysis followed by a parameters estimation study. This is a preparatory work waiting for
experimental results consisting of cells seeded in wells containing at their bottom fluorescent
gelatin. We focus the attention on breast cancer, the most common malignancy among women.
If non-metastatic, it has high chance of healing, but, at the contrary, advanced breast cancer
with metastasis are considered incurable with the actual therapies, Harbeck et al. [64], Waks and
Winer [128] .

5.2 Experimental settings and sample results

We present here the experimental setting with which we have to deal. The study is on three
different cell lines: an epithelial non-invasive cell line isolated from the breast tissue (MCF7), a
breast carcinoma cell line, called MDA MB 231, and another one built from the previous MCF7
cells invalidated for the protein WISP2 (MCF7 Sh WISP2), which increases the mesenchymal
and invasive behaviour, Ferrand et al. [47].

Invasion experiments are realized using the XCELLigence technology, Ke et al. [71], Martinez-
Serra et al. [89], Obr et al. [98], Turker et al. [124], Zaoui et al. [132]. This technique has been
recently adopted to ameliorate results from the classic Boyden Chamber method. Both of them
are characterized by the common main structure: a single well is divided into two chambers by a
porous membrane. In the top chamber, a certain number of cells are injected on the surface of a
serum free medium. Then, we observe a random movement of cells towards the middle membrane
where they adhere. If in migration experiments cells are allowed to penetrate through membrane
pores to accede to the bottom chamber, in invasion assays (Connolly and Maxwell [34]) a gelatin
layer is added on the top membrane to create a barrier for cells. Consequently, in order to
invade the bottom chamber, cells need to produce the enzymes MMPs which locally degrade the
gelatin. On the bottom side of the membrane, gold electrodes measure the invasive phenomenon,
allowing a real time cells analysis (RTCA), differently from the Boyden Chamber method in
which experimentalists need to count manually the number of cells which has penetrated the
membrane. Instead, RTCA systems measure impedance changings due to an increase in occupied
space from cells adhering to microelectrodes. The impedance measurement provides quantitative
information on cell number, viability, and morphology of adherent cells. Impedance is displayed
in real-time as cell index (CI), proportional to cell density.

As explained in the introduction, to better set up the invasive experiment from a mathematical
point of view, we require more information on gelatin’s degradation. Then, we use the QCM™
Gelatin Invadopodia Assay. It allows to plate cells on a culture surface coated with a thin layer
of green fluorescent gelatin. Fluorescence is useful to distinguish areas in which gelatin has been
consumed by others in which no pores are yet present (see Figure 5.1 - 5.2 B). Such assays
have also revealed that invasive cells extend small localised protrusions, called invadopodia, from
which starts membrane degradation. Pioneered by Wen-Thien Chen in the 1980’s ([25, 26,
27]), visualisation of invadopodia ECM degradation by fluorescent gelatin has emerged as the
most prevalent technique for evaluating cellular invasive potential, Artym et al. [5], Martin et
al. [88]. Invadopodia are cellular membrane protusions where MMPs enzymes are localized. They
mediate matrix degradation by cancer cells. Finally, it is also possible to co-localise the actin
cytosckeleton (see Figure 5.1 - 5.2 D), which is a network of filaments made up of polymerized
actin that provides mechanical support and determines cell shape, and nuclei (see Figure 5.1 -
5.2 C) with invadopodial degradation sites.

With this technique, biologists can make experiments over 72 hours, taking pictures each day.



5.2. Experimental settings and sample results 119

Then, shots after 24h, 48h and 72h will be available. Movement of cells and consequent gelatin’s
consumption are not well known, then a mathematical investigation is required. In any case,
the major hypothesis is that cells degrade gelatin below them and, after, they move to degrade
around. Gelatin means to mimic basal membrane which has a thickness of 10 to 300 nm, i.e.
10−7 to 3 · 10−6 cm, which is smaller that the size of a cell, i.e. 10 µm, equal to 10−4 cm. In
Figure 5.1 and 5.2, an example of experimental data produced by N. Ferrand using the Gelatin
Invadopodia Assay.

Figure 5.1: Example of experimental data after 48h for the MCF7, realised by N. Ferrand.
A. Contrast phase image representing MCF7 cells. B. Gelatin representation. C. DAPI image
representing cells nuclei in blue. D. Representation of actin cytosckeleton in red which delineates
cells contouring. E. Overlap of images B,C,D. From these pictures, we can affirm the non-
invasive behaviour of normal cells, as expected. Gelatine is entirely green (eventual darker areas
are due to instrumentation). Moreover, we remark the formation of clusters.
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Figure 5.2: Example of experimental data after 48h for the MCF7 Sh WISP2 (the pictures
scale here is bigger than before), realised by N. Ferrand. A. Contrast phase image. B. Image
of the left gelatin (in green), whereas black areas are spots without gelatin. C. DAPI image
representing cells nuclei in blue. D. Representation of actin cytosckeleton in red which delineates
cells contouring. E. Overlap of images B,C,D that relates cells position and gelatin degradation.
From these pictures we appreciate gelatin degradation which is quite high, showing the acquired
invasive behaviour of MCF7 Sh WISP2. Moreover, emerging black holes correspond to the actual
position of cells. Respect to the previous MCF7 pictures, we observe that cells are assembling in
circular structures miming the vessels formation.

5.3 Mathematical model

In accordance to experimental pictures, we consider a domain Ω representing a top view of
the gelatin into a single well. For simplicity, we take the rectangular two-dimensional domain
Ω = [a, b] × [c, d]. For x ∈ Ω, t > 0, we consider a three species system for cells density u(x, t),
MMPs enzymes concentration m(t, x), and the damage function d(t, x) ∈ [0, 1] , related to the
amount of gelatin q(t, x) = 1− d(t, x) ∈ [0, 1]. Equations write as

∂tu = div(D(d)∇u) + α1u
(
1− u

α3

)
, in Ω,

∂tm = Dm∆m+ β(1− d)u− αm, in Ω,

∂td = γm(1− d), in Ω,

(5.1)

where
D(d) = DLd+DG(1− d) = DG + (DL −DG)d. (5.2)
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We impose no-flux boundary conditions on ∂Ω for u and m, i.e.{
(D(d)∇u) · n = 0,

Dm∇m · n = 0,
(5.3)

where n is the outward unit normal at the boundary. We complete the system with the following
initial conditions 

u(0, x) = u0(x),

m(0, x) = m0(x) = 0,

d(0, x) = d0(x) = 0,

(5.4)

with u0 a random function on Ω.

Equation for u. The first equation in (5.1) describes the evolution of the cells density.
The diffusion coefficient depends on the diffusion DL > 0 into the liquid and DG > 0 on the
gelatin. Interesting scenarios are when DL ̸= DG, otherwise we would have a standard diffusion
equation. We observe that when the gelatin is intact (d = 0, then q = 1), cells move randomly
on the gelatin, whereas when it is completely destroyed (d = 1, then q = 0), cells diffuse into
the liquid. We add also a logistic growth term (with α1, α3 > 0), since experiments are available
until 72 hours, then proliferation is present, Pearl and Reed [102].

Equation for m. The second equation is a reaction-diffusion like equation for the MMPs
with diffusion coefficient Dm > 0, production rate β > 0 and death rate α > 0. In particular,
production of MMPs is due to cells and to the fact that they sense the gelatin below them.
Moreover, we assume that MMPs diffuse locally and, consequently, we add the condition√

Dm

α
<< 1, (5.5)

where
√

Dm

α is proportional to
√
x2 and it corresponds to the diffusion length.

Equation for d. Finally, the equation for the damage derives from the damage mechanics,
Kachanov [69]. It can be written in terms of the gelatin q as

∂tq = −γmq,

which has an exponential decreasing solution. The damage is produced at rate γ by the MMPs
m.

5.4 Dimensionless model

Before analysing the model, we propose a nondimensional form. It has several advantages, as
the reduction of the number of parameters and the fact that their units are unimportant, see
Murray [94], Segel [119]. Upon changes of time and space variables

t̃ = αt, x̃ =

√
α

Dm
x, (5.6)
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and appropriate scaling for u,m, and d, namely

u(t, x) = ũ
(
αt,
√

α
Dm

x
)
,

m(t, x) = α
γ m̃

(
αt,
√

α
Dm

x
)
,

d(t, x) = Dm

DL−DG
d̃
(
αt,
√

α
Dm

x
)
,

(5.7)

we find a parametrised version, again with homogeneous Neumann boundary conditions. For
simplicity in notation, eliminating the tilde, we find

∂tu = div((θ + d)∇u) + k2u
(
1− u

α3

)
, in Ω,

∂tm = ∆m+ k1(1− pd)u−m, in Ω,

∂td = 1
pm(1− pd), in Ω,

(5.8)

where θ = DG

Dm
, p = Dm

DL−DG
, k1 = γβ

α2 , k2 = α1

α . Here, D(d) = θ + d. We assume all parameters
positive, except p that satisfies the restriction p ⩽ 1, since we require 1− pd ⩾ 0.

5.5 Numerical results for the nondimensional model

We investigate the numerical behaviour of our mathematical nondimensional model. Waiting for
additional biological data, we test our model with data from the literature.

We perform numerical simulations of System (5.8) in a spatial domain Ω = [0, 20] × [0, 20],
with discretisation step ∆x = 0.21. All simulations have been performed with the software
Matlab, using finite difference schemes (see Appendix 5.B for more details). We take as initial
data

u(t = 0, x) a random function mostly zero,

m(t = 0, x) = 0,

d(t = 0, x) = 0.

(5.9)

We show the evolution of cells u, enzymes m, and gelatin q = 1 − d at three different time
intervals (using a time step ∆t = 9 · 10−3, corresponding to 1 hour): 24h, 48h, 72h. Based on
parameters from Di Costanzo et al [38], and Braun [12], we choose

DL = 7 · 10−7 cm2 s−1, DG = 10−7 cm2 s−1, Dm = 5 · 10−7 cm2 s−1,

α1 = 3.75 · 10−5 s−1, α3 = 2.26 · 105 cell.
(5.10)

From Franssen et al [49], we have

α = 2.5 · 10−6 s−1, β = 4.875 · 10−6 M s−1. (5.11)

We remark that with this choice
√

Dm

α < 1, then MMPs diffuse locally. In accordance with
biologists, we choose as degradation rate γ = 10−6 Ms−1. We have tested also γ = 10−4 Ms−1

(taken from Franssen et al. [49]) and 10−5 Ms−1 but degradation turns out to be too fast in that
cases. Consequently, the nondimensional parameters are

θ = 0.2, p = 0.83, k2 = 15, α3 = 2.26 · 105, k1 = 0.78. (5.12)



5.5. Numerical results for the nondimensional model 123

In Figures 5.3 - 5.6, we illustrate from left to right: cells and their density, enzymes concen-
tration, and gelatin concentration. Cells (represented with magenta dots through a density to
particle transformation, see Appendix 5.A) are diffusing and proliferating on the gelatin. The
scale of values from black to red is relative to cells density, in the background of the picture.
Enzymes concentration is increasing in time, and locally around cells. We remark that the scale
of values of the concentration is changing with time. Concerning the gelatin, its concentration
q has values between 0 and 1: q = 0, corresponds to the black color and to the spots where
no gelatin is left, in the contrary q = 1 in green defines area with gelatin. We can observe a
correspondence between dots position and enzymes concentration, as well as gelatin degradation.

Figure 5.3: t=0h. Initial data for cells is random, whereas for MMP and gelatin is zero since
at the beginning there is no enzyme and the gelatin fully covers the plate.

Figure 5.4: t=24h. After one day, cells diffuse and proliferate. The production of the enzymes
is started, even if not enough to observe holes in the gelatin.

Figure 5.5: t=48h. After 2 days, cells and enzymes increase. At the same time, we can remark
that gelatin degradation has started.
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Figure 5.6: t=72h. Finally, we observe that the gelatin is well degraded in some spots corre-
sponding to the areas in which the enzymes are.

5.6 Sensitivity analysis and parameter estimation

In order to compare the experimental data (Figures 5.1 - 5.2) to the numerical solutions of the
Model (5.8), we need to determine the parameters correctly because they are not accessible by
direct measurements. This problem is called inverse problem. Since we still do not have enough
biological data, we want to test our scheme in order to be ready to receive them and we can
then use the so-called artificial data. The idea is that we create an artificial solution, through
our numerical model, using data from the literature. Then, we find the set of parameters that
solves the inverse problem and we can evaluate the error made in the choice of parameters, see
Subsection 5.6.2.

Another useful study that can be done in parallel is the sensitivity analysis, see Subsec-
tion 5.6.1. It provides us with an instrument to examine how the choice of the parameters affects
the dynamics of the model. This is also a key indicator in the case in which the error between one
of the estimated parameters and its corresponding real one, that have generated the numerical
solution, is too big. In fact, the sensitivity analysis could show us that some parameters do not
have important effects on solutions. Thus, a huge error on their estimation is not so important.

In the following, we integrate the theory with our model’s analysis. In Subsection 5.6.1
and 5.6.2, we consider Model (5.8) without cells proliferation, using parameters in (5.12). Indeed,
a different study can be done for cells proliferation, see Subsection 5.6.3. In here, we propose a
logistic fitting. We do not show the application to our model since it requires experimental data.

5.6.1 Sensitivity analysis

The lack of data availability from experiments imposes an uncertainty in the output of the model.
To obtain as reliable results as possible, we have to study the influence of the parameters on
the model dynamics through a local sensitivity analysis. Local methods are the simplest and
the most common. They are based on a one-factor-at-a-time (OAT) method. It consists in
perturbing one parameter at a time to see the effect on the output for each parameter of the
model. Sensitivity analysis (SA) is then performed monitoring changes in the output through,
for example, a derivative-based approach.

SA determines dependencies of input parameters Q = (Q1, ...,Qn) and output of the model
Y. We illustrate in the following the procedure. The measure of the influence of the parameter
Qi on the output Y(Q) is calculated by the partial derivative with respect to this parameter.
Since the model parameters differ by several orders of magnitude, we introduce a normalisation
with respect to the mean value. Using the finite difference approach, the sensitivity of the output
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respect to the parameter Qi is obtained as

S =
Y(Q1, ...,Qi ± δ, ...,Qn)− Y(Q1, ...,Qn)

Y(Q1, ...,Qn)

Qi

δ
, (5.13)

where δ is taken as the 5% of the parameter Qi, namely δ = 5% · Qi.

For our model. We report here the results obtained in our Model (5.8) without cells prolif-
eration, using data in Section 5.5. We have evaluated sensitivity of parameters Q = [θ, p, k1],
taking as output Y the maximum value at the final time for cells density and the total mass of
enzymes and gelatin at the final time. It is not interesting to consider the total mass also for
cells since, ignoring proliferation, this is a conserved quantity. In Table 5.1 below, we show for
each changed parameter Qi± δ, the sensitivity SY related to the output Y. Sensitivity should be
less than one or around it but not much bigger, namely SY ≲ 1, in order to have low sensitivity
of the model respect to parameters. Here it is the case.

Qi ± δ
SY Smaxu Smassm Smassd

θ + δ 0.6262 6.57 · 10−4 7.05 · 10−5

θ − δ 0.6705 7.03 · 10−4 7.48 · 10−4

p+ δ 0.0141 2.44 · 10−4 0.9524

p− δ 0.0155 2.70 · 10−6 1.0526

k1 + δ 0.0146 0.9980 0.9982

k1 − δ 0.01469 0.9982 0.9972

Table 5.1: We collect sensitivity values SY par each parameter Qi ± δ. Smaxu is the sensitivity
with output the maximum of cell density at the final time (72h), Smassm is the sensitivity with
output the amount of enzymes again at 72h and the same for Smassd respect to gelatin degrada-
tion. Since the sensitivity is at maximum around 1, we deduce that solutions have not a great
influence on big changes in parameters. Of course, the bigger is the sensitivity, the bigger is the
influence on solutions. For example, looking at the first column, we observe that cells behaviour
is mainly influenced by their diffusion coefficient θ rather than on p and k1 which affect more
gelatin degradation.

From Table 5.1, we remark that the diffusion parameter does not play a remarkable role in
the behaviour of enzymes m and degradation d, whereas it is the most ’critical’ parameter for
cells evolution. In this case, in fact, p and k1 are of order 10−2. More critical is the influence of
p on degradation and k1 on both degradation and enzymes concentration, but still sensitivity is
good enough. From SA, we infer that changings in our parameters do not greatly affect solutions
behaviour. Not knowing real solutions of the model, this is a good estimate to know about.

From biological experiments, the main knowledge is on cancer cells density. We can calculate
at each time interval cells position and number. More difficult is the evaluation of the amount of
gelatin, as noticed with biologists. One of the reasons is that cells have their own fluorescence,
but still there is no matches between numbers and observations. Up to our knowledge, it is
very difficult to have data on enzymes. In conclusion, the output of interest regards cells (the
first column in Table 5.1). As underlined before, sensitivity is low especially for p and k1,
thus we expect that the solution u will be mainly affected by changes in θ. In the following
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Subsection 5.6.2, we are going to examine errors among solutions, obtained with a parameter
estimation method.

5.6.2 Inverse problem: parameter estimation with artificial data
With the knowledge that changing our parameters we do not modify too much solutions (Sub-
section 5.6.1), we can now estimate, through an inverse problem, the good parameters useful, in
a second step, to recover the experimental results.

We can distinguish a forward problem from an inverse problem. The first one consists in fact
in calculating a solution of the model, given its parameters (as done in Section 5.5). Instead,
the latter verifies that we are using the appropriate parameters such that the model successfully
describes the dynamics observed in the experiments. So, if the forward problem aims at finding
the solution, knowing the parameters, the inverse problem wants to find the right parameters,
given the solution (that will be the experimental solution in our case). In this case, the inverse
problem is called parameter estimation problem.

A convenient reformulation of the inverse problem is to write it as a minimization problem.

Definition 5.6.1. Let F (Q) = Y be the forward problem with Q = (Q1, ...,Qn) the parameters
and Y the numerical solution found with the finite difference scheme. The inverse problem is
defined as a minimisation problem of the form

Qopt := argmin
Q∈Rn

∥F (Q)− Yexp∥2L2 , (5.14)

where Qopt are the estimated parameters and Yexp are the experimental data.

Unfortunately, inverse problems are usually ill-posed. Then, initial small perturbations can
lead to large ones in the results. In other words, small errors between the solution of the
forward problem and the experimental data can lead to arbitrary large errors between the given
parameters and the estimated ones. Hence the necessity of a regularisation method to compute
a stable approximation of the minimiser, Braun [12].

Definition 5.6.2 (Tikhonov regularisation). We define the Tikhonov regularisation as

R(Q) = λ∥T (Q−Q0)∥2L2 ,

where λ > 0 is the regularisation parameter, T is a Tikhonov matrix and a priori estimate
Q0 ∈ Rn representing an a priori knowledge about the parameters. This term extends the inverse
problem as

Qopt := argmin
Q∈Rn

( ∥F (Q)− Yexp∥2L2 + λ∥T (Q−Q0)∥2L2 ).

The choice of Tikhonov matrix normally depends on the experiments. In our case, we will
choose the identity T = I in order to better analyse parameters with smaller norms. A more
precise analysis can be read in Braun [12, Section 6.2.1, Example 2]. Moreover, we remember
that consistent data from experiments come only from cells observation, thus we will take Y = u
and Yexp = uexp. Ignoring Q0, we infer that

Qopt := argmin
θ,k1∈R,p⩽1

( ∥F (Q)− uexp∥2L2 + λ∥Q∥2L2 ), where Q = [θ, p, k1]. (5.15)

In this way, if an unknown noise is included in the data, there might be different solutions that
minimise ∥F (Q) − uexp∥22, but among these solutions only the one which minimises ∥Q∥22 is
selected.
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Further problems are the nonlinearity of the optimisation method, which can result in the
presence of numerous local minima, and the large computational cost. To overcome these diffi-
culties and to find a stable solution, we can apply a multigrid method, Braun [12], Liu [85]. The
idea is that coarser grids are more efficient and reduce the number of local minima, allowing to
find the best parameter estimation. This is not our case due to the fact that we are consider-
ing simple equations without nonlinear diffusion or convection terms, which normally make the
analysis more complex.

Parameter estimation with artificial data for our model. Now, we explain the procedure
used to estimate parameters for our Model (5.8) without cells proliferation. We take numerical
solutions as in Section 5.5. Then, choosing parameters Qlit as

θ = 0.2, p = 0.83, k1 = 0.78,

we derive numerical solutions u,m and q = 1 − d. We choose the artificial experimental data
uexp, which in our examples will be either u or a perturbation of it. Now, we want to move
away from the parameters Qlit describing our artificial data. Indeed, starting from perturbed
parameters we would like to recover the best ones such that the functional in (5.15) is minimised,
or equivalently such that the error among their corresponding solution and the experimental one
is small. Thus, we perturb parameters with a n% = 10%, 20% or 40% Gaussian noise, namely
Qpert is composed by

θpert = θ + ωθ · n% · θ, ppert = p+ ωp · n% · p, k1pert = k1 + ωk1
· n% · k1, (5.16)

with ωθ and ωk1
random numbers in [−1, 1], whereas ωp is again a random number in [−1, 1] in

the case n = 10%, 20% and [−1, 0] if n = 40%. Indeed, we recall that p ⩽ 1, so that 1− pd ⩾ 0.
Then, we look for the best parameters that solve the inverse Problem (5.15) in an interval

given by [Qlit−50%Qlit,Qlit+50%Qlit] and starting with the perturbed parameters in (5.16). So,
we evaluate the parameters that minimise the error E(Q) between our artificial data and the new
solution û obtained with one of the parameters Q in the research interval [Qlit − 50%Qlit,Qlit +
50%Qlit] plus the Tikhonov regularisation with λ = 10−6, namely

E(Q) = ∥û(t)− uexp(t)∥22 + λ∥Q∥22, for t = 48 hours. (5.17)

We have chosen an intermediate time t = 48h, since diffusion problems have a dissipative be-
haviour and we can loose information at the final time. Instead, we have not to consider t = 0,
since initial data do not depend on parameters and the error appears fixed. Finally, we calculate
the relative error between the estimated parameters Qopt and the original ones, i.e.

Eθ =
∥θ − θopt∥2

∥θ∥2
, Ep =

∥p− popt∥2
∥p∥2

, Ek1
=

∥k1 − k1opt∥2
∥k1∥2

. (5.18)

We also estimate the relative error between the experimental artificial data uexp and the solution
with the estimated parameters, that is defined as

EQopt
(t) =

∥uexp(t)− uQopt(t)∥2
∥uexp(t)∥2

, for t = 0, 24, 48, 72 hours. (5.19)
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Artificial data: exact numerical solution

At first, we choose as artificial data the exact numerical solution u. The results are in
Example 5.6.1 and Remark 5.6.1.

Example 5.6.1. We consider a 10% perturbation on parameters Qlit = [θ, p, k1] = [0.2, 0.83, 0.78],
randomly extracting ωθ = −0.48, ωp = −0.49 and ωk1

= 0.51. We deduce

Qpert = [0.19, 0.871, 0.82].

Solving the inverse problem in (5.15), we infer that

Qopt = [0.199, 0.415, 0.39].

The errors on parameters, see Equations (5.18), are

Eθ = 10−4%, Ep = 50%, Ek1
= 50%.

Unfortunately, errors on p and k1 are high. However, as expected from the sensitivity analysis in
Subsection 5.6.1, this do not impact solutions. In Figure 5.7, we show the error EQopt

between
the data u and the solution with estimated parameters. The same is provided also for q, since
they are both quantities experimentally of interest.

Figure 5.7: We show the variation in time of error EQopt
in (5.19), both for cells u and gelatin q

(dash line) which are the quantities experimentally of interest. The daily time step is highlighted.
Considering estimated parameters the error on them is below 8 · 10−4%.

Remark 5.6.1. The same results are obtained considering 20% perturbation on parameters with
ωθ = 0.66, ωp = −0.62 and ωk1

= 0.15 and 40% perturbation with ωθ = −0.19, ωp = −0.76
and ωk1 = 0.68.

A property of our model is stability and this is reflected on a good approximation of solutions
(around 10−3%), or equivalently on a low value for the functional (around 3·10−7). Unfortunately,
errors on parameters are high for p and k1, but without any effect on solutions, see the sensitivity
analysis in Subsection 5.6.1.
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We conclude the example with a final observation. The relative error between solutions is of
the same order of λ = 10−6, and also lower. This implies that the minimisation do not consider
any more the norm of solutions, but only the norm of parameters Q, see Equation (5.17). This
is why we end up with a big error on parameters: the algorithm is trying to find very small
parameters. Then, considering a lower λ = 10−12, we could force the minimiser to decrease only
solutions norms. The results are just below. We take the same data as before and, solving the
inverse problem, we obtain

Qopt = [0.2, 0.809, 0.761].

The errors on parameters are significantly smaller, i.e.

Eθ = 10−6%, Ep = 2.4%, Ek1
= 2.4%.

Again, we have a good estimate of solutions as before, see Figure 5.8.

Figure 5.8: We show the variation in time of error EQopt
in (5.19), both for cells u and gelatin q

(dash line) which are the quantities experimentally of interest. The daily time step is highlighted.
Considering estimated parameters the error on them is below 3 · 10−5%.

At the same time, (non artificial) experimental data have always some unknown noise due
for instance to instrumentation. This is why in the following we consider a more realistic setting
in which the artificial data are a perturbation of the numerical solutions.

Artificial data: perturbed numerical solution

We perturb with 5% Gaussian noise the exact numerical solutions, i.e.

upert = u+ ωu · 5% · u, mpert = m+ ωm · 5% ·m, qpert = q + ωq · 5% · q,

where ωu and ωm are random matrices with entries in [−1, 1], whereas ωq has entries in [−1, 0],
so that dpert keeps being in [0, 1]. The perturbed solutions should simulate experimental data,
introducing the idea that they are characterised by some unknown noise. Moreover, in the case of
u and m, this Gaussian noise is with 0 mean, thus perturbed solutions are the original numerical
solutions on average. The results are in Example 5.6.2, 5.6.3, 5.6.4.
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Example 5.6.2. We consider a 10% perturbation on parameters Qlit = [θ, p, k1] = [0.2, 0.83, 0.78].
Randomly extracting ωθ = −0.11, ωp = −0.15 and ωk1 = −0.83, we deduce

Qpert = [0.198, 0.817, 0.715].

Solving the inverse problem in (5.15), we get

Qopt = [0.199, 0.415, 0.539].

This infers an error on parameters, see Equations (5.18), such that

Eθ = 0.07%, Ep = 50%, Ek1
= 31%.

As before, errors on p and k1 are high. In Figure 5.9, we show the errors EQopt , which are for
both u and q below the initial error of 5% (the error between the artificial data and the solution
with the original parameters).

Figure 5.9: We show the variation in time of errors EQopt
in (5.19) both for cells u and gelatin

q (dash line) which are the quantities experimentally of interest. EQopt
is below 3%.

Remark 5.6.2. We do not get very satisfactory results in terms of parameter estimation. How-
ever, the real aim of parameter estimation is that solutions with Qopt do not greatly differ from the
experimental data (the perturbed solutions in this artificial case), as studied in Subsection 5.6.1.
In contrast, we remark that having more information also on gelatin and enzymes concentration
could bring us also a good estimation on the other parameters. In particular, the parameter p
is present both in the equation for enzymes concentration m and gelatin degradation d, then we
should need both of them to obtain a good estimate on p. The parameter k1 is only in the equation
for the enzymes and, indeed, we can approximate it having experimental data on enzymes.

Example 5.6.3. A different situation promises to be the case with 20% perturbation on pa-
rameters Qlit = [θ, p, k1] = [0.2, 0.83, 0.78]. Randomly extracting ωθ = 0.28, ωp = −0.13 and
ωk1

= −0.81, we deduce
Qpert = [0.211, 0.809, 0.653].
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Solving the inverse problem in (5.15), we get

Qopt = [0.199, 0.415, 0.809].

This infers an error on parameters, see Equations (5.17), such that

Eθ = 0.2%, Ep = 50%, Ek1
= 3.7%.

So, here we notice a better convergence rate for k1 respect to Example 5.6.2, probably due to a
better formulation of the minimisation problem which well represent the final minima. Again, we
have good final errors on solutions. In Figure 5.10, we show the errors EQopt

, which are below
the initial 5% noise.

Figure 5.10: We show the variation in time of errors EQopt
in (5.19) both for cells u and gelatin

q (dash line) which are the quantities experimentally of interest. Again, they are below 3%.

Remark 5.6.3. Of course the randomness on perturbations influence the final error. As confir-
mation, we report that repeating the same experiment, but again randomly choosing perturbations,
we can end up on a worst estimate on k1 as the one in Example 5.6.2.

Example 5.6.4. We consider a 40% perturbation on parameters Qlit = [θ, p, k1] = [0.2, 0.83, 0.78].
Randomly extracting ωθ = 0.27, ωp = −0.56 and ωk1

= −0.81, we get similar values as in Ex-
ample 5.6.3. We deduce

Qpert = [0.222, 0.643, 0.526].

Solving the inverse problem in (5.15), we get

Qopt = [0.199, 0.415, 0.801].

The results are then the same as in Example 5.6.3. Indeed, we have

Eθ = 0.2%, Ep = 50%, Ek1 = 3.7%.

In Figure 5.11, we show the errors EQopt
.



132 CHAPTER 5. Membrane degradation: modeling and simulations

Figure 5.11: We show the variation in time of errors EQopt in (5.19) both for cells u and gelatin
q (dash line) which are the quantities experimentally of interest. We have the same results as in
the previous Examples 5.6.2, 5.6.3.

So if we look for the optimal parameters describing the artificial experimental data (chosen
as the perturbed numerical solution upert), we deduce:

• a good approximation of θ with an error around 10−1%;

• a maximal error on p (since we are looking for parameters in an interval of ±50% of their
values);

• a varying error on k1, which is around 4% or 30% in the examples presented.

Despite the perturbation on parameters, we end up with the same value of the functional E(Q)
in (5.17), which is around 6 · 10−3, thus we have the same error EQopt ∼ 3%. A good error is
also appreciated on the gelatin q, which is always around 3%.

Finally, we conclude that we can recover experimental data on cells and, possibly, even gelatin
satisfactorily. In order to obtain the optimal parameters accurately, we should need either more
experimental data or to change the definition of the functional E(Q) in (5.17) or eventually a
model reduction. Indeed, concerning E(Q), we could modify the value of λ, maybe a lower one,
at least for Example 5.6.1, where the error between solutions is of the same order of λ. Regarding
a model reduction, even if relatively simple, System (5.8) could still be too complex to describe
experiments. A detailed analysis of it could highlight particular behaviours that we currently
ignore. We could also add Q0 = Qlit. This last addition would be less realistic but, at least,
we force the minimisation to consider parameters not too far away from the original ones. In
fact, the inverse Problem (5.15) looks for minimisation of solutions with a preference to small
parameters. An example is shown just below.

Example 5.6.5. Let λ = 10−3,Q0 = Qlit. We consider a 10% perturbation on parameters
Qlit = [θ, p, k1] = [0.2, 0.83, 0.78], randomly extracting ωθ = 0.27, ωp = −0.12 and ωk1 = −0.81.
Solving the inverse problem in (5.15), we get

Qopt = [0.2, 0.806, 0.803].
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This infers an error on parameters, see Equations (5.18), such that

Eθ = 0.3%, Ep = 2.8%, Ek1
= 3%.

In Figure 5.12, we show the errors EQopt
, which are for both u and q below the initial error of

5% (the error between the artificial data and the solution with the original parameters).

Figure 5.12: We show the variation in time of errors EQopt
in (5.19) both for cells u and gelatin

q (dash line) which are the quantities experimentally of interest. EQopt is below 3%.

5.6.3 Cell proliferation: a logistic fitting
As biological experiments are over 72 hours, cells have also the time to replicate. This is why
we had to add a proliferation term in our model, which is preferentially logistic. Knowing
cells duplication time, we can also estimate the growth parameters. This information can be
extrapolated from the same experiments described in Section 5.2. Hence, we still do not have
experimental data. However, we illustrate here the procedure that we will follow.

The population size or total number of cells U =
∫
Ω
u grows in the domain Ω following a

logistic equation
dU

dt
= αU(U − U),

with U,α unknown parameters, Pearl and Reed [102]. Here, α is related to the duplication time
of the population. This equation can be rewritten as

dU

dt
= rU

(
1− U

k

)
,

where r := αU is the growth rate and k := U is called carrying capacity and it stands for the
level of saturation, i.e. the maximum population size of a biological specie that can be sustained
by a specific environment. So, at the beginning, the population size grows exponentially, then
slows down converging to the carrying capacity. The logistic solution is then

U(t) =
k

1− k−U0

U0
e−rt

,
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where U0 = U(t = 0). For the estimation of parameters of a logistic curve, we can use the
method of three selected points given by Pearl and Reed [102]. Given three equally spaced times
t1, t2, t3 at which we evaluate U1, U2, U3, then

k =
U2
2 (U1 + U3)− 2U1U2U3

U2
2 − U1U3

, r =
1

t2 − t1
ln

(
(k − U1)U2

(k − U2)U1

)
.

In our case, we could take t1 = 24h, t2 = 48h, t3 = 72h and U1, U2, U3 will be the experimental
values of the mass of cells at these times.

5.7 Conclusions and future works

We set up the mathematical model and tools to deal with biological experiments on membrane
degradation. This biological process is fundamental in invasion of cells and, then, in tumor
metastasis as well as in its inflammation and development. Therefore, a closer knowledge of
degradation of ECM layers is the key point to a better understanding of invasion, from both a
biological and mathematical point of view. Indeed, we can recover both the behaviour of cells
and pictures of the degradation of a layer, which are not provided by invasion experiments.

The chapter is an ongoing work, since we will apply the mathematical results presented to
biological experiments, as soon as available. The complete work represents also a starting point
to study invasion experiments through the XCELLigence technology, that we leave right now
as an open problem. The difference with degradation will be the introduction of membrane
Kedem-Katchalsky conditions. Actually as soon as cells have degraded the ECM layer, they pass
through it. Moreover, the XCELLigence allows us to consider different gelatin thicknesses and
we will be able to evaluate the consequent different times of degradation. Indeed, unfortunately
QCM™ Gelatin Invadopodia Assay has not this possibility.

In the short term, obtained the experimental data for degradation, we will have pictures
of both cells and gelatin at the interesting times of 0, 24, 48, 72 hours. For cells, biologists are
able to obtain DAPI images, representing colored cells nuclei, which will enable us to know
the number of cells at each interesting time. This is fundamental to the logistic fitting in cells
proliferation, see Subsection 5.6.3. Moreover, we will have to recover the dimension of the domain
Ω, corresponding to the well coated of gelatin. Then, we could perform the parameter estimation,
see Subsection 5.6.2. In this case, the experimental data will be the biological ones and we will
need to perturb them by the transformation process of particles into densities. In fact, since
biologists have pictures of cells as a microscopic quantity, we will need to transform particles
into densities in order to obtain a macroscopic representation of cells. This procedure consists of
centering a Gaussian kernel on each cells, see Braun [12]. Finally, we will substitute the numerical
results in Section 5.5, with the one in which cells initial data u0 is the experimental one, treated
with the particles to density transformation.

5.A Density to particle transformation

In the previous numerical results in Figures 5.3 - 5.6, we present cells as particles even if dealing
with a macroscopic model. In fact, this kind of pictures is comparable to experimental data,
available as microscopic observations representing cells (as seen in Figures 5.1 and 5.2). At the
same time, they are more understandable, even outside the mathematical community. This is
the reason why we introduce here the useful technique of transforming macroscopic data into
microscopic ones, called acceptance-rejection method or simply rejection method, Braun [12],
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Hörmann et al. [67]. The inverse is also possible, but it is not of interest at this stage.
We remember that partial differential equations can be derived from probabilistic microscopic

models, where each particle moves following a random walk. In the limit of the number of
particles, we can obtain a partial differential equation of the probability that a particle is located
at a certain point in space. This probability density is associated to a continuous random variable.
The acceptance-rejection method is based upon the property that if a random point (X,Y ) ∈ R2

is uniformly distributed in the area between the graph of the density function f and the x-axis,
then X is distributed according to f (see Figure 5.13). The formal result is the following.

Theorem 5.A.1. Let f(x) be a density function and α a positive constant. If X and Y are
uniformly distributed on

Gα,f := {(x, y) : 0 < y ⩽ αf(x)},

then X is a random variable with density f(x).

This method can be easily generalised to higher dimensions.

Algorithm in 1D

X = [ ]; counter= 0; α = maxx∈[a,b] f(x);

while counter< M do

generate x ∼ U(a, b)

generate y ∼ U(0, α)

if y ⩽ f(x)

X = [X;x];

counter= counter+1;

end

end

Algorithm in 2D

X = [ ]; counter= 0; α = maxx,y f(x, y), ∀x ∈ [a, b], y ∈ [c, d];

while counter< M do

generate x ∼ U(a, b)

generate y ∼ U(c, d)

generate z ∼ U(0, α)

if z ⩽ f(x, y)

X = [X; (x, y)];

counter= counter+1;

end

end
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With regards to partial differential equations, where the analytical solution is often unknown,
we can use the discrete form of the acceptance-rejection method applied to the numerical solution,
calculated via a finite difference scheme. Thus, the choice of the random variables X and Y has to
be done on the grid points on which is constructed the numerical scheme. The previous theorem
becomes in two-dimension

Theorem 5.A.2. Let Ω = [a, b] × [c, d] be the spatial domain and uni,j the discrete values of
the density function obtained through a finite difference scheme on the discretised domain with
xi = a + i∆x, yj = b + j∆y, for i = 1, ..., Nx + 1 and j = 1, ..., Ny + 1. If X,Y are distributed
according to a discrete uniform distribution, i.e. X ∼ U(0, Nx + 1), Y ∼ U(0, Ny + 1) and Z is
uniformly distributed Z ∼ U(0, 1) on

Gα,un := {(i, j, z) : 0 < z ⩽ αuni,j},

then (X,Y ) is a random variable with density un.

Discrete algorithm in 2D

X = [ ]; counter= 0; α = maxi,j u
n
i,j ;

while counter< M do

generate i ∼ U(1, ..., Nx + 1)

generate j ∼ U(1, ..., Ny + 1)

generate z ∼ U(0, α)

if z ⩽ uni,j

X = [X; (xi, yj)];

counter= counter+1;

end

end

Figure 5.13: On the left, we represent the one-dimensional acceptance-rejection method applied
to f(x) = 5e−30(x−0.5)2 + e−4(x−2)2 with x ∈ (0, 3) and the counter limit M = 100. On the
right, a two-dimensional example with f(x, y) = 5e−30(x−0.5)2−4(y−0.8)2 + 7e−40(x−1)2−4(y−1.3)2

with x, y ∈ (0, 2) and the counter limit M = 250.
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A discrete example can be seen in Figures 5.3 - 5.6 in Section 5.5, where we have considered
M = 1000. In this case, the idea of the acceptance-rejection method is to collect random points
(xi, yj) corresponding to cells coordinates positions. The higher is the density value, the higher
will be the concentration of magenta dots that we can interpreter as tumor cell.

5.B Discretisation

We illustrate the two-dimension numerical method, Morton and Mayers [92], Quarteroni et
al. [111]. We present the discretisation of the two-dimensional System (5.8) on the domain
Ω = [a, b]× [c, d]. The main ideas are the same as in Section 4.B.

Concerning space discretisation, we consider a mesh over Ω such that ∆x = b−a
Nx+1 = ∆y.

Thus, we divide [a, b] into Nx ∈ N intervals such that a (respectively, b) corresponds to j = 1
(j = Nx + 1), and [c, d] into Ny ∈ N intervals such that c (respectively, d) corresponds to i = 1
(i = Ny + 1). The mesh is formed by the intervals

Jj =
(
xj− 1

2
, xj+ 1

2

)
, j = 1, ..., Nx + 1, Ii =

(
yi− 1

2
, yi+ 1

2

)
, i = 1, ..., Ny + 1.

The intervals are centred in xj = j∆x, j = 1, ..., Nx+1 and yi = i∆y, i = 1, ..., Ny+1. Moreover,
we add ghost points to build the extremal intervals centred at the boundaries for x = a, b and
y = c, d. At a given time, the spatial discretisation of u(t, x, y) (the same for functions m and
d), interpreted in the finite volume sense, is of the form

ui,j(t) ≈
1

∆x

1

∆y

∫
Jj

∫
Ii

u(t, x, y) dx dy, for j = 1, ..., Nx + 1, i = 1, ..., Ny + 1.

For the time discretisation, we consider a time step ∆t, and set tn = n∆t, with n ∈ N.
The discrete approximation of u(t, x, y) (or of functions m or d), for n ∈ N, j = 1, ..., Nx + 1,
i = 1, ..., Ny + 1 is now

uni,j ≈
1

∆x

1

∆y

∫
Jj

∫
Ii

u(tn, x, y) dx dy.

Equation for d. We solve ∂td = 1
pm
(
1− 1

pd
)
. We discretise the solution d = 1

p

(
1− e

∫ t
0
mds
)
,

∀x, y ∈ Ω, using the trapezoidal rule for the integral∫ t

0

mds ≈ ∆t

2

[
mn

i,j + 2

n−1∑
k=1

mk
i,j

]
,

for j = 1, ..., Nx+1, i = 1, ..., Ny +1. We remember that initially d0i,j = 0, ∀i = 1, ..., Ny +1, j =
1, ..., Nx + 1, since the gelatin is not damaged.

Discretisation for D(d). We analyse separately the diffusion coefficient for cell density
u. We recall the expression in (5.2), namely D(d) = θ + d in the parametrised version. Its
discretisation is easy, but we have to deal with ghost points that appear in the discretisation for
u. We derived boundary conditions which preserve the mass in our system. Namely, we obtain

D(d)ni,0 = D(d)ni,2, D(d)ni,Nx+2 = D(d)ni,Nx
,

D(d)n0,j = D(d)n2,j , D(d)nNy+2,j = D(d)nNy,j
.

(5.20)
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Equation for u. To achieve the time discretisation, we adopt an Euler method, and we write
du
dt (t) as un+1−un

∆t . To obtain space discretisation, we recall the following explicit one-dimensional
method

∂x(a(x)∂xu) ≈
(aj+1 + aj)(uj+1 − uj)− (aj−1 + aj)(uj − uj−1)

2∆x2
.

In the vector analysis, we can use this one-dimensional approximation on each axis derivative.
Then, full discretisation of System (5.8) reads for n ∈ N, j = 1, ..., Nx + 1, i = 1, ..., Ny + 1 as

un+1
i,j − uni,j = µ[(Dn

i−1,j +Dn
i,j)u

n
i−1,j + (Dn

i+1,j +Dn
i,j)u

n
i+1,j+

−(Dn
i−1,j +Dn

i+1,j + 4Dn
i,j +Dn

i,j−1 +Dn
i,j+1)u

n
i,j + (Dn

i,j−1 +Dn
i,j)u

n
i,j−1+

+(Dn
i,j+1 +Dn

i,j)u
n
i,j+1] + k2u

n
i,j

(
1− un

i,j

α3

)
,

(5.21)

with µu = ∆t
2∆x2 . Finally, we deduce the system

un+1
i,j = [1− µ(Dn

i−1,j +Dn
i+1,j + 4Dn

i,j +Dn
i,j−1 +Dn

i,j+1)]u
n
i,j+

+µ(Dn
i−1,j +Dn

i,j)u
n
i−1,j + µ(Dn

i+1,j +Dn
i,j)u

n
i+1,j + µ(Dn

i,j−1 +Dn
i,j)u

n
i,j−1+

+µ(Dn
i,j+1 +Dn

i,j)u
n
i,j+1 + k2u

n
i,j

(
1− un

i,j

α3

)
,

(5.22)

with second order discretisation of the Neumann boundary conditions in x = a, b, and y = c, d
as

uni,0 = uni,2, uni,Nx+2 = uni,Nx
, un0,j = un2,j , unNy+2,j = unNy,j . (5.23)

Previous conditions give the relations of the extremal ghost points. Substituting ghost points
Relations (5.20), (5.23) into Equation (5.22), we obtain the discretised equation for u of Sys-
tem (5.8) defined on the spatial grid.

Equation for m. Instead of the equation for m, in order to avoid stiffness problems due
to the presence of the term −m, we discretise the equation for w = etm which is of the form
∂tw = ∆w+k1u(1−pd)et. At the end, the discretised density for the enzymes m can be derived
from the numerical solution w, as mn

i,j = e−tnwn
i,j . We infer that

wn+1
i,j = (1− 4µm)wn

i,j + µm(wn
i−1,j + wn

i+1,j + wn
i,j−1 + wn

i,j+1) + k1u
n
i,j(1− pdni,j)e

n∆t, (5.24)

with µm = ∆t
∆x2 . Boundary conditions are the same as in (5.23).

Calling the vector solutions at time tn as

Un =
(
uni,1, . . . , u

n
i,Nx+1

)T
, Wn =

(
wn

i,1, . . . , w
n
i,Nx+1

)T
,

and the reaction vectors as

Rn = k2U
n

(
1− Un

α3

)
, Sn = eαn∆tβUn,

we can write the discretised systems in a matrix form as Un+1 = AUn + ∆tRn coupled with
Wn+1 = BWn + ∆tSn. Coefficients of the matrices A and B can be found substituting ghost
points in the discretised equations. In particular, B is the standard matrix related to the heat
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equation.
It is important to guarantee the positiveness of the coefficients in the previous Equations (5.22),

(5.24), in order to preserve positiveness and stability. This brings conditions on the time interval
∆t which has to be such that

∆t < min(dt1, dt2), where dt1 =
∆x2

4(θ + 1)
, dt2 =

∆x2

4
, (5.25)

since dt1 = min
(

2∆x2

8θ+(dn
i−1,j+dn

i+1,j+4dn
i,j+dn

i,j−1+dn
i,j+1)

)
=
(

2∆x2

8θ+max(dn
i−1,j+dn

i+1,j+4dn
i,j+dn

i,j−1+dn
i,j+1)

)
,

and the maximum value for d is 1.
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Reaction-diffusion equations with membrane conditions describing tumor in-
vasion

Abstract

Reaction-diffusion membrane problems find several applications in physics, biology and medical sciences,
both in the case of linear and nonlinear diffusion. We mainly focus on the biological setting of two
domains separated by a permeable membrane. At first, extending the work by Sanchez-Palencia to the
porous medium case, we rigorously derive the effective interface conditions, called Kedem-Katchalsky
conditions, as the limit of transmission conditions when the thickness of the membrane converges to
zero. This is biologically relevant and convenient for numerical simulations. Then, the following works
regard this limit problem on a zero-thickness membrane, but in the linear case. Extending the theory
developed by Pierre and his collaborators, we establish the existence of global weak solutions when
initial data have an L1 regularity and nonlinearities have a sub-quadratic growth. In another work,
we look at the situation in which two populations react and diffuse in a single domain creating spatial
patterns. We adapt this Turing theory to the case of a permeable membrane. The result is quite similar
to the standard case, but pattern formation is influenced both by diffusion and permeability coefficients.
Finally, we present a more applied study in collaboration with biologists from the Laboratoire de Biologie
et Thérapeutique des Cancers of INSERM at Saint-Antoine Hospital in Paris. In fact, Kedem-Katchalsky
conditions can well characterise the flow of tumor cells through the basal membrane, in the so-called
invasion process. This is a key step in the metastatic cascade and it is allowed by several stages, among
which we distinguish membrane degradation. With the aim of deepening the invasion phenomenon,
we propose a mathematical model concerning degradation of a biological layer. We present numerical
simulations and an a priori analysis on the sensitivity of our system and on the parameter estimation.
This is a preparatory work waiting for experimental results.

Keywords: Kedem-Katchalsky conditions, Reaction-diffusion equation, Numerical analysis, Tumor in-
vasion

Résumé

Les problèmes de membrane dans les systèmes de réaction-diffusion trouvent de nombreuses applications
en physique, en biologie et en médecine, aussi bien dans le cas linéaire que non linéaire. Nous nous
intéressons à ces systèmes pour le cas de membranes biologiques. L’exemple représentatif étant donné
par deux domaines séparés par une membrane perméable. Dans un premier temps, nous commençons par
adapter le travail de Sanchez-Palencia à l’égard de systèmes de type fluide dans un milieu poreux afin de
déterminer les conditions de membrane effectives, usuellement appelées conditions de Kedem-Katchalsky,
en faisant tendre l’épaisseur de la membrane vers 0. Le modèle limite est à la fois biologiquement
pertinent et très bien adapté pour des simulations numériques. Les travaux suivants s’intéressent au cas
de diffusion linéaire avec des conditions de membrane effectives. En étendant la théorie développée par
Pierre et ses collaborateurs, nous établissons l’existence de solutions faibles globales lorsque les données
initiales ont une régularité L1 et que les non-linéarités ont une croissance sous-quadratique. Dans un
autre travail, nous regardons la situation dans laquelle deux populations réagissent et diffusent dans un
même domaine en créant des structures spatiales. Nous étendons cette théorie de Turing au cas d’une
membrane perméable. Le résultat obtenu est assez similaire au cas sans membrane mais ici vont jouer un
rôle aussi bien les coefficients de diffusion que ceux de perméabilité à l’interface. Enfin, nous présentons
une étude plus appliquée en collaboration avec le Laboratoire de Biologie et Thérapeutique des Cancers de
l’INSERM à l’Hôpital Saint Antoine à Paris. En effet, les conditions de Kedem-Katchalsky permettent
de bien caractériser le flux de cellules tumorales à travers la membrane basale, dans le processus dit
d’invasion. C’est une étape clé dans la cascade métastatique qui est composée de plusieurs phases, parmi
lesquelles on distingue la dégradation de la membrane. Dans le but d’approfondir notre compréhension
du phénomène d’invasion, nous proposons un modèle mathématique représentant la dégradation d’une
couche biologique. Nous présentons des simulations numériques et une analyse a priori sur la sensibilité
de notre système et sur l’estimation des paramètres. Il s’agit d’un travail préparatoire en attente des
résultats expérimentaux.

Mots clés : Conditions de Kedem-Katchalsky, Équation de réaction-diffusion, Analyse numérique, In-
vasion tumorale

Laboratoire Jacques-Louis Lions – Sorbonne Université – Campus Pierre et Marie Curie –
4 place Jussieu – 75005 Paris – France
Istituto per le Applicazioni del Calcolo ’Mauro Picone’ – CNR – Via dei Taurini 19 –
00185 Roma – Italy



Riassunto

I problemi di reazione-diffusione con membrana trovano numerose applicazioni in fisica, biologia e medic-
ina, sia nel caso di diffusione lineare che non lineare. Ci interessiamo a questi sistemi nel caso di membrane
biologiche. L’esempio rappresentativo é quello di due domini separati da una membrana permeabile. In
un primo tempo, estendendo il lavoro di Sanchez-Palencia per le equazioni dei mezzi porosi, ricaviamo
in modo rigoroso le condizioni di interfaccia, chiamate condizioni di Kedem-Katchalsky, come limite di
condizioni di trasmissione quando lo spessore della membrana converge a zero. Ciò è rilevante dal punto
di vista biologico e conveniente per le simulazioni numeriche. I lavori che seguono riguardano questo
problema limite su una membrana di spessore zero, ma guardando al caso di diffusione lineare. In un
secondo studio, estendendo la teoria sviluppata da Pierre e dai suoi collaboratori, stabiliamo l’esistenza
di soluzioni deboli globali quando i dati iniziali hanno una regolarità L1 e le nonlinearità hanno una
crescita al più quadratica. In un altro lavoro, guardiamo alla situazione in cui due popolazioni reagis-
cono e si diffondono in un unico dominio creando strutture spaziali. Adattiamo questa teoria di Turing
in presenza di una membrana permeabile. Il risultato è abbastanza simile alla classica teoria di Turing,
ma la formazione di pattern é influenzata sia dai coefficienti di diffusione che di permeabilità della mem-
brana. Infine, presentiamo un lavoro più applicato in collaborazione con dei biologi del Laboratoire de
Biologie et Thérapeutique des Cancers dell’INSERM all’Ospedale Saint Antoine a Parigi. Infatti, le con-
dizioni di Kedem-Katchalsky possono caratterizzare il flusso di cellule tumorali attraverso la membrana
basale, nel cosiddetto processo di invasione. Questo è un passaggio chiave nella cascata metastatica ed
è consentito da diverse fasi, tra le quali distinguiamo la degradazione della membrana. Con l’obiettivo
di approfondire la nostra conoscenza del fenomeno invasivo, proponiamo un modello matematico che
rappresenta la degradazione di una membrana biologica. Presentiamo anche simulazioni numeriche e
un’analisi a priori della sensibilità del nostro sistema e della stima dei parametri. Si tratta di un lavoro
preparatorio in attesa dei risultati sperimentali.

Parole chiave: Condizioni di Kedem-Katchalsky, Equazione di reazione-diffusione, Analisi numerica,
Invasione tumorale
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