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Résumé

Le diagnostic de différentes pathologies, dont certains cancers, a longtemps été basé
sur la palpation, puisqu’une tumeur est sensiblement plus rigide qu’un tissu sain. Des
méthodes plus avancées et quantitatives ont été développées au cours des dernières décennies,
notamment l’Elastographie par Résonance Magnétique (ERM). Cette méthode utilise
l’imagerie par résonance magnétique (IRM) sur un tissu sollicité mécaniquement pour es-
timer les propriétés mécaniques des tissus mous. La reconstruction du module d’élasticité
du tissu en ERM est souvent basée sur un modèle avec des lois de comportement sim-
ples du tissu imagé (élasticité linéaire, isotropie, homogénéité), qui pourrait être étendu
à des cas plus complexes grâce à la modélisation par la Méthode des Eléments Finis
(MEF) notamment. La MEF a été utilisée en ERM pour simuler la propagation des ondes
mécaniques dans un tissu, pour mieux comprendre les effets de différents paramètres sur
les mesures d’ERM, reconstruire la rigidité, évaluer de nouvelles méthodes d’inversion
d’ERM, etc. Cependant, dans des cas inhomogènes avec interfaces complexes, la modélisation
par MEF peut être particulièrement coûteuse car elle nécessite un maillage explicite de
ces interfaces.

Dans ce travail, nous avons exploré, à l’aide d’un solveur EF en dynamique explicite
développé dans cette thèse, le comportement d’ondes mécaniques se propageant dans un
milieu linéaire, isotrope, viscoélastique et inhomogène, en vue d’une meilleure maı̂trise
des paramètres d’une expérimentation d’ERM. Dans le solveur a été implémentée la
méthode des éléments finis étendue (XFEM); cette formulation de la MEF provient de la
mécanique des fractures et a été largement utilisée au cours des deux dernières décennies
pour modéliser des discontinuités comme les fissures et les inclusions.

A l’aide de l’outil numérique développé, nous avons étudié le comportement des on-
des au voisinage d’une interface (oblique ou complexe), en particulier les phénomènes
de réflexion et de conversion des ondes. Nous avons pu montrer que l’utilisation de la
méthode XFEM réduit sensiblement les temps de calcul tout en assurant une précision
équivalente, en termes de champs de déplacement et de rigidité reconstruite. Par ailleurs,
nous avons abordé, par simulation, le critère d’établissement du régime stationnaire des
ondes qui doit être atteint pour assurer l’enregistrement correct par IRM. Or aujourd’hui
ce critère est empirique et peut influencer la qualité des données ERM. Nous avons ainsi
proposé une métrique pour quantifier l’atteinte du régime stationnaire de propagation des
ondes dans un tissu avec ou sans inclusion. Enfin, ces méthodes ont été mises en oeu-
vre sur un cas pratique d’ERM du sein. Avec les modèles du sein, nous avons évalué
l’influence des paramètres expérimentaux (taille et position de l’inclusion, polarisation de
l’excitation, conditions aux limites, etc.) sur l’atteinte du régime stationnaire.

MOTS CLÉS: Elastographie par résonance magnétique, méthode des éléments finis
étendue, interface d’inhomogénéité, conversion des ondes, métrique de l’état stationnaire.
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Abstract

The diagnosis of various pathologies, including some cancers, has long been based on
palpation, since a tumor is significantly stiffer than healthy tissue. More advanced and
quantitative methods have been developed over the last decades, especially the Magnetic
Resonance Elastography (MRE). This method uses magnetic resonance imaging (MRI)
on mechanically stressed tissue to estimate the mechanical properties of soft tissue. The
reconstruction of the elasticity modulus of the tissue in MRE is often based on a model
with simple behavior laws of the imaged tissue (linear elasticity, isotropy, homogeneity),
which could be extended to more complex cases thanks to modeling by the Finite Element
Method (FEM) in particular. FEM has been used in MRE to simulate the propagation of
mechanical waves in a tissue, to better understand the effects of different parameters on
MRE measurements, to reconstruct stiffness, to evaluate novel MRE inversion methods,
etc. However, in inhomogeneous cases with complex interfaces, FEM modeling can be
particularly costly as it requires an explicit mesh of these interfaces.

In this work, we explored, using an explicit dynamic FE solver developed in this the-
sis, the behavior of mechanical waves propagating in a linear, isotropic, viscoelastic and
inhomogeneous medium, in order to better control the parameters of a MRE experiment.
In the solver, the eXtended Finite Element Method (XFEM) has been implemented; this
formulation of FEM originates from fracture mechanics and has been widely used over
the last two decades to model discontinuities such as cracks and inclusions.

Using the developed numerical tool, we studied the behavior of waves in the vicin-
ity of an interface (oblique or complex), in particular the phenomena of wave reflection
and wave conversion. It has been shown that the use of the XFEM method significantly
reduces the computation time while ensuring an equivalent accuracy, in terms of displace-
ment fields and reconstructed stiffness. Furthermore, we have addressed, by simulation,
the criterion of establishing the steady state of the waves which must be reached to en-
sure correct recording by MRI. Today, this criterion is still empirical and can influence
the quality of MRE data. We have thus proposed a metric to quantify the achievement of
the steady state of wave propagation in a tissue with or without inclusion. Finally, these
methods were implemented on a practical case of breast MRE. Based on breast models,
we evaluated the influence of experimental parameters (size and position of the inclusion,
polarization of the excitation, boundary conditions, etc.) on the achievement of steady
state.

KEYWORDS: Magnetic resonance elastography, extended finite element method, in-
homogeneity interface, wave conversion, steady-state metric
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Résumé étendu

Contexte

La palpation, qui est une action de toucher, de presser et de sentir avec les mains, est
utilisée depuis longtemps dans les examens médicaux. Il s’agit d’une méthode primitive
basée sur les sens tactiles et les capacités de perception de l’être humain, et sur le fait que
certains tissus pathologiques présentent une plus grande rigidité que les tissus normaux
environnants. Cependant, la palpation est qualitative et limitée. En effet, le diagnostic
par palpation dépend largement de l’expérience du médecin et n’est applicable qu’aux
organes et tissus superficiels qui peuvent être palpés à travers la peau.

Avec le développement de la technologie, de nombreuses méthodes d’imagerie
médicale sont désormais disponibles pour le diagnostic médical. Les plus couramment
utilisées sont les ultrasons (US) et l’imagerie par résonance magnétique (IRM). En outre,
au cours des dernières décennies, une technique plus quantitative basée sur les propriétés
mécaniques des tissus mous a été développée, connue sous le nom d’élastographie ou
d’imagerie d’élasticité. Différente des méthodes d’imagerie médicale traditionnelles,
l’élastographie vise à récupérer les valeurs spécifiques de la rigidité, conduisant à la carte
de rigidité également appelée élastogramme, qui peut être plus évidente pour le diagnostic
et faciliter le travail du médecin. L’élastographie basée sur l’IRM, appelée élastographie
par résonance magnétique (ERM), a suscité un intérêt croissant ces dernières années. Elle
est également le sujet de cette thèse de doctorat.

L’ERM a été proposée en 1995 par Muthupillai et al.. Comme la plupart des autres
modalités élastographiques, elle se compose généralement de trois étapes consécutives.
Premièrement, l’excitation mécanique, qui est généralement harmonique et de faible
amplitude, est imposée pour induire une déformation des tissus. Ensuite, la technique
d’imagerie IRM est appliquée pour mesurer les champs de phase ou de déplacement.
Enfin, sur la base des mesures, des méthodes inverses sont utilisées pour reconstruire la
rigidité des tissus (généralement le module de cisaillement). Bien que l’ERM nécessite
un temps d’acquisition plus long que ses homologues, elle peut fournir des images de
haute qualité en trois dimensions pour divers organes et tissus, ce qui elle rend un outil de
diagnostic médical prometteur.

Dans les études d’ERM, la reconstruction de la rigidité est souvent basée sur un
modèle avec des lois de comportement simples du tissu imagé (élasticité linéaire,
isotropie, homogénéité), qui pourrait être étendu à des cas plus complexes grâce à la
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modélisation par la méthode des éléments finis (MEF). La MEF a été largement utilisée
pour simuler la propagation des ondes mécaniques, ce qui peut aider à comprendre les
effets de différents paramètres sur les mesures de l’ERM, à reconstruire la rigidité, à
évaluer de nouvelles méthodes d’inversion de l’ERM, etc. Cependant, pour les milieux
inhomogènes contenant des inclusions avec des interfaces complexes, la modélisation par
MEF pourrait impliquer une tâche fastidieuse en termes de partitionnement du modèle et
d’efforts de remaillage, et le maillage plus fin qui en résulte entraı̂ne généralement des
coûts de calcul importants. Dans ce contexte, une formulation de la MEF, connue sous
le nom de méthode des éléments finis étendue (XFEM), est proposée dans cette thèse de
doctorat comme une bonne alternative à la MEF.

XFEM a été proposée en 1999 pour modéliser la propagation des fissures en
mécanique des fractures. Elle est basée sur la méthode de la partition de l’unité et
étend l’espace de solution MEF classique par des fonctions d’enrichissement discontin-
ues de sorte que certaines caractéristiques difficiles telles que la discontinuité dans la
déformation ou le déplacement peuvent être reproduites avec aisance. En plus de la forte
discontinuité comme le déplacement à travers la fissure, la faible discontinuité comme
la déformation à travers l’interface entre deux matériaux différents peut également être
modélisée par XFEM. Une autre application de XFEM consiste donc à modéliser les inho-
mogénéités telles que les trous et les inclusions. Grâce à une fonction level-set, l’interface
de l’inhomogénéité peut être formulée mathématiquement, rendant ainsi la modélisation
de l’inhomogénéité indépendante du maillage physique; les inclusions complexes peuvent
être facilement intégrées dans les modèles numériques. A notre connaissance, XFEM n’a
pas encore été utilisée dans les simulations d’ERM pour la modélisation des inclusions,
et l’utilisation de XFEM pour modéliser les ondes mécaniques dans les milieux inho-
mogènes n’est pas non plus très étudiée dans la littérature.

Dans ce travail, un solveur EF fait maison, dynamique et explicite, a été développé de
A à Z pour modéliser la propagation des ondes de faible amplitude dans un milieu linéaire,
isotrope, inhomogène et viscoélastique, en vue d’une meilleure maı̂trise des paramètres
d’une expérimentation d’ERM. Les formulations XFEM ont été implémentées dans ce
solveur pour l’étude de l’inhomogénéité des tissus.

Sur la base de l’outil numérique développé, nous avons tout d’abord étudié, par les
modèles XFEM, MEF et analytiques, les comportements des ondes au voisinage d’une
interface (oblique ou complexe), en particulier les phénomènes de réflexion et de conver-
sion des ondes, ce qui est un sujet peu étudié dans le domaine d’ERM. Il a été montré
que l’utilisation de la méthode XFEM permet de réduire sensiblement le temps de calcul
tout en assurant une précision équivalente, en termes de champs de déplacement et de
rigidité reconstruite. Les avantages de XFEM ont ainsi été illustrés, notamment la com-
modité, la précision et l’efficacité. Ensuite, nous avons abordé le critère d’établissement
de l’état stationnaire des ondes dans l’ERM. En effet, l’atteinte de l’état stationnaire est
importante pour assurer un enregistrement correct par IRM, alors que le jugement est au-
jourd’hui généralement basé sur l’expérience humaine. Une métrique a donc été proposée
pour quantifier l’atteinte de l’état stationnaire de propagation des ondes dans un tissu avec
ou sans inclusion. Enfin, ces méthodes ont été mises en œuvre sur un cas pratique d’ERM

2

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés
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du sein. Sur la base de modèles de seins, nous avons évalué l’influence des paramètres
expérimentaux (taille et position de l’inclusion, polarisation de l’excitation, conditions
aux limites, etc.) sur l’atteinte de l’état stationnaire.

Organisation du manuscrit

Le présent manuscrit est composé de 5 différents chapitres dont les contenus sont résumés
ci-dessous.

• Chapitre 1

Dans le premier chapitre, nous nous intéressons à l’état de l’art portant sur trois
disciplines : l’élastographie par résonance magnétique, la mécanique des mi-
lieux continus et la méthode des éléments finis. Dans un premier temps, les
principes d’ERM sont introduits, y compris les trois étapes successives: l’excitation
mécanique, l’imagerie par résonance magnétique et la reconstruction des propriétés
mécaniques. Dans un deuxième temps, l’aspect mécanique est présenté. Les bases
de la mécanique des milieux continus sont formulées et cela conduit à l’équation
de propagation des ondes largement utilisée dans la littérature ERM. Des modèles
rhéologiques sont aussi présentés pour la prise en compte de la viscoélasticité. Dans
un troisième temps, la méthode des éléments finis est brièvement introduite, con-
cernant les formulations du problème élastodynamique et la discrétisation.

• Chapitre 2

Le deuxième chapitre présente un modèle numérique pour la propagation des ondes
dans un milieu homogène et viscoélastique. Les détails de l’implémentation d’un
solveur dynamique et explicite par MEF sont tout d’abord présentés, y compris
les matrices critiques, les schémas d’intégration temporelle et le calcul des forces
internes pour implémenter la viscoélasticité. Ensuite, pour valider le solveur fait
maison, un modèle d’onde plane est proposé en deux dimensions sous l’hypothèse
de déformation plane. Enfin, par une étude paramétrique, l’effet de différents
paramètres sur l’atténuation des ondes est étudié.

• Chapitre 3

Dans le troisième chapitre, tout d’abord, les bases de XFEM sont brièvement
présentées, y compris la formulation et la discrétisation du problème, la
méthode/fonction de level-set et la fonction d’enrichissement. Ensuite, les
méthodes conventionnelles de partition d’éléments sont décrites, à la fois pour
les cas bidimensionnels et tridimensionnels. Une nouvelle stratégie de partition-
nement d’un élément hexaédrique 3D est également proposée. Enfin, les détails
de l’implémentation numérique de XFEM sont présentés, ainsi que des exemples
numériques pour démontrer les avantages de XFEM par rapport à MEF.
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• Chapitre 4

Dans le quatrième chapitre, nous présentons l’applicabilité de XFEM dans l’ERM
en abordant deux problèmes de modélisation : la conversion des ondes lon-
gitudinales en ondes transversales à travers une interface plane, et un modèle
d’inclusion de forme aléatoire correspondant à une application pseudo-pratique.
Sont présentées avant tout les méthodes de post-traitement employées tout au
long de ce chapitre, à savoir l’algorithme basé sur l’opérateur rotationnel pour
l’extraction des composantes de cisaillement, et la méthode de reconstruction
d’AIDE implémentée dans l’outil MREJ. Pour le premier modèle (conversion
d’ondes à travers une interface plane), nous introduisons d’abord un travail
théorique développé pour le problème de la réflexion et de la transmission d’ondes
planes à travers une interface plane oblique entre deux matériaux viscoélastiques, et
les formulations de la conversion de mode sont données. Ensuite, nous présentons le
modèle numérique par XFEM/MEF et une étude paramétrique est réalisée à des fins
de comparaison. Pour le deuxième modèle, à savoir celui de l’inclusion de forme
aléatoire, les résultats de la rigidité reconstruite sont comparés entre les modèles
XFEM et MEF pour souligner les avantages de la méthode XFEM.

• Chapitre 5

Enfin, une métrique de l’état stationnaire est proposée pour mesurer quantitative-
ment le régime permanent d’un milieu inhomogène ou homogène soumis à une ex-
citation mécanique harmonique et d’amplitude faible, et des modèles numériques
basés sur XFEM sont utilisés pour étudier cette métrique. Tout d’abord, la définition
de la métrique de l’état stationnaire est donnée, et deux modèles carrés, conçus
pour étudier cette métrique et son seuil séparant l’état stationnaire de l’état tran-
sitoire, sont étudiés. Ensuite, cette métrique est appliquée à quatre modèles de
seins, basés sur différentes options techniques pour réaliser l’ERM du sein, et une
étude paramétrique est réalisée pour évaluer l’influence de différentes configura-
tions d’ERM sur l’état stationnaire.

Conclusion
En résumé, dans cette thèse, nous avons modélisé l’expérience d’ERM d’un point de
vue numérique, et nous avons particulièrement abordé les questions d’inhomogénéité des
tissus et d’excitation de l’ERM.

Un modèle numérique a été développé de A à Z sous forme d’un solveur dynamique
et explicite par la méthode des éléments finis. Ce solveur nous a permis de modéliser la
propagation d’une onde mécanique de faible amplitude dans un milieu linéaire, isotrope,
localement homogène et viscoélastique. En utilisant ce solveur, nous avons étudié un
modèle viscoélastique homogène avec des conditions aux limites de symétrie, et illustré
la propagation d’une onde longitudinale plane et d’une onde transversale plane. La com-
paraison des résultats de la MEF aux résultats analytiques a confirmé la validation de
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notre modèle numérique. Sur la base du modèle d’ondes de cisaillement planes, une étude
paramétrique a également été réalisée et l’effet de différents paramètres sur l’atténuation
des ondes a été illustré ; il a été démontré que la quantité adimensionnelle de la viscosité
relative était capable de décrire l’atténuation des ondes.

Pour approfondir l’étude de l’inhomogénéité des tissus dans les simulations d’ERM, la
méthode XFEM a été proposée et ses formulations ont été implémentées dans le solveur.
En outre, une nouvelle stratégie de partition 3D pour les éléments hexaédriques a été
présentée. En comparant les résultats d’un modèle XFEM et d’un modèle MEF, que ce
soit en 2D ou en 3D, nous avons pu constater la cohérence, et avons également montré les
avantages de XFEM, à savoir sa commodité, sa précision et son efficacité.

Sur la base de l’implémentation de XFEM, nous avons réalisé deux études pour ex-
aminer l’applicabilité de XFEM dans l’ERM. Dans la première étude, le problème de la
conversion d’une onde plane à travers une interface d’inhomogénéité oblique plane a été
abordé. Un modèle XFEM et un modèle MEF ont donc été proposés pour les simulations
numériques et un modèle analytique basé sur un travail précédent a également été utilisé.
Par une étude paramétrique, l’effet de différents facteurs sur la conversion des ondes a
été révélé. En outre, la comparaison des trois modèles a également montré la meilleure
précision du modèle XFEM par rapport au modèle MEF. Dans la deuxième étude, une ap-
plication pseudo-pratique a été proposée. En effet, une inclusion de forme aléatoire a été
modélisée à la fois par XFEM et MEF, et une méthode de reconstruction a été appliquée
pour étudier les valeurs spécifiques du module de cisaillement. Il a été démontré que les
deux modèles ont produit des résultats de rigidité similaires. XFEM peut être encore plus
précis que MEF en comparaison des valeurs de référence, tout en utilisant le même mail-
lage pour différentes inclusions et en prenant moins de temps CPU. Ces résultats ont mis
en évidence les avantages de XFEM par rapport à MEF. À notre connaissance, c’est la
première fois que XFEM a été utilisée pour la modélisation d’inclusions dans des études
d’ERM.

Enfin, une métrique a été proposée pour mesurer l’état stationnaire du
modèle/phantom dans les études d’ERM. Des analyses numériques ont suggéré que la
valeur 0,01 est une bonne estimation du seuil qui sépare l’état stationnaire de l’état tran-
sitoire. En utilisant cette métrique de l’état stationnaire, nous avons poursuivi l’étude des
modèles de poitrine avec différentes configurations d’excitation et une étude paramétrique
a été réalisée. L’effet de différents facteurs sur la stabilité du système a été illustré, tels
que l’inclusion, le type d’excitateur et la fréquence d’excitation.

5

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés
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Introduction

Palpation, which is an action of touching, pressing and feeling by hands, has been used
in medical examination for a long time. It is a primitive method based on tactile senses
and perceptional abilities of human being, and on the fact that some pathological tissues
present greater stiffness than surrounding normal tissues. However, palpation is qual-
itative and limited. Indeed, the diagnosis by palpation is largely dependent on doctor
experience and is only applicable to the superficial organs and tissues that can be palpated
through the skin.

With the development of technology, numerous medical imaging methods are now
available for medical diagnosis. The most commonly used ones may include ultrasound
(US) and magnetic resonance imaging (MRI). In addition, over the past decades, a more
quantitative technique based on mechanical properties of soft tissues was developed,
known as elastography or elasticity imaging (EI). Different from traditional medical imag-
ing methods, elastography aims at recovering the specific values of stiffness, leading to
the stiffness map also called elastogram, which can be more obvious for diagnosis and
facilitate doctor work. The MRI-based elastography, referred to as magnetic resonance
elastography (MRE), has particularly gained more and more attention in recent years. It
is also the subject of this PhD thesis.

MRE was proposed in 1995 by Muthupillai et al.. Like most other elastographic
modalities, it typically consists of three consecutive steps. Firstly, the mechanical ex-
citation, which is generally harmonic and of small amplitude, is imposed to induce tis-
sue deformation. Secondly, the MRI imaging technique is applied to measure the phase
or displacement fields. Finally, based on the measurements, inverse methods are used
to reconstruct the tissue stiffness (usually of shear modulus). Although MRE requires
longer acquisition time than its counterparts, it can provide images of high quality in
three-dimensions for various organs and tissues, thus making itself become a promising
medical diagnostic tool.

In MRE studies, the stiffness reconstruction is often based on a model with simple
behavior laws of the imaged tissue (linear elasticity, isotropy, homogeneity), which could
be extended to more complex cases thanks to modeling by the finite element method
(FEM). FEM has been widely used to simulate mechanical wave propagation, which can
further help in understanding the effects of different parameters on MRE measurements,
reconstructing stiffness, evaluating novel MRE inversion methods, etc. However, for in-
homogeneous media containing inclusions with complex interfaces, modeling by FEM
could imply a burdensome task in terms of model partitioning and remeshing efforts, and
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Introduction

the resulting finer mesh usually leads to large computational costs. In this context, a for-
mulation of FEM, known as the extended finite element method (XFEM), is proposed in
this PhD thesis as a good alternative to FEM.

XFEM was proposed in 1999 for modeling crack propagation in fracture mechan-
ics. It is based on the partition of unity method and extends the classical FEM solution
space by discontinuous enrichment functions so that some challenging features such as
discontinuity in strain or displacement can be reproduced with ease. In addition to the
strong discontinuity like displacement across the crack, the weak discontinuity like strain
across the interface between two different materials can also be modeled by XFEM. An-
other application of XFEM thus consists in modeling the inhomogeneities such as holes
and inclusions. By a level set function, the interface of inhomogeneity can be mathemati-
cally formulated, thus making the inhomogeneity modeling independent from the physical
mesh; complex inclusions can be readily integrated into numerical models. To the best of
our knowledge, XFEM has not been used in MRE simulations for inclusion modeling yet,
and employing XFEM to model mechanical waves in inhomogeneous media is not either
much investigated in the literature.

In this work, a homemade FE solver, dynamic and explicit, was developed from
scratch to model the small-amplitude wave propagation in a linear, isotropic, inhomo-
geneous and viscoelastic medium, for the purpose of better controlling the parameters of
a MRE experiment. The XFEM formulations were implemented in this solver for the
study of tissue inhomogeneity.

Based on the developed numerical tool, we first investigated, by XFEM, FEM and an-
alytical models, the wave behaviors in the vicinity of the interface (oblique or complex),
especially the phenomena of wave reflection and wave conversion, which is an issue of not
many concerns in the MRE field. It has been shown that the use of the XFEM method sig-
nificantly reduces the computation time while ensuring an equivalent accuracy, in terms of
displacement fields and reconstructed stiffness. The advantages of XFEM have thus been
illustrated, including the convenience, accuracy and efficiency. Then, we addressed the
criterion of establishing steady state of waves in MRE. Indeed, reaching the steady state
is important to ensure correct recording by MRI, while the judgement is today generally
based on human experience. A metric was thus proposed to quantify the achievement
of steady state of wave propagation in a tissue with or without inclusion. Finally, these
methods were implemented on a practical case of breast MRE. Based on breast models,
we evaluated the influence of experimental parameters (size and position of the inclusion,
polarization of the excitation, boundary conditions, etc.) on the achievement of steady
state.

This manuscript is composed of 5 chapters and structured as follows.
In the first chapter, we focus on the state of the art in three disciplines: magnetic

resonance elastography, continuum mechanics and finite element method. In a first step,
the principles of MRE are introduced, including the three successive steps: mechanical
excitation, magnetic resonance imaging and reconstruction of mechanical properties. In
a second step, the mechanical aspect is presented. The basics of continuum mechanics
are formulated and this leads to the wave propagation equation widely used in the MRE
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literature. Rheological models are also presented to take into account the viscoelasticity.
In a third step, the finite element method is briefly introduced, concerning the formulations
of the elastodynamic problem and the discretization.

The second chapter presents a numerical model for wave propagation in a homoge-
neous, viscoelastic medium. The details of the implementation of a dynamic and explicit
FE solver are first presented, including critical matrices, time integration schemes, and
the calculation of internal forces to implement viscoelasticity. Then, to validate the home-
made solver, a two-dimensional plane wave model is proposed under the assumption of
plane deformation. Finally, by a parametric study, the effect of different parameters on
the wave damping is studied.

In the third chapter, firstly, the basics of XFEM are briefly presented, including the
problem formulation and discretization, the level-set method/function, and the enrichment
function. Secondly, conventional methods of element partitioning are described, for both
the two-dimensional and three-dimensional cases. A new strategy for partitioning a 3D
hexahedral element is also proposed. Thirdly, details of the numerical implementation of
XFEM are presented, along with numerical examples to demonstrate the advantages of
XFEM over classical FEM.

In the fourth chapter, we present the applicability of XFEM in MRE by addressing two
modeling problems: the conversion of longitudinal waves into transverse waves through a
plane interface, and a random-shape inclusion model corresponding to a pseudo-practical
application. First, the post-processing methods used throughout this chapter are pre-
sented, namely the algorithm based on the rotational operator for the extraction of shear
components, and the AIDE reconstruction method implemented in the MREJ tool. For
the first problem (wave conversion across a plane interface), we first introduce a theoreti-
cal model developed for the problem of reflection and transmission of plane waves across
an oblique plane interface between two viscoelastic materials, and the mode conversion
formulations are given. Next, the numerical model by XFEM/FEM is presented and a
parametric study is performed for comparison. For the second problem, namely the ran-
dom shape inclusion model, the reconstructed stiffness results are compared between the
XFEM and FEM models to highlight the advantages of the XFEM method.

Finally, in the fifth chapter, a steady-state metric is proposed to quantitatively measure
the steady state of an inhomogeneous or homogeneous medium subjected to harmonic and
small-amplitude mechanical excitation, and XFEM-based numerical models are used to
study this metric. First, the definition of the steady-state metric is given, and two square
models, designed to study this metric and its threshold separating the steady state from
the transient state, are studied. Then, this metric is applied to four breast models, based on
different excitation options to perform breast MRE, and a parametric study is performed
to evaluate the influence of different MRE configurations on the steady state.

At the end of this manuscript, conclusions and prospects are given.
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Chapter 1

State of the art

This chapter contains three parts, the first one presenting the
physical principles of magnetic resonance elastography, the

second one introducing the relevant mechanical concepts and
the last one elaborating the numerical method by finite

element.
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Magnetic Resonance Elastography

1.1 Magnetic Resonance Elastography

Most techniques and products were developed thanks to human observation and creativity,
and were also based on our ancestors wisdom and experience. For example, the hammer
is considered to be inspired by the woodpecker, the gyroscope inspired by the revolution
of Earth and the camera inspired by the eye, etc [WOO 77].

In the domain of disease diagnosis, this statement holds as well. Indeed, around 50
000 years ago, human being began to evolve finer tactile senses and greater perceptional
abilities, which allowed our ancestors to pay attention to the origins of pain and dis-
ease. They especially discovered the tool of “palpation”: manually pressing soft tissues
and carefully feeling the reactions could provide them with rich diagnostic information
[HIR 17]. This practice is still useful and can be performed as preliminary diagnosis at
present. Actually, it is based on the fact that pathological changes of soft tissues such as
cancer, inflammation and fibrosis are generally accompanied by altered mechanical prop-
erties. Numerous diseases thus present greater stiffness than other surrounding normal
tissues.

Figure 1.1: A classification of Elasticity Imaging approaches based on the three steps:
(1) excitation application, (2) tissue response measurement and (3) mechanical parameters

estimation. Source: [MAR 10]

However, the palpation tool is rather qualitative and subjective as it greatly depends on
doctor experience. Furthermore, it is only available for certain organs and tissues that can
be palpated through the skin. In this context, medical imaging has emerged as a powerful
alternative to palpation and afterwards led to Elasticity Imaging (EI) or “elastography”:
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1. State of the art

deform soft tissue in vivo by mechanical excitation, measure the deformation informa-
tion by medical imaging technique and reconstruct tissue mechanical property [MAR 10].
Likewise, the technique of elastography is based on application of a force causing tissue
deformation similar to palpation pressing, and detection of the response to that force sim-
ilar to palpation sensing. Differently, thanks to advanced medical imaging techniques and
developed elasticity reconstruction methods, elastography can provide precise values of
tissue mechanical properties, resulting in the stiffness map called “elastogram” and mak-
ing itself quantitative and objective. A rough classification of EI approaches based on the
three steps can be found in Fig.1.1. More details can be found in the section 1.1.1.

In terms of elastographic imaging techniques, several modalities have been developed
including Magnetic Resonance Imaging (MRI), UltraSound (US) imaging, X-ray imag-
ing, optical and acoustic signals, among others [SAR 11]. The most prominent ones are
considered to be ultrasound-based and MRI-based; the latter one called Magnetic Reso-
nance Elastography (MRE) is also the subject of this section and this thesis.

MRE was invented at the Mayo Clinic and first proposed in 1995 as a new elasticity
imaging modality by Muthupillai et al. in a publication of SCIENCE [MUT 95]. It has
received since then lots of academic attentions and become more and more popular in
the last two decades, as shown in Fig.1.2. Compared to other numerous elastographic
techniques, despite longer acquisition time, MRE has better capacity in providing 3D
images of tissue stiffness and can be applied for various organs and tissues such as liver,
muscle, lung, spleen, kidney, pancreas, uterus, thyroid, heart, brain, breast, etc [VEN 14,
GLA 12].

In the following, the technical details and the state of the art of MRE will be presented,
including its three main components: mechanical excitation, MRI imaging technique and
inversion algorithm for recovering mechanical properties. In each part, some background
knowledge and comparisons with other alternatives are first briefly introduced in order to
provide readers with a global viewpoint on each step of MRE.

Figure 1.2: Number of publications per year returned by Web of Science searches on
“elastography” (left, 13 973 total) and “magnetic resonance elastography” or “MR elas-

tography” (right, 2 157 total). Source: [MAN 21]
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Magnetic Resonance Elastography

1.1.1 Mechanical excitation

The first step can be done in a number of ways, depending on the excitation source
and the excitation temporal characteristics. For instance, the excitation may be pro-
duced either through the internal source coming from respiration or cardiac pulsa-
tion [WIL 82, MAI 02], or through the external source from artificial actuator [XU 07,
KRU 08, BOH 18]. In terms of stimulus temporal characteristics, it can also be classified
as static (or quasi-static) [OPH 91] or dynamic [LER 90, MUT 95, CAT 99, GNA 21].

In static methods, tissue is slowly compressed and the displacement distribution is
then measured; since the strain distribution is related to the stress distribution, the elastic
moduli can be derived from the mechanical constitutive equations. However, in reality,
the strain itself is often used as the estimation of stiffness, which means low strain cor-
responding to high stiffness and vice versa [FAT 03]. In dynamic methods, an external
vibration system is used to introduce time-harmonic vibrations at one or several acoustic
frequencies (usually below 200 Hz) into human body [GLA 12]; since the propagation of
displacement has its own rules, the elastic moduli can be completely characterized by the
wave equation.

While the above methods have been developed and have contributed a lot to the field
of EI for many years, the most common form of MRE imaging is still dynamic MRE
using external actuators [GLA 12].

Figure 1.3: Comparison of transverse and longitudinal MRE drivers. (A) A direct shear
driver applies cyclic transverse vibrations (shown as red double-headed arrows) to the sur-
face of an object. A planar shear wave is generated within the homogeneous medium. (B)
A longitudinal driver generates longitudinal vibrations (shown as the red double-headed
arrow) to the surface of an object. A cone-like hemispherical shear wave field is generated
in the homogeneous medium. The color bars indicate the particle shear displacement (in
micrometers) along the horizontal direction. (positive motion is assumed from the left to

the right). Source: [YIN 08]

As illustrated in Fig.1.3, two polarization (vibration) directions are possible for MRE
dynamic actuator/driver: transverse and longitudinal. Transverse driver is characterized
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1. State of the art

by shear wave (S-wave) whose polarization is perpendicular to propagation, while longi-
tudinal driver generates pressure wave (P-wave) whose polarization is parallel to propa-
gation. However, shear waves are much preferred in MRE as in other elasticity imaging
modalities. Indeed, on the one hand, S-waves in soft tissues propagate with a relatively
low velocity (1-10 m/s) in comparison with P-waves (around 1540 m/s) [GLA 12]. This
means that S-waves are characterized by shorter wavelength under the same frequency,
which provides more wave details considering tissue size. On the other hand, as reported
by Sarvazyan et al. [SAR 95], bulk moduli K, related to volume change and P-wave, are
approximately of the same magnitude for all soft tissues, while shear moduli G, related
to shape change and S-wave, vary to a much greater extent (G = 10−2 ∼ 10−6K). This
means that shear properties of tissues are more desirable for elasticity imaging than bulk
properties as they lead to higher contrast, and thus transverse excitation is widely applied.

Figure 1.4: External driver systems. (a) Block diagram of the external driver setup.
Examples of typical mechanical drivers include (b) electromechanical, (c) piezoelectric-

stack, and (d) pressure-activated driver systems. Source: [MAR 10]

In terms of the design of external driver system, figure 1.4(a) presents its general
structure by a block diagram. In fact, a signal generator triggered by and synchronized
to the MR pulse sequence (which will be discussed in the next subsection) creates the
electrical signal. After being amplified by an audio amplifier, the signal is fed into the
mechanical driver that finally generates dynamic vibration. A few driving mechanisms
have been developed over the years, among which three of the most widely used systems
are schematically illustrated in Fig.1.4(b-d). Figure 1.4(b) presents an electromechanical
driver based on Lorentz force and the magnetic field of the main MRI magnet. Figure
1.4(c) shows a piezoelectric stack driver system depending upon the piezoelectric property
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Magnetic Resonance Elastography

of certain materials. Finally, another commonly used system as presented in Fig.1.4(d)
works also via Lorentz force. However, the force is produced by the static magnetic
field from the permanent magnets of acoustic speakers. For more details, readers are
recommended to refer to [TSE 09, MAR 10, GNA 21].

1.1.2 Magnetic Resonance Imaging

Once the mechanical stress has been introduced into human tissue, the next critical step
consists in measuring the response (strain). There are mainly four basic measurement
methods as shown in Fig.1.1: optical, mechanical, US and MRI.

Optical method is the earliest investigated method for measuring tissue response to
applied stress. Figure 1.5 presents one of the early works in 1952 which used visible light
(stroboscope) to measure mechanical wave propagation and to determine tissue elastic-
ity and viscosity [VON 52]. Mechanical method uses mechanical sensors such as pres-
sure sensors and accelerometers for the measurement [SAR 98]. In comparison with the
precedent two methods, US has been used more widely for elasticity imaging. The term
“elastography” was first introduced by Ophir et al. [OPH 91] to refer to a technique where
tissue deformation response to external compression is measured by ultrasound, provid-
ing qualitative description of tissue stiffness. More US-based EI methods include such
as Transient Elastography (TE) [CAT 99, SAN 03] and Supersonic Shear Imaging (SSI)
[BER 04]. In terms of our subject MRI, it was implemented for assessment of cardiac
motion early in 1988 [ZER 88]; later in 1995, the MRE method utilizing MRI technique
was developed and formally proposed by Muthupillai et al. [MUT 95].

Figure 1.5: Stroboscopic picture of the wave propagation around a vibrating piston on
the thigh (frequency 64 Hz, piston area 5.3 cm2). Source: [VON 52]
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1. State of the art

Table 1.1 lists and compares several elasticity imaging methods. As can be seen, MRE
is differentiated from the other methods mainly by its use of MRI instead of ultrasound
technique for measurement of tissue deformation. MRI technique is characterized by the
advantage of providing 3D scan data while the others are generally only capable of 2D
measurement. However, MRI acquisition time is much longer and the device is more
expensive, which results in the worse availability of MRI scanners than that of ultrasound
scanners in clinical applications [SAR 11]. In terms of the US-based EI methods, even
though they are faster and less expensive, they are also limited by the need of a suitable
acoustic window for measurement and by the limited penetration in tissue.

In the following, the fundamentals of MRI technique will be briefly presented. More
details can be found in references such as [VLA 03, HIR 17].

Table 1.1: Comparison of different elasticity measurement and imaging methods.
Source: [SAR 11]

Method Excitation Measurement Advantages
Time Course Physical Stress

Elastography Quasi-static Mechanical Ultrasound
Full strain and modulus images

Estimate elastic nonlinearity
Conventional US scanner

Mechanical Imaging Static/Dynamic Mechanical Pressure
Simple, inexpensive

Estimate elastic nonlinearity

MRE Dynamic Mechanical MRI
3D displacement

Large organ imaging

Transient Elastography Dynamic Mechanical Ultrasound
Simple, inexpensive
Compact package

Supersonic Shear Imaging Dynamic Radiation Force Ultrasound
Full elasticity images

Viscoelasticity characterization

1.1.2.1 Physical basis: Nuclear Magnetic Resonance

The physical phenomenon of Nuclear Magnetic Resonance (NMR) plays the key role
in MRI technique. It was first discovered by Rabi et al. in 1938 [RAB 38] and Rabi
was awarded the Nobel Prize in Physics in 1944 for this work. It describes the fact that
the nuclei in a strong constant magnetic field can be manipulated by another dynamic
magnetic field, thus producing an electromagnetic signal.

NMR roughly consists of three steps:
(1) Application of a static magnetic field
Since hydrogen represents about 63 % of atoms of human body, they are the most

commonly used nuclei in MRI. We hence consider the hydrogen nuclei 1H (protons) in a
static magnetic field BBB0 typically with a strength of 1.5 or 3 T in clinical MRI applications.

In quantum mechanics, proton is one of the elementary particles which have an in-
trinsic property: spin. Spin is in fact an angular momentum SSS and can be described by

a spin quantum number S. For proton, S = 1
2 and |SSS| =

√
S(S+1)ℏ =

√
3
4ℏ where ℏ is

the Planck constant. Since microscopically BBB0 defines a quantization axis for SSS, we can
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Magnetic Resonance Elastography

Figure 1.6: Larmor precession of proton. Proton spin is illustrated by a spinning-top.
Magnetic moment µµµ is caused by spin SSS. Precession of µµµ at Larmor frequency ω0 results
from the existence of static magnetic field BBB0. The population difference of two proton

energy-states leads to a macroscopic magnetization MMM0 aligned with BBB0.

assume that BBB0 is aligned with the z-axis of coordinate system, namely BBB0 = (0,0,B0)
T

and the projection of SSS onto BBB0 leads to Sz =±1
2ℏ while the other two components Sx and

Sy remain uncertain. A magnetic moment µµµ is generated by proton spin and reads:

µµµ = γn SSS (1.1)

where γn is the gyromagnetic ratio and equal to 2π · 42.58 MHz/T for proton.
The z-component (or called longitudinal component) of µµµ can thus be written as:

µz =±1
2

γnℏ (1.2)

while the other two components µx and µy, again, remain undetermined and form an
arbitrary, transverse magnetization component in the xy-plane.

The potential energy of a magnetic moment in a magnetic field is defined as:

E =−BBB0 ·µµµ =−B0 µz (1.3)

Combining with Eq.1.2, the precedent Eq.1.3 implies that two states are possible and
the parallel alignment (↑↑) of µz with BBB0 (which means µz = +1

2γnℏ) results in lower
energy-state than the antiparallel alignment (↑↓) of µz with BBB0 (which means µz =−1

2γnℏ).
At human body temperature of 37 ◦C, the population of protons in parallel state slightly
outnumbers that in excited antiparallel state. Given that µz of protons in two possible
states cancel each other out and so do the transverse components µx and µy in the xy-
plane, the imbalance of population hence gives rise to a small net magnetization aligned
with BBB0:

MMM0 = δN ρ |µz| ẑzz (1.4)

19

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



1. State of the art

where δN = (N↑↑−N↑↓)/N is the excess population of protons, ρ is the average proton
density and ẑzz is the unit vector along the z-axis.

The above generation of resultant magnetization MMM0 from magnetic moments can be
understood and illustrated by Fig.1.6. The precession of the magnetic moment (µµµ) of an
object (proton here) about an external magnetic field (BBB0) is also called Larmor preces-
sion. The angular frequency of the precession is called Larmor frequency and satisfies:

ω0 = γn B0 (1.5)

(2) Application of RF pulse causing magnetization precession
In the equilibrium state, MMM0 is in fact aligned with the static field BBB0 and doesn’t

precess. We define a new reference frame rotating about z-axis with Larmor frequency ω0
and designate it by primed symbols (x ′-y ′-z ′). It is found that if a second magnetic field
BBB1 rotating at ω0 in the transverse xy-plane is added, the magnetization MMM will flip towards
BBB′

1 in the reference system and present a spiral Larmor precession in the static laboratory
system; the nuclear protons are in fact absorbing magnetic energy and described as being
in resonance, from where the name NMR comes. Assuming BBB1 aligned with the x ′-axis
(BBB1 can thus be written as BBB′

1 = B1 x̂xx′), the time evolution of MMM in the rotating frame is
characterized by:

∂MMM′

∂t
= γnMMM′×BBB′

1

= γn B1(MMM′× x̂xx′)
(1.6)

Figure 1.7: Time evolution of magnetization as seen from the laboratory frame. The black
line traces the tip of MMM(t) over time. (a) During a 90◦-pulse, the longitudinal equilibrium
magnetization is tipped toward the transverse plane. The combination of precession at
Larmor frequency and the tipping induced by the BBB1 pulse causes the magnetization to
spiral on a spherical shell from the z-axis toward the xy-plane. (b) After the BBB1 pulse,
the magnetization precesses at Larmor frequency. The transverse component of MMM decays
with time constant T ∗

2 , whereas the longitudinal component relaxes back toward the equi-
librium value MMM(0) with time constant T1. Source: [HIR 17]
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This manipulation of tilting the longitudinal magnetization from its equilibrium po-
sition into the transverse plane can be illustrated by Fig.1.7. In fact, any flip angle α f
can be achieved depending on the additional field strength and duration; it is calculated
as α f (t) = ωF t = γn B1 t. The applied oscillating magnetic filed is time-varying and thus
accompanied by an electric field according to Maxwell’s equations. This pulsed electro-
magnetic field is also referred to as a radiofrequency (RF) pulse. The RF pulse making
α f = 90◦ is called 90◦-pulse, as shown in Fig.1.7(a).

(3) Magnetization relaxation leading to emission of NMR signals
The induced precession of magnetization is in fact a representation of external ejection

of energy. Once the RF pulse is removed, the dissipative interaction between excited spins
and their environment will prevent the tipped magnetization precession and make it relax
to the original equilibrium state MMM0, as illustrated in Fig.1.7(b).

Assuming the decomposition of total magnetization MMM(t) into a longitudinal compo-
nent MMM∥(t) = M∥(t) ẑzz and a transverse component MMM⊥(t):

MMM(t) =MMM∥(t)+MMM⊥(t) (1.7)

The time evolution of the longitudinal component can be described by a differential
equation proportional to the deviation from the equilibrium state:

∂MMM∥
∂t

=
1
T1
(MMM0 −MMM∥) (1.8)

where T1 is the time constant for longitudinal component relaxation.
For transverse component, a similar differential equation and its solution are given by:

∂MMM⊥
∂t

=− 1
T2

MMM⊥ (1.9)

MMM⊥(t) =MMM⊥(0) · e
− t

T2 (1.10)

where T2 is the time constant for transverse component relaxation. Sometimes, the al-
ternative T ∗

2 is used considering the effect of BBB0 inhomogeneity. Generally, the decay
of transverse magnetization is always faster, i.e. T ∗

2 < T2 < T1. It is basically during
this process that the precessing transverse magnetization induces a sinusoidal voltage in
a detection coil (also referred to as receive coil), resulting in the NMR electromagnetic
signal.

Finally, the Bloch equation is capable of combing and describing together the preces-
sion process and the relaxation effects:

dMMM
dt

= γnMMM×BBB+
1
T1
(M0 −M∥)ẑzz−

1
T2

MMM⊥ (1.11)

with the total magnetic field BBB.
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1. State of the art

1.1.2.2 Signal to image: spatial encoding

Although the NMR signal received in this way is helpful, for example, in providing in-
formation on chemical compounds in a sample and determining the global properties of
an object, it is not yet capable of generating medical images. In this subsection, we will
briefly introduce the methods for encoding spatial information in order to convert NMR
signals to images.

Before the introduction, it may be crucial to understand the concept of phase of pre-
cession/MRI signal, frequently mentioned in MRI technique. As previously presented,
the precession of transverse magnetization MMM⊥ induces a sinusoidal voltage signal S(t) in
a receive coil and can be written as:

S(t) = S0 sin((ω0 +δω)t)exp
(
− t

Tdecay

)
(1.12)

with amplitude S0, Larmor frequency ω0, the offset δω from ω0 due to supplementary
magnetic field and the relaxation time Tdecay equal to T2 or T ∗

2 . The phase of signal can be
measured by isolating the desired δω and expressed as:

φ = arctan
(

Im(S)
Re(S)

)
(1.13)

This phase represents also the angle between MMM⊥ and the x ′-axis of the rotating refer-
ence system, as illustrated in Fig.1.8. It can be seen that after the application of RF pulse,
the magnetization vectors (represented by arrows) of all isochromats (ensemble of spins
with the same precession frequency) are flipped and in phase (Fig.1.8b). Once the pulse
is removed, they begin to precess about BBB0 at their individual frequencies ωp(x,y,z) and
dephase (being out of phase) after a certain time, causing the resultant transverse magneti-
zation |MMM⊥| to decrease (Fig.1.8c). This dephasing is natural since precession frequencies
ωp (=ω0+δω) are slightly different from one isochromat to another and these differences
are attributed to field strength deviations resulting from B0 inhomogeneity or other effects.
Thereby, we have in general δω ≪ ω0 under unaffected circumstance.

(a) (b) (c)

Figure 1.8: Illustration of precession phase, from the rotating-frame perspective. The
arrows correspond to six isochromats at different positions within the imaging plane with
different precession frequencies. The direction of the static magnetic field (BBB0) is upward.

(a) Equilibrium. (b) Excitation of 90◦-pulse. (c) Free precession. Source: [HIR 17]
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However, the distribution of ωp or δω can be more regular and predictable by im-
posing additional magnetic fields. This is exactly the basis of spatial encoding of NMR
signals to locate their positions of origin. It is usually composed of three steps for the aim
of 3D encoding. During each step, a gradient magnetic field is applied and added to the
original field BBB0. Figure 1.9 illustrates the distribution forms of the three gradient fields
all parallel to z-axis and characterized by magnitude linear with one coordinate.

(a) field GGGx = Gxx · ẑzz (b) field GGGy = Gyy · ẑzz (c) field GGGz = Gzz · ẑzz

Figure 1.9: Magnetic fields parallel to the z-axis with magnitude being linearly depen-
dent on (a) x-coordinate by a gradient Gx, (b) y-coordinate by a gradient Gy, and (c)
z-coordinate by a gradient Gz. Arrow designates direction and its length denotes strength.

(1) Slice selection
The first step is the application of a gradient filed, say GGGz(= Gzz · ẑzz), while the RF

pulse is being emitted. The magnitude of resultant field BBB thus becomes:

BBB(x,y,z) = (B0 +Gzz)ẑzz (1.14)

And the frequencies ωp of protons are no more uniform but dependent on positions:

ωp(x,y,z) = γn B(x,y,z) = γn (B0 +Gzz) (1.15)

Assuming that the frequency of RF pulse is ωRF, the precedent Eq.1.15 implies that
only spins at location z0 satisfying ωp(x,y,z0) = ωRF can flip, relax and send NMR sig-
nals. In such a way, a plane or a slice is “selected” for further imaging; this process is
thus called slice selection.

Nevertheless, in reality, the RF pulse is usually designed to contain multiple frequen-
cies over a range (ωRF − δ,ωRF + δ) in order to excite spins within a slice in the range
(z0 −∆z,z0 +∆z) with ∆z = δ

γnGz
.

(2) Phase encoding
As illustrated in Fig.1.8(b), all magnetization vectors are in phase right after the RF

excitation. The phase in plane z0 can be hence considered as zero. The second step
consists in applying a phase-encoding gradient field in the imaging plane, say GGGy(= Gyy ·
ẑzz), for a limited time period TPE. This causes a similar position-dependent field BBB(x,y,z) =
(B0+Gyy)ẑzz and ωp accordingly becomes ωp(x,y,z)= γn (B0+Gyy). The frequency offset
δω (= γn Gyy) will hence intervene during TPE and lead to a phase offset:
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φ(x,y,z) =
∫ TPE

0
δωdτ = γn GyTPE · y (1.16)

Equation 1.16 implies that after time TPE the protons in the same row (along x-axis)
perpendicular to the gradient direction (along y-axis) all keep having the same phase. This
step is thereby called phase encoding.

(3) Frequency encoding
Following the previous in-plane encoding step, the next encoding step applies the

gradient whose direction is perpendicular to slice selection and phase-encoding directions,
i.e. GGGx(= Gxx · ẑzz). This field is applied while the NMR signals are sampled by receive
coil and similarly causes a position-dependent frequency offset δω (= γn Gxx). The phase
evolution from the moment when GGGx is activated can be expressed as:

φ(x,y,z, t) = γn GyTPE · y+
∫ t

0
δωdτ

= γn(GyTPE · y+Gx · x · t)
(1.17)

Recalling by Eq.1.12 and Eq.1.13 that a sinusoidal voltage signal can be measured in
the receive coil due to magnetization relaxation. They can be combined to an equivalent
formulation: S(t) = S0 exp(iφ), and the sum of all individual signals gives the actual
detected signal:

S̃(t) =
∫ ∫ ∫ z0+∆z

z0−∆z
S0(x,y,z)exp(iφ(x,y,z, t))dzdydx (1.18)

where S0(x,y,z) is the magnitude of signal from position (x,y,z).
The phases are hence coupled with NMR signals. Defining two parameters ky =

γn GyTPE and kx(t) = γn Gx · t, the signal can be expressed in frequency domain as:

S̃(kx,ky) =
∫ ∫ ∫ z0+∆z

z0−∆z
S0(x,y,z)exp(i(kxx+ kyy))dzdydx (1.19)

It implies that a 2D k-space can be sampled and acquired sequentially by means of
different sampling configurations of kx and ky. And from this k-space S̃(kx,ky), the signal
magnitude S0(x,y,z) can be recovered by applying an inverse Discrete Fourier Transform
(DFT), leading to a 2D image space of signal magnitude. Equation 1.19 hereby becomes
the basis of virtually all MRI experiments.

Finally, by adjusting the slice selection gradient, different slices can be measured,
leading to the 3D MRI technique. As the complex data points in k-space actually corre-
spond to spatial frequencies, this final step is called frequency encoding or readout.

1.1.2.3 Application in MRE: motion encoding

While the gradients introduced previously, GGGx, GGGy and GGGz, have realized the 3D imaging
functionality of MRI technique, they are not capable of encoding the tissue movement
into received NMR signals, which is the basic requirement of MRE. In this subsection,
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the implementation of MRI into MRE by means of motion encoding gradient (MEG)
magnetic fields will be briefly presented.

The phase shift φ has been introduced and calculated before. It can be summarized
and formulated as:

φ(t) = γn

∫ t

0
GGGr(τ) ·rrr(τ)dτ (1.20)

where GGGr(t) is the gradient field superimposed on static field BBB0 and rrr(t) is the position
of nuclear spins. For complex motion, the position can be described by:

rrr(t) = rrr0 +ξξξ(rrr, t) (1.21)

where rrr0 is the equilibrium position and ξξξ(rrr, t) is the vector of displacement in terms of
rrr0. As widely applied in MRE, the time-harmonic motion underwent by nuclear spins is
given by:

ξξξ(rrr,θ) = ξξξ0 cos(kkk ·rrr−ω t +θ) (1.22)

where kkk is the wavenumber vector, ω is the angular frequency of harmonic excitation, θ

is the initial phase shift of wave, and ξξξ0 is the displacement amplitude.

Figure 1.10: Experimental system for observing acoustic strain waves with MRI. A wave
form motion encoding gradient (MEG) is incorporated into imaging sequences to sense

harmonic motion. Source: [MUT 95]

In order to encode the motion information into the signal phase φ, several gradients
can be designed following certain principles. A common choice is a trapezoid form gra-
dient, as illustrated in Fig.1.10. Since it is characterized by equal areas between positive
and negative fields and cycling property, which means

∫ t
0 GGGr(τ)dτ = 000, the phase offset

observed in NMR signal can thus be given by [MUT 95]:
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φ(rrr,θ) = γn

∫ t=NT

0
GGGr(τ) ·ξξξ0 cos(kkk ·rrr−ωτ+θ)dτ

=
2γn NT (GGG ·ξξξ0)

π
sin(kkk ·rrr+θ)

(1.23)

where N is the number of gradient cycles and T is the period of harmonic excitation.
This equation implies the connection between the detected phase shift φ and the motion
amplitude ξξξ0 in position rrr and with the wave phase θ. For a certain wave phase shift, it
is the basis of MRE for converting MRI phase images to displacement images. Since the
signal phase is more important and used, instead of the signal amplitude in most other
MRI applications, MRE is a phase-contrast technique.

However, in real application, only one wave phase shift θ is not sufficient for retrieving
wave phase images φ and further elasticity reconstruction. The MEG gradient is hence re-
peated by adjusting its activation time to capture multiple signal phases φ at different time
points over one harmonic cycle, thus leading to several snapshots of wave displacements
(four or eight snapshots are common).

1.1.3 Reconstruction methods
After the application of mechanical motion and the imaging of wave displacements, the
last step of MRE consists in deriving tissue stiffness from the captured displacement data
by solving inverse problems. Indeed, it is the underlying mechanical properties that reg-
ulate tissue motion and wave propagation; the elastography reconstruction is thus consid-
ered as an inverse problem. Typically, the reconstruction methods can be categorized into
direct or iterative methods. And recently, inversion methods based on artificial neural net-
work (ANN) has been studied as a promising alternative. As presented before in section
1.1.1, the shear modulus is more appropriate for tissue elastography than bulk modulus,
thus chosen as the reconstructed target for basically all methods.

In the following, we present the three types; their respective principles, advantages,
disadvantages and several example methods will be briefly introduced, leading to the start
of the art of MRE reconstruction which is one of topics in this work. For more thorough
details concerning an overview of different methods, see [DOY 12, HON 16, FOV 18b];
for more details about elasticity or mechanical behaviors, see section 1.2.

1.1.3.1 Direct methods

As the name suggests, direct methods are developed to retrieve stiffness by directly solv-
ing the wave equations. With the assumptions of linear (visco-)elasticity, isotropy, local
homogeneity, quasi-incompressibility and small deformation, which are in fact good ap-
proximations for soft tissue in MRE, the wave equation can be converted to the Helmholtz
equation for shear modulus [MAN 21]:

G∗ =−ρω2uuu
∇2uuu

(1.24)
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Figure 1.11: Elasticity reconstruction using MREJ tool. (a) magnitude, (b) wave, (c)
AIDE, (d) AIDE with directional filtering, (e) LFE, (f) LFE with directional filtering.

Source: [XIA 13]

where G∗ is the complex shear modulus, ρ is the density of tissue (generally considered
as 1000 kg/m3), ω is the angular frequency of excitation, uuu is the complex displacement
field and ∇2 means ∇ ·∇ which is the divergence of the gradient, namely the Laplace
operator ∆.

This equation is commonly employed in many direct methods. While being simple
and direct, these methods are largely dependent on data quality since the derivatives of
displacement have to be computed, as can be seen in Eq.1.24. Indeed, the measured wave
displacements inherently contain noise due to the finite signal-to-noise ratio (SNR) of
MR imaging, and the differentiation contributes to amplify the noise. Common meth-
ods to reduce the noise include bandpass or frequency-based filtering [MAN 03], and
polynomial-fitting approaches such as applying the Savitzky-Golay filter [MAN 01].

Moreover, the wave fields usually comprise two components as aforementioned:
transverse and longitudinal. The displacement caused by longitudinal waves is a con-
founding factor for shear modulus reconstruction and have to be removed. Although
ignoring its effect was a common practice in early researches, this approach is basi-
cally no more applied nowadays due to the significant errors in reconstructed stiffness
[PAR 06]. Alternatively, some filtering methods are used, such as applying a high-pass
filter to remove longitudinal waves, and applying a curl-operator to the displacement
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fields. The latter was proposed by Sinkus et al. [SIN 05]. It takes advantage of the
quasi-incompressible property of tissue which means the Poisson’s ratio extremely close
to 0.5 and the divergence-free condition on the displacements: ∇ ·uuu = 0. Therefore, the
displacement uuu in Eq.1.24 can be regarded as its curl ∇×uuu.

The most frequently used direct methods may consist of Local Frequency Estimation
(LFE) and Algebraic Inversion of the Differential Equation (AIDE). The former, pre-
sented by Manduca et al. [MAN 96, MAN 01], is based on the shear modulus-wave rela-
tion: cs =

√
µ/ρ. Local estimates of shear modulus µ can be made from local estimates

of frequency computed with a bank of wavelet filters. The latter, proposed by Oliphant
et al. [OLI 01], consists in performing inversion of a system of differential equations of
mechanical motion, more or less similar to the Eq.1.24. For this Helmholtz equation, a
least-square polynomial fitting is used to compute the spatial derivatives and a regulariza-
tion technique is applied to prevent division by zero. These two direct methods can be
accessed, for example, through MREJ which is a Java implementation of ImageJ plugin
[XIA 13].

Figure 1.11 illustrates the reconstruction by the MREJ tool for a benchmark phan-
tom. The benchmark and its dataset come from the MRE/Wave demo developed by Mayo
Clinic, freely provided to MRE community [GRI 06]. This phantom is composed of 1.5%
agar gel with four 10% bovine cylindrical inclusions whose diameters range from 5 to 25
mm [LI 10, MAN 03, MAH 20]. Transverse waves are generated from the top by har-
monic excitation at 100 Hz. The FOV (field of interest) is 20 cm×20 cm and the spatial
resolution is 256× 256. 8 snapshots are taken during each period. The reference value
is 2.9 kPa for the background and 6.4 kPa for the inclusions. Both AIDE and LFE algo-
rithms are applied, with/without directional filtering. It turns out that the background is
well reconstructed, while the inclusions are generally underestimated with 3 ∼ 4 kPa.

1.1.3.2 Iterative methods

Different from direct methods, iterative methods are based upon iterating in force the
minimization/optimization computing, which can be formulated by:

min
G∗

||uuuc −uuum||X (1.25)

where uuuc is the calculated displacement, uuum is the measured displacement and || · ||X de-
notes certain norm.

Basically, an initial distribution of shear modulus is predetermined. During each it-
eration, the forward problem along with boundary conditions is solved for predicted dis-
placement field uuuc. The updated shear modulus can then be acquired by applying certain
optimization algorithms in order to minimize the error between simulated displacements
and measured displacements ||uuuc −uuum||. This forward-optimization process is repeated
till some stopping criteria are reached.

Obviously, the iterative methods are much more computationally expensive than di-
rect methods and dependent on the forward model with boundary conditions. However,
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Figure 1.12: Flowchart of the two-dimensional subzone method. Source: [VAN 99]

they are less sensitive to measured data quality and have potential for producing better
predictions.

The forward problem can be addressed with the help of some numerical discretiza-
tion techniques such as finite difference and finite element method. For the minimiza-
tion process, several approaches are generally employed such as gradient based [OBE 03,
OBE 04], Gauss-Newton [KAL 96, DOY 00, MIG 03] and Levenberg-Marquardt algo-
rithms [MAR 63, ESK 08, HON 16]. Besides, some regularization techniques, such as
Tikhonov regularization [KAL 96], are widely utilized to obtain smoother results, by
adding derivatives of stiffness to optimization function.

Among numerous iterative methods, the most outstanding method may be the subzone
method, proposed by Van Houten et al. [VAN 99, VAN 01]. Like the practices just pre-
sented, this method has used finite elements for equation discretization, Gauss-Newton
algorithm for optimization and Levenberg-Marquardt for regularization. It is character-
ized by its performing optimization in overlapping regions, or subzones constituting the
global domain. Figure 1.12 presents the flowchart of the subzone inversion algorithm.
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Figure 1.13: Illustration of neuron (a) and MLP model (b). Source: [MUR 18]

1.1.3.3 ANN-based methods

Both the above methods have their advantages and disadvantages: direct methods are
simple and rapid, but sensitive to data quality; iterative methods are more accurate but
time-consuming. Besides, they are generally based on the assumptions that materials are
linear, (visco-)elastic, isotropic, locally homogeneous and quasi-incompressible, which
indeed limits the MRE application. In recent years, however, with the development of ar-
tificial neural network (ANN), more advanced, ANN-based inversion methods have been
studied.

To the best of our knowledge, Murphy et al. from Mayo Clinic were the first to
develop ANN in MRE reconstruction methods [MUR 18]. The model of feedforward
ANN with fully connected layers, which is also known as multilayer perceptron (MLP),
was applied. An example of MLP model is shown in Fig.1.13; each layer is composed
of several nodes, and each node representing a neuron connects its preceding layer to
succeeding layer by a nonlinear function. In this pioneer work, 3 hidden layers of 24
neurons per layer with a tanh transfer function were used. 2D simulated data sets were
generated based on 5×5 patches with 2 mm isotropic voxels, and 4 snapshots were taken
during each period of 60 Hz motion. Single or multiple point-sources were randomly
placed within the patches, and sinusoidal displacement without attenuation was assumed.
For each sample, a homogeneous stiffness was chosen from a uniform distribution ranging
from 0.1 to 10 kPa. The features fed into the MLP model were real and imaginary parts
of the first harmonic of displacements of each sample. Noises were also added to test the
model performance. It turned out that this new approach performed well and presented a
good correlation with traditional inversion methods.

Later, Solamen et al. [SOL 18] employed another ANN model, known as convolu-
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Figure 1.14: Illustration of CNN model. Source: [SOL 18]

Figure 1.15: Illustration of SVM model. Source: [HE 19]

tional neural network (CNN). This model is in fact more appropriate for image process-
ing. It manipulates image data by a convolutional kernel to automatically extract features
and requires much less parameters than MLP model (since updated parameters in CNN
are values of kernels, while parameters in MLP are weights and biases of neurons). In this
work, as shown in Fig.1.14, 3D 64×64×3 displacement data for each 2D slice were given
as input to CNN model. The images were first downsampled by 4 convolutions, leading
to a 8×8 embedding, then upsampled by 3 convolutions to obtain the final estimate of a
64×64 stiffness map. No pooling process was conducted.

Particularly, He et al. [HE 19] used a classical ANN model, known as support vector
machine (SVM), to perform a 2-class classification job. Real patient records were used
as features to train the model. As shown in Fig.1.15, a hyperplane is learned in SVM
to partition the high-dimensional space, thus leading to 2 classes representing different
states of liver stiffening.

Most recently, Murphy et al. [MUR 20] and Scott et al. [SCO 20] from Mayo Clinic
published their ANN framework based on CNN model (however, the CNN structure de-
tails cannot be found). In particular, local inhomogeneity was considered in the latter
work by simulating shear wave within an inhomogeneous medium based on a coupled
harmonic oscillators (CHO) model. CHO allows to generate numerous synthetic sam-
plings in a short time, while neglecting P-wave and mode conversion at interface. This
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1. State of the art

was the primary limitation, as discussed in [SCO 20], and expected to be overcome by
modeling full Navier equations of motion, like applying the finite element method. In-
deed, this constitutes one of the prospects that we expect to address by the XFEM model
introduced in this PhD thesis.

1.2 Continuum mechanics
From the previous section 1.1, it can be found that MRE is one of numerous elastogra-
phy modalities which are based on mechanics theories and medical imaging techniques.
Mechanical principles play a key role not only in the first step of excitation application,
but also in the third step of stiffness reconstruction. Therefore, it is vital to have a deeper
look at this background. In the following, we will firstly introduce some basic knowledge
in the domain of continuum mechanics, especially that of linear elasticity. From these
introductions, we will see how can be derived the basic equation of wave propagation
that is widely used in elastography. Then, the theory of viscoelasticity will be presented,
which is a general property of human tissue and also the basis of our research. For more
details, several reference books are recommended such as [LAN 86, ROY 99, SAD 09]
for elasticity and [LAK 98, SIM 06, CAR 07, CHR 12] for viscoelasticity.

1.2.1 From elasticity to wave propagation
This subsection mainly describes the elasticity theory in the case of linear, isotropic and
homogeneous materials subject to small deformation. It briefly presents the basic con-
cepts including strain, stress, constitutive law (Hooke’s law) and equilibrium equation
(Newton’s law). From these bases, the widely used formulation of motion or wave prop-
agation is obtained. Finally, the strain energy is introduced.

1.2.1.1 Strain

When external loading is applied, elastic solids will accordingly respond. The responses
are usually represented as motions including rigid-body motions and extensional and
shearing deformations. We are only concerned with the deformations, since the rigid-
body motions contain constant displacement and rotation making no contribution to the
strain field which is related to relative displacement of particles of a continuum body.

Considering the small deformation hypothesis, a two-dimensional, infinitesimal, rect-
angular element can be used to develop the strain-displacement relations, as illustrated in
Fig.1.16. This rectangular element (ABCD) with dimension dx by dy deforms to a form of
rhombus (A′B′C′D′) with certain displacements. By taking point A at location (x, y) as the
reference, some displacement components and deformations can be explicitly expressed
such as ux(x,y) and uy(x,y), as shown in the figure.

The extensional or normal strain in a certain direction is defined as the change in
length per unit length along the same direction, and can be calculated, for example in the
x-direction in Fig.1.16, by:
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Continuum mechanics

Figure 1.16: Geometric deformation of a two-dimensional, infinitesimal, rectangular el-
ement with dimension dx×dy. It takes the form of a rhombus after deformation.

εx =
A′B′−AB

AB
(1.26)

It can be observed that AB= dx and A′B′ =
√

(dx+ ∂ux
∂x dx)2 +(

∂uy
∂x dx)2 ≈ (1+ ∂ux

∂x )dx.
Here, the square term of derivative of uy is dropped considering the small displacement
gradient. The normal strain in the x-direction hence reduces to:

εx =
∂ux

∂x
(1.27)

The other type of strain is the shear strain which can be defined as the change in
angle between two originally orthogonal directions. For the infinitesimal element, this
definition gives rise to the shear strain γxy in the xy-plane:

γxy = α+β (1.28)

From the geometry in Fig.1.16, we have tanα = (
∂uy
∂x dx)/(dx + ∂ux

∂x dx) ≈ ∂uy
∂x and

tanβ = (∂ux
∂y dy)/(dy+ ∂uy

∂y dy) ≈ ∂ux
∂y . Here, we neglect again some gradients by assum-

ing that ∂ux
∂x ≪ 1 and ∂uy

∂y ≪ 1. For small angles, we also have tanα ≈ α and tanβ ≈ β. As
a result, γxy becomes:

γxy =
∂uy

∂x
+

∂ux

∂y
(1.29)

By simple interchanges, it can be proven that γxy = γyx. In similar fashion, these results
can be extended to general three-dimensional case by taking yz- and xz-planes, leading to:
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εx =
∂ux

∂x
, εy =

∂uy

∂y
, εz =

∂uz

∂z

γxy =
∂ux

∂y
+

∂uy

∂x
, γyz =

∂uy

∂z
+

∂uz

∂y
, γzx =

∂uz

∂x
+

∂ux

∂z

(1.30)

In fact, equations 1.30 representing the strain-displacement relations are written in the
engineering strain form. However, it is usually preferred to use strain tensor ε. It is a
symmetric (εi j = ε ji) tensor of rank 2 which can be written in index notation as:

εi j =
1
2
(

∂ui

∂x j
+

∂u j

∂xi
) =

1
2
(ui, j +u j,i) (1.31)

where i, j = 1,2,3 denote the components in the x, y and z directions, respectively. For
example, u1 = ux, x1 = x and x2 = y, ε11 = εx and ε12 =

1
2γxy = ε21, and so forth. Besides,

the (•), j subscript is a shorthand for the partial derivative ∂(•)/∂x j.
It can also be expressed in direct tensor notation:

ε =
1
2
[∇u+(∇u)T ] (1.32)

where u = ∑i uiei is the displacement tensor of rank 1, ∇ is the nabla operator implying
the second order gradient tensor. Finally in explicit form, it reads:

εεε =

ε11 ε12 ε13
ε21 ε22 ε23
ε31 ε32 ε33

=

 εx
1
2γxy

1
2γxz

1
2γyx εy

1
2γyz

1
2γzx

1
2γzy εz



=


∂u1
∂x1

1
2(

∂u1
∂x2

+ ∂u2
∂x1

) 1
2(

∂u1
∂x3

+ ∂u3
∂x1

)
1
2(

∂u2
∂x1

+ ∂u1
∂x2

) ∂u2
∂x2

1
2(

∂u2
∂x3

+ ∂u3
∂x2

)
1
2(

∂u3
∂x1

+ ∂u1
∂x3

) 1
2(

∂u3
∂x2

+ ∂u2
∂x3

) ∂u3
∂x3


(1.33)

1.2.1.2 Stress

As stated before, the strain results from the application of external loading. Indeed, the
external forces are transmitted through all the structure, hence inducing internal forces
that are distributed continuously within the body, according to continuum mechanics.
These forces can be classified into body forces and surface forces. It is usually the latter
that cause material failure and get more academic and industrial attention.

From surface forces, the concept of stress can be drawn. Consider a three-dimensional,
infinitesimal cube element, as illustrated in Fig.1.17. Suppose that it is located at position
x, the surface has area ∆A with normal outward unit vector n, and a surface force ∆F is
acting on ∆A. The traction vector or stress at point x is thus defined as:

T (x,n) = lim
∆A→0

∆F
∆A

(1.34)
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Figure 1.17: Stress components of a three-dimensional, infinitesimal cube element. ei
(i = 1,2,3) denote the unit vectors along each coordinate direction and T (ei) (i = 1,2,3)

represent the traction vectors on surfaces perpendicular to ei.

and can be written, from Fig.1.17, as:

T (x,n = e1) = σxxe1 +σxye2 +σxze3

T (x,n = e2) = σyxe1 +σyye2 +σyze3

T (x,n = e3) = σzxe1 +σzye2 +σzze3

(1.35)

where ei (i = 1,2,3) denote the unit vectors along positive coordinate directions, and
[σxx,σxy,σxz,σyx,σyy,σyz,σzx,σzy,σzz]

T are the components of traction vectors T (x,n) on
each surface. They also represent the components of stress tensor σ. It is a symmetric
(σi j = σ ji) tensor of rank 2 which can be written in matrix format as:

σσσ =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33

=

σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

=

σxx τxy τxz
τyx σyy τyz
τzx τzy σzz

 (1.36)

where the diagonal components are referred to as normal stresses and the others are called
shear stresses. The latter are also denoted with τ such as σxy = τxy.

1.2.1.3 Constitutive law

As mentioned, a material usually makes certain responses when external stimuli are im-
posed. Constitutive law consists in describing the relation between two physical quan-
tities specific to that material, which is the one related to stimuli and the other related
to responses. In continuum mechanics, the stimuli are stresses and the responses can be
strain, strain rate, strain history and so forth. Their relations called constitutive equations
characterize material mechanical properties.
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The relatively simple case is the relation between stress and strain, representing the
material model of elastic solid excluding rate or history effects. It describes the kind of
material which can recover its original shape once the loading is removed. Further, the
restriction in terms of linear relations leads to linear elastic solid. Under the assumption
of small deformations, many materials can be considered as linear elastic materials which
have linear stress-strain relations.

Based on the precedent introductions in 1.2.1.1 and 1.2.1.2, the components of stress
and strain can be linearly related for linear elastic materials, leading to Hooke’s law. The
generic constitutive law in three-dimensions can thus be explicitly written as:

σ11 = D1111ε11 +D1112ε12 +D1113ε13 +D1121ε21 +D1122ε22 +D1123ε23 +D1131ε31 +D1132ε32 +D1133ε33

σ12 = D1211ε11 +D1212ε12 +D1213ε13 +D1221ε21 +D1222ε22 +D1223ε23 +D1231ε31 +D1232ε32 +D1233ε33

σ13 = D1311ε11 +D1312ε12 +D1313ε13 +D1321ε21 +D1322ε22 +D1323ε23 +D1331ε31 +D1332ε32 +D1333ε33

σ21 = D2111ε11 +D2112ε12 +D2113ε13 +D2121ε21 +D2122ε22 +D2123ε23 +D2131ε31 +D2132ε32 +D2133ε33

σ22 = D2211ε11 +D2212ε12 +D2213ε13 +D2221ε21 +D2222ε22 +D2223ε23 +D2231ε31 +D2232ε32 +D2233ε33

σ23 = D2311ε11 +D2312ε12 +D2313ε13 +D2321ε21 +D2322ε22 +D2323ε23 +D2331ε31 +D2332ε32 +D2333ε33

σ31 = D3111ε11 +D3112ε12 +D3113ε13 +D3121ε21 +D3122ε22 +D3123ε23 +D3131ε31 +D3132ε32 +D3133ε33

σ32 = D3211ε11 +D3212ε12 +D3213ε13 +D3221ε21 +D3222ε22 +D3223ε23 +D3231ε31 +D3232ε32 +D3233ε33

σ33 = D3311ε11 +D3312ε12 +D3313ε13 +D3321ε21 +D3322ε22 +D3323ε23 +D3331ε31 +D3332ε32 +D3333ε33

(1.37)

It can be expressed more concisely by tensors in index notation as:

σi j = Di jklεkl (1.38)

where i, j,k, l = 1,2,3 and Di jkl implies the elasticity tensor D of rank 4. Commonly, this

tensor has 3×3×3×3 = 81 elements. Due to the symmetry of stress and strain tensors,
it is characterized by Di jkl = D jikl and Di jkl = Di jlk, and thus the number can be reduced
to 36. As presented later in 1.2.1.6, the strain energy leads to another symmetric property
Di jkl = Dkli j, which means further reduction to 21 independent components. As a result,
the elasticity tensor can be regarded as Di j (i, j = 1, ...,6) which is a symmetric (Di j =D ji)
tensor of rank 2, whose 21 independent elements are also called elastic moduli. Accord-
ingly, the second-order tensors of stress and strain are usually reduced to vectors noted in
Voigt notation as σσσ= [σ11,σ22,σ33,σ12,σ23,σ31]

T and εεε= [ε11,ε22,ε33,2ε12,2ε23,2ε31]
T ,

respectively. The constitutive law hence reduces to:

σ11
σ22
σ33
σ12
σ23
σ31


=


D11 D12 D13 D14 D15 D16
D21 D22 D23 D24 D25 D26
D31 D32 D33 D34 D35 D36
D41 D42 D43 D44 D45 D46
D51 D52 D53 D54 D55 D56
D61 D62 D63 D64 D65 D66





ε11
ε22
ε33
2ε12
2ε23
2ε31


(1.39)

where the factors of 2 before shear strains are due to the symmetry of strain tensor.
Till now, we have assumed materials being elastic and linear in terms of stress-strain

relations. There exist another two important material properties which can be assumed to
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further simplify the formulation Eq.1.39, namely homogeneity and isotropy. On one hand,
homogeneous materials are characterized by constant elastic moduli not varying in space.
This assumption doesn’t effect the expression (1.39) but dramatically simplifies the prob-
lems since only 21 constants are required to determine material mechanical behaviours
through the space within the continuum body. On the other hand, isotropic materials
are characterized by the same elastic properties in all spatial directions. This assump-
tion is greatly helpful in reducing the independent components from 21 to 2 constants.
The constitutive law (also called the generalized Hooke’s law) for linear, (homogeneous,)
isotropic elastic materials can finally be written in index notation as:

σi j = λεkkδi j +2µεi j (1.40)

where λ and µ are called Lamé constants, Einstein summation convention is used for εkk
(namely εkk = ε11 + ε22 + ε33) and δi j is the Kronecker delta (equal to 1 if i = j and 0
otherwise). Usually, µ is also denoted by G and referred to as shear modulus.

In direct tensor notation, it can also be expressed as:

σ = λ tr(ε)I +2µε (1.41)

where tr(•) denotes the trace of a matrix (defined as the sum of diagonal elements) and I
is the second-rank identity tensor.

And in explicit matrix form, it is written as:

σ11
σ22
σ33
σ12
σ23
σ31


=


λ+2µ λ λ 0 0 0

λ λ+2µ λ 0 0 0
λ λ λ+2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ





ε11
ε22
ε33

2ε12
2ε23
2ε31


(1.42)

However, another pair of constants (E,ν) is more common in practice than the pair
(λ, µ). E is called Young’s modulus or modulus of elasticity, and ν is the Poisson’s ratio.
These two parameters are widely used in tension or compression experiments. E measures
the tensile or compressive stiffness of materials, while ν measures the ratio of transverse
strain to axial strain. The two pairs are related by:

λ =
Eν

(1+ν)(1−2ν)
; µ =

E
2(1+ν)

(1.43)

In two-dimensional problems, two assumptions are commonly used to simplify the
constitutive equations: plane stress and plane strain. Plane stress, as the name suggests,
refers to the case where stresses only exist in a two-dimensional plane and are equal
to zero across the plane. It is a valid approximation for the thin structures whose third
dimension is far less than the other two in-plane dimensions, like thin plates. Suppose
the in-plane dimensions being denoted by x and y (or 1 and 2), and the other one being
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denoted by z (or 3). We thus have the zero stresses σ13 = σ31 = σ23 = σ32 = σ33 = 0.
The Hooke’s law for plane stress can reduce to:

σ11
σ22
σ12

=
E

1−ν2

1 ν 0
ν 1 0
0 0 1−ν

2


ε11
ε22

2ε12

 (1.44)

On the other hand, plane strain refers to the opposite case where the structure length is
much greater than the two in-plane dimensions, like long rods. Therefore, when external
forces are applied in the direction orthogonal to its length, the structure can be considered
as being under plane strain state. Using the same subscript notations as before, we can
nullify the strains associated with length: ε13 = ε31 = ε23 = ε32 = ε33 = 0. The Hooke’s
law for plane strain can reduce to:

σ11
σ22
σ12

=
E

(1+ν)(1−2ν)

1−ν ν 0
ν 1−ν 0
0 0 1−2ν

2


ε11
ε22

2ε12

 (1.45)

Moreover, plane strain can also be applied to the axisymmetric structure, like a cylin-
der. In this case, a 2D section revolves around an axis to form the solid. The angular
“length” of revolution (= 360◦ in cylindrical coordinate reference) can be regarded as
much greater than the section dimensions. It conforms to plane strain hypothesis and can
thus be analysed using its 2D section and Eq.1.45.

Finally, note that ε33 =− ν

E (σ11 +σ22) is non-zero for plane stress and σ33 = λ(ε11 +
ε22) is non-zero for plane strain. They are usually removed from the analysis in order to
reduce the law to 2D case, but can be determined by boundary conditions.

1.2.1.4 Equilibrium equation

In section 1.2.1.2, we have given the definition and expression of stress. However, the
explicit relations between stresses and external forces are not yet clearly derived. To this
end, we have to utilize the concept of equilibrium state.

For the body in static equilibrium, all the applied forces sum up to zero. Besides, any
part/subdomain of the body is also in equilibrium and follows this rule. We could thus
consider a closed subdomain with volume V and surface S, having a density of surface
tractions T and body forces F . This concept can be written in index notation as:∫ ∫

S
Ti dS+

∫ ∫ ∫
V

Fi dV = 0 (1.46)

For traction in arbitrary direction with unit vector n, define ni as the projection of
n onto coordinate xi (i = 1,2,3). The traction can be related to stresses by Ti = σi jn j
with Einstein notation. Moreover, the divergence theorem (Gauss’s theorem) can con-
vert the surface integral of a vector to the volume integral of its divergence, leading tos

S σi jn jdS =
t

V σi j, jdV . Equation 1.46 can then be reformulated as:
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Continuum mechanics

∫ ∫ ∫
V
(σi j, j +Fi)dV = 0 (1.47)

Since the region V is arbitrary and the tensors are continuous within the continuum
body, then according to the localization theorem, the integrand is null. The equilibrium
equations for static case can thus be derived and written as follows:

σi j, j +Fi = 0 (1.48)

For the body in dynamic equilibrium, like the case of elastic wave propagation, we
have to further consider and incorporate the law of motion. Newton’s second law of
motion states that the rate of change of momentum of an object over time is equal to the
force acting on it. More commonly, for an object with constant mass, this law can also be
reformulated in terms of object acceleration:

F =
dp
dt

=
d(mv)

dt
= m

dv
dt

= ma (1.49)

where F is the resultant force, p is the momentum, m is the mass, v is the velocity and a is
the acceleration. This law can be rewritten in integral form as F =

t
V ρ∂ttudV where ρ is

the mass density, ∂tt indicates ∂2/∂t2 and u is the displacement vector. Combining it with
Eq.1.47 and re-using the localization theorem, we finally get the equilibrium equations
for dynamic case written in index notation as:

σi j, j +Fi = ρ∂ttui (1.50)

For the study of elastic waves, equation 1.50 is one of the basic field equations. It can
also be formulated in tensor format as:

∇ ·σ+F = ρü (1.51)

where ¨(•) represents the second derivative with respect to time.

1.2.1.5 Motion equation

Till now, we have developed the basic field equations for linear isotropic elasticity, includ-
ing the strain-displacement relation (1.32), the constitutive law (1.41) and the equilibrium
equation (1.51). This leads to a system of 15 relations involving 15 unknowns, namely
3 displacements ui, 6 strains εi j and 6 stresses σi j. It is thus possible to solve these un-
knowns for a three-dimensional problem where the two material constants (say λ and µ)
and force density Fi are given a priori. However, further simplification by combining
these field equations is usually required. Based on different types of boundary conditions,
two different formulations can be obtained, one in terms of displacements and the other in
terms of stresses [SAD 09]. In MRE, we generally prescribe certain displacements/strains
other than forces/stresses on the boundary, leading to the displacement formulation.
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1. State of the art

For this case, the strains and stresses should be eliminated from the basic field equa-
tions, leaving the displacements as the only unknowns to be solved. To this end, we first
substitute the strains in constitutive law (1.40) with displacements, using the definition of
strain-displacement (1.31):

σi j = λδi jεkk +2µεi j

= λδi juk,k +µ(ui, j +u j,i)
(1.52)

Considering the summation notation, the differentials sum up to:

σi j, j = λuk,ki +µ(ui, j j +u j,i j) (1.53)

Note that σ ji, j = σi j, j. We can thus remove the stress terms in equilibrium law (1.50):

λuk,ki +µ(ui, j j +u j,i j)+Fi = ρ∂ttui (1.54)

It can be reorganized into the more popular form:

(λ+µ)u j,i j +µui, j j +Fi = ρ∂ttui (1.55)

It can also be written in tensor form as:

(λ+µ)∇(∇ ·u)+µ∇
2u+F = ρ∂ttu (1.56)

This is the equilibrium equations in terms of displacements and also referred to as
Navier-Cauchy equations. In the domain of elastic waves, like in MRE, we usually sup-
pose that the displacements are time harmonic, leading to:

u(r, t) = u0 exp[i(ω t− k · r)] (1.57)

where u0 is the amplitude vector, i is the imaginary unit, ω is the angular frequency, k is
the vector of wavenumber and r is the vector of coordinates.

With this assumption applied and body forces neglected, we finally obtain the govern-
ing equation of elastic waves with small amplitude and harmonic motion, propagating in
a linear, isotropic, (visco-)elastic medium:

(λ+µ)∇(∇ ·u)+µ∇
2u+ρω

2u = 0 (1.58)

which is written in index form as:

(λ+µ)u j,i j +µui, j j +ρω
2ui = 0 (1.59)

1.2.1.6 Strain energy

In elasticity, strain energy is a kind of potential energy stored inside the elastic body re-
sulting from the work done by surface or body forces. Due to this storage, idealized elastic
solid can completely recover its original shape when loading is removed. Infinitesimally,

40

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



Continuum mechanics

it is related to the stress and strain, leading to the strain energy per unit volume, or strain
energy density, written in index notation as:

U =
1
2

σi jεi j (1.60)

with summation convention applied. And in tensor notation it reads:

U =
1
2

σ : ε (1.61)

where : denotes the double dot product of two tensors of rank 2, namely the Hadamard
product or element-wise product of two matrices of the same dimensions.

In reality, both stress and strain can be decomposed into two parts: volumetric and
deviatoric part. The former is related to the volume change while the latter is associated
with the shape change. Taking the example of strain tensor, we have:

ε = ε
vol + ε

dev (1.62)

where

ε
vol =

tr(ε)
3

I (1.63)

Substituting into the constitutive equation in tensor form (Eq.1.41) leads to:

σ = λ tr(ε)I +2µε

= 3λε
vol +2µ(εvol + ε

dev)

= (3λ+2µ)ε
vol +2µε

dev

(1.64)

Combining this result with Eq.1.61 and considering •vol : •dev = 0, we obtain:

U =
1
2
((3λ+2µ)ε

vol +2µε
dev) : (εvol + ε

dev)

=
3λ+2µ

2
ε

vol : ε
vol +µε

dev : ε
dev

(1.65)

where the first term on the right side represents volumetric energy Uvol and the second
represents deviatoric energy Udev.

Finally, the strain energy can also be regarded as a bridge between stress and strain,
due to general stress-strain relations:

σi j =
∂U
∂εi j

(1.66)

The symmetry relations can thus be derived:

∂σi j

∂εkl
=

∂σkl

∂εi j
(1.67)
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1. State of the art

Recalling the constitutive equation σi j = Di jklεkl , this leads to the symmetry relation
for elasticity tensor as used in section 1.2.1.3:

Di jkl = Dkli j (1.68)

1.2.2 Viscoelasticity
Unlike lossless elastic solids, viscoelastic materials with vibrations applied would not
continue to indefinitely vibrate due to the energy dissipation. The viscous effect makes
the strain response to applied stress not-instantaneous, leading to the time-dependent be-
haviors. All the strains arising in different time increments would sum up and the material
is hence said to have memory [CAR 07].

Several rheological models are available for describing the viscoelasticity of materials
like soft tissues, and their different frequency-dependent characteristics have been inves-
tigated by MRE researchers [HIR 17, KLA 07, YAS 13]. The two simplest models with
only two parameters, i.e. the Voigt and Maxwell model, may not represent well the tissue
behaviors in MRE frequency range [MAN 21, HIR 17, ROY 11]. Other complex models,
such as the standard linear solid (SLS) model and the generalized Maxwell model, can
have better performance in fitting MRE experimental measurements at multiple frequen-
cies [KLA 07, YAS 13]. Currently, there is no agreement regarding the choice of model,
but models with least parameters and good performance are preferred [YAS 13]. For the
sake of simplicity and being representative, we have chosen to employ in this work the
Maxwell form of SLS model, as will be presented.

In this subsection, we would focus on linear viscoelasticity in which the stress is
linearly related to the strain history. We first introduce some widely used mechanical
models for describing viscoelastic behaviors, including the Maxwell model, the Kelvin-
Voigt model and the SLS model (or the Zener model). The linear constitutive relations
and model properties are presented. Then, the dynamic modulus of each model will be
derived, which is necessary for quantification of viscoelastic materials.

1.2.2.1 Basic models and their constitutive equations

As the name suggests, viscoelasticity is composed of viscosity and elasticity. While the
elasticity is typically applied for elastic solids and physically modeled by a spring, the
viscosity is for viscous liquids and modeled by a dashpot. The former is characterized
by the elastic modulus or the Young’s modulus, denoted as E or k with the unit Pascal
(Pa), and the latter is usually described by the metric of dynamic viscosity, denoted as η

or µ with the unit Pascal·second (Pa · s). Following conventions in solid mechanics, we
take herein the notations of E and η for describing linear elasticity and linear viscosity,
respectively.

The Hooke’s law leads to the constitutive equation for spring component:

σ = Eε (1.69)
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Continuum mechanics

Figure 1.18: Maxwell model (a) for viscoelastic materials and its relaxation function (b)
and creep function (c).

and the Newton’s law gives rise to the stress-strain rate relation for dashpot component:

σ = η
∂ε

∂t
(1.70)

which is in fact the constitutive equation for one-dimensional, linear, viscous flow.
Different linear viscoelastic models can be acquired by combining these two types of

components in different manners, which thus exhibit both viscous and elastic character-
istics when undergoing external loading. Among them, the two simplest models are the
Maxwell model and the Kelvin-Voigt model, which also constitute the elements of other
more complex models. In addition, two time-dependent functions, the relaxation function
G(t) and the creep function J(t), can be derived from convolution integrals and are usu-
ally used to characterize the model properties. The former measures the stress response
after imposing a constant unit strain, i.e. ε = H(t) where H(t) is the Heaviside function
(equal to 1 if t > 0 and 0 otherwise). And the latter describes the resulting strain due to
an instantaneously applied constant unit stress, namely σ = H(t). They can be embodied,
respectively, in the response formulations of stress and strain [SIM 06]:

σ(t) =
∫ t

−∞

G(t − s)ε̇(s)ds (1.71)

ε(t) =
∫ t

−∞

J(t − s)σ̇(s)ds (1.72)

(1) Maxwell model
The combination of two components in series leads to the Maxwell model a illustrated

in Fig.1.18(a). A stress σ is applied to the model and produces a total strain ε comprising
one strain ε1 for the spring E and the other one ε2 for the dashpot η, written as:

ε = ε1 + ε2 (1.73)

Given that the two components undergo the same stress σ, the constitutive equation
of Maxwell element can thus be obtained by combining Eqs.1.69 to 1.73:

σ+
η

E
∂σ

∂t
= η

∂ε

∂t
(1.74)
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Figure 1.19: Kelvin-Voigt model (a) for viscoelastic materials and its relaxation function
(b) and creep function (c).

The relaxation and creep functions of Maxwell model are:

G(t) = E exp(−t/τ)H(t) (1.75)

J(t) =
1
E
(1+

t
τ
)H(t) (1.76)

where τ = η/E is the relaxation time. The two functions are roughly illustrated in
Fig.1.18(b) and (c), respectively. As can be seen, the relaxation function doesn’t have
an asymptotical residual stress as in the case of real solids. However, the creep function is
almost linear and rather representative of creep behaviors of viscous fluids instead of real
solids. The Maxwell model is thus more appropriate for representing viscoelastic fluids.

(2) Kelvin-Voigt model
The other simple model is the Kelvin-Voigt model, which consists of the two compo-

nents in parallel, as depicted in Fig.1.19(a). The total stress σ is composed of an elastic
stress σ1 for the spring E and a viscous stress σ2 for the dashpot η, leading to:

σ = σ1 +σ2 (1.77)

Considering that the two components have the same strain ε, we could derive the
constitutive equation of Kelvin-Voigt element from Eq.1.77 in combination with Eqs.1.69
and 1.70:

σ = Eε+η
∂ε

∂t
(1.78)

The relaxation and creep functions are:

G(t) = EH(t)+ηδ(t) (1.79)

J(t) =
1
E
[1− exp(−t/τ)]H(t) (1.80)

with δ(t) being the Dirac delta function. The two functions are also depicted in
Fig.1.19(b) and (c), respectively. As shown, the relaxation function is almost constant,
which is rather the case of pure elastic solids. In terms of the creep function, it doesn’t
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Figure 1.20: Maxwell representation of standard linear solid (SLS) model (a) for vis-
coelastic materials and its relaxation function (b) and creep function (c).

present an initial instantaneous strain, which is not the case of real solids, and tends to the
strain of 1/E at infinite time. The Kelvin-Voigt model is commonly used for describing
anelastic effects.

(3) Standard linear solid model
As introduced above, the two simplest models both have their own limitations in de-

scribing viscoelastic behaviors, which is that the Maxwell model is not good at represent-
ing creep process and the Kelvin-Voigt model cannot describe the relaxation behaviors.

To this end, the standard linear solid (SLS) model, also known as the Zener model,
was developed as a remedy. It is the simplest model which can predict both relaxation
and creep phenomena. Two representations exist and are discussed in the following.

The Maxwell representation of SLS model, as shown in Fig.1.20(a), is composed of a
spring E1 and a Maxwell element (E2 plus η) in parallel. The following relationships:

σ = σ1 +σ2

σ1 = E1ε

σ2 +
η

E2

∂σ2

∂t
= η

∂ε

∂t

(1.81)

can lead to the constitutive equation of Maxwell representation of SLS model:

σ+
η

E2

∂σ

∂t
= E1ε+

η(E1 +E2)

E2

∂ε

∂t
(1.82)

The relaxation and creep functions are [SIM 06]:

G(t) = [E1 +E2 exp(−t/τ1)]H(t) (1.83)

J(t) =
1

E1

[
1− E2

E1 +E2
exp(−t/τ2)

]
H(t) (1.84)

where τ1 = η/E2 is the relaxation time constant and τ2 = η(E1+E2)/(E1E2) is the creep
time constant. These two functions are presented in Fig.1.20(b) and (c), respectively.
It can be observed that both the relaxation and creep behaviors are well modeled for
viscoelastic solids. For this form of SLS model, E1 +E2 is also called initial modulus
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Figure 1.21: Kelvin-Voigt representation of standard linear solid (SLS) model (a) for
viscoelastic materials and its relaxation function (b) and creep function (c).

denoted by E0, and E1 is called relaxed modulus and sometimes denoted by E∞ meaning
modulus at infinite time [SIM 06].

The Kelvin-Voigt representation of SLS model, as depicted in Fig.1.21(a), is com-
prised of a spring E1 and a Kelvin-Voigt element (E2 plus η) in series. The following
relations:

ε = ε1 + ε2

σ = E1ε1

σ = E2ε2 +η
∂ε2

∂t

(1.85)

give rise to the constitutive equation of Kelvin-Voigt representation of SLS model:

σ+
η

E1 +E2

∂σ

∂t
=

E1E2

E1 +E2
ε+

ηE1

E1 +E2

∂ε

∂t
(1.86)

The relaxation and creep functions are [CAR 07]:

G(t) = MR

[
1−

(
1− τε

τσ

)
exp(−t/τσ)

]
H(t) (1.87)

J(t) =
1

MR

[
1−

(
1− τσ

τε

)
exp(−t/τε)

]
H(t) (1.88)

where MR = E1E2/(E1+E2) is the relaxed modulus, τσ = η/(E1+E2) and τε = η/E2 are
the relaxation times. The two functions are illustrated in Fig.1.21(b) and (c), respectively.
As can be seen, this form of SLS model is similar to the previous one in terms of the
capability in describing viscoelastic behaviors. However, it is characterized by an initial
modulus of E1 and a relaxed modulus of E1E2/(E1 +E2).

For convenience, the Maxwell representation of SLS model was chosen and used in
this work. The detailed implementation will be discussed in Chapter 2. For more general
models such as generalized Maxwell model and generalized SLS model, see, for example,
[SIM 06, CAR 07, HAO 19].

1.2.2.2 Dynamic modulus

The dynamic modulus is useful in characterizing the stress-strain relations of viscoelastic
materials under harmonic excitation. It can be derived from the constitutive equations of
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precedent basic model by applying the Fourier transform. Before performing the deriva-
tions, we recall some bases of Fourier transform. For a function f (t) in time domain, its
Fourier transform f̂ (ω) in frequency domain can be defined, among others, as:

f̂ (ω) =
1√
2π

∫
∞

−∞

f (t)e−iωtdt (1.89)

where the time is extended to −∞ and ω is angular frequency. Especially, the Fourier
transform of the derivative dn f (t)

dtn can be proven to be (iω)n f̂ (ω). With this result, we
could derive with ease the dynamic modulus of different models.

(1) Maxwell model
Applying the Fourier transform to the Eq.1.74 of the Maxwell model yields:

σ̂+iτωσ̂ = iηωε̂

⇒ σ̂ =
iηω

1+ iτω
ε̂

=
ητω2 + iηω

1+ τ2ω2 ε̂

= E∗(ω) ε̂

(1.90)

where σ̂ and ε̂ is the Fourier transform of stress σ and strain ε, respectively, and E∗(ω) is
the dynamic elastic modulus. As can be seen, the dynamic modulus is usually complex,
written as E∗=E ′+ iE ′′. The real part E ′ represents the storage modulus related to energy
storage, and the imaginary part E ′′ represents the loss modulus related to energy loss.

(2) Kelvin-Voigt model
Similarly, the Fourier transform of Eq.1.78 leads to the dynamic modulus of Kelvin-

Voigt model:
E∗(ω) = E + iηω (1.91)

(3) Standard linear solid model
For the Maxwell representation of SLS model, we could derive from the Eq.1.82 its

dynamic modulus E∗ with the storage modulus and the loss modulus being, respectively:

E ′(ω) = E1 +
τ2ω2

1+ τ2ω2 E2 (1.92)

E ′′(ω) =
τω

1+ τ2ω2 E2 (1.93)

where τ = η/E2. These two formulas are to be employed in the following chapters.
For the Kelvin-Voigt representation of SLS model, its dynamic modulus from the

Eq.1.86 is calculated as:

E∗(ω) =
E1E2(E1 +E2)+E1η2ω2

(E1 +E2)2 +η2ω2 + i
E2

1 ηω

(E1 +E2)2 +η2ω2

= MR

(
1+ iωτε

1+ iωτσ

) (1.94)
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1.3 Finite Element Method

In the precedent section of continuum mechanics, we have introduced the basic formu-
lations in elasticity and viscoelasticity. For a problem subject to, for example, the equi-
librium equation Eq.1.51 or the governing equation of elastic waves Eq.1.58, analytical
solutions of these partial differential equations are not easy to find, due to the complicated
geometries of studied object, various boundary conditions, etc. In this case, the powerful
tool of numerical methods has been applied to provide robust solutions.

Among them, the Finite Element Method (FEM) is the most widely used numerical
method in MRE studies. It has gained popularity with its performance in modeling wave
propagation in tissue-like materials with complex geometries, pre-deformation, inhomo-
geneities and different boundary conditions, etc. For example, in early literature, Azar
et al. [AZA 00, AZA 01] studied the FEM models in elastography for predicting breast
deformations. Chen et al. [CHE 05, CHE 06] examined, by a finite element model, the
effects of boundary conditions, geometry, pre-tension and frequency on MRE measure-
ments. Bilasse et al. [BIL 18] developed a 2D finite element model for simulating the
shear waves in inhomogeneous soft tissues, with low computational cost. And recently,
McGarry et al. [MCG 20] proposed an inhomogeneous, nearly incompressible, transverse
isotropic (NITI) finite element model for 3D simulations of brain in MRE.

As mentioned in section 1.1.3 of reconstruction methods, FEM has also been used in
elastography to reproduce the stiffness maps by solving an inverse problem. Indeed, it can
be performed in a direct way or a iterative way, as reported and compared in [HON 16].
Honarvar et al. [HON 17] further compared the FEM-based inversion algorithms with
some popular direct methods used in MRE.

In this section, we present a general introduction of the principles and basic formula-
tions of FEM theory, and some other formulations of FEM. Considering our mechanics
background, only the forward displacement-based problems are discussed here. For the
sake of clarity, the detailed numerical implementation of the FEM formulations/matrices
won’t be presented in this chapter but in Chapters 2 and 3. For more information, or
applications in other fields like heat conduction, we recommend the reference books
[ZIE 00, ZIE 05, HUG 12].

1.3.1 Problem formulation and discretization

In this subsection, we briefly introduce the FEM formulations by considering a problem of
elastodynamics which is based on linear elasticity in dynamic cases. Small deformation
is assumed. The Bubnov-Galerkin procedure is used for obtaining approximations of
a discrete system. For the other common procedure using variational functionals, see
[ZIE 05].
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Figure 1.22: A solid body with boundaries subjected to displacements and loads.

1.3.1.1 Motivation and strong formulation

Consider a solid body within a bounded domain Ω, as illustrated in Fig.1.22. The bound-
ary Γ is comprised of Γu and Γt such that Γ=Γu∪Γt and Γu∩Γt = /0. Prescribed boundary
displacements ub are imposed on Γu, leading to the essential or Dirichlet type boundary
condition. And prescribed boundary tractions tb are imposed on Γt , leading to the natural
or Neumann type boundary condition. Considering the equilibrium equation Eq.1.51, this
elastodynamics problem can be formulated by the governing equations as:

∇ ·σ+b = ρü in Ω

u = ub on Γu

σ ·n = tb on Γt

(1.95)

where σ is Cauchy stress tensor, b is body force vector, ρ is mass density, u is displacement
vector, n is unit outward normal vector to Γ and ˙(•) denotes partial differentiation with
respect to time.

Indeed, the first equation in the above corresponds to the main differential equations to
be solved and the other two equations are restrictions represented as boundary conditions.
Without loss of generality, we denote them by the equation set, respectively, as:

AAA(u) = [A1(u),A2(u), ...]T = 000 in Ω

BBB(u) = [B1(u),B2(u), ...]T = 000 on Γ
(1.96)

1.3.1.2 Weak formulation

The system of Eq.1.96 is typically known as the strong formulation due to the differential
equations. However, the integral form is more practical which can be stated as:∫

Ω

vvvTAAA(u)dΩ =
∫

Ω

[v1A1(u)+ v2A2(u)+ ...]dΩ = 0∫
Γ

v̂vvTBBB(u)dΓ =
∫

Γ

[v̂1B1(u)+ v̂2B2(u)+ ...]dΓ = 0
(1.97)
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1. State of the art

where vvv = [v1,v2, ...]
T and v̂vv = [v̂1, v̂2, ...]

T are a set of arbitrary functions. It can be proved
that if the integral form Eq.1.97 is satisfied for all vvv and v̂vv, then the differential form
Eq.1.96 must be satisfied. Indeed, equation 1.97 can be further reduced to:∫

Ω

vvvTAAA(u)dΩ+
∫

Γ

v̂vvTBBB(u)dΓ = 0 (1.98)

and we have the conclusion that the satisfaction of Eq.1.98 for all vvv and v̂vv is equivalent to
the satisfaction of the differential equations and boundary conditions in Eq.1.96.

More generally, equation 1.98 can be converted to another form by performing inte-
gration by part (or Green’s theorem), expressed as:∫

Ω

CCC (vvv)TDDD(u)dΩ+
∫

Γ

EEE(v̂vv)TFFF (u)dΓ = 0 (1.99)

where CCC , DDD , EEE , FFF are operators containing lower order derivatives than those in AAA and
BBB . This integral form allows us to choose the approximations of u with lower order of
continuity, and is hence called the weak formulation.

Back to the instance of system in Eq.1.95, we can write the statement (1.98) as:

−
∫

Ω

vvvT (∇∇∇ ·σσσ+bbb−ρüuu)dΩ+
∫

Γt

v̂vvT (σσσ ·nnn−tttb)dΓ = 0 (1.100)

presuming that the essential boundary condition u− ub = 0 is automatically satisfied by
the choice of function u on Γu.

We set the test function v̂vv = vvv on the boundary Γ and denote it as δuuu = [δu1,δu2,δu3]
T

in three-dimensional case, also known as the virtual displacement. The first component
of Eq.1.100 reads:

−
∫

Ω

δu1(
∂σ11

∂x1
+

∂σ12

∂x2
+

∂σ13

∂x3
+b1 −ρü1)dΩ+

∫
Γt

δu1(σ11n1 +σ12n2 +σ13n3 − tb1)dΓ

(1.101)
Considering the Green’s formula, we have:∫

Ω

δu1
∂σ11

∂x1
dΩ =−

∫
Ω

∂δu1

∂x1
σ11dΩ+

∫
Γ

δu1σ11n1dΓ∫
Ω

δu1
∂σ12

∂x2
dΩ =−

∫
Ω

∂δu1

∂x2
σ12dΩ+

∫
Γ

δu1σ12n2dΓ∫
Ω

δu1
∂σ13

∂x3
dΩ =−

∫
Ω

∂δu1

∂x3
σ13dΩ+

∫
Γ

δu1σ13n3dΓ

(1.102)

Combining Eq.1.102 with the term of 1.101 leads to:∫
Ω

(
∂δu1

∂x1
σ11 +

∂δu1

∂x2
σ12 +

∂δu1

∂x3
σ13)dΩ+

∫
Ω

δu1ρü1dΩ−
∫

Ω

δu1b1dΩ

−
∫

Γ−Γt

δu1(σ11n1 +σ12n2 +σ13n3)dΓ−
∫

Γt

δu1tb1dΓ

(1.103)
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where the set subtraction Γ−Γt is equal to Γu given that Γ = Γu ∪Γt . Indeed, since the
choice of u is restricted so as that u− ub = 0 is satisfied on Γu, we can omit the fourth
integral term of the above 1.103 by restricting that δu = 0 on Γu.

Performing similar procedures over the other two components of Eq.1.100 and com-
bining the results lead to:

∫
Ω

[
∂δu1

∂x1
σ11 +

∂δu2

∂x2
σ22 +

∂δu3

∂x3
σ33 +

(
∂δu1

∂x2
+

∂δu2

∂x1

)
σ12 +

(
∂δu2

∂x3
+

∂δu3

∂x2

)
σ23 +

(
∂δu1

∂x3
+

∂δu3

∂x1

)
σ13

]
dΩ

+
∫

Ω

ρ(δu1ü1 +δu2ü2 +δu3ü3)dΩ−
∫

Ω

(δu1b1 +δu2b2 +δu3b3)dΩ−
∫

Γt

(δu1tb1 +δu2tb2 +δu3tb3)dΓ = 0

(1.104)
By investigating the first term of the above equation, we could introduce a virtual

strain defined and written in Voigt notation as:

δεεε = [
∂δu1

∂x1

∂δu2

∂x2

∂δu3

∂x3

∂δu1

∂x2
+

∂δu2

∂x1

∂δu2

∂x3
+

∂δu3

∂x2

∂δu1

∂x3
+

∂δu3

∂x1
]T (1.105)

The Eq.1.104 can thus be written in index form using summation convention as:∫
Ω

δεi jσi jdΩ+
∫

Ω

δui ρüidΩ−
∫

Ω

δuibidΩ−
∫

Γt

δuitbidΓ = 0 (1.106)

or in tensor form as:∫
Ω

δεεε
T

σσσdΩ+
∫

Ω

δuuuT
ρüuudΩ−

∫
Ω

δuuuTbbbdΩ−
∫

Γt

δuuuTtttbdΓ = 0 (1.107)

where σσσ denotes the stress tensor in Voigt notation, for example, σσσ =
[σ11,σ22,σ33,σ12,σ23,σ31]

T in three-dimensional case.
The form of Eq.1.106 or Eq.1.107, corresponding to the statement (1.99), is the weak

formulation of the considered elastodynamics problem equivalent to Eq.1.95.

1.3.1.3 Discretization

Taking the integral weak form of Eq.1.98 for example. A common practice for the ap-
proximation of the unknown u(x, t) is using piecewise functions times a column vector:

uuu(x, t)≈
n

∑
i=1

NNNi(x)ũuui(t) = [NNN1(x),NNN2(x), . . .]


ũuu1(t)
ũuu2(t)

...

=NNN(x)ũuu(t) (1.108)

where NNNi(x) = Ni(x)III is a matrix of shape function in terms of independent variables of
coordinates x, ũi(t) denotes a vector of nodal displacement parameters dependent on time,
and n indicates the total number of nodes of interest. This implies that a spatial mesh by
finite elements composed of nodes are required for the approximation.
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However, to allow an approximation to be made, we generally prescribe, instead of
choosing arbitrarily, the test functions vvv and v̂vv being a set of functions:

vvv =
n

∑
j=1

www jδũuu j; v̂vv =
n

∑
j=1

ŵww jδũuu j (1.109)

with δũuu j being arbitrary functions.
The statement (1.98) thus changes to:

n

∑
j

δũuuT
j

[∫
Ω

www jAAA(NNN ũuu)dΩ+
∫

Γ

ŵww jBBB(NNN ũuu)dΓ

]
= 0 (1.110)

As δũuu j are arbitrary, we can obtain the following set of equations for solving the
parameter ũ: ∫

Ω

www jAAA(NNN ũuu)dΩ+
∫

Γ

ŵww jBBB(NNN ũuu)dΓ = 000; j = 1,2, ...,n (1.111)

Indeed, AAA(NNN ũuu) and BBB(NNN ũuu) in the above equation can be regarded as representing
the residual or error after applying the approximation of u; www j and ŵww j are the weights
for the residual. Such a method for solving the approximation is thus called the method
of weighted residual. In general, the weights can be determined using different strate-
gies. The most common choice in FEM is the Galerkin method where we take the shape
functions and prescribe www j =NNN j.

Back to our elastodynamics problem of Eq.1.107, the virtual displacements δu can
thus be considered as the shape functions times arbitrary parameters, δuuu = ∑ j NNN jδũuu j =
NNNδũuu. The virtual strain can also be computed as δεεε = SSSδuuu = SSSNNNδũuu = BBBδũuu where SSS is the
strain differential operator and BBB denotes the strain-displacement matrix. Based on the
approximation by uuu =NNN ũuu, the weak formulation Eq.1.107 can finally be discretized as:

δũuuT
(∫

Ω

BBBT
σσσdΩ+

∫
Ω

ρNNNTNNN ¨̃uuudΩ−
∫

Ω

NNNT bbbdΩ−
∫

Γt

NNNT tttbdΓ

)
= 0 (1.112)

Noting that the functions δũuu are arbitrary, we can obtain the discrete system which is
the basis and widely used for numerical implementation of FEM:

MMM ¨̃uuu+ fff int = fff ext (1.113)

where MMM is termed the mass matrix, fff int denotes the internal force vector resulting from
the internal stress and fff ext indicates the external force vector due to body force and applied
tractions. From Eq.1.112, it is obvious that:

MMM =
∫

Ω

ρNNNTNNNdΩ

fff int =
∫

Ω

BBBT
σσσdΩ

fff ext =
∫

Ω

NNNTbbbdΩ+
∫

Γt

NNNTtttbdΓ

(1.114)
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In the case of linear elasticity, the stress-strain relation can be concluded from Eq.1.42
and expressed as:

σσσ =DDDεεε (1.115)

where DDD is the stress-strain matrix containing elastic moduli. Similar to the virtual strain,
a displacement method can be used to obtain the strains from the nodal displacements:

εεε =BBBũuu (1.116)

and the internal force vector thus becomes:

fff int =

(∫
Ω

BBBTDDDBBBdΩ

)
ũuu =KKKũuu (1.117)

where KKK is known as the stiffness matrix. In addition, for the convergence of elastic
media problem, we usually apply a damping term CCC ˙̃uuu to the left side of Eq.1.113 and the
damping matrix CCC can be regulated as CCC = αMMMM +αKKKK where αM and αK are damping
coefficients to be adjusted.

In other cases such as viscoelasticity, the internal force vector is basically computed
directly from the original form in Eq.1.114. Furthermore, all the integrals are generally
approximated by Gaussian quadrature rules, such as Gauss-Legendre quadrature of clas-
sical FEM and Gauss-Lobatto quadrature of spectral element method, etc.

The above introduction is mainly dedicated to spatial discretization by means of piece-
wise polynomials, i.e. the shape functions or basis functions. In terms of the temporal
discretization and time integration strategies, and more details concerning the numeri-
cal implementation of the above matrices and the case of viscoelasticity, we will have a
further discussion in Chapter 2 within the framework of wave propagation of MRE.

1.3.2 Other methods
In addition to classic FEM formulation, some other methods have also emerged and play
important roles in numerical analysis with different characteristics.

The Finite Difference Method (FDM) is a numerical method for solving differen-
tial equations based on the discretization using finite difference. It can be derived from
the Taylor’s theorem and applied for both spatial and temporal domain. Take a time-
dependent function f (t) as an example. Define ∆t as the time step after temporal dis-
cretization. At time t = t0, the approximation of the first-order derivative by considering
a forward difference can be written as:

f ′(t0) =
f (t0 +∆t)− f (t0)

∆t
(1.118)

and the approximation of the second-order derivative by a central difference reads:

f ′′(t0) =
f (t0 +∆t)−2 f (t0)+ f (t0 −∆t)

(∆t)2 (1.119)
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1. State of the art

Such discretization based on regular mesh or grids converts the differential equations into
a system of linear equations which can be solved by linear algebra techniques. This makes
FDM much easier to implement than FEM, but less flexible and less adaptable to curved
boundary than FEM. In practice, we usually combine these two methods, as studied by
Frehner et al. [FRE 08] in terms of elastic waves. For example, in this work, we use FEM
based methods for spatial domain discretization and FDM for time integration.

The Spectral Element Method (SEM) is another formulation similar to FEM. It was
first proposed by Patera in 1984 for the domain of fluid dynamics [PAT 84]. The princi-
ples are basically the same as those of FEM, except that SEM applies high order piece-
wise polynomials as basis functions. In general, very high degree Lagrange polynomials
are used for the basis. The Lagrangian interpolation points within an element are dis-
tributed non-uniformly over the Gauss-Lobatto-Legendre (GLL) points. The same points
are also used for the quadrature, naturally leading to the mass lumping which reduces
the complexity of mass matrix. SEM has better performance than FEM in accuracy and
convergence rate, due to the polynomials of high degree. However, FEM is always more
flexible in modeling complex geometries. Some works based on SEM for modeling wave
propagation can be found, for example, in [HEN 10, XU 17].

The eXtended Finite Element Method (XFEM) is the numerical technique first intro-
duced by Moës et al. in 1999 for the domain of fracture mechanics [MOË 99] and based
on FEM and the partition of unity method [MEL 96]. In XFEM, the key idea is to enrich
the elements in the vicinity of interface by additional degrees of freedom, leading to the
interface location being independent of mesh. XFEM is hence featured by the great ad-
vantage of being remeshing-free. Besides, with respect to FEM, it is more rapid and has
the same, even better accuracy. It can be formulated in terms of displacement as:

uuuXFEM = uuuFEM +uuuenr

with uuuFEM = ∑
i∈I

NNNiuuui

uuuenr = ∑
j∈J

NNN jFaaa j

(1.120)

where NNNi, NNN j are shape functions, uuui is FEM classical degree of freedom, aaa j is enriched
degree of freedom, F is the enrichment function, I and J are the sets of regular and en-
riched nodes, respectively. uuuenr, represented as enriched displacement, is only applied for
elements around interface and equals zero otherwise. In addition to strong discontinuity
like the displacements in cracks, this method also allows the modeling of weak discon-
tinuity like the strains across interface of inhomogeneities, such as holes and inclusions
[SUK 01]. To the best of our knowledge, XFEM has not been used in MRE studies for
modeling the inclusions yet. Therefore, we have implemented this method in our work
and expect to introduce its power to the MRE community, which will be presented in
Chapter 3.
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1.4 Novelty of this work
As presented in the precedent section, an elastodynamics problem can be converted from
the analytical differential formulations into a discrete system and thus be solved by nu-
merical methods, especially like FEM. The power of FEM makes it popular not only in
academic researches but also in industrial processes. This is the same case for MRE stud-
ies where FEM plays a key role in modeling wave propagation, analysing different factors
and even reconstructing mechanical parameters. This PhD project had an initial objective
for the third one, namely developing a new numerical model/method to improve the MRE
reconstruction of viscoelastic properties, while taking into account the behavior law of
different tissue components. To this end, we first developed a homemade Fortran solver
based on FEM formulations and then implemented XFEM. The three main points that we
aim to address in this thesis are:

1. the development of a numerical model based on FEM for accurately simulating
small-amplitude mechanical wave propagation in a linear, locally homogeneous,
isotropic and viscoelastic medium;

2. the implementation of XFEM formulations into our developed FEM-based solver
for modeling inhomogeneous materials;

3. the investigation, by means of the implemented numerical tool, of the plane wave
behaviors across a plane interface between two viscoelastic media, and of a pro-
posed metric for measuring the steady state in MRE.

The first point will be addressed in Chapter 2. Details concerning numerical imple-
mentation of FEM formulations are introduced. Using the developed solver, we simulate
the propagation of plane wave. The numerical model is validated by comparison with
the analytical model. A parametric study is performed to reveal the effect of different
parameters on wave damping.

The second point will be addressed in Chapter 3. The principles of XFEM are in-
troduced and the element partitions are illustrated. Based on the FEM implementation,
XFEM model is integrated and some numerical examples are given. Indeed, to our knowl-
edge, XFEM is not known to MRE community. Through this chapter, we would like to
introduce to the community the power of XFEM: readily and efficiently modeling the
inhomogeneity whatever the scale is. A multi-scale simulation tool can thus be expected.

The third point will be addressed in Chapter 4 and 5.
The inhomogeneity interface is not much studied in MRE and the mode conversion

across interface is usually neglected. Thus, in Chapter 4, the implemented XFEM model
is first applied to model the wave conversion across a plane interface between viscoelastic
materials. The results are compared with those by FEM model and analytical model in
a parametric study; the effect of different parameters on wave conversion are illustrated.
Then, a random-shape inclusion is modeled in a pseudo-practical MRE application; the
advantages of XFEM over FEM are further demonstrated.
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In MRE, while reaching steady state is generally required for models under study, a
quantitative measurement of the steady-state property is not available. Thus, in Chapter 5,
a metric is proposed to measure the steady state of MRE displacement fields. Its threshold
is investigated based on homogeneous and inhomogeneous models, using the numerical
implementation. The metric is also applied to MRE breast models and a parametric study
is performed; the effect of different experimental parameters on the system steady state is
illustrated.

We end this thesis with conclusions and perspectives. In particular, the use of XFEM
model is expected to promote the MRE reconstruction method based on CNN model as
discussed in section 1.1.3.3.
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Chapter 2

Viscoelastic waves modeling

In this chapter, we present the FEM implementation of a
numerical model for waves propagation in a homogeneous
viscoelastic medium. A plane wave model is proposed for

numerical validation. Using the developed tool, a parametric
study based on the plane shear wave model is performed to

investigate the effect of different parameters on the wave
damping.
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Introduction

2.1 Introduction

As presented in Chapter 1, FEM is a numerical method which converts differential equa-
tions describing a specific problem into a discrete system that is numerically solved to
provide approximate solutions. It has the advantages of handling complex geometries and
boundary conditions. FEM has gained great popularity among different domains, includ-
ing the MRE community in which this method is used to model wave propagation within
human tissues. In early literature, Azar et al. [AZA 00, AZA 01] developed the FEM
models in elastography for predicting breast deformations. Chen et al. [CHE 05, CHE 06]
examined, by a finite element model, the effects of boundary conditions, geometry, pre-
tension and frequency on MRE measurements. Bilasse et al. [BIL 18] developed a 2D
finite element model for simulating shear waves in inhomogeneous soft tissues, with low
computational cost. Recently, McGarry et al. [MCG 20] proposed an inhomogeneous,
nearly incompressible, transverse isotropic (NITI) finite element model for 3D simula-
tions of wave propagation in the brain, for MRE purposes.

The objective of this chapter is to introduce a FEM-based numerical model for propa-
gation of time-harmonic waves with small amplitude in a linear, homogeneous, isotropic
and viscoelastic medium. A homemade explicit solver written in Fortran was imple-
mented from scratch. This model is based on elastodynamics, described by the constitu-
tive equation Eq.1.51, and the discrete system of Eq.1.113 is used for FEM implementa-
tion. As can be seen later in Chapter 3, this homogeneous model is the basis of further
implementation of XFEM for an inhomogeneous model.

In this chapter, we firstly present the FEM implementation details, including the nu-
merical quadrature of matrices in Eq.1.114, the explicit time integration schemes and the
computation of internal forces for implementing viscoelasticity. Secondly, to validate
our FEM implementation, a plane wave model is proposed in two-dimensions under the
plane strain hypothesis. Finally, the effect of different parameters on wave damping is
investigated via a parametric study.

2.2 FEM implementation of viscoelastic materials

In this section, the details of our FEM solver are presented. Firstly, the basic components
such as the shape functions and mass matrix, etc. are analysed, and we will see how to
implement them numerically. Secondly, several time integration schemes are introduced.
In particular, an explicit scheme for reducing spurious oscillations in wave propagation
simulation is detailed and implemented in our solver. Finally, the numerical implementa-
tion of viscoelasticity, especially the SLS model as described in Chapter 1, is presented
based on two different algorithms.

It should be noted that some matrices in subsection 2.2.1 are mainly considered in
the purely elastic case, i.e. the stress-strain DDD, stiffness KKK and damping CCC. Since the
body force is not considered in our solver and the surface force can be applied directly
through nodes, implementation details for f ext are not presented. For convenience, we
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2. Viscoelastic waves modeling

Figure 2.1: Mapping from local parametric coordinates into global Cartesian coordinates.

herein let the coordinates and displacements be, (x,y) and (u,v) in 2D case, (r,θ,z) and
(ur,uθ,uz) in 2D axisymmetric case, (x,y,z) and (u,v,w) in 3D case, respectively. In 2D
axisymmetric case, the three coordinates are defined in a cylindrical coordinate system,
with r denoting the axial distance from the z-axis, θ denoting the azimuth angle and
z indicating the axial coordinate. Furthermore, we define that the nodal displacement
vector ũ is written, for example in 3D case, in the order [u1,v1,w1,u2,v2,w2, ...]

T instead
of [u1,u2, ...,v1,v2, ...,w1,w2, ...]

T , where the subscript indicates node number.

2.2.1 Matrices implementation

2.2.1.1 Basis: parametric coordinates

In academic problems, elements such as regular quadrangle and hexahedron would be
able to discretize the geometry under study. However, more complex geometries require
irregular elements. A “mapping” is then typically applied from regular elements into
irregular elements. This is a common practice in FEM programs.

Mapping can be illustrated by an example of 2D and 3D cases in Fig.2.1. In 2D, a
square element is chosen as the “parent” element with local coordinates ξ (xi) and η (eta)
both within the domain [−1,1]. Similarly in 3D, a cube element is chosen with local
coordinates ξ, η and ζ (zeta) all within the domain [−1,1]. A one-to-one correspondence
between the local coordinates and the global Cartesian coordinates can be established by
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FEM implementation of viscoelastic materials

the mapping functions. For example in 3D we have f (ξ,η,ζ) acting as:

x = fx(ξ,η,ζ)

y = fy(ξ,η,ζ)

z = fz(ξ,η,ζ)

(2.1)

We call such normalized coordinates and regular elements as parametric coordinates and
parametric elements, respectively. As shown later, this choice of coordinates is convenient
for numerical integration.

2.2.1.2 Shape function NNN

A key idea of FEM is the approximation of the unknown by an expansion, as stated in
Eq.1.108. Taking the first component as an example, we have the approximation:

u(x, t) =
n

∑
a=1

Na(x)ũa(t) (2.2)

where n is the number of nodes of interest, Na is the shape function or basis function of
node a, and ũa denotes the first component of displacement of node a.

On the other hand, the shape function in terms of local coordinates can be used to
define the shape of distorted element in a similar way, corresponding to the mapping in
Eq.2.1. Taking the first component as an example, we have the interpolation:

x(ξ) =
n′

∑
a=1

N′
a(ξ)xa (2.3)

where ξξξ = [ξ,η,ζ]T is the local coordinates vector, n′ is the number of points of interest,
N′

a is the shape function in terms of local coordinates, and xa indicates the x coordinate
of point a. If n = n′ and the same points are used for the unknown approximation and
the geometry definition, we would have the same functions, i.e. N = N′. Such elements
are called isoparametric and are widely used in FEM and also employed in our solver. In
what follows, the two types of shape functions are no more differentiated.

As a rigid body movement does not cause strain, shape functions verify:

n

∑
a=1

Na(x) = 1 (2.4)

at any point x of the domain. This property is called partition of unity. In addition, each
shape function verifies:

Na(xb) = δab =

{
1, a = b
0, a ̸= b

(2.5)

indicating that the shape function equals 1 at the “host” node but equals 0 at the other
nodes.

61

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



2. Viscoelastic waves modeling

With the isoparametric coordinates, the most common choice of shape functions sat-
isfying the above requirements is the Lagrange polynomials written in ξ coordinate as:

Ln1
k (ξ) =

n1

∏
i=0
i̸=k

ξ−ξi

ξk −ξi
=

(ξ−ξ0)(ξ−ξ1) · · ·(ξ−ξk−1)(ξ−ξk+1) · · ·(ξ−ξn1)

(ξk −ξ0)(ξk −ξ1) · · ·(ξk −ξk−1)(ξk −ξk+1) · · ·(ξk −ξn1)
(2.6)

The shape function is obtained by the product of polynomials in each coordinate. For
example, in three-dimensions, it gives:

Na(ξ) = Ln1
i (ξ)Ln2

j (η)Ln3
k (ζ) (2.7)

where n1,n2,n3 are the node numbers in ξ,η,ζ coordinates, respectively, and i, j,k indi-
cate the position of node a in ξ,η,ζ coordinates, respectively. Taking a linear quadrilateral
element with four nodes as an example, we could write:

Na(ξ) =
1
4
(1+ξaξ)(1+ηaη) (2.8)

where ξa and ηa are the local coordinates of node a (a = 1,2,3,4).
Sometimes, as can be seen in section 2.2.1.3, we need to compute the derivatives of

shape functions with respect to global Cartesian coordinates. To this end, a transformation
can be carried out using usual rules of partial differentiation and formulated as:

∂Na
∂ξ

∂Na
∂η

∂Na
∂ζ

=


∂x
∂ξ

∂y
∂ξ

∂z
∂ξ

∂x
∂η

∂y
∂η

∂z
∂η

∂x
∂ζ

∂y
∂ζ

∂z
∂ζ




∂Na
∂x

∂Na
∂y

∂Na
∂z

= JJJ


∂Na
∂x

∂Na
∂y

∂Na
∂z

 (2.9)

where JJJ is referred to as the Jacobian matrix. Indeed, the left side of the above equation
can be easily determined by the shape functions in terms of local coordinates as given in
Eq.2.7, and JJJ can also be calculated by the mappings as given in Eq.2.3. The derivatives
of interest can thus be computed by inverting the system as:

∂Na
∂x

∂Na
∂y

∂Na
∂z

= JJJ−1


∂Na
∂ξ

∂Na
∂η

∂Na
∂ζ

=

∑a
∂Na
∂ξ

xa ∑a
∂Na
∂ξ

ya ∑a
∂Na
∂ξ

za

∑a
∂Na
∂η

xa ∑a
∂Na
∂η

ya ∑a
∂Na
∂η

za

∑a
∂Na
∂ζ

xa ∑a
∂Na
∂ζ

ya ∑a
∂Na
∂ζ

za


−1

∂Na
∂ξ

∂Na
∂η

∂Na
∂ζ

 (2.10)

Finally, for the approximation Eq.1.108 stating that uuu = NNN ũuu, we could write a matrix
of shape functions NNN = [NNN1,NNN2, . . .] where each component NNNa reads, in three-dimensional
case for example:

NNNa =

Na 0 0
0 Na 0
0 0 Na

 (2.11)
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2.2.1.3 Strain-displacement BBB

The strain-displacement matrix BBB, as the name suggests, relates the element strain tensor
ε to the nodal displacement tensor ũ by the Eq.1.116 stating that εεε =BBBũuu.

To derive this matrix, we could start with the strain definition, for example the explicit
form in three-dimensions of Eq.1.33. It can be rewritten as εεε = SSSuuu where ε is the strain
tensor in Voigt notation, SSS denotes the strain differential operator and u is the displacement
tensor. Obviously, we have:

εεε =



εxx
εyy
εzz

2εxy
2εyz
2εzx


=



∂u
∂x
∂v
∂y
∂w
∂z

∂u
∂y +

∂v
∂x

∂v
∂z +

∂w
∂y

∂u
∂z +

∂w
∂x


=



∂

∂x 0 0
0 ∂

∂y 0
0 0 ∂

∂z
∂

∂y
∂

∂x 0
0 ∂

∂z
∂

∂x
∂

∂z 0 ∂

∂x




u
v
w

= SSSuuu (2.12)

Considering the approximation by Eq.1.108, the strain tensor can be further developed
as εεε = SSSuuu = SSSNNN ũuu = BBBũuu. From the definition of the matrix of shape functions and its
component in Eq.2.11, we have the matrix BBB = [BBB1,BBB2, . . .] where each component BBBa
reads:

BBBa =



∂Na
∂x 0 0
0 ∂Na

∂y 0

0 0 ∂Na
∂z

∂Na
∂y

∂Na
∂x 0

0 ∂Na
∂z

∂Na
∂y

∂Na
∂z 0 ∂Na

∂x


(2.13)

The elements of matrix BBB can be calculated by the inversion of the Jacobian matrix
and the derivatives of shape functions with respect to the local coordinates, as presented
in the previous subsection.

In particular, the strain tensor in cylindrical coordinates reads:

εεε =



εrr
εθθ

εzz
2εrθ

2εθz
2εzr


=



∂ur
∂r

1
r

∂uθ

∂θ
+ ur

r
∂uz
∂z

1
r

∂ur
∂θ

+ ∂uθ

∂r − uθ

r
∂uθ

∂z + 1
r

∂uz
∂θ

∂ur
∂z + ∂uz

∂r


(2.14)
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2. Viscoelastic waves modeling

For the 2D axisymmetric case, we have uθ = 0 and ∂

∂θ
= 0, reducing the strain tensor to:

εεε =


εrr
εθθ

εzz
2εzr

=


∂ur
∂rur
r

∂uz
∂z

∂ur
∂z + ∂uz

∂r

=


∂

∂r 0
1
r 0
0 ∂

∂z
∂

∂z
∂

∂r


{

ur
uz

}
(2.15)

Similarly, the matrix BBB components can be developed as:

BBBa =


∂Na
∂r 0
Na
r 0
0 ∂Na

∂z
∂Na
∂z

∂Na
∂r

 (2.16)

2.2.1.4 Stress-strain DDD

The stress-strain matrix DDD, describing the constitutive law, connects the stress tensor σ to
the strain tensor ε as σσσ = DDDεεε. It is mostly applied in linear elasticity where the relation
between stress and strain can be expressed explicitly by a matrix. For example, in three-
dimensions, we can derive from Eq.1.42:

DDD =


λ+2µ λ λ 0 0 0

λ λ+2µ λ 0 0 0
λ λ λ+2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 (2.17)

and in two-dimensions and plane strain, including axisymmetry, deriving from Eq.1.45
by adding the σzz − εzz term, we have:

DDD =


λ+2µ λ λ 0

λ λ+2µ λ 0
λ λ λ+2µ 0
0 0 0 µ

 (2.18)

2.2.1.5 Mass MMM

As presented in section 1.3.1.3, several integrals should be calculated for the matrices in
FEM, such as the mass matrix MMM =

∫
Ω

ρNNNTNNNdΩ in Eq.1.114. First of all, considering
isoparametric coordinates, a transformation of the integral domain can be carried out with
the help of the Jacobian matrix determinant J. For that purpose, the differential dΩ needs
to be explicit. Indeed, we have dΩ = dxdydz for 3D, dΩ = tdxdy with t the thickness for
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FEM implementation of viscoelastic materials

2D plane stress, dΩ = dxdy for 2D plane strain and dΩ = 2πr dr dz for 2D axisymmetry.
For example, a volume integral in three-dimensions is developed for the element as:

MMMe =
∫

Ωe
ρNNNTNNNdxdydz =

∫ 1

−1

∫ 1

−1

∫ 1

−1
ρNNNTNNN J(ξ,η,ζ)dξdηdζ (2.19)

where MMMe is the element mass matrix, Ωe the element domain and J(ξ,η,ζ) = det JJJ.
Element matrices are then assembled into the system matrix as MMM = ∑eMMMe. Similar trans-
formation process can also be performed for 1D and 2D cases.

While the limits of integral are simple, the integrand functions are generally too com-
plicated. The numerical integration, also termed quadrature, has to be used. This method
approximates the definite integral of a function by means of weighted sum of function
values at certain points within the integral domain. The most widely used quadrature rule
in FEM would be the Gauss-Legendre quadrature. In one-dimension, for a function f (ξ),
it is stated as: ∫ 1

−1
f (ξ)dξ ≈

n

∑
i=1

f (ξi)wi (2.20)

where wi are the weighting coefficients and ξi the sampling points. With the weights
and positions listed in Tab.2.1, the Gaussian quadrature of n points allows to accurately
calculate the integral only if the function f (ξ) can be approximated by a polynomial of
degree 2n−1 or less in the range [−1,1].

Table 2.1: Points positions and weights of Gaussian quadrature.

Points number n Positions ξi Weights wi
1 0 2
2 ± 1√

3
1

3
0 8

9

±
√

3
5

5
9

In multidimensional cases, the quadrature can also be applied one coordinate after
another. The above transformed integral in Eq.2.19 becomes:

MMMe =
n3

∑
k=1

n2

∑
j=1

n1

∑
i=1

ρNNNT
i jkNNNi jkJi jk wiw jwk (2.21)

where n1,n2,n3 denote the sampling points numbers in ξ,η,ζ coordinates, respectively,
and the subscript i jk indicates the point (ξi,η j,ζk). We usually take the same number
of points in each direction, and the above multi-summation is often reduced to a single
one over m = n1 × n2 × n3 unique points. Written in block matrix corresponding to row
partition a and column partition b, the element mass matrix finally becomes:

MMMe
ab =

m

∑
l=1

ρNNNa(ξl,ηl,ζl)NNNb(ξl,ηl,ζl)J(ξl,ηl,ζl)Wl (2.22)
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2. Viscoelastic waves modeling

with Wl the product of all weights wi and NNNa, NNNb given by Eq.2.11. This matrix is known
as consistent mass matrix. However, in numerical practice, the mass is often physically
lumped/distributed at the nodes, leading to a diagonal mass matrix, known as lumped
mass matrix, which dramatically reduces the cost of matrix inversion. For example, a
simple practice for mass lumping is the row-sum technique, for each row, summing all
the elements to the diagonal one. This technique can indeed provide almost identical
results, even more accurate in some cases, and is hence employed in our solver.

2.2.1.6 Stiffness KKK

The stiffness matrix KKK is derived from the calculation of internal forces in linear elastic-
ity problems, as presented in Eq.1.117. It is hence mainly used in linear elasticity for
calculating the internal force. In other cases such as viscoelasticity, the internal forces
are typically computed directly from the original form in Eq.1.114, which will be further
discussed in section 2.2.3 in terms of the detailed implementation.

Let us recall that in linear elasticity, we have:

KKK =
∫

Ω

BBBTDDDBBBdΩ (2.23)

Similarly to the development of the mass matrix, we could consider the three-
dimensional case and perform the transformation of integral domain for the element as
follows:

KKKe =
∫

Ωe
BBBTDDDBBBdxdydz =

∫ 1

−1

∫ 1

−1

∫ 1

−1
BBBTDDDBBBJ(ξ,η,ζ)dξdηdζ (2.24)

where KKKe denotes the element stiffness matrix.
Applying the Gaussian quadrature converts the integration to practical summation,

which can be written by block matrix as:

KKKe
ab =

m

∑
l=1

BBBT
a (ξl,ηl,ζl)DDDBBBb(ξl,ηl,ζl)J(ξl,ηl,ζl)Wl (2.25)

where BBBa and BBBb can be calculated by Eq.2.13, and the constitutive matrix DDD is defined in
Eq.2.17.

For the stiffness matrix, reduced integration is sometimes used along with the full
Gaussian integration, leading to the selective reduced integration (SRI). For example, in
quasi-incompressibility (Poisson’s ratio ν → 0.5), volume locking can occur. To avoid
it, SRI is usually applied in which the shear contribution to stiffness (deviatoric part) is
exactly integrated whereas the “pressure” contribution (volumetric part) is roughly evalu-
ated by reduced integration [GRI 95].

Element matrices are then assembled to build the global stiffness matrix without any
lumping technique, which can be noted as KKK = ∑eKKKe.
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FEM implementation of viscoelastic materials

2.2.1.7 Damping CCC

Often, in linear elasticity, we could consider a damping term in the discrete system to
improve stability and numerical convergence. The discrete system of Eq.1.113 can thus
be written as:

MMM ¨̃uuu+CCC ˙̃uuu+KKKũuu = fff ext (2.26)

where CCC is termed damping matrix. Indeed, CCC can be formulated by the block element
matrix as:

CCCe
ab =

∫
Ωe

NNNT
a µµµNNNbdΩ (2.27)

where the matrix µµµ is a set of viscosity parameters. Since the viscous matrix µµµ is usually
unknown, the damping matrix CCC is often assumed to be a linear combination of mass and
stiffness matrix, written as:

CCC = αMMMM+αKKKK (2.28)

where the coefficients αM and αK can be determined experimentally in structural dynam-
ics studies, or numerically in simulations by manual adjustment.

2.2.2 Time integration schemes
In the first chapter, we have seen how a semi-discrete system (Eq.1.113) with respect to
space can be derived, and in the previous section, we have described in detail the nu-
merical implementation of the matrices coming from the spatial discretization. However,
the target problems are dynamic, time-dependent, as depicted, for example, by the elas-
todynamics governing equations in Eq.1.95. Thus, the discretization in time/frequency
domain has to be considered to solve the FEM discretized equilibrium equations.

In fact, the dynamic problems can be divided into structural dynamic (for structures)
and wave propagation (for solids) ones; two distinct schemes have been developed re-
spectively [BAT 06]. Mode analysis by superposition in frequency domain is generally
dedicated to the structure problems, and direct time integration schemes in time domain
are widely used for solving wave propagation problems. The latter one, which is of great
interest for us, includes the implicit and explicit methods, both requiring the time dis-
cretization by time steps ∆t. In implicit methods, the solution at time t +∆t is obtained
using the discrete system at time t +∆t. In explicit methods, the solution at time t +∆t
is however based on the equations at time t. Implicit schemes have the advantages of
being unconditionally stable, while the explicit ones are conditionally stable (requiring a
sufficiently small time step). However, compared to explicit schemes, implicit schemes
require more computational efforts per time step [NOH 13, MIR 15]. Therefore, explicit
methods are more commonly used in wave propagation problems. They were employed
in our solver and will be detailed here.

2.2.2.1 Central difference method and time step

In FEM, the central difference (CD) method has been the most popular explicit method for
time integration. Indeed, it can be derived from the Newmark integration scheme which
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2. Viscoelastic waves modeling

is stated as [BAT 06]:

ũuut+∆t = ũuut +∆t ˙̃uuut +∆t2
[(

1
2
−β

)
¨̃uuut +β ¨̃uuut+∆t

]
˙̃uuut+∆t = ˙̃uuut +∆t

[
(1− γ) ¨̃uuut + γ ¨̃uuut+∆t

] (2.29)

where β and γ are the parameters to be determined for obtaining stability and accuracy,
and the subscripts indicate the time (for example, ũuut+∆t implies the nodal displacements
at time t +∆t). The Newmark scheme can lead to several methods, implicit or explicit, by
setting different values of β and γ. For example, the classical implicit constant-average-
acceleration method can be obtained when β = 1

4 and γ = 1
2 . In the case of β = 0 and

γ= 1
2 , we have the CD method which, considering the semi-discretized equation of motion

Eq.2.26 at time t +∆t, can be summarized by the following algorithm:

ũuut+∆t = ũuut +∆t ˙̃uuut +
1
2

∆t2 ¨̃uuut

¨̃uuut+∆t =

(
MMM+

1
2

∆tCCC
)−1[

fff ext
t+∆t −CCC

(
˙̃uuut +

1
2

∆t ¨̃uuut

)
−KKKũuut+∆t

]
˙̃uuut+∆t = ˙̃uuut +

1
2

∆t
[
¨̃uuut + ¨̃uuut+∆t

]
(2.30)

As mentioned, the explicit methods are conditionally stable, implying that the time
step used for time integration should be carefully chosen and smaller than the so-called
critical time step ∆tcr to ensure the simulations stability, and given by [HUG 12]:

∆tcr =
2

ωG
max

(2.31)

where ωG
max denotes the maximum eigenfrequency of the global system. As investigating

the whole finite element assembly is often too expensive, we usually choose instead the
smallest element and consider its maximum eigenfrequency as the global one [ASK 15].

To solve the eigenfrequency problem, we could consider the free-vibration equilib-
rium equations without damping term:

MMM ¨̃uuu+KKKũuu = 000 (2.32)

By assuming the solution to be of the form:

ũuu = φφφsinω(t − t0) (2.33)

we could obtain the generalized eigenvalue problem [BAT 06]:

(−ω
2MMM+KKK)φφφ = 000 (2.34)

from which the eigenfrequencies ωi and the corresponding eigenvectors φφφi (i= 1,2, . . . ,n)
can be computed. Sorting the n eigenfrequencies leads to the maximum one as required.
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FEM implementation of viscoelastic materials

In practice, it is easier to use another metric as an approximation, which is known as
the Courant-Friedrichs-Lewy (CFL) condition:

∆tcr =
Le

cP
(2.35)

where Le is the characteristic length of the smallest element and cP is the longitudinal
wave speed of the material. For more discussions about stability and time steps, see the
literature, for example, [LIN 02, ASK 15].

Finally, a safety factor γs ∈ (0,1) is usually employed such that ∆t = γs ∆tcr.

2.2.2.2 Some other explicit methods for reducing spurious oscillations

When solving dynamic problems of wave propagation using standard FEM, numerical
noises referred to as spurious oscillations usually occur due to the spatial and time dis-
cretizations, especially for waves high frequency modes. These errors can alter the dis-
placement fields, and thus the stiffness estimation results in MRE. The classical CD
scheme is not spurious dissipative and thus no longer appropriate in wave propagation
simulations [WU 05]. Many other explicit time integration schemes introducing numer-
ical dissipation to reduce noise have been developed, such as the Newmark method, the
bulk viscosity method (BVM), the Tchamwa-Wielgosz (TW) scheme and the Chung Lee
(CL) algorithm [FUN 03, MAH 13]. For instance, the BVM is an explicit method based
on CD scheme, used in some commercial software codes including LS-Dyna and Abaqus
[MAH 13]. It was initially developed in fluid mechanics for the calculation of hydrody-
namics shocks [VON 50]. A pressure q called artificial viscosity is applied in this method
for damping spurious oscillations in dynamics computations, which can be expressed as
[JOH 01]:

q =

{
CLρcdLe|ε̇vol|+CQρL2

e ε̇2
vol for ε̇vol < 0

0 for ε̇vol ≥ 0
(2.36)

where CL and CQ are the linear and quadratic damping coefficients, respectively, ρ is the
material density, cd is the dilatational wave speed, Le denotes the element characteristic
length, and ε̇vol is the volumetric strain rate. For instance, the two coefficients are set in
Abaqus by default as CL = 0.06 and CQ = 1.2 [SIM 14].

Some dissipative explicit methods are only first-order accurate and the others are
second-order accurate but not satisfyingly accurate. Recently, Noh and Bathe (NB) de-
veloped another explicit scheme which is second-order accurate, characterized by a better
accuracy and a greater critical time step [NOH 13]. Later, Mirbagheri et al. proposed a
modified version of NB method presenting even better stability and accuracy [MIR 15].
Considering the advantages of explicit scheme in terms of low computational cost and
stability in wave propagation problems, we chose to implement in our solver the modified
NB method which is briefly presented now.

In the frame of FEM equations of Eq.2.26, the modified NB scheme to solve these
equations proceeds as:
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2. Viscoelastic waves modeling

1. Firstly, initialize the following parameters with a predefined time step ∆t:

(a) p = 0.54

(b) q1 =
1−2p

2p(1−p) ; q2 = 0.5− pq1; q0 =−q1 −q2 +0.5

(c) a0 = q0(1− p)∆t; a1 = (0.5+q1)(1− p)∆t; a2 = q2(1− p)∆t

2. Then, for each time step:

(a) First sub-step:

i. ũuut+p∆t = ũuut +(p∆t) ˙̃uuut +
η

2 (p∆t)2 ¨̃uuut

ii. fff ext
t+p∆t = (1− p) fff ext

t + pfff ext
t+∆t

iii. ¨̃uuut+p∆t =MMM−1[ fff ext
t+p∆t −CCC( ˙̃uuut +(p∆t) ¨̃uuut)−KKKũuut+p∆t ]

iv. ˙̃uuut+p∆t = ˙̃uuut +
1
2(p∆t)[ ¨̃uuut + ¨̃uuut+p∆t ]

(b) Second sub-step:

i. ũuut+∆t = ũuut+p∆t +[(1− p)∆t] ˙̃uuut+p∆t +
η

2 [(1− p)∆t]2 ¨̃uuut+p∆t

ii. ¨̃uuut+∆t =MMM−1[ fff ext
t+∆t −CCC( ˙̃uuut+p∆t +[(1− p)∆t] ¨̃uuut+p∆t)−KKKũuut+∆t ]

iii. ˙̃uuut+∆t = ˙̃uuut+p∆t +a0 ¨̃uuut +a1 ¨̃uuut+p∆t +a2 ¨̃uuut+∆t

In fact, this scheme becomes the NB method when the parameter η is set to 1 and
the NB method reduces to the CD method when p equals 1. Finally, as suggested in
[MIR 15], η = 1.1 is a good compromise between accuracy and stability, and thus applied
in our solver.

2.2.3 Internal force in viscoelasticity
As described before, the internal force in the semi-discrete system Eq.1.113 can be cal-
culated by means of a stiffness matrix as derived in Eq.1.117. This practice is commonly
applied in the case of linear elasticity. However, in the case of linear viscoelasticity, since
the constitutive law becomes time-dependent, it is more practical to calculate directly the
internal force by a numerical recursive formula. A consistent linearization can be further
performed to obtain a viscoelastic tangent modulus which, therefore, is not constant and
requires updating at each time step.

We introduce in this subsection two algorithms to implement viscoelasticity. Both
are unconditionally stable and second-order accurate. One was presented by Simo &
Hughes in their book about computational inelasticity [SIM 06]. Rather basic mathemat-
ical formulations were employed for explanation and demonstration. The other one was
described in the article of Kaliske & Rothert [KAL 97] where formulations were given
explicitly, suited not only for the case of small strain but also for the case of finite defor-
mation. Both algorithms were developed from the simplest one-dimensional case to the
fully three-dimensional case, and based on the generalized Maxwell model of viscoelas-
ticity which is composed of a single spring E∞ and N Maxwell elements (Ei,ηi) in parallel
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FEM implementation of viscoelastic materials

Figure 2.2: Generalized Maxwell-element

as illustrated in Fig.2.2. The small deformation hypothesis is considered here and in our
solver.

Before introducing the two algorithms, we would like to review the formulation of
internal force (originally introduced in Eq.1.114) by considering the isoparametric coor-
dinates and the numerical integration as employed in section 2.2.1 for numerically in-
tegrating the matrices. In a similar way, the internal force vector f int

e associated with
element Ωe at time t can be developed as:

fff int
e (t) =

∫
Ωe

BBBT
e σσσ(t)dxdydz

=
∫ 1

−1

∫ 1

−1

∫ 1

−1
BBBT

e σσσ(t)J(ξ,η,ζ)dξdηdζ

≈
nGauss

∑
i=1

BBBT
e (xi)σσσi(t)wiJi

(2.37)

The strain-displacement matrix BBBe depends on the mesh and can be determined for each
Gauss point xi of each element Ωe in the preprocessing. Therefore, the evaluation of
f int

e (t) only depends on the stress σ
i

at the quadrature point xi ∈ Ωe. As can be seen
later, the stress history can be associated to the strain history ε

i
assumed to be given at the

quadrature points, and the evaluation of internal force is thus dependent on the calculation
of strain history. For the sake of simplicity, the subscripts are omitted in the following
algorithms, while all variables are still evaluated at quadrature points.

In addition, we also would like to describe the generalized Maxwell model in one-
dimension. Define σi and the internal variable αi as the viscous stress and strain, respec-
tively, of each dashpot ηi. From the relations of σ = E∞ε+∑σi and σi = Ei(ε−αi), we
can derive:

σ = E0ε−
N

∑
i=1

Eiαi (2.38)

and from σi = ηiα̇i = Ei(ε−αi), we have:

α̇i +
1
τi

αi =
1
τi

ε (2.39)
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2. Viscoelastic waves modeling

where the initial modulus E0 and the relaxation time τi of each dashpot are given as:

E0 = E∞ +
N

∑
i=1

Ei

τi = ηi/Ei

(2.40)

Alternatively, the stress response can also be formulated in a convolution integral repre-
sentation by removing the internal variables αi, leading to:

σ(t) =
∫ t

0
G(t − s)

dε(s)
ds

ds (2.41)

where the relaxation function, similar to the derivation of Eq.1.83, is written as:

G(t) = E∞ +
N

∑
i=1

Ei exp
(
− t

τi

)
(2.42)

Indeed, one major difference between the following two algorithms consists in the
considered stress formulation. The development of Simo’s algorithm takes into account
the expression in Eq.2.38, while Kaliske’s algorithm starts from the integral representation
of Eq.2.41.

2.2.3.1 Simo’s algorithm

The algorithm of Simo & Hughes is based on an initial elastic stored-energy function
associated to the initial elastic modulus E0, which was also described in an early work
of Simo [SIM 87]. As presented in section 1.2.1.6, the stress is obtained by deriving
the strain energy. The initial elastic stress tensor σ

0
, which can be decomposed into

volumetric part and deviatoric part as in Eq.1.64, is written in the isotropic case as:

σ
0
(t) = σ

vol
0
(t)+σ

dev
0

(t)

= (3λ0 +2µ0)ε
vol(t)+2µ0ε

dev(t)
(2.43)

where λ0 =
E0ν

(1+ν)(1−2ν) , µ0 =
E0

2(1+ν) , εvol =
tr(ε)

3 I and εdev = ε− εvol .
For a 3D generalized Maxwell model, the “constitutive equation” Eq.2.38 becomes:

σ(t) = σ
0
(t)−

N

∑
i=1

q
i
(t) (2.44)

where q
i

is an internal stress variable described by the linear rate equation:

q̇
i
+

1
τi

q
i
=

γi

τi
σ

dev
0

(2.45)
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Solving this linear differential equation leads to the closed-form solution represented
by a convolution:

q
i
=

γi

τi

∫ t

0
exp

(
−t − s

τi

)
σ

dev
0

(s)ds (2.46)

The stress tensor can thus be written using convolution as:

σ(t) = σ
vol
0
(t)+

∫ t

0
g(t − s)

dσdev
0

(s)

ds
ds (2.47)

where the normalized relaxation function g(t) is defined as:

g(t) = γ∞ +
N

∑
i=1

γi exp
(
− t

τi

)
(2.48)

And the above dimensionless moduli are defined as:

γ∞ = E∞/E0

γi = Ei/E0
(2.49)

Next, for numerical implementation purpose, we need to transform the convolution
integral of Eq.2.47 into a recursive formula within the interval [tn, tn+1]. To this end, we
define a set of N internal variables h

i
(t) corresponding to N pairs (Ei,ηi), expressed as:

h
i
(t) =

∫ t

0
exp

(
−t − s

τi

)
d
ds

σ
dev
0

(s)ds (2.50)

leading to:

σ(t) = σ
vol
0
(t)+ γ∞σ

dev
0

(t)+
N

∑
i=1

γihi
(t) (2.51)

The key idea of this recurrence algorithm is thus to calculate the variables at time
tn+1 = tn +∆t based on the variables history at time tn. Since the terms of σvol

0
(tn+1) and

σdev
0

(tn+1) can be easily updated from the strain tensor ε(tn+1), as can be found through
Eq.2.43, we only need to develop the internal variables h

i
(tn+1). Using the additivity of

domain for definite integral, h
i

can be expressed as:

h
i
(tn+1) =

∫ tn+1

0
exp

(
−tn+1 − s

τi

)
d
ds

σ
dev
0

(s)ds

=
∫ tn

0
exp

(
−∆t

τi

)
exp

(
−tn − s

τi

)
d
ds

σ
dev
0

(s)ds

+
∫ tn+1

tn
exp

(
−tn+1 − s

τi

)
d
ds

σ
dev
0

(s)ds

= exp
(
−∆t

τi

)
h

i
(tn)+

∫ tn+1

tn
exp

(
−tn+1 − s

τi

)
d
ds

σ
dev
0

(s)ds

(2.52)
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2. Viscoelastic waves modeling

Using the midpoint rule, the last integral can be approximated as follows:∫ tn+1

tn
exp

(
−tn+1 − s

τi

)
d
ds

σ
dev
0

(s)ds

≈ exp
(
−tn +∆t − s

τi

)
d
ds

σ
dev
0

(s)
∣∣∣∣
s=

tn+tn+1
2

∆t

= exp
(
− ∆t

2τi

)
d
ds

σ
dev
0

(
tn + tn+1

2

)
∆t

= exp
(
− ∆t

2τi

)[
σ

dev
0

(tn+1)−σ
dev
0

(tn)
]

(2.53)

Finally, the variable h
i

can be updated as:

h
i
(tn+1) = exp

(
−∆t

τi

)
h

i
(tn)+ exp

(
− ∆t

2τi

)[
σ

dev
0

(tn+1)−σ
dev
0

(tn)
]

(2.54)

2.2.3.2 Kaliske’s algorithm

In the work of Kaliske & Rothert [KAL 97], two types of formulations were developed for
linear viscoelasticity. One considers total viscoelasticity and the other considers partial
viscoelasticity by performing volumetric and deviatoric split of stress as presented in
Simo’s algorithm.

(a) Total viscoelasticity
As pointed out previously, this algorithm starts from the integral representation of

stress response in Eq.2.41. In one-dimension, it can be developed by splitting the integral
into an elastic part and a viscoelastic part as:

σ(t) =
∫ t

0
E∞

dε(s)
ds

ds+
∫ t

0

N

∑
i=1

Ei exp
(
−t − s

τi

)
dε(s)

ds
ds

= E∞ε(t)+
∫ t

0

N

∑
i=1

Ei exp
(
−t − s

τi

)
dε(s)

ds
ds

= σ∞(t)+
N

∑
i=1

ĥi(t)

(2.55)

where σ∞(t) is the elastic stress contribution from the modulus E∞ and ĥi(t) is the internal
stress variable similar to hi(t) defined by Eq.2.50.

New dimensionless moduli are introduced:

γ̂i = Ei/E∞ (2.56)

Substituting the strain by ε(t) = σ∞(t)/E∞, we can rewrite ĥi(t) as:

ĥi(t) =
∫ t

0
γ̂i exp

(
−t − s

τi

)
dσ∞(s)

ds
ds (2.57)
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FEM implementation of viscoelastic materials

Extending the Eq.2.55 and Eq.2.57 to three-dimensional case, we could obtain:

σ(t) = σ
∞
(t)+

N

∑
i=1

ĥ
i
(t) (2.58)

The elastic contribution is calculated by σσσ∞(t) = DDD∞εεε(t) where DDD∞ is the constitutive
matrix associated to the modulus E∞, and ĥ

i
(t) is defined as:

ĥ
i
(t) =

∫ t

0
γ̂i exp

(
−t − s

τi

) dσ
∞
(s)

ds
ds (2.59)

To develop a recursive scheme, we focus again on the time interval [tn, tn+1] with a
time step ∆t. The elastic part can be updated by σσσ∞(tn+1) = DDD∞εεε(tn+1). As in Eq.2.52,
we can develop Eq.2.59 at time tn+1 into:

ĥ
i
(tn+1) = exp

(
−∆t

τi

)
ĥ

i
(tn)+ γ̂i

∫ tn+1

tn
exp

(
−tn+1 − s

τi

) dσ
∞
(s)

ds
ds (2.60)

The last integral term in the above Eq.2.60 can be evaluated in a different manner than

Eq.2.53. Assuming that
dσ

∞
(s)

ds is constant over the interval [tn, tn+1], we have:∫ tn+1

tn
exp

(
−tn+1 − s

τi

)dσ
∞
(s)

ds
ds

≈
dσ

∞
(s)

ds

∣∣∣∣∣
s=

tn+tn+1
2

∫ tn+1

tn
exp

(
−tn+1 − s

τi

)
ds

=
σ

∞
(tn+1)−σ

∞
(tn)

∆t
τi exp

(
−tn+1 − s

τi

)∣∣∣∣s=tn+1

s=tn

=
1− exp

(
−∆t

τi

)
∆t
τi

[
σ

∞
(tn+1)−σ

∞
(tn)

]
(2.61)

Finally, the internal stress variables can be calculated as:

ĥ
i
(tn+1) = exp

(
−∆t

τi

)
ĥ

i
(tn)+ γ̂i

1− exp
(
−∆t

τi

)
∆t
τi

[
σ

∞
(tn+1)−σ

∞
(tn)

]
(2.62)

It is to be noticed that γ̂i is here a scalar quantity, corresponding to the material isotropy.
(b) Partial viscoelasticity
In reality, the viscoelastic behaviors are mainly associated with the iso-

choric/deviatoric part of the deformation, and the volumetric part is often regarded as
being purely elastic. Therefore, the second recursive scheme for updating the stress ten-
sor consists in separating stress as:

σ(tn+1) = σ
vol(tn+1)+σ

dev(tn+1) (2.63)
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2. Viscoelastic waves modeling

where σvol(tn+1) is indeed the elastic hydrostatic pressure σvol
0
(tn+1), and σdev(tn+1) the

viscoelastic deviatoric part of stress expressed as:

σ
dev(tn+1) = σ

dev
∞

(tn+1)+
N

∑
i=1

h̃
i
(tn+1) (2.64)

where σdev
∞

(tn+1) = 2µ∞ε(tn+1) with µ∞ = E∞

2(1+ν) , and h̃
i
(tn+1) is the history variable sim-

ilar to ĥ
i
(tn+1) considering only the deviatoric stress part:

h̃
i
(tn+1) = exp

(
−∆t

τi

)
h̃

i
(tn)+ γ̂i

1− exp
(
−∆t

τi

)
∆t
τi

[
σ

dev
∞

(tn+1)−σ
dev
∞

(tn)
]

(2.65)

Globally, the stress-splitting formulation of Kaliske in Eq.2.63 is quite similar to the
formulation of Simo in Eq.2.51. The differences mainly lie in the way to consider and for-
mulate the deviatoric contribution in terms of the dimensionless moduli (γi or γ̂i) and the
deviatoric stress (in h

i
or h̃

i
). The two strategies for evaluating the integrals as in Eq.2.53

and Eq.2.61 are in fact both second-order accurate and hence should not be regarded as
their difference.

2.3 Simulations of linear viscoelastic plane wave
Now that the numerical implementation of viscoelasticity is stated, we apply it to two
2D cases of plane wave propagation, i.e. pressure wave (P-wave) and shear wave (S-
wave). In each case, the three recursive schemes presented above, namely Simo’s scheme,
Kaliske’s total scheme and Kaliske’s partial scheme are tested. Results are compared with
the analytical model in terms of the wavelength.

2.3.1 Model description
To validate the numerical implementation of viscoelasticity, one simple method is to in-
vestigate the wavelength of simulated waves based on a plane wave model. The most
intuitive way to obtain plane wave may be designing a model of large dimensions and just
focusing on the central zone which is not affected by reflections. However, plane wave can
be simulated in a more efficient manner by applying specific boundary conditions (BC),
such as periodic BC (PBC) and symmetry BC (SBC). The latter one, more convenient for
implementation, consists in imposing constraints in the direction orthogonal to the wave
polarization [VAN 17]. As illustrated in Fig.2.3, a two-dimensional model in plane strain
is proposed, with SBC to generate a plane wave. Specifically, the displacements of top
and bottom edges are constrained along the y-axis (uy = 0) for the case of plane P-wave
and along the x-axis (ux = 0) for the case of plane S-wave. The left edge is embedded
and the right edge is actuated by a prescribed displacement. The model is characterized
by length L and height H.
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Simulations of linear viscoelastic plane wave

(a)

(b)

Figure 2.3: Plane wave model with symmetry boundary conditions (SBC). (a) The case
of plane P-wave; (b) The case of plane S-wave.

In terms of the analytical wavelength of plane wave, it can be derived from the decom-
position of the wave equation (Eq.1.58). Indeed, it is based on the Helmholtz theorem
stating that any sufficiently smooth vector field can be decomposed into an irrotational
(curl-free) vector field and a solenoidal (divergence-free) vector field. For the displace-
ment field u, the curl-free part represents the compressional/longitudinal component uP
and the divergence-free part represents the shear/transverse component uS. Using this
decomposition, the wave equation can be separated into two equations describing the
propagation of P-wave and S-wave, leading to the respective wave velocities cP and cS
[SIN 05, PAR 10]:

ρ∂
2
t uP = (λ+2µ)∇2uP ⇒ cP =

√
λ+2µ

ρ

ρ∂
2
t uS = µ∇

2uS ⇒ cS =

√
µ
ρ

(2.66)

Then, the analytical wavelength is calculated by l = c/ f where f is the wave frequency.
In particular, for viscoelastic materials, the above velocities are usually estimated with

the norm of complex modulus, leading to:

cI
P =

√
|λ∗+2µ∗|/ρ cI

S =
√
|µ∗|/ρ (2.67)

where |λ∗|= |E∗|ν
(1+ν)(1−2ν) and |µ∗|= |E∗|

2(1+ν) . Another formulation has also been proposed
in [OLI 01, CHR 12]:

cII =

√
2|G∗

3|2
ρ(G′

3 + |G∗
3|)

(2.68)
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2. Viscoelastic waves modeling

where G∗
3 = G′

3 + iG′′
3 is a complex modulus, G∗

3 = λ∗ + 2µ∗ for P-wave and G∗
3 = µ∗

for S-wave. Equation 2.68 reduces to Eq.2.66 in the case of pure elasticity, i.e. G′′
3 = 0.

In fact, these two formulations (Eq.2.67 and Eq.2.68) can give similar analytical results,
as presented later. To respect the fact that P-wave is mainly dominated by the volumetric
deformation associated to pure elasticity, a formulation for P-wave modified from Eq.2.67
is proposed, based on the initial modulus E0 instead of |E∗|:

cIII
P =

√
(λ◦+2µ◦)/ρ (2.69)

where λ◦ = E0ν

(1+ν)(1−2ν) and µ◦ = E0
2(1+ν) . For the Maxwell form of SLS model (see section

1.2.2) used in this work, the initial modulus E0 is calculated as E0 = E1 +E2.
Soft tissues are characterized by their quasi-incompressibility, corresponding to Pois-

son’s ratio ν tending to 0.5. Indeed, the P-wave in soft tissues usually propagates at
cP ≈ 1540 m/s, corresponding to ν ≈ 0.4999999 [SIN 05]. However, as presented before,
explicit time integration schemes are usually used for solving wave propagation problems.
This implies a numerical limit since the closer to 0.5 the Poisson’s ratio, the smaller the
time step and the more expensive the computational cost. Therefore, as a compromise, ν

is set to 0.49 in this work.
The parameters of the model in Fig.2.3 are summarized in Tab.2.2. Two cases of P-

wave and S-wave are studied with different model lengths, due to highly different wave-
lengths. However, all the other material (E1, E2, η, ρ, ν) and excitation ( f , u0) parameters
are identical. The harmonic excitation follows the equation:

ux/y = u0 sin(2π f t) (2.70)

where ux is for the P-wave case and uy for the S-wave case. Quadrilateral elements
(QUAD4) are used to mesh the solid, with an element size of 1 mm for the P-wave model
and 0.5 mm for the S-wave model, ensuring more than 20 elements per wavelength.

Table 2.2: Simulations parameters for the plane wave model of Fig.2.3.

Case
L

(mm)
H

(mm)
E1

(kPa)
E2

(kPa)
η

(Pa · s)
ρ

(kg/m3)
ν

f
(Hz)

u0
(µm)

lI

(mm)
lII

(mm)
lIII

(mm)

P-wave 300 20 3.47 7 8.8 1000 0.49 100 50 109.75 113.34 133.86
S-wave 100 20 3.47 7 8.8 1000 0.49 100 50 15.37 15.87 -

* L and H, model sizes; E1, E2 and η, parameters of SLS model; ρ, density; ν, Poisson’s ratio; f , frequency; u0, amplitude; lI , lII

and lIII , wavelength corresponding to velocity cI , cII and cIII , respectively.

The simulations of both the P-wave case and the S-wave case last for two periods,
namely 0.2 s, with a time step of 1.29×10−5 s for numerical stability.

2.3.2 Results and discussion
Figure 2.4 and Fig. 2.5 present the simulation results for the case of P-wave and S-wave,
respectively. In each figure, the displacement field within the model and the displacement
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Simulations of linear viscoelastic plane wave

distribution along a horizontal central line are shown for the simulation by Simo’s scheme,
Kaliske’s total scheme and Kaliske’s partial scheme. The waves propagate from right to
left and they are all presented at the last moment of simulation, i.e. 0.2 s. The wavelength
measurements are summarized in Tab.2.3.

Table 2.3: Wavelength measurements of simulations by the validation model in Fig.2.3.

Case Simo’s scheme Kaliske’s total scheme Kaliske’s partial scheme

P-wave 133.13 115.10 133.13
S-wave 15.85 15.85 15.85

* unit: mm.

(a)

(b)

(c)

Figure 2.4: Simulated plane P-wave. (a) Simo’s scheme; (b) Kaliske’s total scheme; (c)
Kaliske’s partial scheme.

In terms of viscoelasticity scheme, it can be found that all the three tested schemes
have the same performance in the case of plane S-wave. However, in the case of plane P-
wave where viscosity is of much less importance, only Simo’s scheme and the Kaliske’s
partial scheme perform well due to the split of volumetric and deviatoric deformation;
Kaliske’s total scheme leads to an important attenuation which is not realistic.

In terms of the wavelength, the measurements from simulated S-wave correspond
better to the analytical results given by the velocity cII than those given by cI , revealing
the accuracy of Eq.2.68 for estimating wavelength of plane S-wave. However, for plane
P-wave, the estimates by the formulae of either cI or cII match the unrealistic results by
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2. Viscoelastic waves modeling

(a)

(b)

(c)

Figure 2.5: Simulated plane S-wave. (a) Simo’s scheme; (b) Kaliske’s total scheme; (c)
Kaliske’s partial scheme.

Kaliske’s total scheme; the formulation of cIII
P gives instead rather similar predictions to

the results by Simo’s scheme and Kaliske’s partial scheme.
Overall, these simulations are successfully compared to the analytical models and

validate the numerical implementation of viscoelasticity. In particular, Simo’s scheme and
Kaliske’s partial scheme have almost the same performance and can give rise to reliable
simulated results. In the following, Simo’s scheme is used due to its wider applicability
(E1 can be equal to zero).

2.4 Parametric study of plane shear wave model

In this section, a parametric study is presented using the implemented FEM tool. The ob-
jective is to investigate the effect of material and excitation parameters on wave damping,
based on the plane shear wave model shown in Fig.2.3(b). To this end, in a preliminary
analysis, damping estimation by a dimensionless quantity resulting from the complex
modulus is first presented; configurations of each parameter are accordingly determined.
Based on the simulations, another dimensionless quantity resulting from wave-related
variables is analysed, compared and correlated with the modulus-based quantity. The
relation between the two damping quantity is illustrated.

Default parameters are summarized in Tab.2.4. Based on the wavelength estimation,
quadrilateral element size was chosen as 1 mm. Five periods were simulated and ten
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Parametric study of plane shear wave model

snapshots were sampled during each period. By default, the displayed displacements
correspond to uy, along the polarization direction, of the horizontal middle line (y = 10
mm) of the last snapshot of the last period.

2.4.1 Preliminary analysis
In a parametric study, it is important to appropriately select the values of each investigated
parameter. The appropriateness may be related to the variability of input and also of
output. For example, the values of input are expected to be different from one to another
as much as possible, and the same for the output results (if varying).

To investigate the effect of parameters on wave damping and well determine the pa-
rameters values range, a preliminary study is necessary. For plane shear wave propagating
in viscoelastic materials, a simple way of estimating the wave damping can be focusing on
the relative viscosity which is the ratio of loss modulus to storage modulus, such as E ′′/E ′

for the complex elastic modulus E∗, or G′′/G′ for the complex shear modulus G∗. It is a
dimensionless quantity and may provide quick estimation of wave damping for selecting
the parameters values. Based on the default parameters in Tab.2.4 and the dynamic mod-
uli given by Eq.1.92 and Eq.1.93, analytical relationships between E ′′/E ′ and different
parameters can be obtained, as plotted in Fig.2.6. The relative viscosity E ′′/E ′ is mono-
tonic with respect to material parameters E1 and E2, while it presents a peak with respect
to the dynamic viscosity η and the frequency f . Based on these graphs, we chose four
values per parameter for the parametric study, illustrated by the circle marks in Fig.2.6.

In the following, the numerically obtained waves are plotted along the horizontal mid-
dle line, and post-processed to extract the wavelength ls and damping α. For wavelength,
the five last (from the right side of plot) crests and troughs were determined by gradient
change. The distance of each crest-trough pair was measured and averaging the distances
could lead to an estimate of half-wavelength, thus of the wavelength by a factor of 2.
For damping, a conventional exponential formulation is applied to fit the spatial displace-
ments, expressed as:

uy(x) = u0 exp[α(x− x0)] (2.71)

where u0 is the amplitude at the location of x0; for example, in the default case, they can
be u0 = 50 µm and x0 = 0.2 m. The coefficient α hence represents the spatial shear wave
damping rate.

Since the indicator E ′′/E ′ is dimensionless, the product of ls and α is further calculated
to produce comparable dimensionless measurements. Finally, the correlation between
E ′′/E ′ and αls is performed to find out whether the two dimensionless quantities are
related and to investigate the feasibility of using relative viscosity for describing wave
damping property.

2.4.2 Effect of E1

First of all, the effect of the SLS model parameter E1 is investigated. Four values of 10
kPa, 15 kPa, 20 kPa and 25 kPa are chosen and all other parameters take their default
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2. Viscoelastic waves modeling

Table 2.4: Default parameters of the plane shear wave model in the parametric study.

Case
L

(mm)
H

(mm)
E1

(kPa)
E2

(kPa)
η

(Pa · s)
ρ

(kg/m3)
ν

f
(Hz)

u0
(µm)

S-wave 200 20 15 20 31.83 1000 0.49 100 50

Figure 2.6: Preliminary study of relative viscosity E ′′/E ′ in terms of different parameters.
Circle marks represent the configurations selected for the parametric study.

values, leading to the relative viscosity E ′′/E ′ of 0.5, 0.4, 0.33 and 0.29, respectively.

The displacements uy along the horizontal middle line are presented in Fig.2.7; the ex-
ponential envelope curves are also plotted in dotted lines using the corresponding color.
In particular, as can be seen, a residual wave is propagating ahead with quite distinct am-
plitude, probably resulting from the numerical implementation. The wavelength ls is mea-
sured to 27.86 mm, 30.35 mm, 32.84 mm and 34.83 mm, respectively, and hence presents
a increasing tendency as expected. The damping α is also fitted using the formulation
Eq.2.71, leading to the values of 54.5/m, 40.59/m, 31.45/m and 25.17/m, respectively.
Therefore, the dimensionless quantity αls is calculated to 1.52, 1.23, 1.03 and 0.88, re-
spectively.

2.4.3 Effect of E2

Then, we present the effect the second parameter E2 of SLS model whose values are set
to 15 kPa, 20 kPa, 25 kPa or 30 kPa. The corresponding viscosity E ′′/E ′ is 0.29, 0.4, 0.49
and 0.57, respectively.

The results are shown in Fig.2.8. The wavelength increases slightly with E2, measured
to 29.35 mm, 30.35 mm, 30.85 mm and 30.85 mm, respectively, while the coefficient
α presents a considerable growing tendency with the estimates of 30.63/m, 40.59/m,
48.94/m and 55.68/m, respectively. These lead to the product of αls as 0.9, 1.23, 1.51
and 1.72, respectively.
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Parametric study of plane shear wave model

Figure 2.7: Effect of E1. Waves are plotted spatially along the horizontal middle line,
and their exponential envelope curves are traced in dotted lines with corresponding color.

Figure 2.8: Effect of E2. Waves are plotted spatially along the horizontal middle line,
and their exponential envelope curves are traced in dotted lines with corresponding color.
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2.4.4 Effect of η

The third study consists in investigating the effect of the parameter η of SLS model. Like
the other investigations, four different values of η are selected, namely 10 Pa · s, 20 Pa · s,
31.83 Pa ·s and 40 Pa ·s. The relative viscosity E ′′/E ′ is hence calculated to be 0.34, 0.44,
0.4 and 0.36, respectively. Indeed, the second choice of η = 20 Pa · s corresponds to the
maximum value of E ′′/E ′ in the E ′′/E ′−η curve as presented in Fig.2.6.

The waves are illustrated in Fig.2.9. A small increase in wavelength can be observed,
with the specific measurements of 24.38 mm, 27.86 mm, 30.35 mm and 31.34 mm, re-
spectively. However, the damping α presents the same increasing-decreasing tendency as
the viscosity E ′′/E ′, with fitted values being 42.9/m, 48.32/m, 40.59/m and 35.06/m,
respectively. The dimensionless product αls is hence given as 1.05, 1.35, 1.23 and 1.1,
respectively.

Figure 2.9: Effect of η. Waves are plotted spatially along the horizontal middle line, and
their exponential envelope curves are traced in dotted lines with corresponding color.

2.4.5 Effect of frequency

Then, we focus on the effect of source excitation. The frequency is here investigated with
four distinct frequencies of 50 Hz, 65 Hz, 100 Hz and 140 Hz. They correspond to the
dimensionless viscosity E ′′/E ′ of 0.42, 0.44, 0.4 and 0.33, respectively. In particular, the
choice of 65 Hz represents the peak of E ′′/E ′− f curve as shown in Fig.2.6.
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Parametric study of plane shear wave model

The results of the displacements uy are plotted in Fig.2.10. As expected, the wave-
length ls obviously decreases with the frequency f . Concretely, it is measured to be 54.23
mm, 43.28 mm, 30.35 mm and 22.89 mm, respectively. However, the damping α is not like
that of the precedent study of effect of η which presents the same increasing-decreasing
tendency as E ′′/E ′. A monotonic growing tendency is observed here, with estimates of
23.96/m, 31.11/m, 40.59/m and 45.26/m, respectively. Accordingly, the product αls is
found to be 1.3, 1.35, 1.23 and 1.03, respectively.

Figure 2.10: Effect of f . Waves are plotted spatially along the horizontal middle line,
and their exponential envelope curves are traced in dotted lines with corresponding color.

2.4.6 Effect of amplitude

Finally, different amplitudes of excitation are investigated with the values of 50 µm, 100
µm, 150 µm and 200 µm. Since the amplitude u0 is not concerned in the calculation of
Eq.2.71, the relative viscosity is kept constant as 0.4.

As shown in Fig.2.11, the four waves present four different amplitudes but the same
wavelength that is measured to be 30.35 mm. In addition, the same damping α is observed,
with the estimate to be 40.59/m for all the four configurations. The product αls is thus a
constant being 1.23.
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2. Viscoelastic waves modeling

Figure 2.11: Effect of u0. Waves are plotted spatially along the horizontal middle line,
and their exponential envelope curves are traced in dotted lines with corresponding color.

Figure 2.12: Correlation analysis between αls and E ′′/E ′.
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Conclusion

2.4.7 Discussion
In this section, the effect of different parameters on the propagation of plane shear wave,
especially the wave damping, is numerically studied, including the three parameters of
SLS viscoelastic model, frequency and amplitude of source excitation. Indeed, it can be
demonstrated that all the simulated wavelengths match well the analytical ones given by
Eq.2.68. The damping coefficients α are also well fitted as illustrated by the envelope
curves in the figures.

As shown in the previous investigations of different parameters, neither the wave-
length ls nor the coefficient α can reveal alone the damping property of plane shear wave.
No agreement in tendency with the ratio E ′′/E ′ can be observed. However, the prod-
uct αls, dimensionless like E ′′/E ′, succeeds in presenting the same damping tendency as
E ′′/E ′, namely the increasing one for E1 and E2, and increasing-decreasing one for η and
f . Finally, a correlation analysis between the two dimensionless quantities is conducted,
leading to the linear relation as illustrated in Fig.2.12. This linear relationship shows that,
we could estimate the wave damping by the relative viscosity without getting into the de-
tails of wave patterns, or reversely, we could infer the ratio E ′′/E ′ or G′′/G′ given wave
information.

2.5 Conclusion
In this chapter, we presented how to model the wave propagation in a linear, isotropic,
homogeneous, viscoelastic medium. A homemade finite element solver was imple-
mented and introduced with the formulations including explicit matrices, time integration
schemes and internal force. The implementation was then tested by simulations based
on a plane wave model. Comparisons with analytical models in terms of the wavelength
validated our FE solver. Finally, using the plane shear wave model, a parametric study
was performed to investigate the effect of different parameters on the wave damping.

Three schemes in terms of the numerical implementation of viscoelastic model were
presented, namely Simo’s scheme, Kaliske’s total scheme and Kaliske’s partial scheme.
As validated by simulations, Kaliske’s total scheme is sometimes not realistic as it does
not consider the split of volumetric and deviatoric strain. In contrast, Simo’s scheme
and Kaliske’s partial scheme produce similar results close to the analytical ground truth.
However, Simo’s scheme is more applicable since it allows the parameter E1 to be zero,
thus preferred and applied in this work.

In the case of plane shear wave, the relative viscosity defined by the ratio of loss
modulus to storage modulus was found to be linear with another dimensionless quantity
which is the product of wavelength and coefficient of exponential damping formulation.
It is thus believed that the relative viscosity can reveal the damping property of wave
propagation. This linearity is worth being further studied.
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Chapter 3

eXtended Finite Element Method

In this chapter, the bases of the extended finite element method
(XFEM) and the details of its numerical implementation are
introduced. Numerical examples are presented. In addition,
conventional methods of element partition are illustrated for

both 2D and 3D cases, and a strategy for partitioning
hexahedral element is proposed.
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Introduction

3.1 Introduction

The objective of this chapter is to present a formulation of FEM, known as the eXtended
Finite Element Method (XFEM) to be implemented into our FEM Fortran solver. XFEM
is indeed particularly adapted to model inhomogeneous media, as will be presented later
in Chapters 4 and 5. Here in this chapter, not only the existing formulations of XFEM are
presented, but also a new strategy for partitioning the hexahedral element.

XFEM approach is based on the partition of unity method [MEL 96]. The key idea is
to enrich the displacement approximation of standard FEM by discontinuous functions. It
originally intended to solve crack growth problems in the domain of fracture mechanics
[BEL 99, MOË 99, DOL 00], and is still widely used and studied for this purpose. Com-
pared to classical FEM, this formulation has the key advantage of being remeshing free,
especially useful for dynamic problems like the crack propagation.

In crack modeling, the focus is on the discontinuous displacement across the crack
interface. However, in addition to the strong discontinuity of displacement, the weak
discontinuity like strain across the interface between two different materials can also be
modeled by XFEM. Another application of XFEM thus consists in modeling the inhomo-
geneities such as holes and inclusions as reported in [SUK 01, JUN 13]. By a level set
function, the interface of inhomogeneity can be mathematically formulated, thus making
the inhomogeneity modeling independent from the physical mesh; complex inclusions
can be readily integrated into numerical models.

To the best of our knowledge, XFEM is not yet used in MRE simulations for inclusion
modeling, and employing XFEM to model mechanical waves in inhomogeneous media
is not either much investigated in the literature [LIU 13, JUN 13]. This explains why
we chose to implement and apply XFEM in the framework of this PhD thesis. Indeed,
XFEM has been incorporated into either commercial software like Abaqus [GIN 09] and
Comsol [JAF 21], or custom-developed codes [SUK 03, NIS 08], but mainly applied to
fracture problems. For inclusion modeling by XFEM, there is still a lack of available
commercial tools. The numerical implementation complexity might explain why XFEM
is still unknown to the MRE community. The details of applying XFEM in MRE will be
presented in the next chapter.

The outline of this chapter is as follows. Firstly in section 3.2, the XFEM bases
are briefly introduced, including the problem formulation and discretization, the level set
method/function and the enrichment function. Secondly in section 3.3, the conventionally
used methods of element partition are described, for both the two-dimensional and the
three-dimensional cases. A new strategy of partitioning a 3D hexahedral element is also
proposed here. Thirdly in section 3.4, the details of XFEM numerical implementation are
presented, along with numerical 2D and 3D examples to demonstrate the advantages of
XFEM over FEM. Finally, a conclusion is given in section 3.5.
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3. eXtended Finite Element Method

3.2 XFEM bases
In this section, we mainly introduce the XFEM bases in the framework of modeling the
interface between different materials; the strong discontinuity of displacement across a
crack is not considered. In addition, the governing equations are based on linear elasto-
dynamics as addressed in section 1.3.1, instead of elastostatics commonly formulated in
XFEM articles. This is because in MRE, we are mainly interested in dynamic problems of
mechanical wave propagation. Nevertheless, it needs to be emphasized that the principles
and basic functions are typically the same for the two types of problem.

3.2.1 Problem formulation and discretization
As in section 1.3.1, a linear elastic solid within a domain Ω is considered. However,
in addition to the external boundaries Γu and Γt , two internal boundaries Γh and ΓI are
also taken into account, as illustrated in Fig.3.1, leading to the boundary Γ satisfying
Γ = Γu ∪Γt ∪Γh ∪ΓI , Γu ∩ (Γh or ΓI) = /0 and Γt ∩ (Γh or ΓI) = /0. Γh represents the
traction-free boundary of an internal hole and ΓI a material interface along which traction
continuity holds. The governing equations and boundary conditions of the elastodynamics
problem can be given as:

∇ ·σ+b = ρü in Ω

u = ub on Γu

σ ·n = tb on Γt

σ ·n = 0 on Γh

Jσ ·nK = 0 on ΓI

(3.1)

where σ is Cauchy stress tensor, b the body force vector, ρ the mass density, u the displace-
ment vector, n the unit outward normal vector to Γ and ˙(•) denotes partial differentiation
with respect to time. ub and tb are the prescribed displacement and traction imposed on
Γu and Γt , respectively. J•K := •+−•− is a notation representing a jump of quantity •.

Using the same procedures as in section 1.3.1, the strong formulation of Eq.3.1 can be
further reduced. For the sake of concision and clarity, we define here two vector spaces
of functions. Define H1(Ω) as the Sobolev space of functions with square-integrable first
derivatives in Ω, and H1

0 (Ω)⊆ H1(Ω) as the (sub)space of functions in H1(Ω) that vanish
on the essential boundary Γu. Let u ∈ H1(Ω) be the trial function of displacement, and
δu ∈ H1

0 (Ω) be the test function. Using the integral form with the multiplication of test
function δu and after integration by part, equation 3.1 becomes the weak formulation:

∫
Ω

δεεε
T

σσσdΩ+
∫

Ω

δuuuT
ρüuudΩ =

∫
Ω

δuuuTbbbdΩ+
∫

Γt

δuuuTtttbdΓ, ∀δuuu ∈ H1
0 (Ω) (3.2)

To approximate the displacement field in the numerical simulations, the above formu-
lation has to be further discretized into a discrete system, as done in section 1.3.1.3. The
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XFEM bases

Figure 3.1: A solid body with internal boundaries.

spatial mesh by finite elements is thus required, accordingly leading to the shape functions
defined on element node. We can define two subspaces H1h ⊆H1 and H1h

0 ⊆H1
0 which are

finite dimensional spaces composed of shape functions. Let uh ∈ H1h and δuh ∈ H1h
0 be

the approximations by finite element of the trial and test function, u and δu, respectively.
The discrete system in weak form can be derived from Eq.3.2, and stated as: finding
uh ∈ H1h(Ω) such that

∫
Ω

(δεεε
h)T

σσσdΩ+
∫

Ω

(δuuuh)T
ρüuuhdΩ=

∫
Ω

(δuuuh)TbbbdΩ+
∫

Γt

(δuuuh)TtttbdΓ, ∀δuuuh ∈H1h
0 (Ω)

(3.3)
Based on the partition of unity method and using the standard Bubnov-Galerkin pro-

cedure, the approximation of displacement uh can be represented as linear combinations
of shape functions:

uuuh(x, t) = ∑
i∈I

NNNi(x)ũuui(t)+ ∑
j∈J

NNN∗
j(x)ãaa j(t)F(x) (3.4)

Indeed, this discretized approximation of displacement consists of a standard FEM ap-
proximation, which is the first term on the right, and an enriched XFEM approximation,
which is the second term on the right. x is the coordinate vector and t is the time. NNNi(x)
and NNN∗

j(x) denote the shape functions at location x of node i and j, respectively. They are
not necessarily the same, but in general it is assumed and applied that NNN(x) =NNN∗(x). ũuui(t)
and ãaa j(t) are, both at moment t, the standard nodal displacement of node i and the en-
riched nodal displacement of node j, respectively. I is the set of all element nodes, while
J ⊆ I indicates the set of nodes to be enriched for the discontinuity. Finally, F(x) is the
enrichment function that incorporates discontinuity of the boundaries Γh or ΓI . The key
issue in XFEM is the selection of the enriched nodes, i.e. the set J, and the determination
of the appropriate enrichment function based on the discontinuity; these points will be
discussed in the following subsections.

Finally, using Eq.3.4 to replace the trial and test functions in Eq.3.3 leads to the dis-
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3. eXtended Finite Element Method

crete system used for numerical implementation, written in compact form as:

MMMd̈dd + fff int = fff ext (3.5)

or [
MMMuu MMMua

MMMau MMMaa

]{
¨̃uuu
¨̃aaa

}
+

{
fff int

u
fff int

a

}
=

{
fff ext

u
fff ext

a

}
(3.6)

MMM is the mass matrix; its submatrices MMMuu, MMMua (or MMMau) and MMMaa represent the mass as-
sociated to the classical FEM degrees of freedom, the coupling of standard and enriched
degrees of freedom, and the enriched XFEM degrees of freedom, respectively. ddd = [ũuu ãaa]T

is the solution vector of the nodal displacement approximation. f int and f ext denote the in-
ternal and external forces, respectively; the components f int

u (or f ext
u ) and f int

a (or f ext
a ) are

time-dependent internal (or external) forces for the classical and enriched displacement
approximation, ũ and ã, respectively. For an element e, they are defined as:

MMMpq
e =

∫
Ωe

ρ(NNN p)TNNNqdΩ (3.7)

fff int
p =

∫
Ωe

(
∂NNN p

∂xxx

)T

σσσdΩ (3.8)

fff ext
p =

∫
Ωe

(NNN p)TbbbdΩ+
∫

Γt

(NNN p)TtttbdΓ (3.9)

where p,q = u,a. For more details concerning the above tensors and the numerical im-
plementation, see section 3.4.

3.2.2 Level set method and function
To model arbitrary inhomogeneities such as voids and inclusions, XFEM was coupled to
the level set method [SUK 01]. In the framework of this PhD thesis, it is thus necessary
to give a brief introduction of the level set method, in particular the level set function, as
a support for the use of XFEM in MRE for inclusion modeling.

The level set method was first proposed by Osher and Sethian [OSH 88]. It is a nu-
merical approach to track the interface evolution. In this method, the key idea is to model
the moving interface by the zero level set of the function with a higher dimension. We
first give some instances to illustrate the concept of zero level set. Define Γ ⊂ Rn as a
static interface and φ(x) : Rn → R as a level set function. For example, in one-dimension
where n = 1, Γ can represent a point partitioning a line, as shown in Fig.3.2(b), and in
two-dimensions where n = 2, Γ can represent a curve partitioning a plane, as illustrated
in Fig.3.2(d). They are respectively formulated by:

Γ =
{

xxx = (x) ∈ R1 |φ(xxx) = φ(x) = x2 −1 = 0
}

Γ =
{

xxx = (x,y) ∈ R2 |φ(xxx) = φ(x,y) = x2 + y2 −1 = 0
} (3.10)
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XFEM bases

Figure 3.2: Illustration of zero level set in one-dimension (a,b) and two-dimensions (c,d).

In the level set method, the higher dimensional level set function is time-dependent
φ(x, t) : Rn ×R→ R, leading to its zero level set, i.e. a moving interface, represented as:

Γ(t) = {x ∈ Rn |φ(x, t) = 0} (3.11)

The interface evolution is then subject to a partial differential equation, also a Hamilton-
Jacobi equation, formulated as:

∂φ

∂t
+ v|∇φ|= 0

φ(x,0) = φ0(x)
(3.12)

where v(x, t) is the evolution speed vector of curve Γ(t) at x in the normal outward direc-
tion, and φ0(x) is the initial level set function given at t = 0. The level set method has
many advantages; for example, it can be employed to compute the topological changes of
curve, based on a fixed Eulerian mesh and by means of an easily formulated higher di-
mensional function. Some applications, such as in fluid mechanics and materials science,
can be found in the book [SET 99].

However in XFEM, the inclusion interface to model is typically static. Therefore,
only the concept of level set function is applied and the zero level set curve is used to
represent the interface location. A common form of function φ is the signed distance
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3. eXtended Finite Element Method

Figure 3.3: Illustration of two-dimensional inclusions with circular (a) and polygonal (b)
interface. The enriched nodes are marked by red triangles ▲.

function, defined as:

φ(x) =±min
xΓ∈Γ

|x− xΓ| (3.13)

where xΓ is an arbitrary point belonging to the interface Γ. The sign is normally defined
to be positive (negative) if the point of interest x is outside (inside) Γ, assuming that
interior and exterior regions of Γ exist. For an interface with a simple form, mathematical
formulation can be easily found as shown later; for a more general interface with some
given parameters, the fast marching method can be used to efficiently compute the signed
distance function as introduced in [SET 96].

Figure 3.3 presents two examples of inclusion with circular and polygonal interface.
For the former one, the signed distance function to the interface can be formulated as:

φ(x) = |x− xc|− rc (3.14)

where xc and rc are the center and radius of the circular inclusion, respectively. Assuming
the polygonal interface is composed of n segments, the level set function for the latter one
can be defined as:

φ(x) = |x− xmin|sgn[(x− xmin) ·nmin] (3.15)

where xmin denotes the projection of point x on the polygon, nmin is the outward vector at
xmin normal to the interface, and sgn(x) indicates the signed function.

As introduced before, one important issue in XFEM lies in the selection of enriched
nodes relative to the materials interface. To this end, the support of nodal shape functions
is defined as the union of elements associated with the node j, i.e. having j as one of
its vertices. If the support is crossed by the interface, then node j is enriched. The
enriched nodes in the examples are marked by red triangles as shown in Fig.3.3. Finally,
for the case of multiple inclusions, a distinct level set function is attributed to every distinct
materials interface.
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XFEM bases

Figure 3.4: Illustration of enrichment functions. Source: [MOË 03]

3.2.3 Enrichment function
The displacement approximation in XFEM, as formulated by Eq.3.4, can be concisely
summarized as:

uuuXFEM = uuuFEM +uuuenr

= ∑
I

NNNIuuuI +∑
J

NNNJaaaJF (3.16)

The enrichment function F plays a key role in XFEM. It represents the discontinuity in
the additional displacement approximation uenr, and can have different forms for different
applications such as crack modeling and inclusion modeling. Anyhow, its first derivative
is discontinuous across the interface.

For the inclusion modeling, it was firstly proposed in [SUK 01] to use the absolute
value of the level set function as the enrichment function whose first derivative is indeed
discontinuous. Assuming each node I of the mesh has been assigned the distance φI to the
interface, the level set function of any arbitrary point x can be obtained by interpolation:

φ(x) = ∑
I

NI(x)φI (3.17)

where the sum denotes a sum over all nodes; yet in practice, only the nodes of the elements
intersecting the interface are considered. This first enrichment function thus reads:

F1(x) =

∣∣∣∣∣∑I
NI(x)φI

∣∣∣∣∣ (3.18)

A similar function was also described in [BEL 03] to calculate uenr, expressed as:

uuuenr(x) = ∑
J

NNNJ(x)aaaJ
[
F1(x)−F1(xJ)

]
(3.19)

Indeed, these two choices can give rise to the same approximation space but different
conditioning number of the resulting matrices. For the function F1, a smoothing practice
is usually applied to improve the convergence. Later, in [MOË 03], another enrichment
strategy was proposed and the function was shown to provide a better convergence rate
which is even close to that of the optimal FEM, written as:

F2(x) = ∑
I

NI(x) |φI|−

∣∣∣∣∣∑I
NI(x)φI

∣∣∣∣∣ (3.20)
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3. eXtended Finite Element Method

Figure 3.5: Partitioning of QUAD4 element into sub-triangles. Source: [SUK 03]

The enrichment functions introduced above are illustrated in Fig.3.4. Due to its con-
vergence performance, the function F2 is applied in this PhD work.

3.3 Element partition

In XFEM, the elements cut by interfaces (crack, inclusion, etc.) have to be partitioned into
sub-elements. It is only for the purpose of integrating the discrete system of equations.
Unlike those resulting from remeshing, the subdivided elements resulting from element
partitioning are imaginary and do not add supplementary nodes or degrees of freedom
on the intersecting points, which in fact reveals the main idea of XFEM. The differences
between these two procedures are well analysed in [SUK 03]. In this section, the con-
ventional partitioning methods are introduced for quadrilateral (QUAD4) element in 2D
as well as hexahedral (HEXA8) element in 3D. The methods in 2D were effectively de-
scribed in the works focusing on the crack modeling [SUK 03, NIS 08], but they are also
valid for other cases including inclusion modeling. Besides, a hexa-priority partitioning
method is proposed and presented for HEXA8 element.

3.3.1 Two-dimensional case

3.3.1.1 Triangle-based

In two-dimensions, we focus here on the partitioning of the QUAD4 element. Typ-
ically, it is a straightforward and easily implemented exercise to divide the cut ele-
ment into triangular sub-elements. This was indeed applied in the early reports such
as [MOË 99, SUK 01, SUK 03]. As shown in Fig.3.5(a), a crack intersects with a reg-
ular mesh constructed by QUAD4 elements. For the cut elements, such as e1 and e2
displayed in Fig.3.5(b) and (c), respectively, the centroids of the two zones on both sides
of the interface are computed. The triangles are then obtained by connecting the centroid
with vertices of QUAD4 or intersecting points. In this partitioning strategy, higher-order
quadrature rules are usually required to ensure the accuracy of numerical integration re-
sults; for instance, we could use six-point integration rule on the triangular sub-elements.
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Element partition

Figure 3.6: Partitioning of QUAD4 element into sub-quadrangles. Source: [NIS 08]

3.3.1.2 Quadrangle-based

In the implementation of Nistor et al. [NIS 08], another partitioning method based
on quadrilateral sub-elements was proposed. As shown in Fig.3.6, to partition the cut
QUAD4 element, the centroids are connected with the middle points of surrounding
edges, leading to the subdivision into quadrangles. In this approach, the same integra-
tion rule as for the other QUAD4 elements, like the standard four Gauss points rule, is
used on the sub-quadrangles within the cut element for the quadrature purpose. The key
advantage is that, compared to the above partitioning by triangles using three or six-point
integration rule, this partitioning strategy can produce more accurate quadrature results.
For this reason, this quadrangle-based partitioning method was applied in our Fortran
solver for 2D problems.

3.3.2 Three-dimensional case
3.3.2.1 Tetrahedron-based

In three-dimensions, we concentrate on the partitioning of the HEXA8 element. As an
extended case from that in two-dimensions, sub-tetrahedrons are usually applied and gen-
erated during the partition procedure. For example, a schematic illustration for three cases
of interface-element is given in the report [WAN 16], as shown in Fig.3.7. The HEXA8
element is divided into a tetrahedron and a heptahedron in the first case of (a), into a penta-
hedron and a heptahedron in the second case of (b), and into two hexahedrons in the third
case of (c). They can also be named in terms of the number of vertices on the one side
of cutting interface, leading to the case one-vertex, two-vertices and four-vertices, respec-
tively. Further subdivision in each case finally gives rise to sub-tetrahedrons within which
the numerical integration is carried out with classical Gauss quadrature rules. However, it
is to be noticed that not all the possible cases are depicted in Fig.3.7. We describe here the
two other possible cases in Fig.3.8, with the HEXA8 element being divided into a hexa-
hedron and a heptahedron in (a) named the case three-vertices, and into two heptahedrons
in (b) named the case special-four-vertices. Similarly, they end up with tetrahedrons only.
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3. eXtended Finite Element Method

Figure 3.7: Partitioning of HEXA8 element into sub-tetrahedrons. Source: [WAN 16]
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Figure 3.8: The other two cases of partitioning of HEXA8 element into sub-tetrahedrons.
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3. eXtended Finite Element Method

Figure 3.9: Partitioning of HEXA8 element into sub-tetrahedrons and sub-hexahedrons.

3.3.2.2 Hexahedron-priority

To improve the integration accuracy, we propose here a partitioning approach in which
the subdivided elements are mixed by sub-tetrahedrons and sub-hexahedrons, and the
sub-hexahedrons are expected to be as numerous as possible. All the possible cases are
presented in the following.

In the one-vertex case, as shown in Fig.3.9(a), the HEXA8 element can be partitioned
into 5 tetrahedrons and 7 hexahedrons in total. The sub-hexahedrons are obtained by
taking middle points of edges of interest. For example, point 16 is the middle point for
edge 2-6, point 24 for edge 6-7, point 23 for edge 5-6, etc. The same rule is also applied
in the other cases for generating sub-hexahedrons.

In the two-vertices case, as shown in Fig.3.9(b), the proposed partitioning method can
give 3 tetrahedrons and 8 hexahedrons.

In the three-vertices case, as show in Fig.3.10(a), only 4 hexahedrons are managed to
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Numerical implementation and examples

Figure 3.10: (Continued) Partitioning of HEXA8 element into sub-tetrahedrons and sub-
hexahedrons.

be obtained, and the other sub-elements are 10 tetrahedrons.
In the four-vertices case, as shown in Fig.3.10(b), it is easier to partition the HEXA8

element following the rule, leading to 8 sub-hexahedrons without tetrahedrons.
In the special-four-vertices case, however, it is quite complicated to partition the

HEXA8 element into sub-hexahedrons. Therefore, the case is treated in the traditional
way; only sub-tetrahedrons are obtained, as depicted in Fig.3.8(b).

3.4 Numerical implementation and examples

XFEM implementation is performed based on the implementation of FEM presented in
section 2.2, including similar matrices implementation, the same modified NB time inte-
gration scheme and Simo’s scheme for updating internal forces of viscoelastic materials.
With all the necessary introductions of XFEM in the previous sections, in this section, we
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3. eXtended Finite Element Method

Figure 3.11: Illustration of multiple inhomogeneities implementing algorithm.

present the details of its numerical implementation and give some numerical examples.

3.4.1 Numerical implementation
In this subsection, the numerical implementation of XFEM in our Fortran solver for mod-
eling inclusion is presented. It is mainly based on the reports of Nistor et al. [NIS 08] and
Sukumar & Prévost [SUK 03]. Two-dimensional case is considered here for the sake of
clarity.

3.4.1.1 Preprocessing

Data preparation is required prior to running the simulations for solving the discrete sys-
tem.

(1) Inhomogeneity model creation
In Fortran language, it is more practical to apply a user-defined derived type, which is

similar to struct in C/C++ or class in Python, for a variable containing several attributes.
An inclusion model is usually characterized by several attributes, such as two extremities
for a linear interface, center and radius for a circular inclusion, center, semi-major and
semi-minor axes for a elliptical inclusion, etc. Therefore, a derived-type defined in a
module file and a variable of this type with all necessary data are to be prepared for
correctly creating an inhomogeneity model.

In addition, often more than one inclusion need to be modeled, and one inclusion
could be a part of another one. To this end, an algorithm is implemented in which the
inclusions and materials relations have to be figured out beforehand and stored into vari-
ables for uses later on. An example of four nested inclusions is given in Fig.3.11, along
with the inclusions relations for determining materials of non-enriched elements, and with
the materials relations in terms of interface for determining materials of enriched (sub-
)elements. In some extreme cases, two interfaces can be so close that they cross the same
one element. A multi-split solution was proposed by [BAN 19], as illustrated in Fig.3.12.

(2) Level set values assignment
With the inclusion model defined previously, the level set function can be numerically

computed, which is actually the calculation of the signed distance from each node to the
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Numerical implementation and examples

Figure 3.12: Illustration of differences between standard XFEM (left) and multi-split
XFEM (right). Source: [BAN 19]

imaginary interface. However, in practice, only the nodes of the elements cut by the
interface are assigned the level set values, since the use of enrichment function F2 allows
to eliminate the effect of distanced non-enriched nodes. In addition, based on the relative
position of each node and element in terms of the interface, material type (background or
inhomogeneities) can also be assigned in advance to nodes and elements; these material
properties are needed in the subsequent integration, in particular for updating the internal
forces.

(3) Degree of freedom mapping
Due to the introduction of enriched displacement in XFEM, the nodal degree of free-

dom (dof ) can be different from one node to another. The relation between local dof in
terms of node and global dof in terms of system thus becomes more complex than that in
FEM. As proposed in [NIS 08], two mapping tables loc2glob and glob2loc can be com-
puted beforehand to facilitate the matrix assembling procedures. The loc2glob mapping
returns the global dof given the node number and local dof, while the glob2loc mapping
performs inversely.

(4) Element type assignment
Based on the level set function, three types of elements are possible: TypeC, TypeA

and TypeN. TypeC corresponds to the element that is cut by the interface and whose nodes
are all enriched. TypeA corresponds to the element adjacent to TypeC element, whose
nodes are partly enriched. TypeN stands for the normal element without any enriched
node. In the preprocessing, it is a wise practice to assign the element type to each element,
which can be helpful in the later calculations.
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3. eXtended Finite Element Method

(5) Matrices computation and storage
Some matrices having fixed values during the dynamic simulation can be pre-

computed and stored as constants for rapid access when needed. They may include the
strain-displacement matrix BBB, the Jacobian matrix JJJ and the mass matrix MMM. For the sake
of clarity, the displacement vector d is here defined in the other order than that in Chapter
2; for example, in two-dimensional case, it is written as ddd = [uuu,aaa]T for the global system,
and ddd = [u1,u2,u3,u4,a1,a2, ...,b1,b2, ...]

T for a QUAD4 element.
As presented in Chapter 2, the matrix BBB results from the derivatives of the shape

function matrix NNN. For a QUAD4 element e, the two matrices in XFEM can be expressed
as:

NNN = [NNNu
1,NNN

u
2,NNN

u
3,NNN

u
4,NNN

a] (3.21)

BBB = [BBBu
1,BBB

u
2,BBB

u
3,BBB

u
4,BBB

a] (3.22)

The sub-matrices NNNu
i and BBBu

i are those of FEM for standard displacement u, while NNNa and
BBBa are for additional displacement a of potential enriched nodes which can be noted as
NNNa = [NNNa

1,NNN
a
2, ...], BBBa = [BBBa

1,BBB
a
2, ...]. The latter is solely for enriched nodes and thus null

for TypeN elements. The block matrices are (i = 1,2,3,4):

NNNu
i =

[
Ni 0
0 Ni

]
; NNNa

i =

[
NiF 0

0 NiF

]
(3.23)

BBBu
i =


∂Ni
∂x 0
0 ∂Ni

∂y
∂Ni
∂y

∂Ni
∂x

 ; BBBa
i =


∂(NiF)

∂x 0
0 ∂(NiF)

∂y
∂(NiF)

∂y
∂(NiF)

∂x

 (3.24)

For TypeN and TypeA element, the calculation of matrix BBB over the (four) Gauss quadra-
ture points are quite straightforward. However, for TypeC element (parent denoted as ep),
the matrix should be computed over the four points of each sub-element (child denoted as
ec). A coordinate converting procedure should be highlighted here. Indeed, from the local
coordinates ξ

c
of Gauss point of child element ec, the global coordinates x of the same

point can be obtained by interpolation. Then, the local coordinates ξ
p

of the same Gauss
point in terms of the parent element ep can be derived from x by an inverse method, such
as the Trust-Region solver in MKL library for solving nonlinear least squares problem
with bound constraints (see dtrnlspbc routines in [INT 20]). Finally, the matrix BBB can be
evaluated based on the reversed local coordinates ξ

p
. This is actually because the dofs are

associated with the parent element and the quadrature point should also be considered in
the same coordinates system.

For the Jacobian matrix JJJ, it is in fact the determinant |JJJ| that is needed to perform
numerical integration. It is usually computed along with the strain-displacement matrix.
For both TypeN element and TypeA elements, the computation procedures are the same
and can be easily completed. For TypeC element, however, it is to be noted that the matrix
evaluation on Gauss points of sub-elements is carried out in the local coordinates of the
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Numerical implementation and examples

child element. The vertices coordinates of child element instead of parent element should
be used, and no coordinates converting procedures are required.

For the mass matrix MMM, the same mass lumping practice as that presented in section
2.2.1.5 is carried out for the standard dofs. However, for the enriched dofs, another mass
lumping technique presented in [MEN 06] is applied in our solver. It was proposed to
define the diagonal coefficients associated to enriched dofs as:

mdiag =
m

nnodes

1
mes(Ωe)

∫
Ωe

F2dΩ (3.25)

where Ωe is the considered element, m is the mass, nnodes is the number of element nodes,
mes(Ωe) is the measurement being length (1D), area (2D) or volume (3D), and F is the
enrichment function. Indeed, m/mes(Ωe) is equivalent to the corresponding density ρ.
For the matrix assembling, the previously introduced mapping table loc2glob can be used
here for the enriched dofs.

3.4.1.2 Solving

To solve the dynamic problem of wave propagation formulated by the discrete system
in Eq.3.5, the modified NB scheme presented in section 2.2.2.2 is employed for explicit
time integration and also spurious noise reducing. For the XFEM case, no special changes
have to be made in this scheme as it is independent from the dofs.

In our simulations, the boundary conditions are typically displacement-based. The
external forces f ext are thus regarded as zero, leading to a readily reversed system given
the lumped mass matrix. The boundary conditions are usually imposed in the course
of time integration, and hence require to be updated in each time step. Particularly in
NB scheme, each time step is divided into two sub-steps; care must be taken to impose
boundary conditions within each one.

In terms of the internal forces f int in XFEM, it still follows the formulations given
by Eq.2.37 where the related tensors are evaluated on Gauss points of each element for
numerical integration. All the elements are iterated and a final assembling procedure gives
tensor f int . Similarly, a subroutine implementing Simo’s algorithm is launched at each
time step to update the internal forces. Simo’s scheme can be indeed applied to TypeN and
TypeA elements as done in standard FEM, since the two types of elements have the same
Gauss points in terms of number and local coordinates. For TypeC element, however, the
numerical integration should be performed over the Gauss points of all the subdivided
elements. In particular, since updating internal forces may require a lot of computing
efforts, the parallel calculation can be applied to make the best of all available CPU cores
and thus accelerate the simulation; for example, properly using directives of the OpenMP
(Open Multi-Processing) interface in Fortran [HER 02] can achieve this purpose.

Once f int is obtained by quadrature, the discrete system can be efficiently reversed to
solve the displacement vector.
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3. eXtended Finite Element Method

3.4.1.3 Postprocessing

The solved displacement fields in each time step are written to an output file following
the vtk file formats [AVI 10]. The generated vtk files can be then imported into Paraview
which is an open-source software for interactive visualization, widely used by scientific
researchers. In this application, a great variety of functions/tools have been implemented
for postprocessing of image/volume data. In addition, a Python module was developed to
read the data stored in vtk files; postprocessing can thus be carried out in a Python IDE
(Integrated Development Environment) like Spyder, for analyzing and processing data
with a higher freedom. See Appendix A for this module implementation.

3.4.2 Numerical examples

In this subsection, we aim to present the XFEM implementation and illustrate the advan-
tages of XFEM over FEM, by means of some numerical examples. A two-dimensional
model with plane viscoelastic P-wave propagation is first shown. The same mesh for dif-
ferent inclusions is used to present the convenience of XFEM; wavelengths in different
media are measured and compared to analytical ones to present the accuracy of XFEM.
Then a three-dimensional model with elastic S-wave propagation is shown. A plane in-
terface separating the model into two media is applied; XFEM and FEM are both used to
model the inhomogeneity. The computing efforts are compared to present the efficiency
of XFEM and the proposed element-partition algorithm is tested and validated.

3.4.2.1 Two-dimensional case

Two 2D numerical models are illustrated in this subsection. The first contains only one
circular inclusion, while the second has two nested inclusions.

The same square model of plane P-wave is applied, with the dimension, boundary
conditions and mesh shown in Fig.3.13. The model measures 200 × 200 mm2. To ensure
that the inclusions can be obviously seen in the wave fields, the material parameters are
adjusted such that the wavelength of P-wave is in the range of 20 ∼ 40 mm. The QUAD4
element size is accordingly chosen as 1 mm. Ten periods are simulated and ten snapshots
per period are produced.

Figure 3.14 presents the two examples of inclusions; the coordinates origin is set at
the lower left corner. In the first example, as show in Fig.3.14, only one circular inclusion
is present and characterized by the center C at (100,100) mm and radius r1 = 30 mm.
In Fig.3.14(b), the second example is based on two nested inclusions; the outer one is a
regular hexagon with its central part occupied by the other circular inclusion. The same
center C as that of the first example is defined, and two radii are r1 = 30 mm, r2 = 60
mm; the radius r2 displayed in the figure lies in an horizontal position. The two examples
have the same excitation parameters, with the frequency of 100 Hz and the amplitude of
50 µm. The materials are listed in Tab.3.1.
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Numerical implementation and examples

Table 3.1: Materials of the 2D model in numerical examples.

Case
E1

(kPa)
E2

(kPa)
η

(Pa · s)
ρ

(kg/m3)
ν

background 0.1 0.1 0.1 1000 0.49
hexagon 0.2 0.1 0.1 1000 0.49

circle 0.3 0.1 0.1 1000 0.49

Figure 3.13: Illustration of dimension and boundary conditions (left) and mesh (right) of
the 2D XFEM model in numerical examples.

Figure 3.14: Illustration of the circular inclusion (a) and the nested inclusions (b).
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3. eXtended Finite Element Method

Figure 3.15: Displacement fields ux of the circular inclusion model.

Figure 3.16: Displacements ux along the horizontal median line of the circular inclusion
model.
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Figure 3.17: Displacement fields ux of the nested inclusions model.

Figure 3.18: Displacements ux along the horizontal median line of the nested inclusions
model.
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3. eXtended Finite Element Method

The numerical results of displacement fields ux are shown in Fig.3.15 for the circular
inclusion model and in Fig.3.17 for the nested inclusions model. Snapshots at the end
of successive periods are displayed. The form of inclusions can be well observed in the
wave fields. In addition to the reflection and refraction phenomena, it can also be found
that the waves propagate faster within the stiffer medium, which corresponds to physics.
Qualitatively, it shows that the XFEM implementation works well in a convenient way:
one regular mesh can be indeed used to model different inclusions.

Besides, the displacements ux along the horizontal median line at the corresponding
moments are plotted, as shown in Fig.3.16 for the circular inclusion model and in Fig.3.18
for the nested inclusions model. The wavelength in stiffer medium is indeed greater. It is
measured to 18.3 mm in background and 25.7 mm in circular inclusion, and the reference
values, based on Eq.2.69, are 18.5 mm and 26.2 mm, respectively. Quantitatively, XFEM
shows its accuracy.

3.4.2.2 Three-dimensional case

In three-dimensions, as models become more complex with more dofs, the advantages of
XFEM over FEM can be more obvious in terms of meshing efforts and computation time.
As shown in Fig.3.19, a cube model is considered in this subsection, with dimension of
100×100×100 mm3. Transverse harmonic excitation along the x-axis is imposed on the
top face and the bottom face is completely embedded. The excitation is characterized by
amplitude u0 = 40 µm and frequency f = 100 Hz. To clearly illustrate the propagation of
shear wave, purely elastic case is considered; artificial damping CCC (see section 2.2.1.7) is
thus applied with regulated coefficients αM and αK . An oblique plane parallel to the z-
axis, intersecting vertical edges at 30-70 mm points as shown in the figure, cuts the model
into two parts with different materials: E for the upper part and E ′ for the lower part.
Greatly different moduli are applied to show that, for XFEM, there is no limitation on the
material difference across interface. The material parameters are summarized in Tab.3.2.

Table 3.2: Materials of the 3D model in numerical examples.

E
(kPa)

E ′

(kPa)
ρ

(kg/m3)
ν αM αK

15 150 1000 0.49 1 1e-5
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Numerical implementation and examples

Figure 3.19: Illustration of interface plane and boundary conditions of the 3D model in
numerical examples.

Figure 3.20: Illustration of mesh of the 3D model by XFEM (a) and by FEM (b).

The model is simulated using XFEM or FEM, with different mesh as illustrated in
Fig.3.20. For XFEM model, only hexahedron elements are used; the element size of 2
mm leads to 125 000 elements in total. For FEM model, a mixed mesh of hexahedron and
tetrahedron elements is applied; the hexahedron element size of 2 mm and the tetrahedron
element size of 0.5 ∼ 2 mm lead to 111 000 hexahedron elements and 883 073 tetrahedron
elements. The choice of element size is indeed based on the shear wavelength and a
convergence study. Moreover, for XFEM model, the two element partition strategies as
presented in section 3.3.2 are both applied and compared.
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3. eXtended Finite Element Method

Figure 3.21: Results of the 3D model in numerical examples.

Figure 3.21 presents snapshots of displacement fields ux at the end of three successive
periods, for the tetrahedron-based XFEM model, the hexahedron-priority XFEM model
and FEM model, respectively from left to right. It can be observed that the three models
have a good agreement in terms of the simulation results including wave distribution and
modeling of material interface. The proposed hexa8-priority partition algorithm works as
well as the widely used tet4-based algorithm.

Simulations were all executed on a Linux cluster (running CentOS Linux 7.9.2009)
with three CPUs Intel(R) Xeon(R) CPU Gold 5118 @ 2.30 GHz and 5GB RAM. In terms
of the computation time, for XFEM models, the time step set as 2.8 µs leads to CPU time
of 2.5 hours, while for FEM model, the time step of 0.62 µs leads to CPU time of around
15 hours. Indeed, finer mesh in FEM due to the tetrahedron elements requires smaller
time step and thus more computing efforts. This gain of time by XFEM is particularly
interesting for three-dimensional models. It constitutes one of the advantages of XFEM
method: efficiency.
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Conclusion

3.5 Conclusion
In this chapter, the extended finite element method was introduced.

In terms of the bases of XFEM, we showed how to derive its basic formulations from
an inclusion problem instead of a crack one, considering the future applications in MRE
domain. One major concept in XFEM for defining the imaginary interface of inclusion,
namely the level set method/function, was then described. Finally, different enrichment
functions that represent the discontinuity across inclusion interface were introduced.

For the elements crossed by interface, an important step in the preprocessing consists
in the element partitioning. By partitioning, the obtained sub-elements have the specific
materials properties and numerical integration of matrices can be thus performed within
the cut element. The commonly used partitioning strategies in both two-dimensional case
and three-dimensional case were illustrated. In addition, a hexahedron-priority partition-
ing method was presented.

Finally, we introduced how the XFEM method was implemented into our numerical
solver, including the preparation of inhomogeneous model and various matrices in the
preprocessing, the discrete system solving and the results postprocessing. Two simple
numerical examples were then given for illustration purpose. It has been clearly shown
that in XFEM, a regular mesh without remeshing procedures can be used for different
inclusion models. Applications in the specific field of MRE will be given in the next
chapter, to further highlight the advantages of XFEM over FEM for inclusion modeling.
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Chapter 4

XFEM for inclusion modeling in MRE

In this chapter, we present the feasibility of applying XFEM in
MRE through some specific examples. The wave propagation

through interfaces is first modeled both analytically and
numerically for investigating wave conversion. A
random-shape inclusion is then proposed for a

pseudo-practical application in which the stiffness
reconstruction is performed, and advantages of the XFEM

model are revealed by comparing with the FEM model.
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Introduction

4.1 Introduction

In the previous chapter, XFEM formulation was introduced along with its numerical im-
plementation. In this chapter, we aim to use this tool to investigate MRE inhomogeneous
media.

Indeed, numerical simulations have been widely used in MRE to generate displace-
ment fields for a given model with known material properties, boundary conditions and
excitation sources. Such simulations modeling the wave propagation are helpful in un-
derstanding the effects of different parameters on MRE measurements [CHE 05]. In ad-
dition, simulations can also serve as a tool for evaluating novel MRE inversion methods
[OLI 01, CHA 16], for assessing metric definitions [YUS 21], and even for reconstructing
stiffness [DOY 00, HON 16].

Stiffness reconstruction by simulation can be generally categorized into two groups:
using analytical formulations or finite element methods. A number of reconstruction
methods based on analytical formulations have been proposed and commonly used
[MAN 21]. Most of them assume linear viscoelasticity, local homogeneity and small-
amplitude excitation, with many assuming isotropy [OLI 01, SIN 05]. Though, there have
been a number of studies that have attempted to reconstruct transversely isotropic material
properties [CHA 16, GUI 18, ROY 21]. Although it is easy to implement and efficient in
producing simulated displacement dataset, the underlying simplifications such as expo-
nentially attenuated plane wave and independence to boundary conditions [SIN 05] may
be unrealistic in some cases. In comparison, the latter one based on FEM can describe
in a more realistic way more complex wave patterns, geometries and boundary condi-
tions. The basic principles and formulations have been given in Chapters 1 and 2. Either
custom-developed codes [DOY 00, BIL 18] or commercial software [CHE 05, YUS 21]
have been used to simulate 2D or 3D models subjected to different boundary conditions,
and FEM-based reconstruction methods have also been used for transversely isotropic
materials [MCG 20].

In FEM-based simulations, the spatial discretization by finite elements has to take into
account the geometry boundaries of the whole model and potential inclusions. Usually,
triangular elements in 2D [FRE 08] and tetrahedral elements in 3D [HON 17] are em-
ployed to model the curved, nonlinear inclusion interfaces. For complex interface, this
could imply a burdensome task in terms of the prerequisite model partition, and the re-
sulting finer mesh usually leads to large computational effort. In this case, the extended
FEM presented in the precedent chapter can be an alternative. XFEM extends the clas-
sical FEM solution space by discontinuous enrichment function [MOË 03] so that the
strain discontinuity across the inclusion interface can be reproduced with ease. The level
set function defines the interface [SUK 01], making it become independent of the mesh
and no longer require a mesh refinement. The model can thus dispense with the need of
remeshing for a different interface. To the best of our knowledge, XFEM has not been
utilized in MRE studies yet.

As discussed in section 1.1.1, two types of harmonic waves can be generated by
drivers, distinguished by the polarization direction: transverse and longitudinal. In soft
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4. XFEM for inclusion modeling in MRE

tissues, S-wave propagates much more slowly (1-10 m/s) than P-wave (around 1540 m/s)
[GLA 12], thus allowing its detection by MRI. Besides, due to the quasi-incompressibility
of soft biological tissues, the shear moduli G related to shape change and measured from
S-wave can vary to a much greater extent within tissues than the bulk moduli K which
is related to volume change and P-wave (G = 10−2 ∼ 10−6K) [SAR 95]. These features
explain why S-wave propagation is investigated in MRE for stiffness reconstruction.

MRE drivers can be actuated either transversely or longitudinally depending on ap-
plications [GNA 21]. The popular transverse drivers are able to generate planar S-waves
parallel to the driver/tissue interface [MUT 95], while the longitudinal ones can deliver
S-waves with a cone-like hemispherical distribution and have better penetration depth
and design flexibility [YIN 08]. Whatever the actuation direction is, the shear and com-
pressional components usually coexist. It is however the former component that is really
needed and can be extracted by the curl operator [SIN 05]. Note that these two compo-
nents are not independent of each other, but rather connected by mode conversion existing
at interfaces such as tissue boundaries and inclusion interfaces [SIN 05, GNA 21]. Due to
its complexity, the wave mode conversion in MRE is often neglected, like in the numerical
model [SCO 20], and has been rarely studied [LIL 21].

In this chapter, we present the applicability of XFEM in MRE by addressing two mod-
eling problems: the wave conversion from P to S at a plane interface and a random-shape
inclusion model corresponding to a pseudo-practical application. The simulations are all
executed on a Linux cluster (running CentOS Linux 7.9.2009) with three CPUs Intel(R)
Xeon(R) CPU Gold 5118 @ 2.30 GHz and 5GB RAM. In what follows, we first introduce
the postprocessing methods employed throughout this chapter, namely the curl-based al-
gorithm for extracting the shear components [SIN 05] and the reconstruction method of
AIDE [OLI 01] implemented in MREJ tool [XIA 13]. For the first model (wave conver-
sion across a plane interface), we first introduce a theoretical work [COO 67] developed
for the problem of reflection and transmission of plane waves across an oblique plane in-
terface between viscoelastic materials and the formulations of mode conversion are given.
Then, we present the numerical model by XFEM/FEM and a parametric study is carried
out for comparison purpose. We then describe the second model, namely the random-
shape inclusion one. The results of reconstructed stiffness are compared between the
XFEM and FEM models to underline the XFEM method advantages.

4.2 S-wave extraction and stiffness reconstruction

In this section, we briefly recall two postprocessing methods to be used in the next sec-
tions, mainly for extracting shear components of displacement fields and further perform-
ing stiffness reconstruction.

As can be seen later from the theoretical formulations describing waves behavior
across interface, waves are converted at a plane interface as long as the angle of inci-
dence is not equal to zero. For example, plane P-waves propagating through a plane
interface between two viscoelastic media with a given angle of incidence, in addition to
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S-wave extraction and stiffness reconstruction

the reflected and transmitted P-waves, generate reflected and transmitted S-waves. This
is also valid for more general cases where incident waves and interface are not plane. It
means that P-waves and S-waves generally coexist at both side of the interface.

This characteristic can also be revealed by the wave equation (Eq.1.58) that contains
both the first Lamé parameter λ and the second Lamé parameter µ. The former has the
same magnitude as the bulk modulus K, hence representing the compressional compo-
nents. The latter is in fact the shear modulus G and hence represents the shear compo-
nents. In MRE, we aim to reconstruct the shear stiffness G based on Eq.1.58. However,
as there is a great difference in magnitude between λ (GPa) and µ (kPa) in soft tissues
due to quasi-incompressibility, G cannot be properly recovered directly from the equa-
tion. To this end, several strategies were usually considered, such as ignoring the term
containing λ due to the divergence-free relation of displacement ∇ ·uuu ≈ 0 (i.e. ∂iui ≈ 0)
resulting from the quasi-incompressibility property [OLI 01], and applying the curl op-
erator to the wave equation [SIN 05]. The latter one is based on the Helmholtz theorem
stating that any sufficiently smooth vector field can be decomposed into an irrotational
(curl-free) vector field and a solenoidal (divergence-free) vector field. For the displace-
ment field u, the curl-free part represents the compressional/longitudinal components uL
and the divergence-free part represents the shear/transverse components uT . The wave
equation thus becomes a Helmohltz-type equation in terms of a new field of curl-applied
displacement qqq = ∇×uuu where any contributions from uL are removed, leading to the
remaining uT for reconstructing shear stiffness.

To reconstruct the stiffness, several algorithms have been developed in MRE includ-
ing direct and iterative methods. As the name suggests, direct methods aim at retriev-
ing stiffness by directly solving the wave equation, or the simplified Helmholtz equation
(Eq.1.24). Compared to iterative methods that are hard to implement and computationally
expensive, direct methods have the advantages of being straightforward and fast despite
the sensitivity to noise due to the multiple derivatives. The most frequently used direct
methods may include local frequency estimation (LFE) and algebraic inversion of the
differential equation (AIDE). The AIDE method, proposed by Oliphant et al. [OLI 01],
consists in inverting a system of differential equations of mechanical motions, similar
to Eq.1.24. Moreover, a least-square polynomial fitting by Savitzky-Golay filter is used
to compute the spatial derivatives and a regularization technique is applied to prevent
division by zero. These two direct methods can be accessed, for example, through the
MREJ tool, which is a Java plugin implemented in ImageJ software [XIA 13]. It should
be mentioned that the original sources in MREJ would lead to normalized stiffness maps.
Sources were thus adjusted to produce maps of real shear moduli.

In this chapter, the simulated displacement fields are postprocessed by applying the
curl operator to filter out the compressional components uL. The obtained fields repre-
senting shear components uT are then imported into the MREJ tool to reconstruct shear
modulus (real part G′) by the implemented AIDE algorithm, which means that the dis-
placement field u in Eq.1.24 is actually regarded as the curl-based alternative q.
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4. XFEM for inclusion modeling in MRE

4.3 Wave mode conversion at plane interface

The characteristics of mechanical waves have been studied for a long time, while the
problems of reflection and refraction at boundaries or interfaces were just resolved some
decades ago. In the following, we will (1) concisely present an analytical model with the
formulations developed in the work of Cooper [COO 67] which, in a relatively general
way, models the reflection and transmission of plane waves across an oblique plane in-
terface between two viscoelastic media; and (2) present a two-dimensional model with
a specially designed linear interface to investigate wave conversion with our numerical
tool; and finally (3) compare the two models through a parametric study.

Meanwhile, some errors in the formulas in [COO 67] were found and corrected. Proof
and numerical implementation are provided in Appendix B and C, respectively.

4.3.1 Analytical model

As done in [COO 67], the subscripts l,m,n are taken to indicate different cases. l is used
to denote incident wave type as P-wave (l = 1) or S-wave (l = 2). m refers to the side of
the interface, i.e. m = 1 means the incident side and m = 2 means the transmitted side.
n is used to denote the resulting wave type, as P-wave (n = 1) or S-wave (n = 2). For
instance, ζlmn expressed as ζ121 would describe the angle of a refracted (m = 2) P-wave
(n = 1) arising from an incident P-wave (l = 1); similarly, kmn expressed as k12 defines
the wave number of a reflected (m = 1) S-wave (n = 2).

4.3.1.1 Plane wave representation

Here we focus on the plane wave. It can be indeed described by the Navier equations that
have been formulated in section 1.2.1.5, for example, the Eq.1.58 representing the elastic
waves with small amplitude and harmonic motion, propagating within a homogeneous,
isotropic, linearly viscoelastic medium. This equation is widely used in the literature
[OLI 01, SIN 05, FOV 18a, PAR 06, PAR 10].

Across an interface, it can be demonstrated that the reflected and transmitted waves
are in the same plane as the incident wave [ROY 99]. Thus, we only consider the two-
dimensional motions in the x− y plane with displacements uuu = (u,v,0) and coordinates
xxx = (x,y,0). As shown in [CHR 12], the solution to Eq.1.58 can be expressed convention-
ally in exponential form, e.g. in the x-direction:

u = u0 exp[i(kx−ωt)] (4.1)

where u0 is the amplitude and k is the wavenumber.
Wavenumber can be calculated using its definition, with the subscripts defined above

applied, as:
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Wave mode conversion at plane interface

kmn =
ω

Smn
(4.2a)

S2
m1 =

λm +2µm

ρm
(4.2b)

S2
m2 =

µm

ρm
(4.2c)

It can also be regarded as complex-valued and reads:

kmn =
ω

Cmn
(1− i tanΩmn) (4.3)

where

tan2Ωmn =
ImS2

mn
ReS2

mn
(4.4a)

Cmn = |Smn|secΩmn (4.4b)

Unlike [COO 67], we reverse the signs of tanΩmn and tan2Ωmn, which corresponds
to the conventional use. Indeed, it can be proved that original signs will lead to improper
results as shown in Appendix B.

4.3.1.2 Reflection and refraction coefficients Rlmn

Following the notations in [COO 67], we use θl and ζlmn to indicate incident angle and
reflected/refracted angle, respectively. The angle θl is real while ζlmn is generally com-
plex. Besides, Rlmn is used to denote the ratio between reflected/refracted amplitude and
incident amplitude.

As presented in [COO 67], after introducing some potential functions for displace-
ment components, applying the boundary conditions at the interface and combining the
complex Snell’s law, a system of linear equations can be obtained for each wave type
(l = 1 or 2):

AAAlRRRl =BBBl, l = 1 or 2 (4.5)

where

AAAl =


sinζl11 cosζl12 −sinζl21 cosζl22
cosζl11 −sinζl12 cosζl21 sinζl22

−ρ1S11 cos2ζl12 ρ1S12 sin2ζl12 ρ2S21 cos2ζl22 ρ2S22 sin2ζl22
(ρ1S2

12/S11)sin2ζl11 ρ1S12 cos2ζl12 (ρ2S2
22/S21)sin2ζl21 −ρ2S22 cos2ζl22

 (4.6)

BBB1 =


−sinθ1
cosθ1

ρ1S11 cos2ζ112
(ρ1S2

12/S11)sin2θ1

 , BBB2 =


cosθ2
sinθ2

ρ1S12 sin2θ2
−ρ1S12 cos2θ2

 , RRRl =


Rl11
Rl12
Rl21
Rl22

 (4.7)

123

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



4. XFEM for inclusion modeling in MRE

The expressions above include some corrections compared to the expressions in
[COO 67], namely AAAl(3,1) corrected from −ρ1S11 cosζl12, BBB1(4) from ρ1S2

12 sin2θ1 and
BBB2(3) from −ρ1S12 sin2θ2.

4.3.1.3 Reflection and refraction angles θlmn

Solving the precedent system of equations requires the knowledge of complex angle ζlmn.
To this end, the angle is represented by:

ζlmn = αlmn + iβlmn (4.8)

It can be proven that βlmn satisfies:

sinh2
βlmn =

1
2

{
Γ

2
lmn −1+

[(
1−Γ

2
lmn

)2
+4Γ

2
lmn sin2

∆lmn

] 1
2
}

(4.9)

where

Γlmn = γlmn cosΩmn/cosΩ1l (4.10)

γlmn =Cmn sinθl/C1l (4.11)

∆lmn = Ω1l −Ωmn (4.12)

With some derivations in terms of wavenumber, the real reflection or refraction angle
θlmn can be determined by the formula:

sinθlmn = ξlmnγlmn (4.13)

where

ξlmn =
(
1+ sinh2

βlmn sec2
Ωmn

)− 1
2 (4.14)

Finally, the real part of complex angle can be calculated by:

αlmn = θlmn +φlmn (4.15)

where

tanφlmn = tanΩmn tanhβlmn (4.16)

It should be noted that the sign of βlmn is determined by:

sign(βlmn) =−sign(ξ2
lmn tanΩmn − tanΩ1l) (4.17)
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Wave mode conversion at plane interface

4.3.2 Numerical model

In this section, we present a P-S conversion model. It is two-dimensional under plane
strain hypothesis since a model with plane interfaces and plane waves can be reduced
from 3D to 2D.

To numerically study wave conversion from plane P-waves to plane S-waves at an
oblique interface between two different viscoelastic materials, we could have taken a
two-dimensional finite model divided into two parts directly by an oblique linear inter-
face. However, such a simple, intuitive model can cause some undesired reflections at
boundaries which pollute the S-waves generated at the interface, leading to a more com-
plex interpretation of results. To this end, we designed a model with a piecewise linear
interface, as illustrated in Fig.4.1.

Figure 4.1: P-S conversion model.

The rectangular P-S conversion model dimension is 1000×500 mm2. The P-waves are
generated from the right edge and propagate to the left. The left edge is totally embedded.
Symmetric boundary conditions (SBC) are applied along the top and bottom edges to
make the incident P-waves plane. The three linear segments in dashed lines represent
the interface separating the materials with material 1 on the right side and material 2 on
the left side. The inner oblique segment, characterized by the angle of incidence αi of
incident P-waves, serves as the targeted linear interface across which S-waves will be
generated from P-wave conversion and studied. The upper and lower vertical segments,
across which only plane P-waves are present, protect the inner transmitted waves from
being polluted by reflections at boundaries. In this manner, the measurements within the
zones following the inner segment will be relatively representative of S-waves arising
only from P-wave conversion at the interface, and comparable to theoretical predictions.

125

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



4. XFEM for inclusion modeling in MRE

4.3.3 Comparison by a parametric study

With the above P-S conversion model, we conducted a parametric study. The transmitted
S-waves were measured in terms of the angle of refraction αt and the amplitude At . The
influence of the angle of incidence αi (10 to 80 degrees), the Young’s modulus E1 (10
to 80 kPa) of material 2, the excitation frequency f (25 to 100 Hz) and the excitation
amplitude Ai (50 to 200 µm) on αt and At was evaluated. The default parameters of the
model are listed in Tab.4.1.

This parametric study was performed in two ways for interface modeling: by XFEM
and by FEM. A case of αi = 40 degrees is illustrated in Fig.4.2. A regular mesh with
125000 quadrilateral elements with size of 2 mm was used in XFEM, while in FEM mesh,
123878 quadrilateral elements with size of 2 mm and 14754 triangular elements with a
minimum size of 0.5 mm were mixed to match the material interface. A mesh convergence
study was performed for determining the mesh size.

The simulations were all launched for 10 harmonic periods considering the speed of
incident P-wave, while the measurements of αt and At for each study were performed
at different times around the fifth period when fields near the oblique interface became
stable, depending on the speed of transmitted S-waves. Finally, the numerical results were
compared with predictions given by the analytical model of Cooper [COO 67].

Figure 4.3 illustrates the numerical results of the displacements and extracted S-waves
of the P-S conversion model with the default parameters, all captured at the moment of
4.5 periods. Recall by Figs.4.3(a) and (b) presenting the displacement fields along x-axis
and y-axis, respectively, that the incident wave was a P-wave propagating from right to
left and impacting the oblique interface. In Figs.4.3(c) and (d) presenting the extracted
S-waves from the displacements of model by XFEM and FEM, respectively, the inner
oblique segment of the interface can be distinctly observed. Due to the existence of the
angle between oblique and vertical segments, undesired waves are generated from the two
corners. Moreover, the spurious oscillations are produced before the shock front following
the wave conversion. The measurements of the angle of refraction αt and amplitude At of
the transmitted S-waves, on the left side, are hence performed several periods later when
the displacement fields next to the oblique interface become stable. In terms of αt , the
nodes respecting uT ≈ 0, corresponding to the wavefront as illustrated by the dashed line
in Fig.4.3(c), are chosen to determine the tilted angle and calculate αt by the difference
with αi. In terms of At , since the S-waves propagate with great attenuation, the maximum
displacement picked from the zone just following the upper part of the oblique interface,
as indicated by the arrow in Fig.4.3(c), is considered as a good estimate of the wave
amplitude At .
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Wave mode conversion at plane interface

Table 4.1: Default parameters of the P-S conversion model.

E1
(kPa)

E2
(kPa)

η

(Pa · s)
G′

(kPa)
ρ

(kg/m3)
ν

f
(Hz)

Ai
(µm)

αi
(degree)

material 1 6 10 16 3.7 1000 0.49 - - -
material 2 20 10 16 8.4 1000 0.49 - - -

incident P-waves - - - - - - 100 150 40

Figure 4.2: Illustration of mesh of the P-S conversion model by XFEM (a) and FEM (b).
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4. XFEM for inclusion modeling in MRE

Figure 4.3: Illustration of displacement fields along x-axis (a) and y-axis (b), and ex-
tracted S-waves by XFEM (c) and FEM (d) of the P-S conversion model.
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Wave mode conversion at plane interface

Figure 4.4 presents the results of the parametric study. αt and At are generally in
accordance between the theoretical model, the XFEM model and the FEM model, for
various values of the angle of incidence αi, the modulus E1 of material 2, the frequency f
and the amplitude Ai of excitation.

For different angles of incidence αi, as shown in the first column of Fig.4.4, the three
models predict that the angle αt increases with αi, while the amplitude At reaches a max-
imum at around 60 degrees and then decreases as αi tends to 90 degrees. However, we
observe a discrepancy between the numerical models and the theoretical one, as neither
FEM nor XFEM predict the sharp increase of At above αi = 40 degrees.

For different moduli E1 of material 2 varying from 10 to 80 kPa, we can derive the
more commonly-used complex modulus using Eqs.1.92 and 1.93. Thus, the second col-
umn of Fig.4.4 also represents the influence of the storage modulus G′ of material 2 from
5.04 kPa to 28.53 kPa, or the effect of the stiffness ratio of material 2 to material 1 varying
from 1.35 to 7.57. As can be seen, both αt and At increase with E1 (or G′, or the stiffness
ratio). Although the numerical results by XFEM model and FEM model present the same
increasing tendency, the numerical models seem to underestimate At for E1 greater than
40 kPa.

For different excitation frequencies f , as shown in the third column of Fig.4.4, both αt
and At decrease as the excitation frequency increases. In terms of αt , all the three models
are in good agreement. Finally, for different excitation amplitudes Ai, the angle αt remains
constant and the amplitude At increases linearly with Ai. Particularly, the XFEM model
is in better agreement with the theoretical model, in comparison with the FEM model.

4.3.4 Discussion
A comparison between a theoretical model on the one hand, and FEM and XFEM models
on the other hand is performed in the academic case of a plane P-wave impacting an
oblique plane interface, to evaluate the potential of FEM and XFEM to correctly predict
wave conversion at interfaces. Analytical solutions exist for this case and are considered
here as the reference. Good agreement has been shown between the three models, except
for some specific cases addressed in the following.

First, numerical errors have been dramatically reduced at the beginning of the simu-
lations, due to the application of the modified-NB time integration scheme. The presence
of material interface, however, results in the amplification of these noises. Figure 4.5
compares the case of αi = 60 degrees with normal mesh size (2 mm) to another one with
finer mesh (1 mm), both captured at the moment of 4.5 periods. The finer mesh leads
to smoother displacement fields, while the coarser mesh yields spurious oscillations that
extend much further from the interface. The measurements in the parametric study are
conducted several (2 ∼ 3) periods later when the shock front has progressed far away (∼
300 mm) from the region of interest, implying that the results are not likely to be impacted
by these noises. However, for other studies requiring the focus on the entire domain, such
as the second model with a random-shape inclusion, these numerical oscillations might
be an issue and have effects on the reconstruction precision.
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Wave mode conversion at plane interface

Figure 4.5: Illustration of converted S-waves by the P-S conversion XFEM model with
the angle of incidence αi = 60 degrees and element size of 2 mm (a) or 1 mm (b). A

central zoom is taken for illustration purpose.

Then, from the parametric study results in Fig.4.4, the conclusion can be drawn that
the XFEM model has similar performance to the FEM model in modeling wave mode
conversion at plane interface. For different excitation frequencies and amplitudes, XFEM
can produce better results than FEM with respect to the analytical predictions. However,
for different angles of incidence and moduli E1 (or G′, or the stiffness ratio of material
2 to 1), an offset between the numerical and analytical results is observed. Indeed, the
analytical model assumes an infinite plane interface which is hard to model in reality.
The interface with finite length, however, implies two extremities such as the two corners
formed by the oblique segment and the vertical segments in the P-S conversion model.
These two extremities can degrade the wave fields, making the theoretically plane trans-
mitted and reflected waves become no longer plane. Greater angle of incidence and larger
value of E1 (which also means greater wavelength) will further amplify these effects.
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4. XFEM for inclusion modeling in MRE

Moreover, as reported in [COO 67], the interface waves, i.e. θlmn = π/2, can exist when
the parameter γlmn in Eq.4.11 satisfies γlmn ≥ 1. It can be demonstrated that γ121 ≥ 1 for
angle of incidence greater than 50 degrees. This indicates that an interface wave exists,
though hard to observe, on the transmission side (material 2) for the large angles, which
can probably have an influence on the measurements.

4.4 Random-shape inclusion

4.4.1 Inclusion modeling by XFEM and FEM
To further investigate XFEM performances in a more practical application, we develop
a two-dimensional square model containing a random-shape inclusion, as shown in
Fig.4.6(a). The model has dimension of 150×150 mm2. The inclusion is characterized by
two vertical/horizontal segments and four circular arcs with radius r1 = 15 mm, r2 = 10
mm, r3 = 8 mm and r4 = 6 mm, and the first arc is centered at (xc1,yc1) = (100,100)
mm. In addition to this aligned inclusion, a tilted inclusion is also considered by rotating
the aligned one in the counter clockwise direction around the point (100,80) mm by 30
degrees, as presented in Fig.4.6(b). In terms of boundary conditions, the right edge is lon-
gitudinally actuated, the left and top edges are embedded, and the bottom edge is free of
restrictions. The other parameters of materials and excitation are summarized in Tab.4.2.

Figure 4.6: Random-shape inclusion model. The random-shape inclusion is represented
by dashed lines. (a) aligned inclusion and (b) tilted inclusion.

As with the P-S conversion model, the above inclusion model is also studied in two
ways for the interface modeling: by XFEM and by FEM. Figure 4.7 presents the mesh
difference between XFEM and FEM. As can be seen, in FEM triangular elements are
still needed around the material boundaries to match the mesh with the interface, while in
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Random-shape inclusion

Table 4.2: Parameters of the random-shape inclusion model.

E1
(kPa)

E2
(kPa)

η

(Pa · s)
G′

(kPa)
ρ

(kg/m3)
ν

f
(Hz)

Ai
(µm)

background 3.3 6 6.5 1.6 1000 0.49 - -
inclusion 10.5 2 4 3.88 1000 0.49 - -

incident P-waves - - - - - - 84 100

XFEM a regular mesh with only quadrilateral elements is sufficient. Concretely, 90000
quadrilateral elements with size of 0.5 mm are employed in XFEM for modeling the
aligned and tilted inclusion shown in Figs.4.7(a) and (c), respectively. In FEM, 87311
quadrilateral elements with size of 0.5 mm and 17142 triangular elements with a mini-
mum size of 0.2 mm are used for the aligned inclusion illustrated in Fig.4.7(b), and 87188
quadrilateral elements with size of 0.5 mm and 17688 triangular elements with a mini-
mum size of 0.2 mm are used for the tilted inclusion illustrated in Fig.4.7(d). The mesh
size has been determined by a mesh convergence study.

Figure 4.7: Illustration of mesh of the random-shape inclusion model by XFEM and
FEM.

The simulations by XFEM and FEM are both launched for 100 harmonic periods at
the end of which the model is observed to reach a steady state. The displacement fields,
sampled at 8 snapshots evenly distributed over one period, are postprocessed by applying
the curl operator to extract the shear components uT . The results are then imported into
the MREJ tool for reconstructing shear modulus G′ by the AIDE algorithm.
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4. XFEM for inclusion modeling in MRE

Figure 4.8: Illustration of the first snapshot during a period in steady state of curl-applied
displacement uT of the random-shape inclusion model.

4.4.2 Comparison between XFEM and FEM

Figure 4.8 illustrates, for the random-shape inclusion modeled by XFEM and FEM, the
extracted shear components with curl operator applied to the simulated displacement
fields. For both models, only one snapshot is shown, which is indeed the first one of the
last simulated period (100th). Reflected S-waves from the top and left embedded bound-
aries can be observed by their great amplitude. The inclusion can also be easily located
due to the phase difference between the waves at the two sides of interface. Qualitatively,
the two models provide very similar results.

Figures 4.9(a) and (b) present the stiffness reconstruction results for the aligned in-
clusion modeled by XFEM and FEM, respectively. For each model, the shear modulus G′

is measured within two zones. Zone 1, represented as a circle at the top left, is used for
estimating G′ of the background. This area is chosen for the relatively large amplitude of
the shear waves due to reflections at the boundaries. Zone 2 is used for estimating G′ in
the inclusion. In terms of the computation time, it takes about 19.2 hours of CPU time
(6.4 hours of real time) for the XFEM model, and 22.0 hours of CPU time (7.3 hours of
real time) for the FEM model.

Figures 4.9(c) and (d) present the stiffness reconstruction results for the tilted inclu-
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Random-shape inclusion

Figure 4.9: Results of shear modulus G′ reconstruction from the curl-applied displace-
ment uT of the random-shape inclusion model.

sion modeled by XFEM and FEM, respectively. In terms of the computation time, it takes
about 19.5 hours of CPU time (6.5 hours of real time) for the XFEM model, and 21.6
hours of CPU time (7.2 hours of real time) for the FEM model.

All the stiffness estimates are summarized in Tab.4.3. Quantitatively, both XFEM and
FEM have yielded stiffness estimates close to the ground truth values which are 1.60 kPa
for the background and 3.88 kPa for the inclusion. We can also observe that the tilted
inclusion model yields larger variance within the inclusion, the estimated modulus being
more inhomogeneous than that of the aligned inclusion model.

4.4.3 Discussion

Although XFEM has been developed for two decades and successfully used in model-
ing different inhomogeneities such as cracks, holes and inclusions, the application to the
domain of MRE is not yet introduced in the literature. The second model in this chapter
containing a random-shape inclusion is intended to illustrate the convenience of XFEM in
inclusion modeling, namely the advantage of being remeshing-free. The stiffness estima-
tion from the simulated wave fields further helps in investigating the accuracy of XFEM,
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4. XFEM for inclusion modeling in MRE

Table 4.3: Stiffness estimates of the random-shape inclusion model.

XFEM FEM

“T
ru

e”

Mean SD SD/Mean % Error % Mean SD SD/Mean % Error %

Aligned inclusion
background 1.599 0.033 2.06 0.06 1.600 0.027 1.69 0 1.60
inclusion 3.450 0.503 14.58 11.08 3.384 0.576 17.02 12.78 3.88

Tilted inclusion
background 1.597 0.016 1 0.19 1.597 0.015 0.94 0.19 1.60
inclusion 3.191 0.794 24.88 17.76 3.162 0.806 25.49 18.51 3.88

* The mean, standard deviation (SD), the ratio of standard deviation to the mean (as x%), and the error of the mean with respect to
“True” (as x%) in each region are presented for both the XFEM and FEM methods. The “True” values indicate the known ground
truth values in the simulations. All the units except those of percentages are in kPa.

and shows that XFEM is totally likely to be integrated and applied in MRE studies. In
terms of the computation time, 2 to 3 hours of CPU time are gained by XFEM with respect
to FEM, revealing the efficiency of XFEM in this rather simple case. We can imagine that
the gain would be even more interesting when it comes to complex geometries of inclu-
sions, such as the irregular ones of real tissues in three-dimensions.

The mesh in the XFEM model is composed of only quadrilateral elements (QUAD4),
considering the accuracy and the model shape. However, in addition to QUAD4, the
triangular elements (TRI3) are also compatible with XFEM in case of complex outer
boundaries.

The mesh in the FEM model is mixed with QUAD4 and TRI3. QUAD4 are used as
the main elements due to the high accuracy and TRI3 are used for modeling the interface
due to the flexibility. Indeed, using TRI3 for the entire mesh is also feasible in spite of the
potential degradation of simulated results quality.

For the stiffness estimation results, the boundary regions including the model bound-
aries and the material interfaces are not well reconstructed. This comes from the limits of
AIDE method and is probably due to the inherent homogeneity assumption as reported in
[OLI 01]. For the background, the regions with obvious converted S-waves are well re-
constructed with G′ being around the ground truth value of 1.60 kPa, such as those close
to the left, top and bottom edges of model, and those close to the interface of inclusion.
The other regions are poorly reconstructed by AIDE due to the absence of S-waves.

From the results summarized in Tab.4.3, it can be found that XFEM and FEM yield
similar stiffness estimates, and that XFEM performs even better than FEM in the inclusion
region. This performance can be more evident by comparing Fig.4.9(a) with (b) where the
inclusion stiffness by XFEM is more homogeneous near the interface than that by FEM.
However, it has to be highlighted that by the AIDE reconstruction algorithm, the stiffness
estimates of inclusion here are not quite satisfying, with the ratio of standard deviation
to the mean between 14.58 % and 25.49 % and the error of the mean with respect to the
ground truth varying from 11.08 % to 18.51 %. Using other methods such as inhomoge-
neous direct ones assuming stiffness inhomogeneity and iterative ones independent from
data quality could possibly produce better estimates [FOV 18b].
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Conclusion

XFEM would be particularly powerful compared to FEM for more complex geome-
tries than those proposed in this chapter. Multiple inclusions could for instance be mod-
eled by several level-set functions, without any limitation in stiffness ratio. However, if
interfaces are too close, i.e. two interfaces cross the same element, the mesh should be lo-
cally refined, or a recent algorithm of multi-split XFEM could be implemented [BAN 19].

4.5 Conclusion
In this chapter, XFEM has been proposed to model inclusions in MRE simulations. A
two-dimensional model containing piecewise linear interfaces was developed to study the
plane wave conversion from P-waves to S-waves at a plane oblique interface. Results
from numerical simulations by XFEM/FEM and theoretical predictions revealed the P-S
conversion rules, and also suggested that it is hard to perfectly reproduce the analytical
model due to the infinite plane assumption and the undesired perturbations. The other
model containing a random-shape inclusion was developed to investigate XFEM in a
pseudo-practical application. By conducting the stiffness reconstruction and comparing
the results of XFEM model with those of FEM model, it was demonstrated that with
respect to FEM, XFEM can have similar and even better performance. XFEM can also
be time-saving with the same computation device. Due to its convenience, accuracy and
efficiency, XFEM can be a better choice and a promising tool for inclusion modeling in
MRE.
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4. XFEM for inclusion modeling in MRE
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Chapter 5

Steady state in MRE

The low acquisition frequency of MRI induces that phase
snapshots are sampled on different cycles to image wave

propagation into a soft tissue for MRE purposes. The
associated assumption is that the tissue has reached steady
state under the harmonic mechanical excitation, for correct

recording by MRI. In this chapter, we investigate steady state
and propose a metric to quantify it in numerical models based

on XFEM, to provide practical guidelines for MRE.
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Introduction

5.1 Introduction
In MRE, a mechanical steady state is usually required for the investigated tissue and as-
sumed before proceeding to stiffness reconstruction. This requirement is indeed necessary
since continuously changing fields from one snapshot to another would lead to different
wave inversion results. A common practice to establish the steady state is to apply a num-
ber of trigger pulses of driver [MUT 95], typically lasting for a few seconds, and then
the system displacement field is supposed in steady state. However, this default agree-
ment is based on human experience and can be biased from one person, one experiment
to another. A quantitative metric could be useful for practical applications.

In this chapter, a steady-state metric is proposed to quantitatively measure the steady
state of a homogeneous/inhomogeneous medium subjected to a harmonic mechanical ex-
citation, and numerical models based on XFEM/FEM are used to investigate this metric.
The rest of this chapter is organized as follows. First, the steady-state metric defini-
tion is given, and two square models, designed for studying this metric and its threshold
separating the steady state from the transient state, are investigated. Then, this metric is
applied to four breast models, based on different technical options to perform breast MRE
[BOH 18], and a parametric study is performed using XFEM to evaluate the influence of
different MRE configurations on steady state.

For the sake of clarity, in the following, a solid in steady state is called stable, the
capacity of reaching steady state is called stability, and the process of reaching steady state
is called being stabilized. The simulations are all executed for 200 harmonic periods, and
on a Linux cluster (running CentOS Linux 7.9.2009) with three CPUs Intel(R) Xeon(R)
CPU Gold 5118 @ 2.30 GHz and 5GB RAM.

5.2 Steady-state metric and threshold
In MRE, displacement fields used for stiffness reconstruction are required to be in steady
state, which means that the fields at a time tk within an excitation period Ti become un-
changed with respect to the same time tk within the preceding period Ti−1. This require-
ment is logical since unstable fields for reconstruction would produce unstable stiffness,
as will be shown later. However, in MRE studies, it is typically assumed to reach the
steady state after a certain number of periods and to the best of our knowledge, this has
never been quantitatively discussed. In this context, we propose here a quantitative metric
for measuring the steady state in MRE, and two simple models for investigating the metric
threshold.

5.2.1 Metric definition

In MRE, several (usually four or eight) snapshots of signal phases or displacement fields
are evenly taken during one period and for each selected two-dimensional slice. Con-
sider, for a certain slice, u j

x(Ti) and u j
y(Ti) as the displacement ux and uy, respectively, of
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5. Steady state in MRE

the element/pixel j in the first snapshot of period Ti, and N as the total number of ele-
ments/pixels, u0 as the amplitude of excitation. We could thus define a normalized metric
in terms of mean differences of displacement fields:

∆sqrt(Ti) =
1

Nu0

N

∑
j=1

√[
u j

x(Ti+1)−u j
x(Ti)

]2
+
[
u j

y(Ti+1)−u j
y(Ti)

]2
(5.1)

Associated with a threshold δ, this metric allows to evaluate whether the system in
period Ti has reached steady state, namely if ∆sqrt(Ti) ≤ δ. Once this has been checked,
waves displacement fields can be further postprocessed to produce shear modulus maps.

5.2.2 Material and methods for threshold determination

To investigate which threshold δ is appropriate and what is the influence of an inclusion
on steady state, we have designed two square models; one homogeneous, and the other
inhomogeneous with a random-shape inclusion, as illustrated in Fig.5.1. They are both
two-dimensional and in plane strain, share the same length and height (H = L = 150
mm). For the inhomogeneous model, the tilted inclusion is the same as that in Chapter
4, obtained by rotating an aligned one in the counter clockwise direction by 30 degrees.
The aligned one is characterized by two vertical/horizontal segments, four circular arcs
with radius r1 = 15 mm, r2 = 10 mm, r3 = 8 mm and r4 = 6 mm, and the first arc centered
at (xc1,yc1) = (100,100) mm; the coordinate origin is imposed at the lower left point and
the rotation center is located at (xc1,yc1 − r2) mm. In terms of boundary conditions, they
are chosen to mimic one of the possible breast MRE configurations [BOH 18]: the left
and top edges are embedded, the right edge is harmonically actuated to generate P-waves
and the bottom edge is kept free. The parameters of materials and excitation are the same
as those in Chapter 4, as summarized in Tab.5.1.

For the homogeneous model, FEM is sufficient for simulating wave propagation. For
the inhomogeneous model, both FEM and XFEM are applied to model the inclusion,
aiming at comparing these two methods and illustrating the advantages of XFEM over
classical FEM. Figure 5.2 presents the two models meshes. As can be seen, a regular
mesh with only quadrilateral elements (QUAD4) is used in the homogeneous model by
FEM and the inhomogeneous model by XFEM, while in the inhomogeneous model by
FEM, triangular elements (TRI3) are also needed, in addition to QUAD4, around the
material boundaries to match the mesh with the interface. By a mesh convergence study,
the element size of QUAD4 is set to 0.5 mm, leading to 90000 elements in the regular
mesh, as illustrated in Fig.5.2(a). For the inhomogeneous FEM model, 87188 QUAD4
elements with size of 0.5 mm and 17688 TRI3 elements with a minimum size of 0.2 mm
are employed.

The steady-state metric ∆sqrt is calculated for each period except the last one, and three
regions named “ALL”, “BAC” and “INC” representing the whole model, the background
and the inclusion, respectively, are considered. Indeed, to investigate the threshold of ∆sqrt
in terms of steady state, stiffness reconstruction is also performed and the obtained shear
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Steady-state metric and threshold

Figure 5.1: Homogeneous (a) and inhomogeneous (b) model. The dashed lines in (a) and
(b) represent the “BAC” and “INC” region, respectively.

Figure 5.2: Illustration of the regular mesh for both homogeneous FEM model and inho-
mogeneous XFEM model (a), and the mixed mesh for inhomogeneous FEM model (b).

Table 5.1: Parameters of the two square models in Fig.5.1.

E1
(kPa)

E2
(kPa)

η

(Pa · s)
G′

(kPa)
ρ

(kg/m3)
ν

f
(Hz)

Ai
(µm)

background 3.3 6 6.5 1.6 1000 0.49 - -
inclusion 10.5 2 4 3.88 1000 0.49 - -

incident P-waves - - - - - - 84 100

moduli G′ are averaged in the “BAC” and “INC” regions, leading to an estimated value
of each region. In particular, “BAC” is characterized by a circular region with center at
(35,125) mm and radius of 15 mm, as illustrated in Fig.5.1(a). This region is chosen since
reflections at boundaries can lead to relatively large amplitude of shear waves and thus
better quality of stiffness estimation.
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5. Steady state in MRE

5.2.3 Results

Figure 5.3 presents the results of the steady-state metric ∆sqrt and normalized recon-
structed shear modulus G′, in the “ALL”, “BAC” and “INC” regions, over the simulated
200 periods, for the homogeneous and inhomogeneous square models. Here, normaliza-
tion means division by the ground truth which is 1.6 kPa for “BAC” and 3.88 kPa for
“INC”. In general, the convergence to a steady state for both the metric and modulus is
observed long before the end of simulation. To further investigate the convergence to
steady state by means of the shear modulus G′, we also calculated its mean values and
standard deviation over each set of 5-periods. The normalized results are presented in
Fig.5.4 where the standard deviation is represented by the error bar. An ideal steady state
can be represented and visualized as a horizontal plateau in the figure with the error bar
reduced to zero.

For the homogeneous model, on the one hand, the reconstructed shear modulus G′ of
the background region “BAC” has converged to a plateau as shown in Fig.5.3(a). Specifi-
cally, as shown in Fig.5.4(a), it enters a stabilized state around the 15th period, and quickly
reaches a steady state which can be characterized by a final normalized stiffness estimate
of “BAC” region with an average value of about 1.0025 and standard deviation of about
0.001. On the other hand, as can be seen from Fig.5.3(a), the metric ∆sqrt measured in
regions “ALL” and “BAC” presents different variances but the same converged value. The
metric averaged in “ALL” region exhibits a lower variance than that in the “BAC” region,
while they present basically the same convergence rate and both are not stabilized until
around the 50th period.

For the inhomogeneous model, XFEM and FEM led to almost the same results by
comparing Fig.5.3(b) to (c), respectively, in terms of either the metric or the stiffness.
The measurements over the two regions “ALL” and “BAC” are basically identical with
those from the homogeneous model. Moreover, as can be observed in Fig.5.3(b) and (c),
different from modulus G′ of “BAC” region, the reconstructed stiffness of “INC” region
cannot be easily stabilized. Quantitatively, as shown in Fig.5.4(b) and (c), although the
mean G′ in the two regions “ALL” and “INC” has entered a stabilized zone around the 15th
period, the averaged stiffness of “INC” region continues to fluctuate with greater standard
deviation than that from “BAC” region. From the 60th period, a plateau characterized
by much less fluctuations and deviation could be observed, leading to a final normalized
stiffness estimate of “INC” region with mean value of about 0.822 and standard deviation
of about 0.001. The model could be considered in a steady state.

Overall, at the 60th period, either the metric or the stiffness in different regions have
converged to a plateau and a steady state could thus be assumed; the investigated threshold
can be established based on this observation. Indeed, all the metrics of different regions
are calculated to around 0.01 at the 60th period. Therefore, δ = 0.01 is chosen as the
threshold of the steady-state metric ∆sqrt ; the first period T0 satisfying ∆sqrt(T0) ≤ 0.01
can represent the beginning of system steady state and the stiffness reconstruction can be
safely performed from this time T0.
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5. Steady state in MRE

5.2.4 Discussion
Traditionally, it is assumed that after dozens of periods of excitation or several seconds,
the whole system under MRE investigation can be stabilized. As revealed in Fig.5.3, the
designed models indeed reach a plateau representing a steady state, in terms of either the
metric or the stiffness, long before the end of our 200 periods simulation (2.38 seconds in
real time). This traditional practice can be considered reasonable in most cases. However,
some models can be difficultly or never stabilized, such as the breast model C shown later.
In this case, a quantitative metric can be useful for determining the right time to image
the displacements for stiffness reconstruction.

The metric in different regions presents different variances, especially at the beginning
of wave propagation. “ALL” region has the least variance probably because it represents
the whole system and contains all the varying nodes; the averaging procedure has atten-
uated the population variance. Nevertheless, different regions have basically the same
convergence rate and finally lie on the same level/plateau. The steady-state investigation
by the metric can thus be directly performed over the whole system, i.e. the “ALL” region.

The metric has experienced a rapid convergence from the beginning of simulations,
which indeed corresponds to a transient state. Passing the value of around 0.1, it enters
into another state with quite slow convergence rate, representing the beginning of a steady
state. The final decision of the metric threshold as 0.01 is based on the investigation of
reconstructed G′ over “INC” region. This is indeed a compromise between accuracy and
efficiency. Smaller values such as 0.005 and even 0.001 leading to later period T0 could
also be applied, but would not result in a significantly more accurate modulus reconstruc-
tion.

The normalized reconstructed shear modulus has converged to about 1.0025 for
“BAC” region and about 0.822 for “INC” region. Considering the underlying assump-
tion of local homogeneity of the employed AIDE reconstruction algorithm, the model
stiffness is indeed well recovered.

Finally, it is found that the introduction of inclusion in inhomogeneous square model
has almost no influence on the metric and stiffness measurements in “ALL” and “BAC”
regions, in comparison with those in homogeneous square model. The presence of inclu-
sion is thus not much related to the system stability, as confirmed later in the parametric
study of breast model.

5.3 Application to breast models
To further investigate the utility of the defined metric in a pseudo-practical application
with the threshold determined from the preceding study, we build four breast models
based on the review of breast MRE by Bohte et al. [BOH 18], and study the influences of
several factors on the solid steady state. [BOH 18] schematically illustrates six potential
breast MRE setups, as shown in Fig.5.5. As the last two configurations (E, F) would be
equivalent to (A, B), respectively, in our 2D model, we take the first four (A, B, C, D)
as the bases of our numerical models. All models are in two-dimensions and the same
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Application to breast models

Figure 5.5: Schematic illustrations of MRE setups for breast tissues. Source: [BOH 18]

inclusion shape as in the previous inhomogeneous square model is applied. Besides,
based on the first model A, a parametric study is performed to investigate the effect of
inclusion size and position, driver size, wave polarization and frequency on model steady
state. The default parameters are summarized in Tab.4.2, and all the following simulations
use XFEM to model inclusions.

5.3.1 Breast MRE setups
The four models, each with a different configuration of boundary conditions, are illus-
trated in Fig.5.6; the sequence numbers correspond to those in Fig.5.5. For model A,
the top and right edges are embedded and harmonic P-waves are generated from the left
edge. For model B, the top edge is embedded, the left and right edges are longitudinally
actuated. For model C, only the top edge is longitudinally actuated and no constraints are
imposed on other edges. Finally, for model D, the top edge is embedded and the bottom
edge is transversely actuated.

In terms of the model size, since they are not given in [BOH 18] and the breast can
be quite different from one person to another, we chose to construct the models based on
the breast volumes reported in [MCG 11]. The out-of-plane thickness is assumed to be 20
cm, and the corresponding volume would be around 1300 cm3. The models dimensions
are presented in Fig.5.6.

In terms of the inclusion, the same random shape as in the previous inhomogeneous
square model is applied, while the size and position are adjusted to the breast models
whose size is smaller than the square model. Besides, for the sake of comparison, the
same inclusion size and position are applied for all the four breast models. In detail, the
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5. Steady state in MRE

Figure 5.6: Illustration of the boundary conditions and dimensions of the four breast
models with sequence numbers corresponding to those in Fig.5.5.

size is reduced to a quarter, leading to the imaginary aligned inclusion characterized by
four circular arcs with radius r1 = 3.75 mm, r2 = 2.5 mm, r3 = 2 mm and r4 = 1.5 mm,
and the first arc centered at (xc1,yc1) = (15,−15) mm; the middle point of the top edge is
imposed as the origin. The tilted inclusion is obtained by rotating the aligned one in the
counter clockwise direction around the point (xc1,yc1 − r2) by 30 degrees.

In terms of the mesh of the XFEM models, models are first partitioned into such two
parts that the upper part only contains linear edges, and the lower part contains curved
boundaries. Only QUAD4 elements are used in the upper region, while the lower region is
meshed by QUAD4 and TRI3 elements, as shown by mesh of the model C in Fig.5.7. The
element size is around 0.5 mm considering the wavelength. Specifically, 21091 QUAD4
elements and 174 TRI3 elements are used for model A, 17824 QUAD4 elements and 149
TRI3 elements for model B, 17857 QUAD4 elements and 130 TRI3 elements for model
C, and 16274 QUAD4 elements and 66 TRI3 elements for model D.
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Application to breast models

Figure 5.7: Illustration of the breast mesh based on the model C in Fig.5.6.

5.3.2 Parametric study
Based on model A, a parametric study to investigate the effect of inclusion and driver
on the system steady state is performed. For the inclusion, we study its size by zoom
factors of 0.7, 1.0, 1.2 or 1.5 with the first arc center of aligned inclusion unchanged, and
its position by the first arc center of aligned inclusion at (−15,−15) mm, (0,−15) mm,
(15,−15) mm, (−15,−30) mm, (0,−30) mm, (15,−30) mm, (−15,−45) mm, (0,−45)
mm or (15,−45) mm. Different configurations in terms of inclusion size and position are
illustrated in Fig.5.8. For the driver, we investigate its length of 15 mm, 20 mm, 30 mm
or 60 mm, its direction (generating P-waves or S-waves) and its frequency of 28 Hz, 56
Hz, 84 Hz or 100 Hz. Those frequencies and the corresponding measured tissue moduli
were indeed reported in [BOH 18]. The derived viscoelastic parameters of SLS model are
summarized in Tab.5.2.

Table 5.2: Excitation frequencies and the corresponding SLS model parameters for breast
tissues, based on [BOH 18].

f
(Hz)

Ebac
1

(kPa)
Ebac

2
(kPa)

ηbac

(Pa · s)
E inc

1
(kPa)

E inc
2

(kPa)
ηinc

(Pa · s)
G′

bac
(kPa)

G′
inc

(kPa)

28 0.95 4 2.6 1.4 4 6.6 0.34 0.57
56 2.1 6 4 5.6 3 5 0.81 2.14
84 3.3 6 6.5 10.5 2 4 1.60 3.88
100 3.47 7 8.8 14.84 3 2.1 2.07 5.14

* f , frequency; E1, E2 and η, parameters of the SLS model; G′, shear storage mod-
ulus. The subscript or superscript “bac” denotes background (FGT) and “inc” de-
notes inclusion (tumor).
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Figure 5.8: Illustration of inclusion sizes (a) and positions (b) based on the model A.

5.3.3 Results

Figure 5.9 presents the metric evolution over time for the four breast models and Fig.5.10
presents the results of stability analysis. The bar height in the bar charts represents, for
each corresponding simulation, the first period T0 satisfying ∆sqrt(T0) ≤ δ with the pre-
viously recommended threshold δ = 0.01. For the sake of clarity, only the two regions
“ALL” and “INC” are considered for T0 investigation, representing the entire breast model
and the inclusion region, respectively.

Figure 5.10(a) illustrates the stability differences among the four breast models.
Model B exhibits the best stability, while model C is not stabilized until the 160 periods
with great fluctuations as shown in Fig.5.9(c). Besides, both “BAC” and “INC” regions
of models A, B and D could reach steady state before the 20th period, and “INC” region
is in general characterized by a better stability than “ALL” region.

Figure 5.10(b) presents the results of the parametric study, based on model A, that in-
vestigates the influence of inclusion size, inclusion position, driver size, wave polarization
and wave frequency on system stability. It can be observed that, in general, “INC” region
is still more easily stabilized than “ALL” region. The inclusion size and position hardly
affect the system stability, while the driver plays a more important role. Specifically, the
smaller the driver and the higher the wave frequency, the better stability the system can
have. Moreover, driver generating transverse waves results in a better system stability
than that with compressional waves.

Finally, based on the above investigation of model stability by T0, we perform the
stiffness reconstruction and illustrate the q fields and G′ fields for the four breast models,
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Figure 5.9: Evolution of the steady-state metric over time for the four breast models.
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as shown in the first and second column, respectively, of Fig.5.11. The 160th period when
all the models have reached steady state is chosen for the reconstruction. In particular,
the first column presents the first snapshots of the 160th period for each model. The
inclusion regions are selected in the G′ fields and used for performing the measurements,
leading to the estimates of 2.505±0.792 kPa for model A, 3.778±0.611 kPa for model
B, 1.517± 0.849 kPa for model C and 0.324± 0.106 kPa for model D. For reference,
the ground truth value of inclusion stiffness is 3.88 kPa. It should be emphasized that
configuration D is particularly poor to investigate a deep inclusion, as the one present in
the model.

Figure 5.10: Results of the stability analysis of the four breast models (a), and the para-
metric study (b) presenting the influence of inclusion and driver on system stability.
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Figure 5.11: Illustration of the curl-applied displacement fields q (first column) and the
corresponding reconstruction of shear modulus G′ (second column) for the four breast
models. The selected regions in the second column represent inclusions and are used for

stiffness estimates.
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5.3.4 Discussion
The application of our proposed metric and recommended threshold to four 2D breast
models has shown their stability differences. Both model A and B present a good stability
and also result in a rather accurate stiffness reconstruction. Model C has the worst stabil-
ity, probably due to the lack of constraints associated with boundary conditions. Besides,
a poor stiffness reconstruction shown in Fig.5.11(c) can be observed, with the stiffness es-
timate of 1.517±0.849 kPa far from the ground truth of 3.88 kPa; the inclusion is indeed
flattened due to the fluctuation of inclusion position, as revealed in Fig.5.9(c). Model D,
though easily stabilized, does not perform well in stiffness reconstruction. This can be
explained by the differences between transverse and longitudinal drivers. The transverse
driver of model D generates shear waves which decay rapidly and have limited penetra-
tion depth, while the longitudinal driver of other models generates compressional waves
which are not easily attenuated and can be converted into shear waves at the boundary
and materials interface.

Results of the parametric study provide some guides for designing a MRE system; for
example, a smaller driver with higher frequency and transverse polarization can result in
an increased stability. In addition, it is interesting to observe that to some extent, inclusion
size and position hardly affect the system steady state.

From Fig.5.10, it is found that “INC” region has a better stability than “ALL” region.
In fact, some other localized regions have been tested and they are all found to become
stable earlier than “ALL” region. This fact is quite reasonable and logical since “ALL”
region, which is composed of many partial regions, can hardly be stabilized unless all the
subzones become stabilized. For this reason, considering “ALL” region for steady-state
investigation is a safe choice.

In the parametric study, the same mesh of breast model A is used even for investigating
different inclusion sizes and positions. Adjusting the level-set function for describing dif-
ferent material interfaces is sufficient, which shows the convenience of XFEM especially
for the case of parametric simulations.

When investigating the metric threshold, both XFEM and FEM are applied for in-
clusion modeling in the inhomogeneous square model. Comparison of results of either
the calculated metric or the reconstructed stiffness shows that these two methods lead to
almost the same displacement fields, illustrating the accuracy of XFEM.

In addition, the above simulations take about 41.2 hours of CPU time (14.4 hours of
real time) for the XFEM model, and about 44 hours of CPU time (15.4 hours of real time)
for the FEM model. This is a slight decrease but added to the other advantages, it shows
the interest of XFEM compared to FEM.

5.4 Conclusion
In this chapter, a quantitative metric ∆sqrt for measuring the steady state of a region or a
system was proposed. By the designed 2D square models, investigations on the metric
threshold were performed. The value of 0.01 is recommended as a compromise between
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Conclusion

accuracy and efficiency. Calculating this metric over the whole regions of interest can be
regarded as a safe choice. In addition, four breast models were built in two-dimensions
and the proposed metric was applied for investigating the system stability. A parametric
study based on one breast model was conducted and the results have provided guidelines
for MRE driver design. The numerical method of XFEM was employed throughout this
chapter for inclusion modeling. In comparison with the classical FEM model, once again,
we have successfully illustrated the advantages of XFEM: convenience, accuracy and
efficiency.
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Conclusions

In this thesis, we modeled the MRE experiment from the numerical aspect, and have
especially addressed the tissue inhomogeneity and MRE excitation issues.

A homemade FE solver, which is dynamic and explicit, was first developed from
scratch. It is capable of modeling the propagation of small-amplitude mechanical wave in
a linear, isotropic, locally homogeneous and viscoelastic medium. Using this solver, we
studied a homogeneous viscoelastic model with symmetry boundary conditions, and illus-
trated the propagation of plane longitudinal wave and plane transverse wave. Comparison
of the FEM results to the analytical results confirmed the validation of our numerical
model. Based on the plane shear wave model, a parametric study was also performed and
the effect of different parameters on the wave damping was illustrated; the dimension-
less quantity of relative viscosity was demonstrated to be capable of describing the wave
damping.

To further investigate the tissue inhomogeneity in MRE simulations, the XFEM
method was proposed and its formulations were implemented in the solver. In addition,
a new strategy of 3D partition for hexahedral element was presented. By comparing the
results from a XFEM model and a FEM model, either in 2D or 3D, we could find out the
coherence, and also showed the advantages of XFEM, namely its convenience, accuracy
and efficiency.

Based on the XFEM implementation, we performed two studies to investigate the ap-
plicability of XFEM in MRE. In the first study, the problem of plane wave conversion
across a plane oblique inhomogeneity interface was addressed. A XFEM model and a
FEM model were thus proposed for numerical simulations and an analytical model based
on a previous work was also used. By a parametric study, the effect of different factors on
the wave conversion has been revealed. In addition, the comparison of the three models
also showed the better accuracy of XFEM model than FEM model. In the second study, a
pseudo-practical application was proposed. Indeed, a random-shape inclusion was mod-
eled by both XFEM and FEM, and a reconstruction method was applied to investigate the
specific values of shear modulus. It was shown that both models have produced similar
stiffness results. XFEM can be even more accurate than FEM with respect to the ground
truth values, while using the same mesh for different inclusions and taking shorter CPU
time. These further highlighted the advantages of XFEM over FEM. To the best of our
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knowledge, this was the first time that XFEM has been used for inclusion modeling in
MRE studies.

Finally, a metric was proposed to measure the steady state of model/phantom in MRE
studies. Numerical analyses suggested that the value 0.01 is a good estimate of the thresh-
old which separates the steady state from the transient state. Using this steady-state met-
ric, we further investigated a breast model with different excitation setups and a paramet-
ric study was performed by XFEM. The effect of different factors on system stability was
illustrated, such as the inclusion, the driver type and the excitation frequency.

Prospects
A few points can be expected to be addressed in future work.

• Experimental validation

The XFEM/FEM model developed in this thesis has been validated by comparison
with analytical models. It is expected to validate the numerical implementation by
an experimental model of either an in vitro phantom or an in vivo soft tissue/organ.
For example, a cylindrical phantom made of agar gelatin actuated along the axial
direction can be imagined, and a 2D axisymmetric numerical model can be easily
built for comparison. Boundary conditions are particularly to be well prepared and
controlled. In addition to homogeneous models, inhomogeneous models, which
could contain inclusions for instance, are also expected in order to validate the
XFEM implementation.

• Mode conversion simulation

In Chapter 4, we applied a two-dimensional model with a finite piecewise linear
interface for investigating the P-S conversion. A more realistic model in three-
dimensions, containing better designed interface might produce results closer to the
analytical predictions. In addition, other theories using different methods and as-
sumptions for the wave behaviors at interface are also available, such as that applied
decomposition and superposition of wave components [LOC 62] and that applied
generalized Snell’s law [BOR 09]. They could be further studied to compare with
the results in this work.

• Three-dimensional XFEM

The work presented here investigated XFEM by a two-dimensional inclusion
model. Three-dimensional inclusions can also be modeled by XFEM. For its im-
plementation, the definition of 3D interface can be a challenge. The applicability of
3D XFEM in MRE is expected to be studied in future work.

• Multi-scale simulation

In the context of MRE simulations, XFEM can be expected to get more attention
and application, since (1) the mesh is no longer required to match the geometry
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of any complex, arbitrary inclusion, (2) there are no known limits on the material
property (non-linearity, anisotropy, etc.), excitation frequency and problem scale. It
can be applied not only for modeling inclusions at macroscale [SUK 01] but also
for solving microstructures [MOË 03], by appropriate level set function and right-
sized element. In MRE studies, in addition to macroscopic structures such as certain
tissues and organs, microscopic structures also require numerical modeling, such as
vessels and aggregates. It would be thus interesting to model multi-scale structures
by XFEM and figure out the law of behaviors from the simulations. For example,
an adaptive XFEM was recently proposed which can be applied for solving the
multiscale problems [WAN 16].

• Stiffness reconstruction

The stiffness reconstruction has been a research topic in the MRE field for a long
time. Many inverse methods were developed over the past two decades, as stated
in Chapter 1. In particular, the methods based on artificial neural network (ANN)
have been recently proposed [MUR 18, HE 19, SOL 18, MUR 20, SCO 20]. A few
popular ANN models were applied, and the most promising one may be the convo-
lutional neural network (CNN), which is especially suitable for processing images
and has been widely used in medical imaging field [SOL 18, MUR 20, SCO 20].
The most recent work based on the CNN model for stiffness estimation in inhomo-
geneous media used a coupled harmonic oscillators (CHO) model to accelerate the
generation of training data [SCO 20]. However, it was highlighted that the CHO
model does not consider the full Navier equations of motion and neglect longitudi-
nal waves and wave conversions across interface. It was thus suggested that a more
realistic model, like the FEM model, should be expected.

However, training a neural network generally requires numerous samples with dif-
ferent features. Using FEM can indeed model the wave propagation in a more
realistic way, but it can be more time-consuming, especially when considering the
requirement of sample amount. In addition, different features of the generated sam-
ples mean that inclusions with different configurations should be modeled. Using
FEM, this can be a burdensome task in terms of model partition and remeshing.

In this context, the proposed XFEM model can be a good alternative to the FEM
model. By XFEM, we can readily model different inclusions just by regulating the
level set function, while using the same mesh. In addition to the same, even better
accuracy with respect to the FEM model, we can also accelerate the computation
thanks to less elements in the mesh. Therefore, in future work, it is expected to
apply the XFEM model in MRE simulations to generate displacement samples,
which can then be used to train a neural network for reconstructing stiffness in a
simultaneous way.
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Appendix A

This appendix consists in presenting a Python module for reading data stored in vtk file.

1 # -*- coding: utf-8 -*-

2 """

3 Created on Tue Sep 22 08:19:49 2020

4

5 @author: qdu

6 objective : read data from vtk file

7 """

8

9 import numpy as np

10 import vtk

11 from vtk.util.numpy_support import vtk_to_numpy

12

13 # points coordinates

14 def vtk_points_reader(FileName):

15 # vtk reader initialization

16 reader = vtk.vtkUnstructuredGridReader()

17 reader.SetFileName(FileName)

18 reader.ReadAllVectorsOn()

19 reader.ReadAllScalarsOn()

20 reader.Update()

21

22 data = reader.GetOutput()

23 npoints = data.GetNumberOfPoints()

24

25 points = vtk_to_numpy(data.GetPoints().GetData())

26 return points, npoints

27

28 # connectivity matrix

29 def vtk_cells_reader(FileName):

30 # vtk reader initialization

31 reader = vtk.vtkUnstructuredGridReader()

32 reader.SetFileName(FileName)
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33 reader.ReadAllVectorsOn()

34 reader.ReadAllScalarsOn()

35 reader.Update()

36

37 data = reader.GetOutput()

38 ncells = data.GetNumberOfCells()

39

40 tmp = vtk_to_numpy(data.GetCells().GetData())

41 cells = []

42 cnt = 0

43 for i in range(ncells):

44 npoint = tmp[cnt]

45 cells.append(np.array(tmp[cnt+1:cnt+npoint+1]))

46 cnt += npoint+1

47 cells = np.reshape(vtk_to_numpy(data.GetCells().GetData()), (ncells,-1))

48 cells = cells[:, 1:]

49 return cells, ncells

50

51 # PointData

52 def vtk_pdata_reader(FileName, DataName):

53 # vtk reader initialization

54 reader = vtk.vtkUnstructuredGridReader()

55 reader.SetFileName(FileName)

56 reader.ReadAllVectorsOn()

57 reader.ReadAllScalarsOn()

58 reader.Update()

59

60 data = reader.GetOutput()

61

62 pdata = vtk_to_numpy(data.GetPointData().GetArray(DataName))

63 return pdata

64

65 # CellData

66 def vtk_cdata_reader(FileName, DataName):

67 # vtk reader initialization

68 reader = vtk.vtkUnstructuredGridReader()

69 reader.SetFileName(FileName)

70 reader.ReadAllVectorsOn()

71 reader.ReadAllScalarsOn()

72 reader.Update()

73

74 data = reader.GetOutput()

75
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76 cdata = vtk_to_numpy(data.GetCellData().GetArray(DataName))

77 return cdata

78

79 # FieldData

80 def vtk_fdata_reader(FileName, DataName):

81 # vtk reader initialization

82 reader = vtk.vtkUnstructuredGridReader()

83 reader.SetFileName(FileName)

84 reader.Update()

85

86 data = reader.GetOutput()

87

88 fdata = []

89 for dn in DataName:

90 fdata.append(vtk_to_numpy(data.GetFieldData().GetArray(dn)))

91 return fdata
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Appendix B

Introduction
This appendix aims at pointing out some formulation errors in [COO 67] and giving the
proof. In the following, equations from [COO 67] with the same sequence number are
first listed with the corrected ones given and highlighted alongside. Then, the corrections
are demonstrated.

Equations
Equation of motion:

µ∆u+(λ+µ)∇(∇ ·u)+ρω
2u = 0 (A.1)

Constitutive equation:

τi j = λδi j∇ ·u+µ(∂ui/∂x j +∂u j/∂xi) (A.2)

Displacement components by eight potential functions Φlmn:

ulm = ∂Φlm1/∂x+∂Φlm2/∂y
vlm = ∂Φlm1/∂y−∂Φlm2/∂x

(A.3)

Helmholtz equation:

∆Φlmn + k2
mnΦlmn = 0, l,m,n = 1,2 (A.4)

where
kmn ≡ ω/Smn; S2

m1 = (λm +2µm)/ρm; S2
m2 = µm/ρm (A.5)

Complex wave number:

kmn = (ω/Cmn)(1+ i tanΩmn)

= (ω/Cmn)(1− i tanΩmn)
(A.6)

where
tan2Ωmn ≡−ImS2

mn/ReS2
mn, 0 ≤ Ωmn < π/2

≡ ImS2
mn/ReS2

mn, 0 ≤ Ωmn < π/2
Cmn ≡ |Smn|secΩmn

(A.7)
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Combining Eqs. A.2, A.3 and A.4:

σxlm = 2µm(∂
2
Φlm1/∂x2 +∂

2
Φlm2/∂x∂y)−λmk2

m1Φlm1

σylm = 2µm(∂
2
Φlm1/∂y2 −∂

2
Φlm2/∂x∂y)−λmk2

m1Φlm1

τlm = µm(2∂
2
Φlm1/∂x∂y+∂

2
Φlm2/∂y2 −∂

2
Φlm2/∂x2)

(A.8)

Boundary conditions at interface y = 0:

ul1(x,0) = ul2(x,0), vl1(x,0) = vl2(x,0)
σyl1(x,0) = σyl2(x,0), τl1(x,0) = τl2(x,0)

(A.9)

Total potential functions:

Φl1n = δlnΨl +ψl1n; Φl2n = ψl2n (A.10)

Potential functions:

Ψl = (IlSl1/ω)exp{ik1l(rrrl ·xxx)}
= (IlS1l/ω)exp{ik1l(rrrl ·xxx)}

ψlmn = (IlRlmnSmn/ω)exp{ikmn(rrrlmn ·xxx)}
(A.11)

where
rrrl ≡ iii sinθl − jjj cosθl, xxx ≡ iii x+ jjj y,

rrrlmn ≡ iii sinζlmn + jjj εm cosζlmn, εm ≡ (−1)m+1 (A.12)

Combing Eqs. A.3, A.8, A.10, A.11 and A.12:
ulm
vlm
σxlm
σylm
τlm

=


ikm1 sinζlm1 ikm2εm cosζlm2

εmikm1 cosζlm1 −ikm2 sinζlm2
−k2

m1(λm +2µm sin2
ζlm1) −µmk2

m2εm sin2ζlm2
−k2

m1(λm +2µm cos2 ζlm1) µmk2
m2εm sin2ζlm2

−εmµmk2
m1 sin2ζlm1 −µmk2

m2 cos2ζlm2


{

ψlm1
ψlm2

}

+δm1Ψl


i(δl1k11 sinθ1 −δl2k12 cosθ2)
−i(δl1k11 cosθ1 +δl2k12 sinθ2)

−δl1k2
11(λ1 +2µ1 sin2

θ1)+δl2µ1k2
12 sin2θ2

−δl1k2
11(λ1 +2µ1 cos2 θ1)−δl2µ1k2

12 sin2θ2
δl1µ1k2

11 sin2θ1 −δl2µ1k2
12 cos2θ2



(A.13)

Complex Snell’s law:
sinζlmn = Smn sinθl/S1l (A.14)

The linear set of equations for coefficients:

AAAlRRRl =BBBl, l = 1,2 (A.15)

166

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2022LYSEI055/these.pdf 
© [Q. Du], [2022], INSA Lyon, tous droits réservés



Appendix B

AAAl =


sinζl11 cosζl12 −sinζl21 cosζl22
cosζl11 −sinζl12 cosζl21 sinζl22

−ρ1S11 cosζl12 ρ1S12 sin2ζl12 ρ2S21 cos2ζl22 ρ2S22 sin2ζl22
(ρ1S2

12/S11)sin2ζl11 ρ1S12 cos2ζl12 (ρ2S2
22/S21)sin2ζl21 −ρ2S22 cos2ζl22



=


sinζl11 cosζl12 −sinζl21 cosζl22
cosζl11 −sinζl12 cosζl21 sinζl22

−ρ1S11 cos2ζl12 ρ1S12 sin2ζl12 ρ2S21 cos2ζl22 ρ2S22 sin2ζl22
(ρ1S2

12/S11)sin2ζl11 ρ1S12 cos2ζl12 (ρ2S2
22/S21)sin2ζl21 −ρ2S22 cos2ζl22


(A.16)

BBB1 =


−sinθ1
cosθ1

ρ1S11 cos2ζ112
ρ1S2

12 sin2θ1

 , BBB2 =


cosθ2
sinθ2

−ρ1S12 sin2θ2
−ρ1S12 cos2θ2

 , RRRl =


Rl11
Rl12
Rl21
Rl22


=


−sinθ1
cosθ1

ρ1S11 cos2ζ112
(ρ1S2

12/S11)sin2θ1

 =


cosθ2
sinθ2

+ρ1S12 sin2θ2
−ρ1S12 cos2θ2


(A.17)

Proofs

Eqs. A.6 and A.7

For Eqs. A.6 and A.7, it’s hard to find the original source from which the expression in
Cooper’s paper comes. However, it can be shown by numeric implementation that the
sign taken will give rise to improper and unreasonable results. We give here a simple
explanation for our corrections.

For the sake of simplicity, we use a complex modulus noted by E∗ instead of λ(ω) or
µ(ω). Generally, the complex dynamic modulus of viscoelastic material can be expressed
by E∗ = E ′+ iE ′′ where E ′ is called storage modulus representing stored energy and E ′′

is loss modulus representing dissipated energy. The ratio of loss modulus and storage
modulus is defined as tanδ where δ is actually the phase lag between stress and strain in
viscoelastic material. Thus, we have tanδ = E ′′/E ′.

Using Euler’s formula, E∗ can be alternatively expressed by E∗ = |E∗|eiδ. Similar to
Eq. A.5, we have S2 = E∗/ρ = |E∗|eiδ/ρ. Thus, S =

√
|E∗|eiδ/ρ =

√
|E∗|/ρei δ

2 and the
complex wave number reads:
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k =
ω

S
=

ω√
|E∗|/ρ

e−i δ

2

=
ω√

|E∗|/ρ
(cos

δ

2
− isin

δ

2
)

=
ω√

|E∗|/ρsec δ

2

(1− i tan
δ

2
)

=
ω

C
(1− i tan

δ

2
)

(A.18)

where δ

2 correspond to Ωmn in Eq. A.6 and C correspond to Cmn in Eq. A.7.
Note that the corrections made are just flipping the sign from plus to minus and from

minus to plus. It’s thus possible that these two versions are equivalent. We demonstrate
here that with the condition 0 ≤ δ

2 < π/2, they are no more the same.
Generally, storage and loss modulus are all non-negative, namely E ′ ≥ 0 and E ′′ ≥ 0.

Assuming hereby arctan(E ′′/E ′) = θ where 0 ≤ θ < π/2. Our corrected formulas work
as: {

k = ω

C (1− i tan δ

2)

tanδ = E ′′/E ′,0 ≤ δ

2 < π/2
⇒


δ = θ

tan δ

2 = tan θ

2
k = ω

C (1− i tan θ

2)

(A.19)

And the original formulas work as:

{
k = ω

C (1+ i tan δ

2)

tanδ =−E ′′/E ′,0 ≤ δ

2 < π/2
⇒


δ = π−θ

tan δ

2 = 1
tan θ

2

k = ω

C (1+ i 1
tan θ

2
)

(A.20)

Eq. A.8

Equation A.2 can be alternatively expressed using the strain εi j as σi j = λεkkδi j + 2µεi j
where εi j =

1
2(ui, j + u j,i). Combining with Eqs. A.3 and A.4, we have the three stress

components in Eq. A.8:

σxlm = λm(εxx + εyy)+2µmεxx

= λm(
∂ulm

∂x
+

∂vlm

∂y
)+2µm

∂ulm

∂x

= λm(
∂2Φlm1

∂x2 +
∂2Φlm2

∂x∂y
+

∂2Φlm1

∂y2 − ∂2Φlm2

∂x∂y
)+2µm(

∂2Φlm1

∂x2 +
∂2Φlm2

∂x∂y
)

= 2µm(
∂2Φlm1

∂x2 +
∂2Φlm2

∂x∂y
)−λmk2

m1Φlm1

(A.21)
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σylm = λm(εxx + εyy)+2µmεyy

= λm(
∂ulm

∂x
+

∂vlm

∂y
)+2µm

∂vlm

∂y

= λm(
∂2Φlm1

∂x2 +
∂2Φlm2

∂x∂y
+

∂2Φlm1

∂y2 − ∂2Φlm2

∂x∂y
)+2µm(

∂2Φlm1

∂y2 − ∂2Φlm2

∂x∂y
)

= 2µm(
∂2Φlm1

∂y2 − ∂2Φlm2

∂x∂y
)−λmk2

m1Φlm1

(A.22)

τlm = 2µmεxy = µm(
∂ulm

∂y
+

∂vlm

∂x
)

= µm(
∂2Φlm1

∂x∂y
+

∂2Φlm2

∂y2 +
∂2Φlm1

∂x∂y
− ∂2Φlm2

∂x2 )

= µm(2
∂2Φlm1

∂x∂y
+

∂2Φlm2

∂y2 − ∂2Φlm2

∂x2 )

(A.23)

Eq. A.11

Smn is referred to as complex wave speed. The subscript m represents the medium, i.e.
m = 1 implies incident side and m = 2 implies the other side. The subscript n is used to
denote dilatational and shear waves, respectively. Therefore, in Eq. A.11, it ought to be
S1l instead of Sl1 to represent the incident wave Φl .

Eq. A.13

• ulm

From Eq. A.3, ulm = ∂Φlm1/∂x+∂Φlm2/∂y. Using Eqs. A.10, A.11 and A.12 and
discussing different cases in terms of m, we have:

when m = 1

ul1 =
∂Φl11

∂x
+

∂Φl12

∂y

=
∂(δl1Ψl +ψl11)

∂x
+

∂(δl2Ψl +ψl12)

∂y

(A.24)

when m = 2

ul2 =
∂Φl21

∂x
+

∂Φl22

∂y

=
∂ψl21

∂x
+

∂ψl22

∂y

(A.25)
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It is concluded that:

ulm =
∂ψlm1

∂x
+

∂ψlm2

∂y
+δm1(δl1

∂Ψl

∂x
+δl2

∂Ψl

∂y
)

= ikm1 sinζlm1ψlm1 + ikm2εm cosζlm2ψlm2

+δm1Ψl i(δl1k1l sinθl −δl2k1l cosθl)

= ikm1 sinζlm1ψlm1 + ikm2εm cosζlm2ψlm2

+δm1Ψl i(δl1k11 sinθ1 −δl2k12 cosθ2)

=
[
ikm1 sinζlm1 ikm2εm cosζlm2

]{ψlm1
ψlm2

}
+δm1Ψl

[
i(δl1k11 sinθ1 −δl2k12 cosθ2)

]

(A.26)

• vlm

From Eq. A.3, vlm = ∂Φlm1/∂y−∂Φlm2/∂x. Using Eqs. A.10, A.11 and A.12 and
discussing different cases in terms of m, we have:

when m = 1

vl1 =
∂Φl11

∂y
− ∂Φl12

∂x

=
∂(δl1Ψl +ψl11)

∂y
− ∂(δl2Ψl +ψl12)

∂x

(A.27)

when m = 2

vl2 =
∂Φl21

∂y
− ∂Φl22

∂x

=
∂ψl21

∂y
− ∂ψl22

∂x

(A.28)

It is concluded that:

vlm =
∂ψlm1

∂y
− ∂ψlm2

∂x
+δm1(δl1

∂Ψl

∂y
−δl2

∂Ψl

∂x
)

= ikm1εm cosζlm1ψlm1 − ikm2 sinζlm2ψlm2

+δm1Ψl i(−δl1k1l cosθl −δl2k1l sinθl)

= ikm1εm cosζlm1ψlm1 − ikm2 sinζlm2ψlm2

+δm1Ψl i(−δl1k11 cosθ1 −δl2k12 sinθ2)

=
[
ikm1εm cosζlm1 −ikm2 sinζlm2

]{ψlm1
ψlm2

}
+δm1Ψl

[
−i(δl1k11 cosθ1 +δl2k12 sinθ2)

]

(A.29)

• σxlm

From Eq. A.8, σxlm = 2µm(∂
2Φlm1/∂x2 +∂2Φlm2/∂x∂y)−λmk2

m1Φlm1. Using Eqs.
A.10, A.11 and A.12 and discussing different cases in terms of m, we have:
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when m = 1

σxl1 = 2µ1(
∂2Φl11

∂x2 +
∂2Φl12

∂x∂y
)−λ1k2

11Φl11

= 2µ1[
∂2(δl1Ψl +ψl11)

∂x2 +
∂2(δl2Ψl +ψl12)

∂x∂y
]−λ1k2

11(δl1Ψl +ψl11)

(A.30)

when m = 2

σxl2 = 2µ2(
∂2Φl21

∂x2 +
∂2Φl22

∂x∂y
)−λ2k2

21Φl21

= 2µ2(
∂2ψl21

∂x2 +
∂2ψl22

∂x∂y
)−λ2k2

21ψl21

(A.31)

It is concluded that:

σxlm = 2µm(
∂2ψlm1

∂x2 +
∂2ψlm2

∂x∂y
)−λmk2

m1ψlm1

+δm1[2µ1(δl1
∂2Ψl

∂x2 +δl2
∂2Ψl

∂x∂y
)−λ1k2

11δl1Ψl ]

= 2µm(−k2
m1 sin2

ζlm1ψlm1 − k2
m2 sinζlm2εm cosζlm2ψlm2)−λmk2

m1ψlm1

+δm1[2µ1(−δl1k2
1l sin2

θlΨl +δl2k2
1l sinθl cosθlΨl)−λ1k2

11δl1Ψl]

=−k2
m1(λm +2µm sin2

ζlm1)ψlm1 −µmk2
m2εm sin2ζlm2ψlm2

+δm1Ψl[−δl1(λ1k2
11 +2µ1k2

1l sin2
θl)+δl2µ1k2

1l sin2θl]

=−k2
m1(λm +2µm sin2

ζlm1)ψlm1 −µmk2
m2εm sin2ζlm2ψlm2

+δm1Ψl[−δl1k2
11(λ1 +2µ1 sin2

θ1)+δl2µ1k2
12 sin2θ2]

=
[
−k2

m1(λm +2µm sin2
ζlm1) −µmk2

m2εm sin2ζlm2
]{ψlm1

ψlm2

}
+δm1Ψl

[
−δl1k2

11(λ1 +2µ1 sin2
θ1)+δl2µ1k2

12 sin2θ2
]

(A.32)

• σylm

From Eq. A.8, σylm = 2µm(∂
2Φlm1/∂y2 −∂2Φlm2/∂x∂y)−λmk2

m1Φlm1. Using Eqs.
A.10, A.11 and A.12 and discussing different cases in terms of m, we have:

when m = 1

σyl1 = 2µ1(
∂2Φl11

∂y2 − ∂2Φl12

∂x∂y
)−λ1k2

11Φl11

= 2µ1[
∂2(δl1Ψl +ψl11)

∂y2 − ∂2(δl2Ψl +ψl12)

∂x∂y
]−λ1k2

11(δl1Ψl +ψl11)

(A.33)
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when m = 2

σyl2 = 2µ2(
∂2Φl21

∂y2 − ∂2Φl22

∂x∂y
)−λ2k2

21Φl21

= 2µ2(
∂2ψl21

∂y2 − ∂2ψl22

∂x∂y
)−λ2k2

21ψl21

(A.34)

It is concluded that:

σylm = 2µm(
∂2ψlm1

∂y2 − ∂2ψlm2

∂x∂y
)−λmk2

m1ψlm1

+δm1[2µ1(δl1
∂2Ψl

∂y2 −δl2
∂2Ψl

∂x∂y
)−λ1k2

11δl1Ψl ]

= 2µm(−k2
m1ε

2
m cos2

ζlm1ψlm1 + k2
m2 sinζlm2εm cosζlm2ψlm2)−λmk2

m1ψlm1

+δm1[2µ1(−δl1k2
1l cos2

θlΨl −δl2k2
1l sinθl cosθlΨl)−λ1k2

11δl1Ψl]

=−k2
m1(λm +2µm cos2

ζlm1)ψlm1 +µmk2
m2εm sin2ζlm2ψlm2

+δm1Ψl[−δl1(λ1k2
11 +2µ1k2

1l cos2
θl)−δl2µ1k2

1l sin2θl]

=−k2
m1(λm +2µm cos2

ζlm1)ψlm1 +µmk2
m2εm sin2ζlm2ψlm2

+δm1Ψl[−δl1k2
11(λ1 +2µ1 cos2

θ1)−δl2µ1k2
12 sin2θ2]

=
[
−k2

m1(λm +2µm cos2 ζlm1) µmk2
m2εm sin2ζlm2

]{ψlm1
ψlm2

}
+δm1Ψl

[
−δl1k2

11(λ1 +2µ1 cos2 θ1)−δl2µ1k2
12 sin2θ2

]
(A.35)

• τlm

From Eq. A.8, τlm = µm(2∂2Φlm1/∂x∂y+ ∂2Φlm2/∂y2 − ∂2Φlm2/∂x2). Using Eqs.
A.10, A.11 and A.12 and discussing different cases in terms of m, we have:

when m = 1

τl1 = µ1(2
∂2Φl11

∂x∂y
+

∂2Φl12

∂y2 − ∂2Φl12

∂x2 )

= µ1[2
∂2(δl1Ψl +ψl11)

∂x∂y
+

∂2(δl2Ψl +ψl12)

∂y2 − ∂2(δl2Ψl +ψl12)

∂x2 ]

(A.36)

when m = 2

τl2 = µ2(2
∂2Φl21

∂x∂y
+

∂2Φl22

∂y2 − ∂2Φl22

∂x2 )

= µ2(2
∂2ψl21

∂x∂y
+

∂2ψl22

∂y2 − ∂2ψl22

∂x2 )

(A.37)
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It is concluded that:

τlm = µm(2
∂2ψlm1

∂x∂y
+

∂2ψlm2

∂y2 − ∂2ψlm2

∂x2 )

+δm1µ1(2δl1
∂2Ψl

∂x∂y
+δl2

∂2Ψl

∂y2 −δl2
∂2Ψl

∂x2 )

= µm(−2k2
m1 sinζlm1εm cosζlm1ψlm1 − k2

m2ε
2
m cos2

ζlm2ψlm2 + k2
m2 sin2

ζlm2ψlm2)

+δm1µ1(2δl1k2
1l sinθl cosθlΨl −δl2k2

1l cos2
θlΨl +δl2k2

1l sin2
θlΨl)

=−µmk2
m1εm sin2ζlm1ψlm1 −µmk2

m2 cos2ζlm2ψlm2

+δm1Ψl(δl1µ1k2
1l sin2θl −δl2µ1k2

1l cos2θl)

=−µmk2
m1εm sin2ζlm1ψlm1 −µmk2

m2 cos2ζlm2ψlm2

+δm1Ψl(δl1µ1k2
11 sin2θ1 −δl2µ1k2

12 cos2θ2)

=
[
−µmk2

m1εm sin2ζlm1 −µmk2
m2 cos2ζlm2

]{ψlm1
ψlm2

}
+δm1Ψl

[
δl1µ1k2

11 sin2θ1 −δl2µ1k2
12 cos2θ2

]
(A.38)

Eq. A.14
Since the relation exp{ik1l(rrrl ·xxx)} = exp{ikmn(rrrlmn ·xxx)} should be satisfied on y = 0, we
have the following equations:

kmn sinζlmn = k1l sinθl
ω

Smn
sinζlmn =

ω

S1l
sinθl

(A.39)

which results in the complex Snell’s law:

sinζlmn =
Smn

S1l
sinθl (A.40)

Eqs. A.15, A.16 and A.17
In the following demonstrations, we assume all the equal exponents being noted as Exp.

• First row

Using Eq. A.26 and potential functions defined in Eq. A.11, we can write ulm(x,0)
for different cases of m:

when m = 1

ul1(x,0) = ik11 sinζl11IlRl11
S11

ω
Exp+ ik12(−1)2 cosζl12IlRl12

S12

ω
Exp

+ i(δl1k11 sinθ1 −δl2k12 cosθ2)Il
S1l

ω
Exp

(A.41)
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when m = 2

ul2(x,0) = ik21 sinζl21IlRl21
S21

ω
Exp+ ik22(−1)3 cosζl22IlRl22

S22

ω
Exp (A.42)

Considering the definition of wave number kmn in Eq. A.5, the boundary condition
ul1(x,0) = ul2(x,0) leads to:

sinζl11Rl11 + cosζl12Rl12 +(δl1 sinθ1 −δl2 cosθ2) = sinζl21Rl21 − cosζl22Rl22

sinζl11Rl11 + cosζl12Rl12 − sinζl21Rl21 + cosζl22Rl22 =−δl1 sinθ1 +δl2 cosθ2
(A.43)

Thus the first rows of AAAl , BBB1 and BBB2 read:

AAAl(1, :) =
[
sinζl11 cosζl12 −sinζl21 cosζl22

]
BBB1(1, :) =

[
−sinθ1

]
BBB2(1, :) =

[
cosθ2

] (A.44)

• Second row

Using Eq. A.29 and potential functions defined in Eq. A.11, we can write vlm(x,0)
for different cases of m:

when m = 1

vl1(x,0) = ik11(−1)2 cosζl11IlRl11
S11

ω
Exp− ik12 sinζl12IlRl12

S12

ω
Exp

− i(δl1k11 cosθ1 +δl2k12 sinθ2)Il
S1l

ω
Exp

(A.45)

when m = 2

vl2(x,0) = ik21(−1)3 cosζl21IlRl21
S21

ω
Exp− ik22 sinζl22IlRl22

S22

ω
Exp (A.46)

Considering the definition of wave number kmn in Eq. A.5, the boundary condition
vl1(x,0) = vl2(x,0) leads to:

cosζl11Rl11 − sinζl12Rl12 − (δl1 cosθ1 +δl2 sinθ2) =−cosζl21Rl21 − sinζl22Rl22

cosζl11Rl11 − sinζl12Rl12 + cosζl21Rl21 + sinζl22Rl22 = δl1 cosθ1 +δl2 sinθ2
(A.47)

Thus the second rows of AAAl , BBB1 and BBB2 read:

AAAl(2, :) =
[
cosζl11 −sinζl12 cosζl21 sinζl22

]
BBB1(2, :) =

[
cosθ1

]
BBB2(2, :) =

[
sinθ2

] (A.48)
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• Third row

Using Eq. A.35 and potential functions defined in Eq. A.11, we can write σylm(x,0)
for different cases of m:

when m = 1

σyl1(x,0) =−k2
11(λ1 +2µ1 cos2

ζl11)IlRl11
S11

ω
Exp+µ1k2

12(−1)2 sin2ζl12IlRl12
S12

ω
Exp

+[−δl1k2
11(λ1 +2µ1 cos2

θ1)−δl2µ1k2
12 sin2θ2]Il

S1l

ω
Exp

(A.49)

when m = 2

σyl2(x,0)=−k2
21(λ2+2µ2 cos2

ζl21)IlRl21
S21

ω
Exp+µ2k2

22(−1)3 sin2ζl22IlRl22
S22

ω
Exp

(A.50)

Considering the definition of wave number kmn in Eq. A.5, the boundary condition
σyl1(x,0) = σyl2(x,0) leads to:

−k11(λ1 +2µ1 cos2
ζl11)Rl11 +µ1k12 sin2ζl12Rl12 − [δl1k11(λ1 +2µ1 cos2

θ1)+δl2µ1k12 sin2θ2]

=−k21(λ2 +2µ2 cos2
ζl21)Rl21 −µ2k22 sin2ζl22Rl22

− 1
S11

(λ1 +2µ1 cos2
ζl11)Rl11 +µ1

1
S12

sin2ζl12Rl12 +
1

S21
(λ2 +2µ2 cos2

ζl21)Rl21 +µ2
1

S22
sin2ζl22Rl22

= δl1
1

S11
(λ1 +2µ1 cos2

θ1)+δl2µ1
1

S12
sin2θ2

(A.51)

For the factors of Rl11, Rl12, Rl21, Rl22, δl1 and δl2, we have the following deriva-
tions considering the definition of wave speed Smn in Eq. A.5 and Snell’s law:

– Rl11

− 1
S11

(λ1 +2µ1 cos2
ζl11) =− 1

S11
(λ1 +2µ1 −2µ1 sin2

ζl11)

=− 1
S11

(ρ1S2
11 −2ρ1S2

12
S2

11

S2
12

sin2
ζl12)

=− 1
S11

ρ1S2
11(1−2sin2

ζl12)

=−ρ1S11 cos2ζl12

(A.52)

– Rl12

µ1
1

S12
sin2ζl12 = ρ1S2

12
1

S12
sin2ζl12

= ρ1S12 sin2ζl12

(A.53)
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– Rl21

1
S21

(λ2 +2µ2 cos2
ζl21) =

1
S21

(λ2 +2µ2 −2µ2 sin2
ζl21)

=
1

S21
(ρ2S2

21 −2ρ2S2
22

S2
21

S2
22

sin2
ζl22)

=
1

S21
ρ2S2

21(1−2sin2
ζl22)

= ρ2S21 cos2ζl22

(A.54)

– Rl22

µ2
1

S22
sin2ζl22 = ρ2S2

22
1

S22
sin2ζl22

= ρ2S22 sin2ζl22

(A.55)

– δl1

1
S11

(λ1 +2µ1 cos2
θ1) =

1
S11

(λ1 +2µ1 −2µ1 sin2
θ1)

=
1

S11
(ρ1S2

11 −2ρ1S2
12

S2
11

S2
12

sin2
ζ112)

=
1

S11
ρ1S2

11(1−2sin2
ζ112)

= ρ1S11 cos2ζ112

(A.56)

– δl2

µ1
1

S12
sin2θ2 = ρ1S2

12
1

S12
sin2θ2

= ρ1S12 sin2θ2

(A.57)

Thus the third rows of AAAl , BBB1 and BBB2 read:

AAAl(3, :) =
[
−ρ1S11 cos2ζl12 ρ1S12 sin2ζl12 ρ2S21 cos2ζl22 ρ2S22 sin2ζl22

]
BBB1(3, :) =

[
ρ1S11 cos2ζ112

]
BBB2(3, :) =

[
ρ1S12 sin2θ2

]
(A.58)

• Fourth row

Using Eq. A.38 and potential functions defined in Eq. A.11, we can write τlm(x,0)
for different cases of m:

when m = 1

τl1(x,0) =−(−1)2µ1k2
11 sin2ζl11IlRl11

S11

ω
Exp−µ1k2

12 cos2ζl12IlRl12
S12

ω
Exp

+(δl1µ1k2
11 sin2θ1 −δl2µ1k2

12 cos2θ2)Il
S1l

ω
Exp

(A.59)
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when m = 2

τl2(x,0) =−(−1)3µ2k2
21 sin2ζl21IlRl21

S21

ω
Exp−µ2k2

22 cos2ζl22IlRl22
S22

ω
Exp
(A.60)

Considering the definition of wave number kmn in Eq. A.5, the boundary condition
τl1(x,0) = τl2(x,0) leads to:

−µ1k11 sin2ζl11Rl11 −µ1k12 cos2ζl12Rl12 +(δl1µ1k11 sin2θ1 −δl2µ1k12 cos2θ2)

= µ2k21 sin2ζl21Rl21 −µ2k22 cos2ζl22Rl22

µ1
1

S11
sin2ζl11Rl11 +µ1

1
S12

cos2ζl12Rl12 +µ2
1

S21
sin2ζl21Rl21 −µ2

1
S22

cos2ζl22Rl22

= δl1µ1
1

S11
sin2θ1 −δl2µ1

1
S12

cos2θ2

(A.61)

For the factors of Rl11, Rl12, Rl21, Rl22, δl1 and δl2, we have the following deriva-
tions considering the definition of wave speed Smn in Eq. A.5 and Snell’s law:

– Rl11

µ1
1

S11
sin2ζl11 =

ρ1S2
12

S11
sin2ζl11 (A.62)

– Rl12

µ1
1

S12
cos2ζl12 =

ρ1S2
12

S12
cos2ζl12

= ρ1S12 cos2ζl12

(A.63)

– Rl21

µ2
1

S21
sin2ζl21 =

ρ2S2
22

S21
sin2ζl21 (A.64)

– Rl22

−µ2
1

S22
cos2ζl22 =−

ρ2S2
22

S22
cos2ζl22

=−ρ2S22 cos2ζl22

(A.65)

– δl1

µ1
1

S11
sin2θ1 =

ρ1S2
12

S11
sin2θ1 (A.66)

– δl2

−µ1
1

S12
cos2θ2 =−

ρ1S2
12

S12
cos2θ2

=−ρ1S12 cos2θ2

(A.67)
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Thus the fourth rows of AAAl , BBB1 and BBB2 read:

AAAl(4, :) =
[
(ρ1S2

12/S11)sin2ζl11 ρ1S12 cos2ζl12 (ρ2S2
22/S21)sin2ζl21 −ρ2S22 cos2ζl22

]
BBB1(4, :) =

[
(ρ1S2

12/S11)sin2θ1
]

BBB2(4, :) =
[
−ρ1S12 cos2θ2

]
(A.68)
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This appendix consists in presenting the numerical implementation of the wave reflection
and transmission formulations that have been originally given in [COO 67] and corrected
in Appendix B. It is completed by a Python script. Based on the functions defined in the
codes, the theoretical values of the parametric study in section 4.3.3 can be computed.

1 # -*- coding: utf-8 -*-

2 """

3 Created on Fri Jul 2 17:05:52 2021

4 @author: qdu

5 objective : calculate reflection & refraction angle & coefficients

6 in function of inputs

7 paper : 'Reflection and Transmission of Oblique Plane Waves at a Plane

8 Interface between Viscoelastic Media' by H. F. Cooper Jr, 1967

9 characteristics : small amplitude time harmonic plane waves in homogeneous

10 and isotropic linearly viscoelastic materials

11 notation :

12 l = 0 : incident P-wave

13 l = 1 : incident S-wave

14 m = 0 : y > 0 zone (incident side)

15 m = 1 : y < 0 zone

16 n = 0 : reflected/refracted P-wave

17 n = 1 : reflected/refracted S-wave

18 """

19 import numpy as np

20 from numpy import sin

21 from numpy import cos

22 from numpy import tan

23 from numpy import tanh

24 from numpy import arcsin

25 from numpy import arctan

26 from numpy import arcsinh

27

28 def E_complex(E1, E2, eta, omega):

29 """ complex Young modulus of one-branch GM model """
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30 tau = eta / E2

31 Ed = E1 + (tau*omega)**2 / (1 + (tau*omega)**2) * E2

32 El = tau*omega / (1 + (tau*omega)**2) * E2

33 return complex(Ed, El)

34

35 def angle_coef(thetaI, E1, E2, eta, rho=[1000,1000], nu=[0.49,0.49], f=100):

36 """

37 thetaI (rad): array of angle of incidence (length 2 with subscript l);

38 E1 (kPa), E2 (kPa), eta (Pa*s): viscoelastic SLS model parameters

39 (array of length 2 with subscript m);

40 rho (kg/m³): array of density (length 2 with subscript m);

41 nu: array of Poisson's ratio (length 2 with subscript m);

42 f (Hz): excitation frequency

43 """

44

45 # angular frequency

46 omega = 2*np.pi*f

47

48 # complex Young's modulus

49 E = np.zeros(2, dtype=complex)

50 for m in range(2):

51 E[m] = E_complex(E1[m], E2[m], eta[m], omega)

52

53 # complex Lame parameters

54 lamb = np.zeros(2, dtype=complex)

55 mu = np.zeros(2, dtype=complex)

56 for m in range(2):

57 lamb[m] = E[m] * nu[m] / (1+nu[m]) / (1-2*nu[m])

58 mu[m] = E[m] / 2 / (1+nu[m])

59

60 # Smn²

61 # Sm0² = (lamb_m + 2*mu_m) / rho_m

62 # Sm1² = mu_m / rho_m

63 S_sq = np.zeros((2,2), dtype=complex)

64 for m in range(2):

65 S_sq[m,0] = (lamb[m] + 2*mu[m]) / rho[m]

66 S_sq[m,1] = mu[m] / rho[m]

67

68 # Omega_mn

69 # tan(2*Omega_mn) = + Im(Smn²) / Re(Smn²)

70 # => modified from minus to plus, requiring that in other equations,

71 # Omega[m,n] should be modified to -Omega[m,n]

72 # 0 <= Omega_mn < pi/2
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73 Omega = np.zeros((2,2))

74 for m in range(2):

75 for n in range(2):

76 tmp = + S_sq[m,n].imag / S_sq[m,n].real # plus instead of minus

77 if tmp < 0:

78 Omega[m,n] = (arctan(tmp) + np.pi) / 2

79 else:

80 Omega[m,n] = arctan(tmp) / 2

81

82 if Omega[m,n] < 0 or Omega[m,n] >= np.pi/2:

83 print("error : Omega -> ", Omega[m,n])

84

85 # Cmn = |Smn| * sec(Omega_mn)

86 C = np.zeros((2,2))

87 for m in range(2):

88 for n in range(2):

89 C[m,n] = abs(np.sqrt(S_sq[m,n])) / cos(Omega[m,n])

90

91 # gamma_lmn = Cmn * sin(theta_l) / C_0l

92 gamma = np.zeros((2,2,2))

93 for l in range(2):

94 for m in range(2):

95 for n in range(2):

96 gamma[l,m,n] = C[m,n] * sin(thetaI[l]) / C[0,l]

97

98 # Gamma_lmn = gamma_lmn * cos(Omega_mn) / cos(Omega_0l)

99 Gamma = np.zeros((2,2,2))

100 for l in range(2):

101 for m in range(2):

102 for n in range(2):

103 Gamma[l,m,n] = gamma[l,m,n] * cos(Omega[m,n]) / cos(Omega[0,l])

104

105 # Delta_lmn = Omega_0l - Omega_mn

106 Delta = np.zeros((2,2,2))

107 for l in range(2):

108 for m in range(2):

109 for n in range(2):

110 Delta[l,m,n] = -Omega[0,l] - -Omega[m,n]

111

112 # sinh²(beta_lmn) = 0.5 * { Gamma_lmn² - 1 + [(1-Gamma_lmn²)² +

113 # 4*Gamma_lmn²*sin²(Delta_lmn)]ˆ0.5 }

114 sinh_sq_beta = np.zeros((2,2,2))

115 for l in range(2):
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116 for m in range(2):

117 for n in range(2):

118 sinh_sq_beta[l,m,n] = 0.5 * ( Gamma[l,m,n]**2 - 1

119 + ( (1-Gamma[l,m,n]**2)**2 +

120 4*Gamma[l,m,n]**2 *

121 sin(Delta[l,m,n])**2

122 )**0.5

123 )

124

125 # xi_lmn = (1 + sinh²(beta_lmn) * sec²(Omega_mn))ˆ(-0.5)

126 xi = np.zeros((2,2,2))

127 for l in range(2):

128 for m in range(2):

129 for n in range(2):

130 xi[l,m,n] = (1 + sinh_sq_beta[l,m,n] / cos(Omega[m,n])**2 )**(-0.5)

131

132 # real angle theta

133 # sin(theta_lmn) = xi_lmn * gamma_lmn

134 theta = np.zeros((2,2,2))

135 for l in range(2):

136 for m in range(2):

137 for n in range(2):

138 theta[l,m,n] = arcsin(xi[l,m,n] * gamma[l,m,n])

139

140 # complex angle zeta

141 # zeta_lmn = alpha_lmn + i beta_lmn

142 # beta_lmn :

143 beta = np.zeros((2,2,2))

144 for l in range(2):

145 for m in range(2):

146 for n in range(2):

147 sgn = - np.sign(xi[l,m,n]**2 * tan(-Omega[m,n]) - tan(-Omega[0,l]))

148 beta[l,m,n] = sgn * arcsinh(abs(np.sqrt(sinh_sq_beta[l,m,n])))

149 # alpha_lmn & zeta_lmn :

150 alpha = np.zeros((2,2,2))

151 zeta = np.zeros((2,2,2), dtype=complex)

152 for l in range(2):

153 for m in range(2):

154 for n in range(2):

155 alpha[l,m,n] = theta[l,m,n] + arctan(tan(-Omega[m,n]) * tanh(beta[l,m,n]))

156 zeta[l,m,n] = complex(alpha[l,m,n], beta[l,m,n])

157

158 # S_mn
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159 S = np.zeros((2,2), dtype=complex)

160 for m in range(2):

161 for n in range(2):

162 S[m,n] = np.sqrt(S_sq[m,n])

163

164 # solve coefficients R_lmn

165 # A_l * R_l = B_l

166 # R_l = {R_l00, R_l01, R_l10, R_l11}

167 A = np.zeros((2,4,4), dtype=complex)

168 B = np.zeros((2,4,1), dtype=complex)

169 R = np.zeros((2,4,1), dtype=complex)

170 for l in range(2):

171 A[l,0,:] = np.array([sin(zeta[l,0,0]), cos(zeta[l,0,1]),

172 -sin(zeta[l,1,0]), cos(zeta[l,1,1])])

173 A[l,1,:] = np.array([cos(zeta[l,0,0]), -sin(zeta[l,0,1]),

174 cos(zeta[l,1,0]), sin(zeta[l,1,1])])

175 A[l,2,:] = np.array([-rho[0]*S[0,0]*cos(2*zeta[l,0,1]),

176 rho[0]*S[0,1]*sin(2*zeta[l,0,1]),

177 rho[1]*S[1,0]*cos(2*zeta[l,1,1]),

178 rho[1]*S[1,1]*sin(2*zeta[l,1,1])])

179 A[l,3,:] = np.array([rho[0]*S_sq[0,1]/S[0,0]*sin(2*zeta[l,0,0]),

180 rho[0]*S[0,1]*cos(2*zeta[l,0,1]),

181 rho[1]*S_sq[1,1]/S[1,0]*sin(2*zeta[l,1,0]),

182 -rho[1]*S[1,1]*cos(2*zeta[l,1,1])])

183 B[0,:,0] = np.array([-sin(thetaI[0]), cos(thetaI[0]),

184 rho[0]*S[0,0]*cos(2*zeta[0,0,1]),

185 rho[0]*S_sq[0,1]/S[0,0]*sin(2*thetaI[0])])

186 B[1,:,0] = np.array([cos(thetaI[1]), sin(thetaI[1]),

187 +rho[0]*S[0,1]*sin(2*thetaI[1]),

188 -rho[0]*S[0,1]*cos(2*thetaI[1])])

189

190 R[0,:,0] = np.linalg.solve(A[0,:,:], B[0,:,0])

191 R[1,:,0] = np.linalg.solve(A[1,:,:], B[1,:,0])

192

193 return theta, R

194

195 if __name__ == '__main__':

196

197 # amplitude of incident P-wave (µm)

198 A_i = 150

199

200 # angle of incidence of P-wave (degree)

201 alpha_i = 40
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202

203 thetaI = (alpha_i*np.pi/180, 0)

204 E1 = (6e3, 20e3)

205 E2 = (10e3, 10e3)

206 eta = (16, 16)

207 rho = [1000, 1000]

208 nu = [0.49, 0.49]

209 f = 100

210

211 theta, R = angle_coef(thetaI, E1, E2, eta, rho, nu, f)

212 theta_degree = theta * 180/np.pi

213 R_abs = abs(R)

214 Amps = A_i * R_abs

215

216 print('theta (degree):')

217 print(theta_degree)

218 print('')

219 print('R:')

220 print(R_abs)

221 print('')

222 print('Amplitude (µm):')

223 print(Amps)
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RESUME : The diagnosis of various pathologies, including some cancers, has long been based on palpation, since a tumor is 
significantly stiffer than healthy tissue. More advanced and quantitative methods have been developed over the last decades, 
especially the Magnetic Resonance Elastography (MRE). This method uses magnetic resonance imaging (MRI) on 
mechanically stressed tissue to estimate the mechanical properties of soft tissue. The reconstruction of the elasticity modulus of 
the tissue in MRE is often based on a model with simple behavior laws of the imaged tissue (linear elasticity, isotropy, 
homogeneity), which could be extended to more complex cases thanks to modeling by the Finite Element Method (FEM) in 
particular. FEM has been used in MRE to simulate the propagation of mechanical waves in a tissue, to better understand the 
effects of different parameters on MRE measurements, to reconstruct stiffness, to evaluate novel MRE inversion methods, etc. 
However, in inhomogeneous cases with complex interfaces, FEM modeling can be particularly costly as it requires an explicit 
mesh of these interfaces. 
In this work, we explored, using an explicit dynamic FE solver developed in this thesis, the behavior of mechanical waves 
propagating in a linear, isotropic, viscoelastic and inhomogeneous medium, in order to better control the parameters of a MRE 
experiment. In the solver, the eXtended Finite Element Method (XFEM) has been implemented; this formulation of FEM 
originates from fracture mechanics and has been widely used over the last two decades to model discontinuities such as cracks 
and inclusions. 
Using the developed numerical tool, we studied the behavior of waves in the vicinity of an interface (oblique or complex), in 
particular the phenomena of wave reflection and wave conversion. It has been shown that the use of the XFEM method 
significantly reduces the computation time while ensuring an equivalent accuracy, in terms of displacement fields and 
reconstructed stiffness. Furthermore, we have addressed, by simulation, the criterion of establishing the steady state of the 
waves which must be reached to ensure correct recording by MRI. Today, this criterion is still empirical and can influence the 
quality of MRE data. We have thus proposed a metric to quantify the achievement of the steady state of wave propagation in a 
tissue with or without inclusion. Finally, these methods were implemented on a practical case of breast MRE. Based on breast 
models, we evaluated the influence of experimental parameters (size and position of the inclusion, polarization of the excitation, 
boundary conditions, etc.) on the achievement of steady state. 
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