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Professeur émérite, UMR 8256 - Biological Adaptation and Ageing Guest



Abstract
Electroencephalography (EEG) is still considered nowadays as a convenient neuroimaging tech-
nique in clinical applications, suitable for cognitively and physically disabled patients, as well as for
serial tests. In fact, EEG is a non-invasive, cost-effective, and mobile technology. It is characterized
by a high temporal resolution, which is crucial for the analysis of fast brain functional dynamics.

There is a rich literature addressing the use of EEG to investigate brain activity alterations due to
neurodegenerative diseases, especially Alzheimer’s disease (AD). AD is a chronic neurodegenerative
disease that leads to progressive decline of cognitive functions along with behavioral disorders and
insidious loss of autonomy in daily living activities. We observe a growing interest in the earlier
stages of the disease since curative treatments are still lacking. The preclinical stage of AD is
asymptomatic, but the brain lesions due to AD are present. At this phase, the term of subjective
cognitive impairment (SCI) has been recently defined. In the prodromal stage, mild cognitive
impairment (MCI) patients show measurable memory impairments but their functional capacity
is maintained. SCI and MCI patients are at high risk of developing AD. In the Mild AD stage,
cognitive deficits are more marked, such as memory and learning impairments. Some psychological
symptoms can thus also appear at this stage, such as compulsive behavior and suspiciousness. AD
is often diagnosed at this stage.

According to the most recent guidelines, AD can be diagnosed in preclinical and prodromal stages,
before the manifestation of any cognitive and behavioural symptoms. This could be possibly based
on pathophysiological markers, revealed by CSF and PET biomarkers of Aβ42 and tau in the
brain. However, such guidelines also underline the need to extend research to non-invasive and
inexpensive instrumental techniques, which can be deployed in clinical environment and used for
large-scale assessment. Electroencephalography (EEG) is a neuroimaging technology suitable to
fulfil this need.

This thesis investigates the early diagnosis of AD at preclinical and prodromal stages using resting-
state EEG, and addresses brain network analysis by studying the functional connectivity over
several clinical stages of cognitive decline (SCI, MCI and Mild AD). To this end, we conduct
a retrospective study using a clinical database that contains EEG signals recorded in real-life
conditions.

We first propose to exploit an entropy measure, termed “Epoch-based Entropy” (EpEn), as a
measure of functional connectivity, that relies on a refined statistical modeling of EEG signals
based on Hidden Markov Models. This measure characterizes the spatiotemporal changes in EEG
signals by quantifying the information content of EEG signals, both at the time and spatial levels.
Furthermore, we conduct a topological brain network analysis over the three stages of cognitive
decline by employing the Graph Theory. The novelty of our work is twofold. Actually, this is
the first work that: (i) addresses EEG brain network analysis over SCI, MCI and Mild AD stages
simultaneously, and (ii) combines EpEn to Graph Theory since we have shown its effectiveness in
quantifying the complete spatiotemporal alteration due to AD.

In this thesis, we decided to invest the largest amount of EEG information for brain network anal-
ysis, by exploiting several frequency ranges (delta, theta, alpha, beta), several electrodes locations
(instead of regions), and several network density scales (multiple graph thresholding). Therefore,
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another issue tackled in this thesis concerns the identification of relevant EEG markers to discrimi-
nate automatically between SCI, MCI and AD patients in the context of graph analysis framework.
To this end, we propose an automatic hierarchical method for EEG analysis, which allows the ex-
traction of relevant markers from large amount of information based on a single EEG connectivity
measure. Finally, we also assess the correlation between the relevant EEG markers and the clinical
markers at our disposal (MMSE, RL/RI-16, BREF).
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Résumé

L’électroencéphalographie (EEG) est encore considérée de nos jours comme une technique de neu-
roimagerie très utile dans les applications cliniques, adaptée aux patients souffrant de troubles
cognitifs et physiques, ainsi qu’aux tests à grande échelle. L’EEG est une technologie non invasive,
peu coûteuse et facilement accessible. Elle se caractérise par une haute résolution temporelle, ce
qui est crucial pour le suivi de la dynamique cérébrale.

Plusieurs travaux dans la littérature ont exploité l’EEG pour étudier les altérations de l’activité
cérébrale liées aux maladies neurodégénératives, notamment la maladie d’Alzheimer (MA). La MA
est une maladie neurodégénérative chronique qui entraîne un déclin progressif des fonctions cogni-
tives, ainsi que des troubles du comportement et une perte insidieuse d’autonomie au quotidien.
En l’absence de traitements curatifs, nous observons un intérêt croissant à la caractérisation de
l’activité cérébrale aux stades précoces de la maladie. Le stade préclinique de la MA est asymp-
tomatique, mais les lésions cérébrales dues à la MA sont présentes. A ce stade, on parle de troubles
cognitifs subjectifs (subjective cognitive impairments, SCI). Au stade prodromal, les patients at-
teints de troubles cognitifs légers (mild cognitive impairment, MCI) présentent des troubles de
la mémoire mesurables, mais leur capacité fonctionnelle est maintenue. Les patients atteints de
troubles subjectifs ou légers présentent un risque élevé de développer la MA. Au stade léger de la
MA, les déficits cognitifs sont plus notables, tels que les troubles de la mémoire et des apprentis-
sages. Certains symptômes psychologiques peuvent donc également apparaître à ce stade, comme
des comportements compulsifs et la méfiance. La MA est souvent diagnostiquée à ce stade.

Selon les études les plus récentes, la MA peut être diagnostiquée aux stades préclinique et pro-
dromique, avant la manifestation de symptômes cognitifs et comportementaux. Cela est possible en
exploitant des marqueurs physiopathologiques, révélés par les biomarqueurs CSF et PET de Aβ42 et
tau dans le cerveau. Cependant, ces études soulignent également la nécessité d’étendre la recherche
à des techniques instrumentales non invasives et peu coûteuses, qui peuvent être déployées dans un
environnement clinique et utilisées pour une évaluation à grande échelle. L’électroencéphalographie
(EEG) est une technologie de neuroimagerie adaptée pour répondre à ce besoin.

Cette thèse s’intéresse au diagnostic précoce de la MA aux stades préclinique et prodromal en
utilisant l’EEG au repos, et aborde l’analyse des réseaux cérébraux en étudiant la connectivité
fonctionnelle à différents stades cliniques du déclin cognitif (SCI, MCI et MA au stade léger).
Pour cela, nous avons mené une étude rétrospective en exploitant une base de données clinique qui
contient des signaux EEG enregistrés en conditions réelles.

En premier lieu, nous avons proposé d’exploiter une mesure d’entropie, appelée "Epoch-based En-
tropy" (EpEn), pour quantifier la connectivité fonctionnelle. Cette mesure repose sur une modélisa-
tion statistique fine des signaux EEG avec des modèles de Markov cachés. Cette mesure caractérise
les changements spatio-temporels des signaux EEG en quantifiant le contenu d’information dans
les signaux au niveau temporel et spatial. Par la suite, nous avons effectué une analyse topologique
du réseau cérébral cortical de manière différentielle, en exploitant la théorie des graphes. La contri-
bution de notre travail est double. En effet, il s’agit du premier travail qui : (i) aborde l’analyse du
réseau cérébral chez les patients ayant des troubles subjectifs, des troubles légers et la MA au stade
léger, et (ii) combine la mesure d’entropie à la théorie des graphes puisque nous avons démontré
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son efficacité à quantifier les changements spatio-temporels liés à la MA.

Dans cette thèse, nous avons aussi abordé le problème de la grande quantité d’information extraite
des signaux EEG, analysés sur plusieurs bandes de fréquences (delta, theta, alpha, beta), plusieurs
électrodes, et plusieurs échelles de densité de réseau (seuillages multiples des graphes). Par con-
séquent, une autre contribution de ce travail de thèse concerne l’extraction de marqueurs EEG
les plus pertinents pour discriminer automatiquement les trois groupes de patients. Ainsi, nous
avons proposé une méthode hiérarchique pour l’analyse des signaux EEG, permettant d’identifier
les descripteurs les plus pertinents à partir d’une grande quantité d’information issue d’une seule
mesure de connectivité fonctionnelle. Enfin, nous avons évalué la corrélation entre les marqueurs
numériques extraits des signaux EEG et les marqueurs cliniques à notre disposition (MMSE, RL/RI-
16, BREF).
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Chapter 1

Introduction

1.1 Scientific context
One of the greatest challenges in modern science is to understand how the brain processes infor-
mation and how its functioning is altered with ageing or due to neurological disorders. The human
brain is considered as a highly complex and self-organizing system. Its functioning relies on the
collective dynamics of around 100 billion of neurons interconnected through a sophisticated network
of synapses, well organized in their structure and connectivity. Synaptic dysfunction has received
significant attention, particularly since there has been evidence that the loss of neuronal synapses
occurs in the early stage of neurodegenerative diseases (NDD) (Querfurth and LaFerla, 2010). Re-
cent research suggests that synapses are sites of aberrant protein misfolding in NDD (Forner et al.,
2017).

Alzheimer’s disease (AD) is the most prevalent form of NDD, which accounts for 50% to 70% of
cases (Prince et al., 2015). The World Alzheimer Report 2015 estimates there are 46.8 million
people living with dementia worldwide (Prince et al., 2015). AD is the most frequent cause of
dementia in Western societies. As the world population ages, the number of individuals with AD
is expected to double by 2030 and to reach 115 million by 2050 (Gaugler et al., 2022). Accordingly,
and because of the unprecedented level of aging in the world, the health care costs associated with
AD are exceptionally high, imposing an important burden on modern societies.

AD is a chronic neurodegenerative disorder that leads to progressive decline of cognitive functions
along with behavioral disorders and insidious loss of autonomy in daily living activities. The evolu-
tion of AD follows five stages. The “preclinical” stage is asymptomatic, but the brain lesions of AD
are present. At this stage, the concept of Subjective Cognitive Impairment (SCI) has been proposed
recently, defined by a self-experienced persistent decline in cognitive capacity in comparison with
a previously normal status (Forner et al., 2017). These subjective complaints are considered as
a risk factor for AD (Prince et al., 2015; Jessen et al., 2014). Then, in the “prodromal” stage,
Mild Cognitive Impairment (MCI) patients exhibit measurable memory impairments, but maintain
their functional capacities (Jessen et al., 2014; Mitchell et al., 2014). In the “Mild AD” stage,
cognitive deficits are more notable, such as memory and learning impairments. These symptoms
become more severe in the “Moderate AD” stage. In the final “severe” stage of the disease, almost
all cognitive and motor functions are deeply deteriorated and patients lose autonomy becoming
completely dependent on caregivers. The average duration of survival of AD patients is 5-8 years
after clinical diagnosis (Dubois et al., 2016).
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Nowadays, no medication exists for curing this pathology, and many therapeutics trials failed.
Current major anti-AD medication trials are focusing on the preclinical stage, in order to treat
before symptoms development. Therefore, AD detection at MCI and preclinical stages becomes
an important issue for the scientific community. Besides, there are currently no specific markers
that can confirm the AD diagnosis with sufficient certainty, especially in the early stages. Thus,
there is a crucial need for real advances to identify reliable AD markers for profiling elderly at-risk,
diagnosis and monitoring disease progression. By relying on biomedical engineering field, we can
identify neuro-imaging and new neuro-dynamic markers correlated with AD, which contribute to
a better understanding of the brain dynamics related to AD, and improve the reliability of AD
diagnosis.

According to recent guidelines (McKhann et al., 2011; Dubois et al., 2014), AD can be diagnosed in
preclinical and prodromal stages, before the manifestation of any cognitive and behavioral symp-
toms. This is possibly based on pathophysiological markers, revealed by cerebrospinal fluid (CSF)
and positron emission tomography (PET) markers of Amyloid-beta (Aβ 42) and tau in the brain.
Although these clinical methodologies are relevant for AD assessment, these guidelines underline
the need to extend research to non-invasive and inexpensive instrumental techniques that can be
deployed in clinical environment and used for the large-scale assessment over time of a great number
of individuals.

Recent advances in functional neuroimaging techniques have greatly enhanced clinical research and
practice to assess brain neural networks involved in normal brain functions as well as neurological
disorders. Functional MRI has considerably developed during past decades and is now commonly
used for brain connectivity analysis. In the meantime, numerous studies demonstrated that elec-
troencephalography (EEG) associated with appropriate signal processing methods can also bring
valuable information for brain networks analysis (Hampel et al., 2018).

EEG has been considered as a convenient neuroimaging technique in clinical applications, suitable
for cognitively and physically disabled patients, as well as for serial tests in the absence of objective
cognitive decline (Babiloni et al., 2020). Besides, EEG is a non-invasive, relatively inexpensive, and
potentially mobile technology. It is characterized by a high temporal resolution (about millisec-
onds), which is crucial for the analysis of fast dynamics in the cortex over very short duration and
at different frequency ranges. Each frequency band conveys a specific physiological information on
brain functional activity.

This thesis investigates the early diagnosis of AD at preclinical and prodromal stages using EEG.
One of our work novelties is that we address brain network analysis by studying functional connec-
tivity over different clinical severity stages of cognitive decline (SCI, MCI and Mild AD). To this
end, we conduct a retrospective study using a clinical database that contains EEG signals recorded
in real-life conditions at Charles-Foix Hospital (Ivry-sur-Seine, France).

In the literature, EEG has been exploited successfully to investigate AD-related alterations in the
brain dynamics using spontaneous resting-state EEG (rsEEG) (Giaquinto and Nolfe, 1986; Briel
et al., 1999). The rsEEG with eyes-closed represents a simple acquisition procedure and has three
main interests : (i) it may be carried out rapidly in clinical settings; (ii) the recording at rest does
not require auditory or visual stimuli that could induce fatigue commonly observed during task
performance; (iii) EEG signals can be recorded in relatively comparable experimental conditions on
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healthy subjects and patients suffering from neuropathological disorders. Nevertheless, diagnosing
AD with EEG at the early stage remains a challenge. This is mainly due to the complex nature
of EEG signals, which must be modeled as nonstationary, nonlinear and multidimensional time
series. Moreover, EEG signal is known to have a low Signal-to-Noise Ratio (SNR), since it is
strongly affected by different sources of noise that might be biological or electronic. In addition, it
is difficult to extract proper EEG markers since EEG signals convey a large amount of information.
Besides, the early symptoms of AD are often dismissed as normal consequences of ageing.

The literature has largely highlighted that EEG coupled with appropriate signal processing and
machine learning techniques can provide precious information on normal and impaired brain net-
works. Some studies on early AD diagnosis have reported that AD leads to a slowing of EEG
activity and a reduction of signal’s complexity. These changes have been quantified as EEG mark-
ers of AD. Besides, there is a rich literature addressing the analysis of abnormalities in functional
connectivity across brain regions, since AD is considered as a synaptic disconnection syndrome in
its early stages. To this end, various measures have been proposed to quantify functional connec-
tivity changes between electrodes (channels) for AD diagnosis. However, some modeling challenges
are still unaddressed in such prior studies. Indeed, such measures were applied without considering
the non-stationarity and multidimensionality characteristics of EEG signals.

• By contrast, in a first study of this thesis, we propose to use an entropy measure, termed
“Epoch-based Entropy” (EpEn), that relies on a refined characterization of the local statistical
properties of the EEG signal using a Hidden Markov Model (HMM), which takes into account
the non-stationarity and multi-dimensionality of the EEG time series.
This work demonstrates the effectiveness of EpEn for AD detection, compared to other func-
tional connectivity measures largely used in the literature.

More recently, graph theory has gained a considerable ground to investigate topological differences
between normal and abnormal brain networks. In the context of AD detection, many works have
focused on the analysis of functional connectivity based on graph theory to study the brain network
topology. In this case, different graph parameters are computed to characerize the graph network,
and used as discriminative features for AD detection. In spite of the fact that the majority of
studies have reported that the network’s topology is altered in AD and MCI patients compared
to healthy control subjects (HC), contradictory results are observed in the literature and common
patterns of topological parameters cannot be obtained in these studies.

This is mainly due to the use of sparse data sets with different characteristics, as well as methodolog-
ical differences. Indeed, the majority of works exploit databases with different characteristics, and
which are subject to experimental constraints that do not correspond to the reality on the ground.
Also, most studies use binary graph networks that necessitate the application of an optimal thresh-
old on functional connectivity matrices. Usually, such a threshold value is chosen empirically which
affects the resulting network.

Moreover, different metrics are used to quantify the connectivity links in brain networks. Intuitively,
these classical metrics may reflect different processes leading to different brain network topologies.
The majority of studies encouraged the use of a specific metric, without comparing it to others
on the same database. Additionally, it is important to notice that all graph-based studies in AD
express links in graph networks using only the degree of signal synchronization between electrodes,
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without taking into account the complete spatiotemporal alterations due to AD, namely in terms
of both complexity and inter-channel connectivity.

• Thereby, in a second study, we address brain network analysis over SCI, MCI and Mild AD
stages using an EEG database acquired in real-life clinical conditions. The novelty of this
study is twofold. Actually, this is the first study that : (i) addresses EEG brain network anal-
ysis over SCI, MCI and Mild AD stages simultaneously, and (ii) combines EpEn measure to
graph theory since we have shown in the first study the effectiveness of this entropy measure
in quantifying the complete spatiotemporal alteration due to AD.
More precisely, we extend the use of EpEn to construct graph networks and demonstrate that
the statistical modeling of EEG with HMM combined with entropy measure allows a better
differentiation between SCI, MCI and Mild AD stages, compared to two widely used metrics,
coherence and phase-lag index.
In this study, we performed the brain network analysis on weighted and fully connected func-
tional connectivity matrices. In other words, the adjacency connectivity matrices, which are
real-valued, were not thresholded to preserve all the available information.

In this thesis, we decided to invest the largest amount of EEG information for brain network anal-
ysis, by exploiting several frequency ranges (delta, theta, alpha, beta), several electrodes locations
(instead of regions), and several spatial scales (multiple graph thresholding). Therefore, another
issue we tackled in this thesis is the extraction of relevant EEG markers to discriminate automati-
cally between SCI, MCI and AD patients in the context of graph analysis framework.
In addition, the crucial aspect in functional networks studies is how the connectivity threshold is
defined in order to obtain a graph from a connectivity matrix.

• Therefore, in a third study, we conduct a comparative analysis by investigating the classi-
fication performance of EpEn and three additional connectivity measures, namely phase lag
index, coherence and mutual information, when exploited to quantify the connectivity links in
brain networks. Besides, in this study, we propose a method to find the optimal connectivity
threshold value that permits to obtain the best performance accuracy based on extracted
binary graph parameters.

• Then, in a fourth study, we propose an automatic hierarchical method for EEG analysis,
which allows the extraction of pertinent markers from large amount of information based on a
single EEG marker (functional connectivity measure). The analysis of functional connectivity
is carried out for different brain network densities, based on binary and weighted graph
frameworks.
Our proposal provides a refined analysis of EEG functional network at different density scales.
It also proposes an automatic selection of the frequency band, the electrode location, and the
density scale of brain network that we have to consider for discriminating between SCI, MCI
and AD patients.
To assess the robustness of our methodology, we applied it to different connectivity measures,
and different weighted and binary graph parameters, and different classifiers (SVM and LDA).
Finally, we assess the correlation between EEG markers that have been obtained in the last
study and clinical markers at our disposal (MMSE, RL/RI-16, BREF).
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1.2 Objectives of thesis
This thesis concentrates on extracting, selecting and analyzing pertinent EEG markers of early AD
diagnosis, aiming at improving some of the literature lacks. In this way, this thesis:

• First, investigates the progression towards dementia by analyzing the evolution of EEG mark-
ers, especially functional connectivity, in a transversal way from SCI, MCI to Mild AD.

– To this end, we conducted the first study that have published as book chapter in advances
in Signal Processing (Houmani et al., 2021).

• Second, addresses EEG brain network analysis over the three stages of cognitive decline (SCI,
MCI and Mild AD) by employing the graph theory.

– To this end, we conducted the second study published in Bioengineering journal (Abazid
et al., 2022).

• Third, investigates topological markers in a differential diagnosis context, by confronting them
to the task of distinguishing AD patients from SCI and MCI subjects.

– To this end, we conducted the third study published in Entropy journal (Abazid et al.,
2021).

• Fourth, proposes a new methodology to identify relevant features to discriminate between SCI,
MCI and Mild AD, considering different frequency bands, electrode locations and network
density scales.

– To this end, we conducted the fourth study published as international Patent.

1.3 Outline of this thesis
• Chapter 1 introduces the scientific context, objectives, outline, and contributions of this thesis.

• Chapter 2 introduces the background statement:

– The first section introduces Alzheimer’s disease (AD), crucial factors in AD, the evolution
of AD, and diagnostic tools of AD.

– The second section introduces electroencephalography (EEG), the electric source of EEG
signals, the mechanism of EEG recording, and EEG rhythms.

• Chapter 3 reports the most pertinent findings of studies that addressed the early diagnosis of
AD with EEG. Since the thesis focuses on the analysis of abnormalities in brain functional
connectivity, we present in details some functional connectivity measures that are exploited
in this thesis.

• Chapter 4 introduces graph theory, graph basics and graph parameters. In this chapter we
also summarize precedent works that have exploited graph theory in the context of brain
network analysis for cognitive decline patients.

• Chapter 5 introduces the first study investigating the use of the statistical entropy-based
measure (EpEn) for AD detection to demonstrate its effectiveness as a connectivity measure.
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• Chapter 6 introduces the second study on weighted brain network analysis that addresses
brain network analysis over different clinical severity stages of cognitive dysfunction. In
this study, we extend the use of EpEn to brain network assessment and demonstrate its
effectiveness with different weighted graph parameters.

• Chapter 7 introduces the third study that performs a comparative study of several connec-
tivity measures for AD detection. We investigate the classification performance of EpEn as
well as three additional connectivity measures, namely phase lag index, coherence and mutual
information. In this study, we demonstrate the effectiveness of EpEn with different binary
graph parameters.

• Chapter 8 introduces the fourth study which consists on a multi-scale density analysis of EEG
signals for AD diagnosis context, proposing a new approach of features selection based on
an automatic hierarchical method for EEG analysis, which allows the extraction of pertinent
markers from big amount of information based on a single functional connectivity measure.
The analysis of functional connectivity is carried out for different brain network densities,
based on both weighted and binary networks. In addition, we assess the correlation between
EEG markers and clinical data (MMSE, RL/RI-16, BREF).

1.4 Research publications
• M. Abazid; N. Houmani; B.Dorizzi ; J.Boudy, ; J.Mariani ;K. Kinugawa, Weighted Brain

Network Analysis on Different Stages of Clinical Cognitive Decline. Bioengineering 2022, 9,
62. https://doi.org/10.3390/bioengineering9020062

• N. Houmani, M. Abazid, K. De Santiago, J. Boudy, B. Dorizzi, J. Mariani, K. Kinugawa-
Bourron, EEG signal analysis with a statistical entropy-based measure for Alzheimer’s disease
detection, open access book, Advances in Signal Processing: Reviews, Book Series, Vol. 2
published by IFSA Publishing, S.L., accepted, publication in 2021.

• M. Abazid; N. Houmani; B.Dorizzi ; J.Boudy, ; J.Mariani ;K. Kinugawa, A Comparative
Study of Functional Connectivity Measures for Brain Network Analysis in the Context of AD
Detection with EEG. Entropy 2021, 23, 1553. https://doi.org/10.3390/e23111553

• N. Houmani, M. Abazid, J. Boudy, B. Dorizzi. Epoch-based Entropy: A Statistical EEG
Marker for Alzheimer’s Disease Detection, in Proceedings of the Entropy 2021: The Scientific
Tool of the 21st Century, MDPI: Basel, Switzerland, 5–7 May 2021.

• N. Houmani, M. Abazid, Method for selecting features from electroencephalogram signal,
Patent N° et date of publication : WO2021254788 - 23/12/2021, EP3925520 - 22/12/2021.
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Chapter 2

Background statement

This thesis investigates the early diagnosis of Alzheimer’s disease (AD) at preclinical and prodromal
stages using electroencephalography (EEG). This research topic involves different basic knowledge
that should be presented. Therefore, in this chapter, we first present AD, its evolution stages, and
the associated clinical markers, as well as the current clinical tools and neuroimaging techniques
used to establish the AD diagnosis. Then, we introduce EEG and motivate its use for pathology
detection.

2.1 Alzheimer’s disease
Today, with the unprecedented aging of the population in the world, linked to the improvement
of living conditions through advances in medicine and hygiene, dementia and neurodegenerative
diseases have become a major societal concern, imposing an important burden on modern societies.

Dementia involves several neurodegenerative disorders caused by damage and death of neurons.
It induces alterations in cognitive and behavioral functions sufficiently important to affect daily
life, and which last for at least 6 months (DSM-IV- TR). The loss of autonomy of the patient is
not necessarily severe at the beginning and can last for several years.

Alzheimer’s disease (AD) is the most common form of dementia (Reitz et al., 2011); it affects
11% of the world population aged over 65 (Ferri et al., 2005) and is responsible for nearly 70% of
all dementia cases. Its incidence increases exponentially with age, and doubles every 5 years after
the age of 65 (Qiu et al., 2009; Corrada et al., 2010). According to the French study by PAQUID,
it is estimated that beyond the age of 75, there is a 17.8% chance of developing AD (Ramaro-
son et al., 2003). The number of individuals with AD is expected to reach 115 million by 2050
(Li et al., 2013). Unlike other diseases that have reported decrease incidence in recent years, the
number of deaths related to AD has increased by 89% between 2002 and 2014 (Gaugler et al., 2022).

AD is characterized by progressive and irreversible brain damage, associated with cognitive dys-
functions and possibly behavioral or personality disorders. AD begins long before the dementia
stage. As the disease evolves, the patient will develop severe memory impairments inducing a com-
plete loss of autonomy. The causes of AD are not identified; however, there is an increase evidence
that the aggregation of two proteins, amyloid-beta and tau, are characteristics of AD. Historically,
memory impairment is one of the first symptoms that helps in the clinical characterization of AD.
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No medication exists for curing this pathology and many therapeutics trials failed. Therefore,
the early detection of AD becomes an important issue for the scientific and medical community.
Even if the available treatments cannot stop or reverse the disease progression, early therapeutic
interventions may delay its evolution and maintain the independence of the patient for a time.
Moreover, AD diagnosis at the early stage can help the patient and his caregivers to anticipate the
future.

2.1.1 Brief history

It was in 1906 when Alois Alzheimer (1864-1915), a German psychiatrist, described for the first
time a disease linked to aging which he called “disease of forgetting”, later called Alzheimer’s dis-
ease, following his experience with a patient named Auguste Deter (see Fig. 2.1). She was admitted
to a hospital in Frankfurt, Germany, in November 1901, when she was 51 years old. Dr. Alzheimer
has observed in the patient severe memory loss, disorientation, aphasia, unpredictable behavior as
well as paranoia, hallucinations and severe social isolation.

Figure 2.1: Dr. Alois Alzheimer and his first patient Auguste Deter (Maurer et al., 1997).

During the follow-up of the patient, Dr. Alois Alzheimer asked her to perform psychophysical
tests including a panel of questions such as if she was still able to perform simple calculations, to
answer certain questions correctly. He reported that if we take too long to ask her the question,
she answers off-topic. This exchange, published in 1997 (Maurer et al., 1997), perfectly transcribes
the influence of the pathology on his patient:
“I show her three fingers; how many fingers? Three.
Are you still anxious? Yes.
How many fingers have I shown you? Well, this is Frankfurt am Main.”

She also had great reading difficulties. If she deciphers the letters correctly, she does not seem
to understand the meaning of the words, and rereads the same first three sentences repeatedly.
Writing skills are also impaired; when she was asked to write her name and surname, the words
had been repeated many times because she forgets what she writes quickly. It was during trying
to write her name that she repeated this famous sentence: “I’ve lost myself ”.

When Auguste died in April 1906, Dr. Alzheimer asked her family for permission to carry out an
autopsy to undertake an in-depth study of her brain to investigate the causes of the disease that led
her to die. He then observed a brain atrophy (see Fig. 2.2), without macroscopic focal degeneration,
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and the vascular tissues showed an arteriosclerotic change. The microscopic observation allows him
to report the microscopic changes in the cortex of Auguste describing miliary foci of extracellular
structures, which later would be known as neuritic plaques and intracellular bundles that would
be named neurofibrillary tangles. This is how Dr. Alzheimer first described the neuropathological
features of AD, which were later found in other patients presenting the same symptoms as Auguste
Deter.

Figure 2.2: Brain atrophy in advanced Alzheimer’s Disease (Bagad et al., 2013).

2.1.2 Crucial factors in AD

Growing evidence shows that AD is clinically characterized by the pathological deposition of ex-
tracellularly neuritic plaques and intracellularly neurofibrillary tangles, as well as the loss of basal
forebrain cholinergic neurons (Sadigh-Eteghad et al., 2015). The neuritic plaques, produced outside
neurons, are composed of a core of amyloid-beta peptide (Aβ) that alter the synaptic transmission
between neurons (Wong et al., 1985; Daulatzai, 2010; Shen, 2004). The neurofibrillary tangles (see
Fig. 2.3), produced inside neurons, contain hyperphosphorylated tau peptides that obstruct the
transport of nutrients to the neuron. The number of neurofibrillary tangles is related to the degree
of brain damage exhibited in the patient (Brion, 1998).

Figure 2.3: Amyloid Plaques and Neurofibrillary Tangles (Famer, 2007).
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It has been suggested that many years prior the appearance of clinical symptoms of AD, the ag-
gregation of both (Aβ) and neurofibrillary tangles occurs within the neocortex, hippocampus, and
other subcortical structures (Nordberg, 2008) (see Fig. 2.4). At the early stage, AD affects limbic
regions related to episodic memory, which leads to a relative inability to retain new information.
In addition, a disruption of fronto-hippocampal connections has been observed in the early stage of
AD, in parallel with hippocampal atrophy, and it has been reported that it may contribute to the
initial memory impairment in AD patients (Rémy et al., 2015). Over time, AD spreads to other
brain regions (Braak et al., 1999) and affects other cognitive functions, such as executive functions,
attention, visuospatial and language abilities (see Fig. 2.4).

Figure 2.4: Evolution of AD in the brain. Plaques and tangles (shown in the blueshaded areas)
tend to spread through the cortex in a predictable pattern as AD progresses (Gaugler et al., 2022).

AD can be caused by multiple factors. Age is one of the most risking factors to develop a cognitive
impairment. AD is considered to be early-onset Alzheimer’s if it affects a person under 60. People
with early-onset AD can be in the early, middle or late stage of the disease. Genetic factors also
take part in AD development; they are more obvious for the early-onset AD (Tanzi, 2012). It is
reported that 70% of AD cases were related to genetic factors (Silva et al., 2019). Other risk factors
such as vascular disease, head injury, infection and environmental factors can also be involved in
the disease. All the above-mentioned risk factors may act collectively to cause AD pathology.

2.1.3 Progression of the disease

AD is a chronic neurodegenerative disorder, characterized by progressive brain damages, including
memory impairments and a wide range of cognitive dysfunctions. AD is a continuous process that
can progress through five stages: preclinical AD, mild cognitive impairment due to AD, mild, mod-
erate and severe dementia stages. It is worth noticing that these stages are just rough view of the
disease continuum and the symptoms might vary between individuals.

The term “dementia” is used to describe a group of symptoms that affect intellectual and so-
cial abilities severely enough to have an impact on the daily life of the patient. In this case, the
patient must be helped or supervised, at least for the most complex activities. Dementia is not
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a single condition; it is caused by different diseases of the brain, such as AD, vascular disease,
frontotemporal lobar degeneration, Lewy body disease, and Parkinson’s disease.

AD dementia is preceded by the asymptomatic “preclinical” stage, before the onset of the clinical
phenotype. It is characterized by the absence of overt symptoms (Price et al., 2009), but the brain
lesions of AD start to occur. At this stage, the concept of Subjective Cognitive Impairment (SCI)
has been proposed recently, defined by a self-experienced persistent decline in cognitive capacity in
comparison with a previously normal status (Jessen et al., 2014). These subjective complaints are
considered as elderly at-risk for AD (Mitchell et al., 2014; Dubois et al., 2016). Indeed, this phase
may start up to years or decades before the first clinical symptoms of AD become apparent.

Then, in the “prodromal” stage, Mild Cognitive Impairment(MCI) patients maintain their functional
capacities but exhibit measurable memory impairments, some language difficulties and concentra-
tion deficits (Dubois et al., 2016; Petersen et al., 2009). These subtle changes are not significant
enough to affect work or social relations yet, but they are generally noted by the persons who are
closely to the MCI patient. It has been observed that over a 5 to 10 year period after a diagnosis
of MCI due to AD, 30% to 50% of people progress to Alzheimer’s dementia. Nevertheless, 30% of
MCI subjects will not progress to AD in near future (Mattsson et al., 2009; Dubois et al., 2007;
Albert et al., 2011). Due to the long prodromal period of AD, early diagnosis of AD at this stage
is of high interest.

In the “Mild AD” stage, cognitive deficits are more marked, such as memory and learning impair-
ments. At this stage, the patient may experience memory troubles, loss of spontaneity, difficulty
with problem-solving and daily tasks execution, trouble handling money and paying bills, getting
lost and misplacing belongings. The patient perceives these symptoms, which induces frustration.
Some psychological symptoms can thus also appear at this stage, such as compulsive behavior and
suspiciousness. AD is often diagnosed at this stage.

The above-mentioned deficits become more severe in the “moderate” stage. During this stage,
the patient grows more confused and begins to need more help with daily activities and self-care.
The patient may show greater memory loss, increasingly poor judgment leading to bad decisions
and deepening confusion, as well as significant changes in personality and behavior. Assistance is
required to help in daily life activities.

In the final “severe” stage of the disease, almost all cognitive functions and motor abilities are
significantly deteriorated. The patients lose the ability to communicate coherently and lose auton-
omy in daily life activities, becoming completely dependent on caregivers. The average duration of
survival of AD patients is 5-8 years after clinical diagnosis (Helzner et al., 2008).

2.2 Diagnosis of Alzheimer’s disease
The early diagnosis of AD has three main interests. First, the early detection can prepare the
patient and his family emotionally and financially to better face the future. Second, it helps the
patient and his caregivers to understand the daily consequences of the disease. Finally, even if
treatments cannot stop the disease, it is very likely that the effectiveness of therapeutic interven-
tions will be higher in the early stages of the disease, before neurodegeneration spreads too much
(Dauwels et al., 2010a).
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However, a reliable early diagnosis of AD is still a challenge. Indeed, the pathophysiological de-
velopment of AD may start up to 20 years before the appearance of clinical symptoms (Dubois
et al., 2007; Sperling et al., 2014). Also, the early symptoms of AD are often dismissed as normal
consequences of aging, which frequently delays the diagnosis (Alberdi et al., 2016). In addition,
AD is a pathology whose evolution presents a large inter-subject variance, as illustrated by the
different phases of cognitive decline that can be observed. Consequently, it is easier to diagnose a
patient in the severe stages of the disease than in its early stages.

Up to now, definite AD diagnosis is only possible postmortem, when examination after death
reveals the presence of structural brain damage related to the disease. Establishing the in vivo
diagnosis of AD relies on a battery of various clinical criteria, including neurological tests and
medical recordings. The current clinical criteria for AD diagnosis were determined in 2011 by the
National Institute on Aging and the Alzheimer’s Association (NIAAA) (McKhann et al., 2011;
Albert et al., 2011; Jack Jr et al., 2011; Sperling et al., 2011). These criteria are an update of the
previous widely used guidelines established in 1984 by the National Institute of Neurological and
Communicative Disorders and Stroke (NINDS) and the Alzheimer’s Disease and Related Disorders
Association (ADRDA) (MCKHANN, 1984).

The Mini Mental State Examination (MMSE) (Folstein et al., 1975; Mitchell, 2009), established in
1975, is the most used test to assess cognitive functions for AD diagnosis. The maximum test score
is 30; if the score is lower than 10, cognitive impairment is considered severe; if the score is lower
than 18, cognitive impairment is moderate; if the score is higher than or equal to 23, the cognitive
impairment is mild. In practice, it is considered that there is a probability of developing AD if the
MMSE is less than 26 (see Fig. 2.5). No specialized equipment or training is required to perform
this test, making longitudinal assessment of AD more feasible.

Figure 2.5: Clinical stages in Alzheimer’s Disease: cognitive capacity measured with MMSE
(Freund-Levi et al., 2006).

However, the MMSE is greatly affected by demographic factors, particularly age and education, in
addition to its lack of sensitivity to MCI. Thus, additional tests are also used, such as the Montreal
Cognitive Assessment (MoCA) (Nasreddine et al., 2005) and Addenbrooke’s Cognitive Examination
revised (ACE-R) (Mathuranath et al., 2000). Other neurological tests used in clinical practices are
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the Severe Cognitive Impairment Scale, the Alzheimer’s Disease Assessment Scale Cognitive, the
neuropsychological test battery, and the Severe Impairment Battery (Alberdi et al., 2016). More-
over, the Trail Making Test (Amodio et al., 2002) and the clock-drawing test (Shulman, 2000) are
frequently used to assess cognitive abilities, as well as attention and executive functions. The Rey
Auditory Verbal Learning Test is also a neuropsychological test designed to evaluate verbal memory
in patients (Al-Qazzaz et al., 2014).

Using neuropsychological tests and medical recordings for AD diagnosis is time consuming and
requires experienced clinicians. As an alternative, during the last few years, there has been an
increase development of markers (Dubois et al., 2016; Al-Qazzaz et al., 2014; Tapiola et al., 2009).
Some of them evaluate the brain myloidosis and tauopathy, such as amyloid and tau tracer PET
(Positron Emission Tomography) scans, and Cerebrospinal fluid (CSF) concentrations of Aβ42 and
P-tau. Other markers evaluate neural injury, such as T-tau in CSF and Fluorodeoxyglucose-PET
(FDG-PET) (Tapiola et al., 2009). It has been shown for example that Aβ42, the most common
CSF biomarker, present low values in AD patients compared to healthy subjects (Ferreira et al.,
2014). Of note, such markers are obtained after a lumbar puncture, which is an invasive process
limiting its use in daily clinical practice. Blood markers, such as plasma T-tau, are also exploited
since the extraction process is less invasive, but stills expensive (Olsson et al., 2016).

Neuroimaging techniques like Magnetic Resonance Imaging (MRI), Magnetoencephalography (MEG),
PET, and Computed Tomography (CT) are also used to analyze the brain damage due to the dis-
ease. However, these techniques are costly, time consuming, and require expertise for maintaining
and running the systems. Besides, when the brain damage is detected by these technologies, AD is
often already well progressed and the brain atrophy is already extended (Alberdi et al., 2016). Also,
such technologies present some accessibility issues. Actually, they are not available in all hospitals,
particularly in low-income countries or remote regions, causing displacements of patients, which is
not comfortable and practical.

According to the most recent guidelines (McKhann et al., 2011; Dubois et al., 2014), AD can be
diagnosed in preclinical and prodromal stages, before the manifestation of any cognitive and be-
havioural symptoms. This could be possibly based on pathophysiological markers, revealed by CSF
and PET markers of Aβ42 and tau in the brain. However, such guidelines also underline the need
to extend research to non-invasive and inexpensive instrumental techniques, which can be deployed
in clinical environment and used for large-scale assessment. Electroencephalography (EEG) is a
neuroimaging technology suitable to fulfil this need.

2.3 Electroencephalography
Electroencephalography (EEG) is a very old neuroimaging technique used for recording the brain
electrical activity. The first known neurophysiologic recording on animals was conducted by Richard
Caton in 1875. Hans Berger, a German psychiatrist, pioneered EEG in humans in 1924 by devel-
oping a recording technique connecting the electrodes to the scalp.

Since then, EEG has widely used to evaluate the dynamic cerebral functioning, particularly for
medical applications. Actually, EEG is appropriate for cognitively and physically disabled pa-
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tients, as well as for serial tests particularly in the absence of objective cognitive decline (Sperling
et al., 2014). It has the advantage of being a non-invasive, cost-effective, and mobile neuroimaging
technology. Besides, it allows recording the brain dynamics with excellent time resolution in the
millisecond range. Figure 2.6 shows the classification of the neuroimaging techniques in terms of
time and spatial resolution.

Figure 2.6: Temporal and spatial resolutions of the most commonly used functional brain imaging
techniques (Pfister et al., 2014).

Nevertheless, EEG is not yet largely deployed in clinical settings, mainly due to the difficulty of
its interpretation that requires specific neurophysiology expertise. Initially, the analysis of EEG
signals in hospitals is done manually by electrophysiologists, which perform visual inspection and
interpretation of EEG traces. The results were thus unreliable and the analysis process was time
consuming. Thanks to progress in biomedical engineering and data processing, it became possible
to analyze EEG signals digitally. Recent advances in bioinstrumentation coupled with relevant
AI-based techniques have made possible consistent improvements in extracting digital markers for
EEG signals and characterizing normal brain activity and impaired activity related to AD (Alberdi
et al., 2016).

2.3.1 Electric source of EEG signals

The brain consists of approximately 100 billion of neurons interconnected through synapses (see
Fig. 2.7). The synaptic activity generates a subtle electrical impulse, called postsynaptic potential.
The electrical activity measured by scalp EEG (in micro-volts) is generated by the ionic currents
in the dendritic membrane of similarly oriented groups of cortical pyramidal neurons (see Fig. 2.8).
These pyramidal cells of neurons are oriented perpendicularly to the surface of the head. These
neurons have cell bodies primarily in layers III and V of the cerebral cortex.
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Figure 2.7: Major elements in chemical synaptic transmission and the process of synaptic trans-
mission in neurons. Source: US National Institutes of Health, National Institute on Aging.

The electrical activity recorded on the scalp represents the summation of the postsynaptic potentials
from thousands of pyramidal neurons fire in synchrony. This summated activity of extracellular
ionic currents is strong enough to flow through the brain tissue, bone, and skull to the recording
electrodes on the scalp (Figure 2.8). This biophysical phenomenon is referred as to head volume
conduction. Each scalp electrode collects, at a minimum, approximately 10 cm2 synchronous cor-
tical activity. This limits the spatial resolution of EEG unlike functional MRI. Thus, EEG can be
considered as a complex combination of electrical activities generated in different parts of the brain
at the same time.

Figure 2.8: Electrical fields generated by aligned pyramidal cells (Nunez, 1981).

Of note, when measuring brain activity with scalp EEG, the recorded signals may be unfortu-
nately contaminated by various biological and instrumental noises. Biological noise is related to
non-neuronal ionic currents or potentials, such as ocular, muscular and cardiac activities. While,
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instrumental noise is due to recording systems and environmental electromagnetic sources. Such ar-
tifacts may interfere with neural information and thus affect the analysis of EEG signals. Thereby,
it is essential to effectively pre-process the captured raw EEG signals to detect and extract clean
EEG data. Several techniques exist to remove artifacts; nevertheless, the related research is still
an open problem.

2.3.2 EEG recording

EEG signal is commonly recorded by placing electrodes (sensors) on the scalp. We distinguish wet
electrodes that require an electrolytic substance (electro gel), and dry electrodes that do not need
the use of any substance, making contact directly with the scalp.

Gel electrodes are the most frequently used sensors for recording EEG signals in clinical prac-
tice. They have long been the gold standard in EEG research. The electrodes are commonly
made of silver with a coating of silver chloride (Ag/AgCl). By applying between the skin and this
electrode a gel containing chloride ions, the conductivity is improved and the impedance at the
interface of the skin and the electrode is reduced. This allows obtaining a signal recording with
good quality.

The recording of EEG signals is typically obtained by placing scalp electrodes at standard posi-
tions (see Fig. 2.9), according to the international 10-20 system. It relies on four stable anatomical
points of the skull, referred as skull landmarks: nasion (point between the forehead and nose), inion
(bump at the back of the skull) and two pre-auricular points. The “10” and “20” refer to the fact
that the actual distances between adjacent electrodes are either 10% or 20% of the total distances
measured from nasion to inion, and from left pre-auricular to right pre-auricular.

Figure 2.9: Placement of electrodes used for EEG signal recordings according to the 10-20 system
(Malmivuo et al., 1995).

Each electrode has a standardized name that consists of a letter abbreviation of the underlying brain
region and a number indicating the precise location on the right or the left side of the head. The
letters are Fp (frontal-polar), F (frontal), T (temporal), C (central), P (parietal) and O (occipital).
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Even numbers (2, 4, 6 and 8) denote electrode positions on the right hemisphere, while odd numbers
(1, 3, 5 and 7) correspond to those on the left hemisphere. The electrodes placed on the midline
are identified by the letter “z” instead of a number: Fz, Cz, Pz, and Oz. Electrodes closer to the
midline have lower numbers and those that are farther away from the midline have higher numbers.

As the electrical activity measured at the scalp electrodes is very small (in the range of microvolts),
the collected data is digitized and amplified. Price differences of EEG recording systems are gen-
erally due to the number of electrodes, the sampling rate value, the quality of the digitization and
the amplifier.

Electrophysiology can be studied in AD patients during a variety of experimental conditions, in-
cluding sleep, quiet wakefulness, and during sensorimotor activities. The literature has shown that
EEG has been exploited successfully to investigate AD-related alterations in the brain dynamics
using resting-state EEG (rsEEG) with eyes-closed (Giaquinto and Nolfe, 1986; Briel et al., 1999).
EEG recordings performed in a resting state allows capturing spontaneous neural activity, which is
pertinent to investigate the fundamental brain state. The recording of rsEEG represents a simple
acquisition procedure and has three main interests. First, it may be carried out rapidly in clini-
cal settings. Second, the recording at rest does not require auditory or visual stimuli that could
induce fatigue commonly observed during task performance. Third, EEG signals can be recorded
in relatively comparable experimental conditions on healthy subjects and patients suffering from
neuropathological disorders. A routine EEG recording lasts between 20 and 40 minutes, including
some preparation time at the beginning and some time at the end. To faster the recording, elec-
trodes are often mounted in elastic caps, ensuring that EEG signals are captured from identical
scalp positions in all patients. To record rsEEG, the patient is usually seated in an armchair in a
comfortable position and quiet environment, and will be asked to close his eyes.

2.3.3 EEG frequency rhythms

The analysis of EEG signals for AD diagnosis is performed either in the time domain or in specific
standard frequency bands, each of which has different functional characteristics. In adults, typical
frequency bands and their approximate spectral boundaries are: delta (1–4 Hz), theta (4–8 Hz),
alpha (8–12 Hz), beta (12–30 Hz), and gamma (30–100 Hz). The decomposition of the overall power
in the EEG signal into specific frequency bands is commonly achieved through spectral analysis
methods. Figure 2.10 shows examples of EEG signals extracted in such frequency ranges.

Delta: 1 - 4 Hz

Delta rhythm is the slowest of the five rhythms with the highest amplitude. It is related to uncon-
scious and deep sleep state. In fact, it occurs during deep sleep with rapid eye movements, and
during severe brain pain. It is prominent frontally in adults and posteriorly in children. This is
the dominant rhythm for young children under one year old. We are increasing our delta rhythm
in order to decrease our awareness of the physical world; at that moment, the cellular divisions
take place as well as the production of growth hormone, which explains why sleep is important for
children.
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Figure 2.10: EEG dominant rhythms (Abhang et al., 2016).

Theta: 4 - 8 Hz

Theta rhythm is classified as slow activity. It is often associated with drowsiness, childhood and
young adulthood. It reflects the state between wholeness and sleep. It appears during meditation
and spiritual activities. It is located in the prefrontal part of the cortex. Accentuated theta waves
during the waking state may indicate brain performance issues due to neurological impairments.

Alpha: 8 - 12 Hz

Alpha rhythm is the well-known and most investigated human brain rhythm since it is observable
in almost all the populations. Alpha brainwaves are dominant in normal relaxed adults. They
clearly appear when closing the eyes and relaxing, particularly in the occipital region. This state
of relaxation is a transition stage between wakefulness and sleep. The subject is then dozed off but
remains very sensitive to external stimuli. Alpha rhythm is present during most of life especially
after the thirteenth year. Accentuated alpha waves in the frontal region has shown to indicate for
example ADHD and depressive symptoms.

Beta: 12 - 30 Hz

Beta rhythm is classified as fast activity. It shows low amplitude with a large range of frequen-
cies. Beta rhythm is associated with the engaged brain. This rhythm is observable at different
locations in the cortex according to the cognitive state (busy thinking, reasoning, active concen-
tration, etc.). This rhythm is dominant in persons during normal state of wakefulness with eyes
open and in persons who are alert or anxious. It is accentuated by the effect of sedative hypnotic
drugs, particularly the benzodiazepine, and it may be reduced in regions of cortical damage. The
theta/beta ratio reveals how much resting brainwave activity (theta) we have and how much active
brainwave activity (beta) we have. This ratio was for example used to diagnose Attention Deficit
Hyperactivity Disorder (ADHD) using EEG.
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Gamma: 30 - 100 Hz

One of the first articles describing this rhythm appeared in 1964. Gamma rhythm reflects how the
brain is hard at work. It is associated with conscious awareness, feelings of happiness and higher
mental activity, including perception, learning, problem solving, and fear.

Gamma brainwaves are hard to measure accurately with current EEG technology, which explains
the limited studies in the literature investigating this rhythm. In this thesis, we do not consider
this rhythm. Actually, we decided to focus only on delta, theta, alpha and beta rhythms, which
are largely addressed in the literature for AD detection using resting state EEG. This allows us to
compare our results to the state-of-the-art findings.

2.4 Conclusion
In this chapter, we presented basic knowledge related to our research topic. We motivated on the
one hand the utility to conduct our research work on AD diagnosis; and on the other hand, the
crucial need to detect AD at early stages, especially at preclinical and prodromal stages.

We have also highlighted the utility of using EEG as a convenient technique for AD diagnosis.
However, it is not easy to extract proper digital markers from EEG signals for AD diagnosis,
particularly at the early stage. Indeed, EEG signals are of complex nature; they should be modeled
as multidimensional time series and analyzed in frequency domain. Also, EEG signals have low
signal-to-noise ratio (SNR) since they are strongly affected by various biological and electrical
noises. Besides, the early symptoms of AD are often dismissed as normal consequences of ageing.
Furthermore, AD is a multifactorial pathology which makes its diagnosis more difficult.

In this thesis, we aim at proposing novel methods inherited from information theory, pattern recog-
nition and signal processing to process and analyze EEG time series for early diagnosis of AD. We
will investigate specifically brain functional connectivity since AD is considered as a disconnection
disease whose early stages are due to synaptic failures.
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Chapter 3

Early diagnosis of Alzheimer’s disease
using EEG

Numerous studies in the literature have revealed changes in EEG signals recorded in eyes-closed
resting-state condition at the early stage of AD. It is largely admitted that AD induces three impacts
on EEG signals: (i) slowing of EEG activity; (ii) reduction in the complexity of EEG signals; and
(iii) perturbation in EEG functional connectivity. By using appropriate signal processing methods,
several measures have been proposed to quantify these AD-related changes, then considered as EEG
markers, referred to as features, for AD diagnosis.

In this chapter, we report the most pertinent findings of the above-mentioned studies addressing
the early diagnosis of AD with EEG. Since the thesis focuses on the analysis of abnormalities in
brain functional connectivity, we also present in details some functional connectivity measures that
are exploited in this thesis.

3.1 Slowing of EEG activity
Signal slowing is one of the main effects of AD on EEG time series. As mentioned in Section 2.3.3,
one is often interested in specific frequency bands in the EEG, namely delta, theta, alpha, and beta.
AD affects these frequency bands in specific ways. Therefore, in order to assess the slowing effect
on EEG, we usually compute the relative power in the above-mentioned standard EEG frequency
bands. In case of a larger relative power in low frequency bands (i.e. delta or theta) than usual, it
is said that EEG slowing occurs.

Previous studies on EEG and evoked potential have highlighted increased background EEG delta
and theta slow activity, accompanied by decreased or absent of alpha (Duffy et al., 1984). These
findings were obtained based on the comparison of healthy age-matched controls with patients
suffering from presenile and senile dementia of the Alzheimer type.

On resting-state EEG (rsEEG), many studies have reported a common finding: MCI and AD lead
EEG signals to slow down (Babiloni et al., 2020; Dauwels et al., 2010a; Babiloni et al., 2016; Jelic
et al., 2000; Brassen and Adler, 2003; Onofrj et al., 2003; Ponomareva et al., 2003; Jeong, 2004;
Dauwels et al., 2011). Indeed, EEG spectral analysis have highlighted an increase of power in low
frequencies (delta and/or theta band) and a decrease of power in higher frequencies (alpha and/or
beta) in MCI and AD comparatively to healthy controls. Note that the alteration of EEG relative
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power is more clear in the literature for AD patients.

Early stages of AD have been associated with an increase of theta activity and/or a decrease of
alpha activity (Ihl et al., 1996; Vialatte et al., 2011). In more severe stages of AD, an increase of
both theta and delta activities has been noticed together with a decrease of both alpha and beta
activities, additionally to a reduction in the amplitude of the peak of alpha frequency band (Ihl
et al., 1996; Vialatte et al., 2011). Moreover, alpha rhythms are usually localized in the occipital
region for healthy controls; in AD patients, they increasingly move towards anterior brain regions
as the disease evolves (Babiloni et al., 2004a; Claus et al., 1998; Kowalski et al., 2001).

Power density of rsEEG rhythms have also been evaluated in many longitudinal studies in order
to predict cognitive decline at follow-up. Actually, in (Jelic et al., 2000), the authors investigated
the progression towards the MCI stage. It has been reported that MCI leads to power activity
increase in the occipital and temporal regions for delta and theta bands, while the power activity
for the same regions is reduced in alpha and beta. The same phenomenon has been observed in the
occipital brain region of AD patients (Coben et al., 1985). Furthermore, in (Babiloni et al., 2011),
high power density of the posterior lobe in alpha band has been exploited to predict the global
cognitive stability status in MCI subjects at 1-year follow-up.

Besides, a more recent study reported that microstate transitioning was slower and less complex in
AD. More precisely, the microstate associated with the fronto-parietal working-memory/attention
network was altered in AD due to parietal inactivation (Tait et al., 2020).

3.2 EEG complexity reduction
Several measures have been used to quantify the complexity of EEG signals. The fractal dimension
was exploited to assess the complexity of EEG signals for discriminating between healthy controls
and AD patients (Adeli et al., 2008; Ahmadlou et al., 2011; Grassberger, 1983; Grassberger and
Procaccia, 2004). The correlation dimension and the first positive Lyapunov exponent were used
(Adeli et al., 2005; Jelles et al., 1999; Jeong et al., 1998, 2001a; Takahashi, 2013; Yagyu et al.,
1997). The correlation dimension quantifies the number of degrees of freedom that are necessary to
characterize a dynamical system. The Lyapunov exponent quantifies the divergence of trajectories
starting at nearby initial states. A positive maximal Lyapunov exponent is associated to a chaotic
system. It has been largely reported that EEG signals of AD patients show lower values of such
measures (lower complexity) than signals of age-matched healthy controls. However, the literature
pointed out that these two measures need high consuming calculation because of the reconstruction
of a phase space trajectory.

Many studies used alternative methods more adapted for sparse data to quantify signal complexity.
Most of these methods are inherited from information theory and exploit the concept of entropy
(Thomas and Joy, 2006): sample entropy (Abásolo et al., 2006a), Tsallis entropy (De Bock et al.,
2010), approximate entropy (Abásolo et al., 2005; Pincus, 2006), multi-scale entropy (Escudero
et al., 2006), and Lempel-Ziv complexity (Abásolo et al., 2006b).

Entropy is one of the most commonly used nonlinear concept to evaluate the characteristics of
a dynamic system or a signal. The formulation of entropy was introduced by Shannon in 1948
and is generally referred to as “Shannon’s entropy”. The concept of entropy is central in physics
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and information theory, and its interpretation depends on the application. In physics, entropy
is a measure of the disorder: the higher the disorder, the larger the entropy of the system. In
information theory, entropy is a measure of the uncertainty associated with a random variable: it
quantifies the predictability of future realizations of the signal based on the probability distribution
of past realizations. In other words, it quantifies the randomness of a given process or a variable
(Thomas and Joy, 2006).

Given a discrete random variable X, with n possible realizations x1, ..., xn, which occur with prob-
abilities P (x1), ..., P (xn), the Shannon’s entropy of X is formally defined as:

H(X) = −
n∑

i=1
P (xi).log2(P (xi)) (3.1)

where P (xi) is the probability of outcome xi, with
∑

P (xi) = 1. For n outcomes, the Shannon
entropy is maximum, equal to log2(n), if P (xi) = 1/n∀ i. Base 2 logarithm is used to obtain an en-
tropy value that represents the average number of bits necessary to characterize the random variable.

Accordingly, entropy can also be used to quantify the complexity of a signal. Actually, entropy
relates the complexity of the signal to its unpredictability: irregular signals are more complex than
regular ones because they are unpredictable.

All the studies that have investigated EEG complexity in the context of AD diagnosis with entropy-
based measures (Abásolo et al., 2006a; De Bock et al., 2010; Abásolo et al., 2005; Pincus, 2006;
Escudero et al., 2006; Abásolo et al., 2006b) rely on the same principle; they mainly differ in terms
of their extraction. Indeed, approximate entropy and sample entropy are computed directly on time
series. Multiscale entropy quantifies the complexity of underlying neural systems in a wide-range of
temporal scales. Spectral entropies, such as Tsallis entropy, extract information from the amplitude
component of the frequency spectrum.

Interestingly, all these studies found that MCI and AD patients tend to exhibit more regular and
equivalently less complex EEG signals than age-matched healthy controls. This could be explained
in part by the fact that MCI and AD induce loss of neurons that makes the brain dynamics simpler.

3.3 Perturbations in functional connectivity
In parallel to the analysis of EEG complexity, a considerable amount of research has focused on the
analysis of the abnormalities in functional connectivity between electrode pairs, to assess the degree
of signal synchronization between different brain regions. Note that two locations are functionally
connected if they have coherent or synchronized dynamics in their captured EEG signals.

The analysis of functional connectivity is motivated by the fact that AD can be viewed as a
disconnection syndrome mainly due to destructive characteristics of AD (Al-Jumeily et al., 2015;
Delbeuck et al., 2003). Nevertheless, it is likely that the loss in EEG synchrony is related not
only to the loss of cortical neurons, but it is also attributed to a functional disconnection of the
neocortex.

A large variety of measures has been proposed to quantify functional connectivity, stemming from
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statistics, information theory, physics and signal processing (Dauwels et al., 2010a,b). In the
following, we first present the most used measures to assess functional connectivity. Then we make
an overview of the results obtained with these measures in the context of AD diagnosis.

3.3.1 Connectivity measures

3.3.1.1 Pearson’s correlation coefficient

Pearson’s correlation coefficient (PCC) is probably the most basic metric of connectivity. It is
based on the covariance of two variables divided by the product of their standard deviations, as
presented in the following:

PCCxy = cov(x, y)
σxσy

(3.2)

where cov(x, y) is the covariance between signals x and y, σx and σy are, respectively, the standard
deviation of the variables x and y.

3.3.1.2 Magnitude Square Coherence

The magnitude square coherence (MSC) measures the linear component of the functional coupling
between two EEG signals x and y as a function of the frequency f (Dauwels et al., 2010b; Escudero
et al., 2011; Sankari et al., 2012). The signals x and y are first subdivided in M segments of equal
length L, then the coherence is calculated by averaging over such segments. The MSC is computed
as:

MSC(f) = |<X(f)Y ∗(f)>|2

|<X(f)>|.|<Y (f)>| (3.3)

where X(f) and Y(f) are the Fourier transforms of variables x and y respectively; Y ∗ is the complex
conjugate of Y ; |Y | is the magnitude of Y, and <X(f)> stands for the average of X(f) computed
over the M segments, likewise <Y (f)> and <X(f)Y ∗(f)>.

3.3.1.3 Phase Synchrony

The general principle of phase synchrony is to detect the existence of phase locking between two
oscillatory signals. It was extensively discussed in (Pikovsky et al., 1996). Phase Synchrony (PS)
refers to the interdependence between instantaneous phases ϕx and ϕy of two signals x and y
(Dauwels et al., 2007a; Czigler et al., 2008; Park et al., 2008). The instantaneous phase ϕx of a
signal x is defined as:

ϕx(t) = arg[x(t) + ix́(t)] (3.4)

where x́ is the Hilbert transform of x.

The phase synchrony index for two instantaneous phases ϕx and ϕy, called Phase-Locking Value
(PLV), is computed as:

PLV = |<ei(ϕx−ϕy )>| (3.5)

where 〈.〉 denotes average over time.

Phase synchrony range is between 0 and 1: for uncorrelated signals, PLV is close to 0, whereas it
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tends to 1 for strong phase synchronization.

3.3.1.4 Phase Lag Index

The phase lag index (PLI ) measures consistency across time of the instantaneous delay between
two signals. It is largely used in the literature because of its robustness to head volume conduction,
which is a common problem in EEG data (Babiloni et al., 2020).

Phase lag index is computed from the asymmetry of the distribution of instantaneous signal phase
differences. A non-zero phase difference (phase lag) reflects a time lag between two EEG signals
(Kasakawa et al., 2016; Stam et al., 2007a). The main approach is to neglect phase differences
that are centered around 0 mod ϕ (Stam et al., 2007a). The index of the asymmetry in the phase
difference distribution is calculated as:

PLI = |<sign(sin(∆(ϕ(tk)))>| (3.6)

where ∆(ϕ) is the phase difference at time tk between two time series, computed for all sample
points per epoch; sign stands for signum function; 〈.〉 indicates the mean value.

The phase lag index varies between 0 and 1: a zero value indicates no coupling or coupling with a
phase difference centered around 0 mod π; a PLI equal to 1 indicates a perfect phase locking at a
value of ∆(ϕ). The higher this non-zero phase locking is, the higher the PLI is.

Weighted PLI (wPLI) is an extension of the PLI by weighting phase differences based on the
magnitude of their lag (Vinck et al., 2011). Thus, the wPLI is computed as:

wPLI = |< |sin(∆(ϕ(tk))|
sin(∆(ϕ(tk)) >| (3.7)

where 〈.〉 denotes the average over time.

3.3.1.5 Mutual Information

Mutual information (MI) estimates the information gained from observations of one random variable
X on another Y :

I(X, Y ) = H(X) + H(Y )−H(X, Y ) (3.8)

where H(X) and H(Y) is the Shannon entropy of X and Y respectively, and H(X,Y) is the joint
entropy of X and Y. It is always positive, and it vanishes when X and Y are statistically indepen-
dent.

Applied to EEG signals, mutual information quantifies the dynamical coupling or information
transmission between pairwise electrodes (Brassen and Adler, 2003; Locatelli et al., 1998). As
reported in (Dauwels et al., 2007a), computing mutual information by quantizing the signals from
the resulting histograms generally leads to unreliable estimation of the measure. Therefore, for a
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reliable estimation of mutual information, it is computed in the time–frequency domain using the
normalized spectrograms as follows:

Cx(k, f) = |X(k, f)|2∑
k,f |X(k, f)|2 (3.9)

where the summation in the denominator is carried out over the time window k and frequency
range f. Then, the MI of the normalized spectrograms is calculated as :

Iw(Cx, Cy, Cxy) =
∑
k,f

Cxy(k, f)log
Cxy(k, f)

Cx(k, f)Cy(k, f) (3.10)

where the normalized cross time–frequency distribution Cxy(k, f) of x and y is computed as follows:

Cxy(k, f) = |X(k, f)Y ∗(k, f)|∑
k,f |X(k, f)Y ∗(k, f)| (3.11)

High mutual information indicates high dependence between the two random variables, reflecting
a large reduction in uncertainty; while low mutual information value indicates a small reduction of
uncertainty. We obtain a zero mutual information when the two random variables are independent.

3.3.1.6 Granger causality

Granger causality is based on the general concept that the prediction of a given time series could
be improved by considering the information of past values of another time series. In this setting,
the latter time series is said to have a causal influence on the former one (Escudero et al., 2011;
Sankari et al., 2012; Dauwels et al., 2007a; Babiloni et al., 2009a). Ganger causality suggests that
a variable X causes another variable Y, if the past of X contains information that help predict the
future of Y, over and above the information already in the past of Y itself.

This measure requires the estimation of vector autoregressive (VAR) models, in which the value of
a variable X(t) in time domain is modeled as a linear weighted sum of its own past and of the past
of another variable Y(t):

Y (t) =
p∑

n=1
anYt−n + ε1(t) (3.12)

Y (t) =
p∑

n=1
anYt−n +

p∑
n=1

bnXt−n + ε2(t) (3.13)

where ε1(t) and ε2(t) are the prediction errors, an and bn are the coefficients (gain factors) of the
model, and p is the maximum number of lagged observations included in the autoregressive model
(p≪ T ).

The linear influence from X(t) to Y(t) can be calculated as the log ratio between the variance of
the residual errors:

GCIX→Y = log var(ε1)
var(ε2) (3.14)
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Finally, Granger causality index (GCI) is given by the ratio of the variance of the prediction-error
terms for the reduced (when omitting the signal of the potential cause) and full regressions (when
including the signal of the potential cause).

3.3.2 Overview of the literature

Several methods and a large variety of measures have been proposed to quantify linear and non-
linear relationship between EEG channels, including correlation coefficient (Dauwels et al., 2010b),
phase synchrony (Dauwels et al., 2010b; Czigler et al., 2008; Park et al., 2008), phase lag index
(Kasakawa et al., 2016; Stam et al., 2007a), coherence (Locatelli et al., 1998; Adler et al., 2003;
Besthorn et al., 1994), synchronization likelihood (Czigler et al., 2008; Pijnenburg et al., 2004),
space-based synchrony (Dauwels et al., 2010b; Czigler et al., 2008; Kramer et al., 2007), stochastic
event synchrony (Dauwels et al., 2010b; Sankari et al., 2012; Park et al., 2008), mutual information
(Jeong et al., 2001b), and Granger causality (Dauwels et al., 2010b; Babiloni et al., 2009a). All
these studies revealed that alterations of resting-state connectivity are metric-, band- and region-
dependent. The majority of these studies reported a loss of functional connectivity in AD and
MCI compared to healthy controls in high frequency ranges, especially in alpha. Delta and theta
functional connectivity measurement provided less straightforward outcomes.

Most of functional connectivity measures are derived from phase synchrony concept (Pikovsky et al.,
1996). In (Stam et al., 2007a), it has been reported a decrease of phase synchrony in AD patients
compared to healthy controls, using three different metrics: phase coherence, phase lag index, and
imaginary component of coherence. This study has also shown that phase lag index is the most
robust metric against the influence of common sources and active reference electrodes. Another
work (Tóth et al., 2014) reported an increase of phase lag index between several regions of the
two hemispheres in amnestic MCI (aMCI, n=9) patients compared to healthy controls (HC, n=14)
at low frequency ranges, particularly in theta band. Besides, a decrease in delta and theta phase
synchrony is observed in aMCI patients within frontal and between frontal and temporo-parietal
regions, which was more pronounced 1-year later.

Other studies have found a decrease in magnitude and phase coherence in EEG signals of MCI
and AD patients comparatively to HC (Stam et al., 2007a; Locatelli et al., 1998; Besthorn et al.,
1994; Stevens et al., 2001; Brassen et al., 2004; Wada et al., 1998; Hogan et al., 2003; Anghinah
et al., 2000; Hidasi et al., 2007; Jelles et al., 2008; Başar et al., 2010). In other studies, however,
no significant effect has been observed when using these measures, neither between HC and AD
patients (Dauwels et al., 2010b; Stam and Van Dijk, 2002; Stam et al., 2003), nor between MCI
patients and healthy controls (Dauwels et al., 2010b, 2007a).

Some studies reported decreased spectral coherence in posterior alpha and beta in AD patients
comparatively to age-matched HC. This phenomenon was also observed in temporo-parieto-occipital
brain region (Jelic et al., 2000; Locatelli et al., 1998; Adler et al., 2003; Jelic et al., 1997), and in
fronto-central region (Besthorn et al., 1994; Leuchter et al., 1994; Fonseca et al., 2013). Conversely,
delta and theta coherence provided less straightforward findings (Locatelli et al., 1998; Adler et al.,
2003; Knott et al., 2000; Babiloni et al., 2010), with either an increase of delta and theta coherence
in AD patients (Babiloni et al., 2010), or a decrease of the theta coherence, especially at central
electrodes (Adler et al., 2003; Knott et al., 2000). Additionally, in (Babiloni et al., 2010; Vecchio
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et al., 2013), the authors reported an increased widespread of delta coherence.

In (Adler et al., 2003), left temporal alpha coherence and global theta power have been used as
features to distinguish between HC and AD patients. This allows to classify correctly 27 of 31 AD
patients (87.1%) and 13 of 17 healthy controls (76.47%). Another study investigating coherence
measure to discriminate between 35 AD and 30 HC reported a classification accuracy around of
73% (Knott et al., 2000). Then, by assessing the correlation between coherence values and the
MMSE, the obtained results show a significant difference between the two groups.

In (König et al., 2005), Global Field Synchrony (GFS) has been evaluated on controls and patients
with varying degrees of cognitive decline (46 HC, 30 SCI, 92 MCI, 89 mild AD, and 39 moderate
AD patients). The authors reported a decreased GFS in alpha, beta, and gamma bands, as well
as an increased GFS in delta band due to cognitive decline. However, in (Dauwels et al., 2010b,
2009a), no significant effect was observed by such a measure in MCI and AD patients compared to
HC. Other studies reported a reduction of the synchronization likelihood across all electrode pairs
at beta in AD patients compared with MCI and HC (Pijnenburg et al., 2004; Stam and Van Dijk,
2002; Stam et al., 2003; Babiloni et al., 2004b), and a reduction of alpha synchronization likelihood
between frontal and parietal regions in AD and MCI patients compared to HC (Babiloni et al.,
2004a, 2006). In (Stam et al., 2003), considering 20 SCI, 17 MCI and 10 AD, the synchronization
likelihood was significantly decreased in alpha and lower beta (14-18 HZ) in AD patients compared
with both MCI and SCI subjects. Besides, authors reported a positive correlation (p=0.46) between
lower beta band synchronization and MMSE scores. According to these findings, authors suggest
that a loss of beta band synchronization is a sign of cognitive decline, and the synchrony loss is
developed gradually from MCI to AD stage.

A large number of studies have investigated the state space-based synchrony measure for AD
diagnosis. These studies have observed a loss of EEG synchrony in MCI (Stam et al., 2003) and
AD patients (Jeong, 2004; Pijnenburg et al., 2004; Stam et al., 2003; Babiloni et al., 2006; Stam
et al., 2005; Pijnenburg et al., 2008). This synchrony loss is developed gradually from MCI to AD
stage (Stam et al., 2003). In (Stam et al., 2003), the authors mentioned that state space-based
synchronization seems to be more sensitive than coherence to detect changes in AD patients.

Different Granger measures have been assessed for the analysis of EEG signals in MCI (Dauwels
et al., 2010b) and AD patients (Dauwels et al., 2009b). A significant decrease of the full frequency
Directed Transfer Function (DTF) was observed in MCI (Dauwels et al., 2010b) and AD patients
(Dauwels et al., 2009b). The DTF has been evaluated in (Babiloni et al., 2009b) to quantify the
causality relationship between the EEG signals of 69 amnestic MCI subjects and 73 AD patients.
Findings reported a weakness of information flux from the parietal to frontal direction was observed
in MCI and AD subjects; this weakness was more significant in alpha and beta.

Another study (Gallego-Jutglà et al., 2012) evaluated multiple measures, including correlation,
phase synchrony and Granger causality. Using Linear Discriminant Analysis (LDA) with a leave-
one-out cross validation protocol, the best classification results were obtained using Granger causal-
ity measure (4.88% classification error rate), considering 17 mild AD patients and 24 HC. Inter-
estingly, the corresponding optimized frequency range is 5-6Hz that lies within the standard theta
band (4-8 Hz). The authors thus concluded that EEG signals of AD patients are more synchronous
than EEG signals of healthy controls, within the optimized range 5-6 Hz.
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Another measure belongs to synchrony measures family is the Stochastic Event Synchrony (SES)
(Dauwels et al., 2007b). In (Dauwels et al., 2010b), a significant reduction of SES was observed
in MCI and AD patients compared to HC. Then, by combining SES and a Granger measure as
features in discriminant analysis was helpful to perform a classification between 38 HC and 22 MCI
patients, reaching 83% of classification performance following a leave-one-out process.

Finally, a previous study (Jeong et al., 2001b) showed that mutual information is lower for AD
than in HC, especially in frontal and antero-temporal regions. Moreover, there was a decrease in
information transmission between corresponding inter-hemispheric electrodes and between distant
electrodes in the right hemisphere. In (Dauwels et al., 2010b), the authors have also evaluated the
mutual information measure, however, results do not show a significant impact in MCI patients in
both time and frequency domains.

3.4 State-of-the-art limitations
As mentioned earlier, numerous studies in the literature have highlighted that AD induces a re-
duction in the complexity of rsEEG signals. This change in EEG signals has been exploited as
discriminative feature for AD diagnosis. Various methods have been used to quantify the complex-
ity of EEG signals, such as the correlation dimensions and the first positive Lyapunov exponent
(Adeli et al., 2005; Jelles et al., 1999; Jeong et al., 1998, 2001a; Takahashi, 2013; Yagyu et al.,
1997). However, these two measures involve the reconstruction of a phase space trajectory, which
requires a high computation cost. Other methods relying on the concept of entropy have been also
proposed (Abásolo et al., 2006a; De Bock et al., 2010; Abásolo et al., 2005; Pincus, 2006; Escudero
et al., 2006). Usually, these measures were applied with two main drawbacks.

First, they were applied on EEG signals without considering the non-stationarity and nonlinearity
properties of EEG signals. The assumption of stationarity and linearity are generally not appro-
priate for physiological data. In (Lo et al., 2009), the authors stated that non-stationarity is an
intrinsic property of physiological data, even without external stimulus. In (Klonowski, 2009), the
authors claimed that the human brain is a complex system generating nonstationary and nonlinear
signals. Non-stationarity means that the statistical properties of the signal varies with time. The
authors suggested that the observed non-stationarity in EEG signals reflects a switching of the
inherent metastable states of neural assemblies during brain functioning. In (Kaplan et al., 2005),
the authors claimed that the EEG signal can be modeled as a sequence of quasi-stationary epochs
separated by sudden transitions. In (Vakorin et al., 2013), the authors indicated that EEG signals
are characterized in terms of metastability, which refers to the ability of the brain to move from
one stable state to another, remaining for an extended time period. In (Bodenstein and Praeto-
rius, 1977), EEG is described as a piecewise stationary process, segmented into stationary epochs
with different probabilistic characteristics. Additional studies (Brandeis et al., 1995; Lehmann and
Skrandies, 1980; Flexer and Bauer, 1998) identified quasi-stationary states in EEG, referred to as
“microstates”, reflecting coherent neural dynamics. Also, in (Freeman, 2006), the author suggested
that perception is based on sequences of stationary patterns demarcated by discontinuities.

Secondly, such measures did not exploit the EEG signal as a multivariate time series. Actually,
the predominant approach in the literature consists in extracting information from EEG signals
by averaging them over channels. The EEG signal being a multidimensional signal recorded by a
multiplicity of electrodes (channels), it is of high interest to take advantage of its spatiotemporal
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nature using techniques that can catch the inter-channel relations. In that sense, alternative meth-
ods were used for assessing the inter-channel relations, such as mutual information (Jeong et al.,
2001b), coherence (Locatelli et al., 1998; Adler et al., 2003; Besthorn et al., 1994), Granger causality
(Dauwels et al., 2010b; Babiloni et al., 2009a) and phase lag index (Kasakawa et al., 2016; Stam
et al., 2007a). Nevertheless, these measures quantify only the information transmission between
different channels, without considering the temporal characteristics of EEG signals.

In order to face these two drawbacks, we propose in this thesis to exploit a specific spatiotem-
poral connectivity measure, termed “Epoch-based Entropy”, already introduced and published in
(Houmani et al., 2013, 2015, 2018). This entropy measure stems from a refined characterization
of the local statistical properties of EEG signal using Hidden Markov Models (Rabiner and Juang,
1986). It has been shown in previous works (Houmani et al., 2013, 2015, 2018; Aljane and Houmani,
2017) that this modeling approach is suitable to the analysis of the underlying neuronal dynamics
in the context of AD, since it quantifies on piecewise stationary epochs the information content
conveyed by EEG signals locally over time (as done by classical complexity measures) and also
spatially by estimating inter-channels relationship.

3.4.1 Epoch-based Entropy measure

Entropy quantifies the information content of a random variable and depends only on its probability
density value (refer to Section 3.2). Epoch-based Entropy measure (EpEn) relies on the fundamental
assumption that the EEG signal can be modeled as a sequence of quasi-stationary epochs separated
by abrupt transitions, as reported in Section 3.4.

In that sense, Hidden Markov Model (HMM) can be considered as an appropriate statistical mod-
eling technique to estimate the information content in piecewise stationary signals (Rabiner and
Juang, 1986, 1993). The use of HMM is also motivated by the fact that its structure is adapted for
modeling hidden neural dynamics underlying the observed EEG signals (the captured time series).

Actually, HMM can segment the signals into quasi-stationary epochs, and at the same time per-
form a local estimation of the probability density on each epoch. A HMM consists of a doubly
stochastic process employed to characterize the evolution of observable realizations (the captured
time series), which depend on an internal process that is not directly observable, called “hidden
states”. Mathematically, HMM is defined by a finite set of states, and transitions from one state
to another are governed by “transition probabilities”. Continuous probability density function is
used to characterize the relationship between states and the observable realizations. Specifically,
the “emission probabilities” correspond to the conditional distributions of the observations from a
given state (Rabiner and Juang, 1986, 1993).

As in previous works (Houmani et al., 2013, 2015, 2018), to characterize the evolution of EEG
signals over time, we naturally used a continuous left-to-right HMM structure (see Fig. 3.1), which
allows transitions from each state to itself and to its immediate right-hand neighbor only. The
hidden states of the HMM correspond to the stationary segments of the signal, and the transitions
correspond to the abrupt changes in the signal (Rabiner and Juang, 1986, 1993). EEG signal of
a subject is thus represented by a succession of epochs, segmented automatically with the Viterbi
algorithm using the corresponding subject’s HMM (Rabiner and Juang, 1986, 1993).
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Figure 3.1: Modeling a univariate EEG signal with HMM (Houmani et al., 2015).

Each epoch Si, corresponding to a hidden state of the HMM, contains a given number of obser-
vations (sample points). Each observation z in such epoch is considered as a realization Zi of
a random variable Z, which follows the observation probability distribution Pi(z) modeled by a
weighted sum of M Gaussian distributions (see Fig 3.1). Note that we used a diagonal covariance
matrix for each multivariate Gaussian.

The entropy H∗(Zi) of the epoch Si is computed as follows considering the ensemble of realizations
of Zi:

H∗(Zi) = −
∑
z∈Si

Pi(z)log2Pi(z) (3.15)

Then, the entropy EpEn(Z) of the whole signal is obtained by averaging the entropy values com-
puted for the N epochs:

EpEn(Z) = 1
N

N∑
i=1

H∗(Zi) (3.16)

The use of HMM is also driven by the multi-channel EEG analysis. Indeed, a HMM can man-
age multidimensional signals using multivariate probability density functions on such signals. To
characterize the inter-relations between two EEG signals captured from two electrodes, we trained
a HMM for each subject on such couple of EEG signals. At time t, a hidden state emits a two-
dimensional observation vector. By applying the Viterbi algorithm, each signal is segmented into N
epochs, and the entropy H∗(Zi) of an epoch is computed considering the probability density func-
tion estimated by the HMM on all the observations (sample points) from the two signals belonging
to the associated epoch (see Fig. 3.2). Note that although the N epochs are matched between EEG
channels, the model does not constrain these epochs to have the same duration.

30



Figure 3.2: Illustration of multi-channel (D=3, N=6) EEG signal modeling with HMM (Houmani
et al., 2015).

Finally, by averaging the entropy over all the N epochs, an Epoch-based Entropy value associated to
the multivariate EEG of the subject is obtained. A high value of EpEn indicates a high information
content conveyed by the coupling of two EEG signals.

3.4.2 Illustration of EpEn functioning

In this section, we illustrate the functioning of EpEn for measuring the information content of
multivariate piecewise stationary EEG signals. To this end, we compute EpEn value of four signals
displayed in Figure 3.3, considering them first separately in a univariate analysis, then as pairs of
signals for a multivariate analysis.

Figure 3.3: Examples of four signals of different complexities (Houmani et al., 2015).
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Visually, these signals exhibit different complexities reflected by their EpEn values reported in
Table 3.1. In fact, higher EpEn value is associated with high “irregular” or “complex” signals.

Table 3.1: EpEn values computed on the four signals when considered separately.

Signal a b c d
EpEn 8.79 8.56 7.89 6.38

Then, considering four pairs of signals ([a-a], [a-b], [a-c] and [a-d]), EpEn measure detects the inter-
channel statistical dependencies, as reported in Table 3.2. The proposed EpEn measure reflects
both intra-channel complexity (complexity over time) and the inter-channel complexity (spatial
complexity, or heterogeneity between all the signals).

Table 3.2: Epoch-based Entropy computed on pairs of signals.

Signal a-a a-b a-c a-d
EpEn 7.51 7.38 7.81 8.70

When computing the EpEn value on identical signals [a-a], there is no inter-channel difference and
thus the combined distribution becomes more regular. This leads to a reduction of the EpEn value
to when the signal is considered alone (from 8.79 in Table 3.1 to 7.51 in Table 3.2). Nevertheless,
the combined entropy is still nonzero since it considers intra-channel disorder.

When computing entropy on two signals of different complexities, for example on the most complex
signal (a) with a signal of lower complexity (c or d), the entropy increases as well as the difference
increases between signals (inter-channels) and also over time for each signal (intra-channel).

The statistical estimation of entropy with HMM allows to quantify the information content of
multivariate EEG signals at two levels simultaneously: at the time level, EpEn quantifies the infor-
mation content or the disorder on piecewise stationary epochs of EEG signals over time; and at the
spatial level, EpEn quantifies the functional connectivity in terms of the heterogeneity of piecewise
stationary epochs between multi-channel EEG signals.

3.5 Conclusion
In this chapter, we presented the state-of-the-art studies addressing AD diagnosis using EEG. All
the mentioned studies pointed out the effectiveness of using EEG to differentiate between AD
patients and MCI or healthy control subjects. Nevertheless, several limitations were highlighted
and several modeling challenges are still not addressed in such prior studies. In order to face some
of these limitations, we proposed to exploit an entropy-based measure, called Epoch-based Entropy,
that we will extend its use in this thesis for functional connectivity assessment.
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Chapter 4

Brain network analysis

Over the past decade, the scientific community has shown a considerable interest in interpret-
ing EEG neurophysiological data using graph theory to characterize normal and abnormal brain
networks (Bullmore and Sporns, 2009; Stam, 2014; Yu et al., 2018).

In the context of AD diagnosis, it has been proposed to exploit graph theory to study the topological
properties of the network mapping from EEG functional connectivity computed between pairs of
electrodes (Tijms et al., 2013). Functional connections may highlight information on network
organization underlying specific brain functions.

In this way, by modeling a brain network as a graph involving nodes (electrodes) interconnected by
edges that represent the connectivity between cortical nodes, it is possible to conduct a topological
analysis of the brain functional organization. Nodes usually represent brain sites, while links
represent functional connections. Of note, functional connections in the network correspond to
statistical relationships between EEG signals rather than physical linkages, and therefore carry no
direct metabolic event.

In this chapter, we first supply a brief description of fundamental notions for constructing the
brain network based on EEG data using graph theory. Then, we present some graph parameters
that are informative about brain network’s topology. We also provide an overview of the literature
addressing brain network analysis with graph theory in the context of AD diagnosis.

4.1 Brain network construction
A network is a mathematical representation of a complex system. To investigate the brain system,
information about the system’s components is needed, but it is also required to know how these
components interact with each other. Mathematical principles of graph theory applied on EEG
data to construct brain networks allows retrieving valuable information about the organization and
interactions of brain areas.

In our framework, the brain network is a mathematical representation of the brain system. It is
typically represented by a graph, defined by a set of nodes (technically called vertices) and links
(known as edges) representing the functional connectivity value between pairs of electrodes. That
value is commonly computed with quantitative functional connectivity measures, such as coherence,
phase lag index, mutual information among others.
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Brain network is represented by its connectivity matrix (adjacency matrix). Rows and columns in
the matrix correspond to nodes, while matrix entries correspond to links (see Fig. 4.1). The order
of nodes in the adjacency matrix has no influence on the computation of network measures, but it
is useful for network visualization and interpretation.

Links may be differentiated based on their weight and directionality. Binary links denote the
presence or absence of connections, while weighted links also convey information about connection
strengths. The interpretation of the connection strength depends on the exploited functional con-
nectivity measure. A binary network is obtained by applying an absolute or a proportional weight
threshold to the adjacency matrix (see Fig. 4.1).

Figure 4.1: Construction of brain networks (different types of graphs) represented by their connec-
tivity matrices (Rubinov and Sporns, 2010).

More precisely, for a given adjacency matrix where wij denotes the edge (link) between i and j
nodes (electrodes):

• We obtain the binary graph as follows :

aij = 1 when wij > Threshold (link (i, j) exists and i and j are neighbors);
aij = 0 otherwise (aii = 0 for all i).
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• We obtain the weighted graph as follows:

aij = wij when wij > Threshold (link (i, j) is quantified by wij and i and j are neighbors);
aij = 0 otherwise (aii = 0 for all i).

Besides, we distinguish undirected and directed networks (see Figure 4.1). In the first case, links
indicate symmetric relationships links; while in the second case, links correspond to directed re-
lationships. Unfortunately, current neuroimaging methods are not able to provide a valid causal
directionality. Hence, we consider in this thesis only undirected networks.

In the following section, we present the mathematical definition of the most exploited graph pa-
rameters in the context of AD diagnosis using EEG signals. Next, we summerize the findings that
authors have reported in the literature when applying graph theory on EEG data for AD detection.

4.2 Brain network parameters
Various graph parameters are used to characterize brain network topology on the basis of several
aspects of global and local brain connectivity. In this section, we present in details such parameters
that variously detect functional integration or segregation. Integration refers to the capacity of the
network to become interconnected and exchange information. Segregation refers to the degree of
which network elements form separate clusters. Other graph parameters quantify importance of
individual brain regions or contribute to assess the network’s resilience.

4.2.1 Degree

The degree (K ) of a node reflects the importance of that node in the network. It corresponds to
the number of nodes (electrodes) that still have connection with that node after thresholding. The
remaining electrodes are considered as the neighbors of the node (Rubinov and Sporns, 2010; Stam
and Van Straaten, 2012; Sporns, 2022). The degree K of a node i is defined as:

Ki =
N∑

j=1
aij (4.1)

where N is the total number of nodes in the network, and aij is the connection status between
nodes i and j: aij = 1 when the link between i and j exists; aij = 0 otherwise.

4.2.2 Clustering coefficient

The clustering coefficient (CC ) of a node estimates the density of connections established by its
neighbors (Rubinov and Sporns, 2010; Stam and Van Straaten, 2012; Sporns, 2022). It is often
considered as a measure of segregation: it reflects the tendency of a network to form topologically
local densely circuits (cliques or clusters) presenting high strength intrinsic connectivity.

In case of undirected binary graph, if a node i has k neighbors, the clustering coefficient CC of
node i is defined as:

CCi =
∑

j,h aij .aih.ajh

ki(ki − 1) (4.2)
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where ki is the number of connections in node i and aij is the connection status between nodes i
and j : aij = 1 when the link (i, j) exists; aij = 0 otherwise.

In case of undirected weighted graph, the weighted clustering coefficient CCw of node i is defined
as:

CCw
i =

∑
j,h (wij .wih.wjh)1/3

ki(ki − 1) (4.3)

where wij is the connectivity weight between nodes i and j, and ki is the number of connections in
node i.

To obtain the global clustering coefficient CCglobal of a network, we average the clustering coefficient
values CCi computed locally over all nodes :

CCglobal = 1
N

N∑
i=1

CCi

CCw
global = 1

N

N∑
i=1

CCw
i

(4.4)

where N is the total number of nodes.

4.2.3 Shortest path length

The shortest path is a parameter of integration, which quantifies how the information is exchanged
or integrated within the brain network (Rubinov and Sporns, 2010; Stam and Van Straaten, 2012;
Sporns, 2022). A path is any sequence of edges that connects two nodes and its length is given by
the sum of the connection weights that form the shortest weighted path.

The shortest weighted path length dw
i,j between nodes i and j is defined as:

dw
i,j =

N∑
wij∈gi←→j

wij (4.5)

where N is the total number of nodes, gi←→ j is the shortest weighted path between nodes i and
j, and wij is the connection weight between nodes i and j. In case of a binary network wij = aij .

The weighted path length L at node i is generally defined as:

Li =
∑

i ̸=j dw
i,j

(N − 1) (4.6)

where N is the number of nodes and dw
i,j is the shortest path length between nodes i and j,

considering all possible paths that have to be spanned from node i to node j.

Note that since path between disconnected nodes is defined to have infinite value, it is usually
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recommended to use experimentally the median instead of the mean to compute the shortest path
of a node i:

Li = Median(dw
i,j) (4.7)

To obtain the characteristic path length of the network, we average all the shortest path over all
nodes.

A low value of the shortest path length suggests that information is routed between electrodes with
few intermediate steps (edges), which indicates rapid and high efficiency in information transmission
across the network.

4.2.4 Local and global efficiency

The local efficiency (Eloc) is another measure of network segregation that performs locally at the
level of the clusters retrieved with the clustering coefficient.

In the binary case, the local efficiency of the vertex i is defined as:

Eloc,i =
∑

j,h∈N,i̸=j aijaih[djh]−1

ki(ki − 1) (4.8)

where djh is the shortest path between j and h, which contains only neighbors of i.

In case of a weighted network, the weighted local efficiency of node i is defined as:

Ew
loc,i =

∑
j,h∈N,i̸=j (wijwih[dw

jh]−1)1/3

ki(ki − 1) (4.9)

Therefore, the local efficiency of a node reports how efficient the communication is between the
first neighbors j and h of the node i when this node is removed (Rubinov and Sporns, 2010; Stam
and Van Straaten, 2012; Sporns, 2022). High local value indicates better network’s resistance to
failure on a small scale.

Global efficiency parameter is considered as a measure of network integration. It is equivalent to
the average inverse shortest path length and defined as:

Eglobal = 1
N

∑N
j ̸=i[dij ]−1

N − 1

Ew
global = 1

N

∑N
j ̸=i[dw

ij ]−1

N − 1

(4.10)

High global efficiency indicates that brain regions are well integrated, which is equivalent to low
value of shortest path length. Note that both local and global efficiency can be computed on
disconnected nodes, where the associated infinite path length leads to a zero efficiency value.
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4.2.5 Small-world index

The concept of small-world networks was introduced by Watts and Strogatz in 1998 (Watts and
Strogatz, 1998). The small-world network structure is intermediate between the random graph and
the regular graph (see Fig. 4.2). It reflects an optimal balance of efficient information transmission
between long range connections (short path length), while maintaining efficient local information
processing (high clustering coefficient), as shown in Table 4.1. This occurs due to the existence of
relatively few long-term connections (see Fig. 4.2).

Figure 4.2: Illustration of small-world topology (Watts and Strogatz, 1998).

In fact, small-world index combines the advantages of regular and random networks, ensuring the
efficiency of information transmission at both local and global levels. As displayed in Figure 4.2,
Small-world networks are formally defined as networks that are significantly more clustered similar
to regular networks, with approximately similar path length relatively to random networks, making
the network more resistant to damage.

Table 4.1: Small-worldness characteristics.

Regular Random Small-world
Clustering coefficient high Low high
Shortest path Long short short

Hence, network small-worldness (SW ) parameter is calculated by comparing clustering coefficient
and path length of a given network to an equivalent random network with same density:

SW = Cw/Cw
rand

Lw/Lw
rand

(4.11)

where Cw and Cw
rand are the clustering coefficients, Lw and Lw

rand are the characteristic path lengths
of the respective tested network and a random network. Small-world networks often have SW≫1.

It is worth noticing that this parameter could falsely reflect the small-world topology since it does
not give an individual assessment of integration and segregation. Therefore, this measure should
not be regarded as a substitute of clustering coefficient and shortest path.
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4.2.6 Betweenness

The betweenness of a node (BW ) is defined as the number of shortest paths in the network that
pass through that node. It reflects the influence that a node has over the flow of information in a
graph (Rubinov and Sporns, 2010; Stam and Van Straaten, 2012; Sporns, 2022). The betweenness
of node i is defined as:

BWi = 1
n− 1

∑
h̸=j,h̸=i,j ̸=i

ρhj(i)
ρhj

(4.12)

where ρhj is the number of shortest paths between h and j, and ρhj(i) is the number of shortest
paths between nodes h and j that pass through node i.

A node with high betweenness value has a high influence on the information transmission through
the network.

Betweenness is computed equivalently on weighted and binary networks, provided that path lengths
are computed on respective weighted or binary paths.

4.2.7 Modularity

The modularity index reveals a hierarchical structure of a graph network, decomposed into densely
intra-connected groups of nodes, referred to as modules, that are sparsely inter-connected with
nodes in other modules of the network (Rubinov and Sporns, 2010; Stam and Van Straaten, 2012;
Sporns, 2022).

This modular structure is organized hierarchically, such that it contains sub-modules over sev-
eral topological resolution scales. This organization can be consistent with a fractal community
structure.

The modular structure, subdividing the network into non-overlapping subnetworks (modules), is
achieved by searching for the partition with a maximally possible number of within links, and a
minimally possible number of links between modules. The optimal modular structure is typically
estimated with an optimization algorithm (Newman and Girvan, 2004), which aims at maximizing
the following quantity Q:

Q = 1
Lw

∑
ij

[wij −
kikj

Lw
]δmimj (4.13)

where wij is the connection strength (weight) between nodes i and j; ki is the number of connections
in node i; Lw is the weighted characteristic path length, and δmimj is equal to one if nodes i and
j belong to the same module and zero otherwise. This ensures that we only count edges between
nodes within the same module. In case of a binary network wij = aij and Lw = L.

Modularity is a general hallmark of complex biological systems. It highlights flexibility and adapt-
ability. Modular architecture naturally arises in networks that can adapt and evolve to changing
environmental events, such as the onset of pathology.
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4.3 Overview of the literature on brain network analysis
Graph theory is a valuable framework to study the organization of functional connections in normal
and altered brain due to AD. Several EEG studies have reported that the network’s topology is
altered in AD and MCI patients compared to control subjects. There is a robust agreement that the
AD group deviates from the optimal small-world topology exhibiting a more random one compared
to HC (De Haan et al., 2009; He et al., 2008; Yao et al., 2010). Concerning the other topological
parameters, conflicting results emerge in some respect, as it will be shown in the following.

The first application of graph analysis in the context of early AD diagnosis using EEG was pub-
lished in 2007 (Stam et al., 2007b). Considering EEG data of 15 AD patients and 13 HC, graph
theory was applied on functional connectivity matrices computed with synchronization likelihood
measure in beta band. Results showed that a loss of small-world network characterizes AD. In fact,
it has been found a longer characteristic path length in AD patients with a maintained clustering
coefficient, suggesting a less optimal organization.

In (De Haan et al., 2009), the authors also exploited synchronization likelihood as a measure
of functional connectivity in different frequency bands. Considering EEG data of 20 patients with
mild AD and 23 HC, they found that AD group exhibits a decreased clustering coefficient, espe-
cially in lower alpha and beta bands, with a shorter characteristic path length, especially in the
lower alpha and gamma bands. According to these results, the authors concluded that the func-
tional brain network organization in AD patients deviates from the optimal small-world network
structure towards a more random type. This is associated with less efficient information exchange,
supporting the disconnection hypothesis of AD.

In (Poza et al., 2013), graph theory was exploited to discriminate between 32 AD patients and
25 HC. To construct the graph, the authors used Euclidean distance to estimate the similarity be-
tween the spectral content of each pair of electrodes. Experiments showed that alterations in brain
network organization due to AD is frequency-dependent. Actually, the global clustering coefficient
was lower in delta and theta bands for AD patients compared to HC. The inverse was observed in
higher alpha and beta bands. The characteristic shortest path was higher in delta and theta bands,
and lower in beta and higher alpha bands.

Nevertheless, in another study (Wang et al., 2014), the results revealed that the clustering co-
efficient was lower and the characteristic shortest path was higher for AD patients in all frequency
bands, except delta. Additional graph parameters have been evaluated in this study using coher-
ence measure as functional connectivity. Small-world index, local and global efficiency values were
found lower in all frequency bands for AD patients compared to HC.

In (Vecchio et al., 2014), brain network analysis was conducted on a database containing EEG
data of 174 AD patients, 154 MCI patients and 50 HC. Results showed a significant increase of
both the characteristic shortest path in theta and the clustering coefficient in lower alpha, for AD
patients compared to MCI and HC. MCI subjects are find similar to HC.

In (Afshari and Jalili, 2016), local and global efficiency parameters are computed on directed
connectivity matrices using Directed Transfer Function, which is based on the Granger causality
in frequency domain. Considering EEG signals of 25 AD patients and 26 HC, graph parameters
have been investigated to discriminate AD patients from HC at different threshold values applied
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to construct the binary graph. The authors pointed out the high sensitivity of the results to the
threshold value. Results showed that compared to HC, AD patients exhibit lower global efficiency
and higher local efficiency, in a wide range of threshold values in beta and a range of medium
thresholds in alpha. Then, these two parameters have been exploited for classification assessment,
using LDA classifier with leave-one-out cross-validation protocol. A classification accuracy of 94%
was obtained in beta band, at one threshold value keeping the strongest 8% of the connectivity
values in the network. According to these results, the authors reported that the decrease of global
efficiency could be compensated by an increase of local efficiency, which reflects the wide-spread
decline due to AD in the long-range connections.

In (Vecchio et al., 2018), the authors explored a dataset of 145 aMCI, 74 of them still in aMCI
stage (Stable S-aMCI as group 1), the other 71 have been converted to AD (C-aMCI as group 2).
Coherence has been used as connectivity measure, and small-word (SW) index as graph parameter.
Results showed significant SW differences between the two groups in delta, alpha, higher beta, and
gamma bands. An accuracy of 61% was obtained when discriminating between the two groups.
The same research team have evaluated the small-world index in another study including 59 aMCI
subjects with multidomain impairment, divided into S-aMCI and C-aMCI (Miraglia et al., 2020).
Patients were further divided in MCI with linguistic domain (LD) impairment and in MCI with
executive domain (ED) impairment. It has been found that the small-world index significantly
decreases in gamma band in C-MCI compared to S-MCI. Furthermore, in C-MCI with ED impair-
ment, such index decreased in delta and gamma bands and increased in lower alpha.

A similar study (Franciotti et al., 2019) has evaluated Granger causality used as input to graph
theory to estimate the strength and the direction of information transmission between electrodes
pairs. Different graph parameters (degree, clustering coefficient, efficiency, path length, assorta-
tivity) have been investigated on a dataset consisted of 42 HC, 41 AD patients and 42 AD-MCI
patients (mild cognitive impairment with at least one positive neurodegeneration biomarker). The
number of edges (degree), the number of inward edges (in-degree) and the number of outgoing
edges (out-degree) were lower in AD-MCI and AD than the control group for non-hubs and hubs
nodes, except the frontal region where AD and AD-MCI showed an additional hub in F3. Clus-
tering coefficient decreases in AD compared with AD-MCI in the right occipital electrode, and
it was found positively correlated with the MMSE. Moreover, AD-MCI and AD groups showed
lower local and global efficiency compared to control subjects. According to their findings, authors
suggest that AD and also its prodromal stage alter the brain network topology, revealed by a re-
duction of the number of edges and a decrease of the local and global efficiency. Nevertheless, the
authors indicated that Granger causality could be sensitive to noise, leading to spurious connection.

In (Chen et al., 2019), authors suggest that global parameters, such as global clustering coeffi-
cient and global efficiency, might be exploited as objective markers to assess AD severity. Phase
Coherence has been used to construct weighted graphs for 108 AD patients. Results showed signif-
icant correlations between the global topological metrics and the severity of AD based on different
AD markers, such as verbal fluency and digit-backward tests. In alpha band, clustering coefficient
and global efficiency decrease when verbal fluency score decreases. Results also highlighted a topo-
logical reorganization of alpha band network in AD patients. The local clustering coefficient at
Fz and Pz electrodes seemed to be preserved in AD, whereas it was significantly affected by the
disease in frontal and central-parietal regions.

In (Vecchio et al., 2020), the authors investigated the reliability of small-world index to discriminate
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between 175 AD patients and 120 HC, based on cortical sources’ connectivity. Lagged linear coher-
ence function has been used to construct undirected and weighted networks. Using SVM classifier,
they obtained an AUC (Area Under the Curve) value of 0.97 and an accuracy of 95% with a good
balance between sensitivity and specificity.

In (Mehraram et al., 2020), weighted phase lag index and weighted graph measures (degree, clus-
tering coefficient, shortest path, small-world and modularity) have been exploited as features to
discriminate between 32 patients with AD and 25 patients with Lewy body dementia. Using Ran-
dom Forest to quantify the feature importance, they found that weighted phase lag index, node
degree in beta band, and clustering coefficient in theta, are the most pertinent features. Based
on these selected features, a classification accuracy of 66% was obtained. By following the same
methodology, an accuracy of 77% was obtained when discriminating the 25 patients with Lewy
body dementia from 18 HC. This study also highlighted the problem of network measures depen-
dency on the network density (i.e. threshold value), as in (Afshari and Jalili, 2016). Networks
were thresholded within a range of percentage values between 3% and 60% in steps of 1%; the
optimal threshold was obtained in function of classification accuracy. Comparatively to binary
graph framework, results suggested that weighted graph analysis makes the graph measures more
consistent across network densities.

In (Jalili, 2017), different graph parameters have been investigated to discriminate 23 AD pa-
tients from 25 HC. Pearson’s correlation coefficient was used to form the network matrices. To
select the most pertinent features, three feature selection methods have been used and compared:
Genetic Algorithm (GA), Binary Particle Swarm Optimization (BPSO) and Social Impact Theory
based Optimization (SITO). Best accuracy has been obtained in beta band by GA with SVM clas-
sifier (accuracy of 83%). The set of optimal features included edge betweenness centrality, global
efficiency, modularity and synchronizability.

In (Vecchio et al., 2021), small-worldness was analyzed in 54 normal elderly subjects, 100 AD
and 80 MCI patients, as well as in 40 patients suffering from vascular dementia. Graph theory
was applied to undirected and weighted networks constructed using lagged linear coherence. It
has been found that AD patients presented lower values of small-world index in low frequencies
and higher values of such index in alpha, than MCI and normal subjects. MCI patients presented
a network organization that is intermediate between normal subjects and AD patients in theta band.

In a MEG study (López-Sanz et al., 2017), MCI showed lower small-worldness, clustering coef-
ficient and transitivity and higher modularity than HC in theta and beta bands. Results on SCI
subjects were similar but less significant in clustering and transitivity, while exhibiting alterations
in the alpha band in the opposite direction to those shown by MCI for modularity and transitivity.
Additionally, an increase in modular partition variability was observable in both SCI and MCI
in theta and beta bands, suggesting that SCI subjects exhibit a significant network disruption,
showing intermediate values between control and MCI groups in multiple parameters. According
to these findings, authors highlighted the relevance of cognitive concerns in the clinical setting and
suggest that network disorganization in AD could start in the preclinical stages before the onset
of cognitive symptoms. However, in a recent EEG study, no significant changes have been found
for AD patients compared to control subjects. Only frontotemporal (FTD) patients showed a de-
rangement in the cortical network modularity (Franciotti et al., 2022).

Another MEG study (Kocagoncu et al., 2020) has highlighted the relationship between Tau protein
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and graph parameters and if Tau pathology is associated with functional organization of widespread
neurophysiological networks. Results reported that the increase of Tau burden in early AD was
associated with a shift away from the optimal small-world organization and a more fragmented
network in the beta and gamma bands, whereby parieto-occipital areas were disconnected from the
anterior parts of the network. Similarly, higher Tau burden was associated with decreases in both
local and global efficiency, especially in the gamma band. Pearson’s correlation coefficient has been
used to construct weighted graphs.

In (Tait et al., 2019), the authors have evaluated the correlation between graph parameters and
clinical markers. Functional networks were constructed by calculating the phase locking factor on
EEG data of 21 AD patients and 26 HC. Findings reported positive correlation between small-
worldness and both of MMSE and language sub-score in theta band. This positive correlation is
due to negative correlation with shortest path length, particularly in the temporal region that plays
an important role in the language impairments of AD subjects. Authors concluded that temporal
lobe disconnection plays a key role in cognitive impairment in AD.

In order to facilitate the comparison between the above-mentioned studies, we summarize the
majority of these works in Table 4.2, reporting the most pertinent information.

Table 4.2: Summary of the literature addressing brain network analysis with graph theory.

Reference Dataset Connectivity
measure

Graph
type

Graph
parame-

ters
Main Results

(Stam et al.,
2007b)

15 HC
13 AD

Euclidean
distance

binary CC

L

• L(AD) > L(HC) in beta

• Negative correlation between L and MMSE in beta

• CC: no significant change

(De Haan
et al., 2009)

23 HC
20 AD Synchronization

likelihood

binary CC

L

• CC(AD) < CC(HC) in alpha1 and gamma

• L(AD) < L(HC) in alpha1 and gamma

(Poza et al.,
2013)

32 HC
25 AD

Euclidean
distance

binary CC

L

• CC(AD) > CC(HC) in delta and theta

• CC(AD) < CC(HC) in alpha2 and beta

• L(AD) < L(HC) in theta

• L(AD) > L(HC) in alpha2 and beta
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(Wang et al.,
2014)

32 HC
25 AD

Coherence binary CC

L

Eloc

Eglobal

• CC(AD) < CC(HC) in all frequency band exexpt delta

• L(AD) > L(HC) in all frequency band exexpt delta

• Eloc(AD) < Eloc(HC) in all frequency bands

• Eglobal(AD) < Eglobal(HC) in all frequency bands

• SW (AD) < SW (HC) in all frequency bands

(Vecchio
et al., 2014)

50 HC
154 MCI
174 AD

Coherence weighted CC

L

SW

• CC(AD) > CC(MCI) > CC(HC) in delta, and especially in
theta

• L(AD) < L(HC) in theta while L(MCI) ≈ L(HC)

• SW (AD) > SW (MCI) > SW (HC) in theta

(Afshari and
Jalili, 2016)

26 HC
25 AD

Directed
transfer
function

binary Eloc

Eglobal

• Eloc(AD) > Eloc(HC) in alpha and especially in beta

• Eglobal(AD) < Eglobal(HC) in alpha and beta

• Classification: best accuracy = 94% (0.08 as threshold value)

• Accuracy was very sensitive to threshold value

(Vecchio
et al., 2018)

74 S-aMSI
71 C-aMCI

Coherence weighted SW • Significant differences in SW in delta, alpha1, alpha2, beta2,
gamma bands.

• SW values (in each band) were not sufficient to obtain a good
classification between the two groups (acc = 61%).

(Miraglia
et al., 2020)

59 aMCI Default mode
network

weighted SW

Eglobal

• SW (C − aMCI) < SW (S − aMCI) in gamma

• SW of C-aMCI with LD impairment decreased in delta

• SW of C-aMCI with ED impairment decreased in delta and
gamma

• SW of C-aMCI with ED impairment decreased in alpha1

(Franciotti
et al., 2019)

42 HC
42 AD-MCI

41 AD

Granger
causality

binary
(directed) K, Kin, Kout

CC

L

Eloc

Eglobal

assortivity

• Kin,out(patients) < Kin,out(HC) for non-hubs and hubs
nodes, exept the frontal region where patients groups showed
an additional hub in F3.

• CC(AD) < CC(AD − MCI) in the right occipital electrode

• CC of right occipital electrode was positively correlated with
MMSE

• Eloc(patients) < Eloc(HC)

• Eglobal(patients) < Eglobal(HC)

(Chen et al.,
2019)

109 AD Pearson’s
correlation
coefficient

weighted CCglobal

Eglobal

CC

• Poitive correlation between both of CCglobal and Eglobal with
verbal fluency score

• CC(F3,F4,C3,Cz,C4,P3,P4) is affected significantly due to AD.
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(Li et al.,
2019)

8 HC
6 AD

weighted
phase lag

index

weighted K

CC

BW

• Kin,out(patients) < Kin,out(HC) for non-hubs and hubs
nodes, exept the frontal region where patients’ groups showed
an additional hub in F3.

• [K, CC, BW ](AD) < [K, CC, BW ](HC) in prefrontal and
parietal regions in alpha 2 and beta

• [K, CC, BW ](AD) < [K, CC, BW ](HC) in frontal region in all
frequeny bands

• [K, CC, BW ](AD) > [K, CC, BW ](HC) in temporal region in
all frequeny bands

(Vecchio
et al., 2020)

120 HC
175 AD

Coherence wei SW • Optimal classification accuracy on an individual basis (AUC =
0.97)

(Mehraram
et al., 2020)

18 HC
32 AD

25 DLB

weighted
phase lag

index

weighted K

CC

L

SW

Q

• classification accuracy AD vs DLB : accuracy = 66%

• classification accuracy HC vs DLB : accuracy = 77%

(Jalili, 2017) 25 HC
23 AD

Pearson’s
correlation
coefficient

binary L

Eloc

Eglobal

BW

T

ast

Q

• GA was the best method of feature selection compared to BPSO
and SITO in term of classification accuracy (acc= 83% in beta)

• Optimal features included BW, Eglobal, Q, assortivity.

(Cecchetti
et al., 2021)

33 HC
86 aMCI

39 AD

Pearson’s
correlation

coefficient &
Coherence

weighted CC

L

Especially in occipital and temporal regions :

• CC(AD) > CC(aMCI) > CC(HC) in theta

• CC(AD) < CC(aMCI) < CC(HC) in alpha2

• L(AD) < L(aMCI) < L(HC) in theta

• L(AD) > L(aMCI) > L(HC) in alpha2

(Vecchio
et al., 2021)

54 HC
80 aMCI
100 AD
40 VaD

Coherence weighted SW • SW (AD) < SW (MCI) < CC(HC) in theta

• SW (AD) > CC(HC) in alpha

• SW (V aD) ≈ SW (AD)

(Tait et al.,
2019)

26 HC
21 AD

Coherence weighted SW

L

Especially in temporal region :

• Poitive correlation between SW and both of MMSE and lan-
guage sub-score in theta band

• Negative correlation between L and both of MMSE and lan-
guage sub-score in theta band

4.4 Conclusion
In this chapter, we first explained how graph theory is exploited for brain network construction
based on functional connectivity measurement. Then, we summarized the main results of the
literature exploiting graph theory for brain network analysis in AD, MCI and healthy subjects. In
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spite of the fact that the majority of studies have reported that the network’s topology is altered
in AD and MCI patients compared to HC, Table 4.2 shows that contradictory results are observed
in the literature.

In this thesis, we will exploit graph theory to analyze the cortical brain network over three stages
of cognitive decline, namely SCI, MCI and AD stages. One of our goals is to clarify the use of the
topological parameters in our framework, by proposing a deep interpretation of such parameters.
We will also conduct comparative studies exploiting different functional connectivity measures to
evaluate their effectiveness in characterizing the brain topologies in the three stages of cognitive
decline.
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Chapter 5

EEG signal analysis with a statistical
connectivity measure for AD
detection

5.1 Objective of the study
As earlier mentioned in Chapter 1, we conducted a first study to evaluate the potential use of EpEn,
already introduced and published in (Houmani et al., 2013, 2015, 2018), to estimate the functional
connectivity between brain regions.

As explained in Section 3.4.1, EpEn stems from a refined characterization of the local statistical
properties of EEG signals using Hidden Markov Models (HMM). It has been shown that this
measure estimates the disorder of EEG signals locally over time (as done by classical complexity
measures), and spatially by estimating the inter-channel disorder.

The present study addresses the problem of AD detection based on the analysis of a database
containing EEG time series acquired in real clinical conditions at Charles-Foix Hospital in France.
This database contains EEG data from subjects with Subjective Cognitive Impairment (SCI),
patients with Mild Cognitive Impairment (MCI), and AD patients.

The objective of the study is to extend our previous results and demonstrate the effectiveness of
EpEn measure for AD detection comparatively to other functional connectivity measures. In this
way, four alternative connectivity measures are thus used as ground truth to assess the effective-
ness of our method: phase synchrony, Granger causality, coherence and mutual information. We
will show that the proposed statistical measure allows a better characterization of the underlying
neuronal dynamics in the context of AD detection, since it relies on the refined statistical modeling
of EEG signal considering its complete spatio-temporal nature.

5.2 Charles-Foix database

5.2.1 Study population

All experimental studies conducted in this thesis are retrospective, and exploit a database containing
EEG signals recorded in real clinical conditions between 2009 and 2013 at Charles-Foix Hospital
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(Ivry-sur-Seine, France). The particularity of such database relies on the fact that it reflects what
medical practitioners are facing in reality, as opposed to databases used in the literature that are
prone to experimental constraints that do not match the reality on the ground.

The retrospective studies were approved by the institutional review board of the local Ethics Com-
mittee Paris 6, on May 16th, 2013 (France). All data were fully anonymized before exploiting them
in our research work. An information letter on the research work was sent to the patients, with
possibility of opposing to the use of their collected data. Informed consent was thus waived in this
context. There are legal and ethical restrictions on sharing these data. The French law requires
patients to be duly informed of any use of their data. We did not get patients’ permission to share
their data publicly. We are not able to ask for their consent today because the data was collected
some time ago, between 2009 and 2013.

The database contains EEG data of 102 patients (mean age 75.38 ± 10.66 years old, range 42 ±
97 years old; 69 women), including 22 SCI subjects, 52 MCI patients and 28 mild to moderate
AD patients. Table 5.1 reports information about demographic and clinical characteristics of the
patients.

Table 5.1: Clinical characteristics of the cohort.

Characteristics SCI (n=22) MCI (n=52) AD (n=28)
Age (mean ± SD) 68.9 ± 10.3 75.2 ± 10.8 80.8 ± 10.5
Female 81.8% 61.5% 67.8%
MMSE (mean ± SD) 28.3 ± 1.6 24.5 ± 4.9 18.3 ± 6.1
BREF (mean ± SD) 15 ± 1.6 13 ± 2.1 (n=21) 10,8 ± 2,9
Hippocampal memory disorders 0% 25% (n=20) 88.9%
Hippocampal atrophy 14,3% (n=7) 46,7% (n=15) 80% (n=15)
Benzodiazepine use 18.28% 9.6% 28.6%
Antidepressant use 9% 19.2% 42.8%
Neuroleptic use 0% 3.8% 17.8%
Hypnotic use 22.7% 23.1% 25%

The patients who complained of memory impairment were referred to the outpatient memory clinic
of the Charles-Foix Hospital to undergo a battery of clinical tests for brain disorders, including
neuropsychological test, brain imaging and blood samplings. For each patient, a diagnosis was
established at the memory clinic on the basis of the clinical assessment, brain imaging, psychometric
findings, interviews and neuropsychological tests, conducted by a multidisciplinary medical staff,
according to the standard diagnostic criteria: DSM-IV, NINDS, Jessen criteria for SCI, Mc Keith
criteria for Lewy body dementia (Jessen et al., 2014; Mitchell et al., 2014; McKeith et al., 2005).
Patients with epilepsy were excluded. Of note, EEG was not used to establish the diagnosis.

5.2.2 EEG recordings

The EEG recordings were obtained at rest and with closed eyes using a Deltamed digital EEG
acquisition system with scalp electrodes, positioned over the whole head according to the 10–20
international system, in a common reference montage. Thirty electrodes were considered: Fp1,
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Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FC7, FC4, FT8, T3, C3, Cz, C4, T4, TP7, CP3, CPz, CP4,
TP8, T5, P3, Pz, P4, T6, O1, Oz, and O2 as displayed in Figure 5.1.

Figure 5.1: Placement of the 30 electrodes used for EEG signal recordings (marked in red).

All data were digitalized in a continuous recording mode for a minimum of 20 min with a 256 Hz
sampling frequency.

The EEG recordings were pre-processed off-line on MATLAB software. For each subject in the
database, continuous epochs of 20 seconds, free from artifacts (eye movements, eye blinks, muscular
activity, instrumental noise etc.), were manually selected. To do that, an EEG expert visually
inspected the EEG signals and discarded the parts of the signals presenting artifacts. The extracted
clean 20 seconds segments were then kept for the study. Note that the EEG expert was blinded
from the results of the experimental studies.

Then, the obtained free artifact 20s EEG signals were notch filtered at 50 Hz to eliminate possible
artifacts caused by power line interference. Finally, the obtained EEG signals were band pass
filtered with a third-order digital Butterworth filter in the four conventional frequency bands of
interest: delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz) and beta (12–30 Hz).

5.3 Study design
The first study of the thesis was performed considering EEG recordings of the 22 SCI subjects, the
28 AD patients and 22 MCI patients (among the 52 MCI available in the database).

In this work, we investigate the reliability of EpEn measure for the discrimination of AD patients
from SCI and MCI patients. We confront this statistical measure to coherence, phase synchrony,
mutual information and Granger causality measures, in terms of classification performance using
Support Vector Machine (SVM) classifier. Note that all these measures are presented in Section
3.3.1. The comparison of the five measures will allow a better understanding on the mechanisms
of EpEn in the framework of AD detection.

To this end, we computed for each person all the EEG measures (hereafter referred to as features)
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on the four frequency bands (delta, theta, alpha and beta) considering different brain regions,
using sets of channels located in regions susceptible to be sensitive to changes due to AD. Hence,
we defined seven regions of interest: prefrontal (Fp1, Fp2), occipital (O1, O2), frontal (F7, F3, Fz,
F4, F8), temporal (T6, T4, F8, T5, T3, F7), central (FCz, C3, CPz, C4), occipito-prefrontal (Fp1,
Fp2, O1, O2) and parieto-occipital (T6, P4, Pz, P3, T5, O1, O2).

In order to compute for each person the four classical EEG features (coherence, phase synchrony,
mutual information and Granger causality), we first calculated such measures between all pairs of
electrodes belonging to the considered brain region. Then, we averaged over all those signal pairs
to obtain a functional connectivity measure per region.

By contrast, EpEn computes in one single step the information content conveyed by coupling
different EEG signals of a given region, by means of the statistical modeling of the multidimensional
EEG signal with HMM. Note that the optimal values of the hyperparameters needed for a reliable
estimation of the EpEn measure, such as number of Gaussians and epochs (states of the HMM),
were fixed based on our experimental findings in previous works (Houmani et al., 2013, 2015, 2018).

Then, to distinguish automatically between each pair of classes, i.e. AD vs. SCI, SCI vs. MCI and
AD vs. MCI, a linear single-feature SVM classifier was first used with a leave-one-out procedure,
and the threshold that gave the best correct classification rate was selected. The performance was
assessed for each brain region and each frequency band. Then, in order to improve the performance,
we estimated the classification performance per frequency band using a linear SVM combining two
brain regions.

5.4 Experimental results

5.4.1 Discriminating AD patients from SCI subjects

Table 5.2 shows the correct classification rate for the five measures per brain region and frequency
band. We report the configurations that led to the best classification performance in terms of
accuracy.

Table 5.2: Best classification performance when discriminating AD from SCI with each EEG feature.

AD vs. SCI
Coherence Phase

synchrony
Granger
causality

Mutual
information

EpEn

Brain region
Parieto-
occipital Prefrontal Frontal Temporal Occipital

Frequency band Delta Alpha / Alpha Theta
Accuracy 70% 66% 68% 68% 70%
Sensitivity (AD) 59.1% 68.2% 41% 89.3% 59.1%
Specificity (SCI) 78.6% 64.3% 85.7% 40.9% 78.6%
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To obtain an EpEn value for each subject, per brain region and frequency band, the HMM was
trained on a set of EEG signals captured by the electrodes of the considered brain region, as
explained in the previous section. The other measures were computed for each person, per brain
region and frequency band, by averaging all the connectivity values computed between pairs of
electrodes of the considered region. Note that Granger causality measure is computed on the
complete EEG time series in the time domain.

Results show that the five EEG features are not reliable to discriminate AD patients from SCI
subjects, when computed per brain region and per frequency band. Coherence and EpEn are those
giving the best accuracy value of 70% but with an unbalanced performance in terms of sensitivity
(percentage of AD well classified) and specificity (percentage of SCI well classified).

Besides, Table 5.2 highlights different brain regions of interest and frequency bands when discrimi-
nating AD from SCI, dependent on the functional connectivity measure under consideration. This
finding reflects in part the disparity of the conclusions in the literature on the brain regions and
frequency bands that could be considered in the framework of AD.

For a refined comparative analysis, Figure 5.2 shows the boxplots of the five features considering
the brain regions and the frequency band that gave the best accuracy value to distinguish AD
patients from SCI. Figure 5.2.a and Figure 5.2.e show that AD patients have lower values of
coherence and EpEn than control subjects, respectively, in low frequency bands. AD induces a
decreased coherence on delta band in parieto-occipital regions (Mann-Whitney p = 1.42 ∗ 10−2),
and a decreased information content conveyed by the multidimensional EEG time series on theta
band in the occipital region (Mann-Whitney p = 5.22 ∗ 10−4).

Figure 5.2: Boxplots of the five EEG features when discriminating AD patients from SCI subjects
with: (a) coherence, (b) phase synchrony, (c) Granger causality, (d) mutual information, and (e)
EpEn measure, computed on the region and the frequency band reported in Table 5.2.

Table 5.3 shows the classification performance when discriminating AD from SCI with each measure,
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considering the functional connectivity values of two brain regions as input to the linear SVM
classifier. We performed experiments on different combinations of brain regions and reported in
Table 5.3 only those leading to the best accuracy value.

Table 5.3: Best classification performance when discriminating AD from SCI with each EEG feature,
considering a combination of two brain regions.

AD vs. SCI
Coherence Phase

synchrony
Granger
causality

Mutual
information

EpEn

Brain regions
Temporal
& Parieto-
occipital

Central &
Occipito-
prefrontal

Frontal & Temporal
Frontal & occipital

Temporal
& Occipito-
prefrontal

Temporal & Parieto-occipital
Frontal & occipital
Central & Occipital
Central & Prefrontal

Frequency band Delta Theta / Alpha Theta

Accuracy 70% 72% 74% 70% 98%

Sensitivity (AD) 59.1% 63.6% 54.5% 89.3% 95.5%

Specificity (SCI) 78.6% 78.6% 89.3% 45.5% 100%

Results clearly show that, except for coherence measure, the performance are improved for all
measures when combining different brain regions. However, we observe that for the four widely
used measures, an unbalanced specificity and sensitivity values remains.

The improvement of performance is significant with EpEn measure. A correct classification rate of
98% is reached with a specificity of 100% and a sensitivity of 95.5%. This result shows the reliability
of the used feature to detect AD, even the control subjects of this database are not healthy subjects
since they have some memory complaints.

Also, we observe that this good discrimination of AD from SCI is obtained with different combina-
tions of brain regions (temporal & parieto-occipital, frontal & occipital, central & occipital, central
& prefrontal). This finding suggests that EpEn is less sensitive to brain regions changes, and thus
is more stable and reliable comparatively to the other measures.

In addition, the selected frequency band and brain regions with EpEn are in accordance with some
results reported in the literature (Jelic et al., 2000; Locatelli et al., 1998; Adler et al., 2003; Jelic
et al., 1997; Knott et al., 2000) and clinical knowledge (Braak and Braak, 1991; Pantel et al., 2004;
Brun and Englund, 1981): on the one hand, AD detection has been shown on theta band; on the
other hand, temporo-parieto-occipital regions are the first affected regions in the early stage of AD.

Another interesting finding emerge with EpEn: the central region is informative for AD detection
considering long-range dynamics with distant regions, i.e. the extreme posterior (occipital) or the
extreme anterior (prefrontal) regions. Actually, we notice that the discrimination between AD
and SCI with EpEn relies on the quantification of the long-range information transmission among
regions of the brain, as displayed in Figure 5.3.
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Figure 5.3: The electrodes that belong to the regions leading to the best discrimination between AD
and SCI with EpEn in theta band: (a) central & prefrontal, (b) central & occipital, (c) temporal
& parieto-occipital, and (d) frontal & occipital regions.

In order to go deeper in our understanding, Figure 5.4 and Figure 5.5 show the distribution of EpEn
values in theta band for the two populations (AD and SCI) considering the two combinations of two
regions among those reported in Table 5.3 (frontal & occipital regions, central & occipital regions,
respectively). A linear separation between the two populations appears clearly in both cases; this
result highlights the discrimination efficiency of EpEn measure.

Figure 5.4: The distribution of EpEn values of AD patients and SCI subjects computed on theta
band considering frontal & occipital regions.
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Figure 5.5: The distribution of EpEn values of AD patients and SCI subjects computed on theta
band considering central & occipital regions.

5.4.2 Discriminating AD patients from MCI patients

Table 5.4 shows the performance of the linear SVM classifier when discriminating AD patients
from MCI patients, with a leave-one-out procedure. We report the best classification performance
obtained for each EEG feature.

Table 5.4: Best classification performance when discriminating AD from MCI with each EEG
feature.

AD vs. MCI
Coherence Phase

synchrony
Granger
causality

Mutual
information

EpEn

Brain region Central
Parieto-
occipital Occipital Temporal Occipital

Frequency band Delta Delta / Beta Theta
Accuracy 66 % 60 % 54 % 70 % 70 %
Sensitivity (AD) 60.7 % 75 % 100 % 57.1 % 64.3 %
Specificity (MCI) 72.7 % 40.9 % 0 % 86.4 % 77.3 %

Mutual information and EpEn measures are those giving the best accuracy of 70% when discrimi-
nating AD patients from MCI patients. However, EpEn offers a better balance between sensitivity
(percentage of AD well classified) and specificity (percentage of MCI well classified).

When comparing the obtained results with EpEn in Table 5.4 (AD vs. MCI) to those reported in
Table 5.2 (AD vs. SCI), we notice that the occipital region and theta band are selected in both
cases. This means that computing EpEn in the occipital region on theta band allows discriminating
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AD from the two first stages of the disease, i.e. SCI and MCI. This behavior is not observed for
the other measures.

We display in Figure 5.6 the boxplots for each EEG features considering the brain regions and the
frequency band that gave the best accuracy value to distinguish AD patients from MCI. Figure
5.6.b and Figure 5.6.e show that AD patients have lower values of phase synchrony and EpEn
than MCI subjects, respectively. Moreover, it appears clearly that the EpEn values of AD patients
are significantly lower than those of MCI patients (Mann Whitney p = 1.22 ∗ 10−4). This result
is coherent with those reported in the literature (Pijnenburg et al., 2004; Stam and Van Dijk,
2002; Stam et al., 2003; Babiloni et al., 2004b): AD induces a reduction of synchronization and
information transmission in AD compared with MCI.

Figure 5.6: Boxplots of the five EEG features when discriminating AD patients from MCI subjects
with: (a) coherence; (b) phase synchrony, (c) Granger causality, (d) mutual information, and (e)
EpEn measure, computed on the region and the frequency band reported in Table 5.4.

Table 5.5 reports the classification performance for each measure, when combining two brain regions.
We carried out experiments on different combinations of brain regions per frequency band and
reported only those leading to the best accuracy value.

The EpEn measure outperforms significantly all the other functional connectivity measures: an
accuracy of 100% is reached in the theta band when considering occipital and frontal regions.
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Table 5.5: Best classification performance when discriminating AD from MCI with each EEG
feature, considering a combination of two brain regions.

AD vs. MCI
Coherence Phase

synchrony
Granger
causality

Mutual
information

EpEn

Brain regions

Occipital
&
Parieto-
Occipital

Temporal
&
Frontal

Temporal
&
Parieto-
Occipital

Temporal &
Occipito-
prefrontal

Occipital
& Frontal

Frequency band Alpha Delta / Alpha Theta
Accuracy 68% 64% 58% 74% 100%
Sensitivity (AD) 60.7% 85.7% 60.7% 96.4% 100%
Specificity (MCI) 77.3% 36.4% 54.6% 45.5% 100%

Compared to the previous results obtained in Table 5.3 (AD vs. SCI), we notice that EpEn is the
best feature for AD detection (versus SCI or MCI) when computed on theta band in the occipital
and frontal regions.

Figure 5.7 displays the distribution of EpEn values in theta band for AD and MCI patients consid-
ering the combinations of the occipital and frontal regions. We clearly observe a linear separation
between the two populations, which indicates the discrimination efficiency of EpEn measure.

Figure 5.7: The distribution of EpEn values of AD and MCI patients computed on theta band
considering the frontal and occipital regions.
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5.4.3 Discriminating SCI subjects from MCI patients

To go deeper in our analysis, we carried out additional experiments to discriminate SCI subjects
from MCI patients considering only EpEn measure, since it outperforms the other measures for AD
detection.

As shown in Table 5.6, a classification accuracy of 77.3% is obtained with a specificity of 77.3%
and a sensitivity of 77.3%, considering all frequency bands and the combination of EpEn values
computed on the occipital region and the occipito-parietal region. A polynomial SVM of order
two was used for this two-class classification using eight features as input to the SVM. This result
proves the difficulty to differentiate these two populations (SCI and MCI), which are both at the
first stage of the disease.

Table 5.6: Best classification performance when discriminating SCI from MCI with EpEn measure.

SCI vs. MCI EpEn
Brain regions Occipital & Parieto- Occipital
Frequency band Delta-Alpha-Beta-Theta
Accuracy 77.3%
Sensitivity (MCI) 77.3%
Specificity (SCI) 77.3%

Interestingly, we observe that the selected brain region to distinguish MCI from SCI subjects with
EpEn is localized in the posterior brain area, i.e. in the parietal and the occipital regions. This
result is in contrast with the obtained results on AD patients (AD vs. SCI or AD vs. MCI), where
long-range connectivity is taken into account to detect the disease.

5.5 Discussion and conclusion
The utility of rsEEG in Alzheimer’s disease (AD) research has been demonstrated over several
decades in numerous studies. The major EEG changes that have been reported in AD are the
reduction of EEG complexity and the perturbations of EEG functional connectivity. Several EEG
markers have been employed successfully to investigate these two AD-related alterations, based on
sophisticated signal processing techniques.

However, three main drawbacks emerge from the research works in the state-of-the-art. First,
complexity and functional connectivity were commonly quantified separately. Second, the majority
of the extracted EEG markers did not consider the EEG signal as a multidimensional time series.
Third, such measures were computed on the whole EEG time series without addressing the problem
of their non-stationarity, even it is well known that most physiological signals, such as EEG are
non-stationary.

The purpose of this study (referred to as Study 1) was to review a recently proposed entropy-
based functional connectivity measure, called Epoch-based Entropy, and to investigate its potential
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application to the detection of AD patients based on multi-channel EEG signals. This entropy
measure is computed on piecewise stationary epochs using a HMM, which performs local density
estimation at the epoch level. The use of HMM is motivated by the fact that its structure is
suitable for modeling neural dynamics underlying the observed EEG signals. In addition, HMM
can manage multidimensional signals by applying multivariate probability density functions on the
signals.

The originality of this statistical measure lies on the fact that it estimates the information content
or the disorder in EEG signals on piecewise stationary epochs over time; and at the spatial level, by
quantifying the functional connectivity in terms of the heterogeneity of piecewise stationary epochs
between multi-channel EEG signals. This will allow a better estimation of the spatio-temporal
characteristics of EEG signals merged into a single figure.

By comparing Epoch-based Entropy to four alternative functional connectivity measures, namely
coherence, phase synchrony, Granger causality and mutual information, we showed that the sta-
tistical measure is by far a more reliable feature for AD detection, on our experimental data. We
obtained a high accuracy for the classification of AD vs. SCI (98% accuracy, 100% specificity,
95.5% sensitivity). Then, by comparing AD and MCI, we reached an accuracy of 100%. In both
cases, a common finding was observed: computing the Epoch-based Entropy on theta in frontal
and occipital regions allows a good discrimination between AD and its early stages (SCI and MCI).

In conclusion, our study demonstrates the effectiveness of the statistical modeling of EEG with
HMM for analyzing the dynamics of neural activity in patients with AD. However, by comparing
SCI and MCI patients, we obtained an accuracy of 77.3% due to the similarities between SCI
patients and MCI patients. Indeed, a proportion of SCI patients are actually at an early stage
of MCI (?). Based on these findings, we conducted further experiments to improve classification
performance when comparing SCI, MCI and AD. In the following chapter, we will present a new
framework based on graph theory that allows a better discrimination between the three populations.
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Chapter 6

Weighted brain network analysis on
different stages of clinical cognitive
decline

6.1 Problem and objective of the study
In spite the fact that the majority of studies have reported that the network’s topology is altered
in AD and MCI patients compared to HC, contradictory results are observed in the literature, as
reported in Section 4.3 and shown in Table 4.2. This is mainly due to the use of data sets with
different characteristics as well as methodological differences. More precisely, EEG databases with
different characteristics are used in the literature for comparing AD patients to HC and MCI. In
addition, they are prone to experimental constraints that do not match the reality on the ground,
such as including strict patient’s inclusion and exclusion criteria and considering normal healthy
subjects as controls.

Besides, most studies consider undirected binary networks, which require the application of an
arbitrary threshold on adjacency connectivity matrices. This factor affects directly the resulting
network. Also, the choice of using weighted or binary matrices to estimate network graph has
mostly been arbitrary to date. Recently, some studies addressing this issue (Chen et al., 2019;
Mehraram et al., 2020) found that preserving real-valued weights produces consistent results by
exploiting additional topological information that is stored in the weights.

Moreover, several measures are exploited to quantify the connectivity in brain networks. These
measures may reflect different processes, which lead to different network topologies. The majority
of studies motivated the use of a specific connectivity measure, without comparing it to others on
the same database, and without studying the contribution of graph analysis with respect to classical
connectivity analysis. The variability in calculation routines leads to a difficulty in comparing the
results between studies that are sometime contradictory. In addition, all graph-based studies char-
acterizes links in graph networks using only the degree of signal synchronization between electrodes,
without considering the other EEG abnormalities in AD, such as reduction of EEG complexity.

By contrast to the above-mentioned investigations, the present study relates to the analysis of
the functional connectivity network in SCI, MCI and AD stages, based on rsEEG data acquired
in real-life clinical conditions. To this aim, we exploited EpEn as a spatiotemporal connectivity
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measure, to perform a weighted graph analysis of SCI, MCI and AD brain networks.

In the previous study presented in Chapter 5, EpEn was computed per brain region on a set
of EEG signals belonging to the considered region (Houmani et al., 2013, 2015, 2018). In this work,
we propose to compute EpEn on all possible pairwise electrodes for a refined characterization of
the functional connectivity, which will be exploited for the network topology analysis.

By means of graph theory analysis on the obtained adjacency matrices, we assess the hypothesis
that the refined characterization of EEG signals based on our statistical spatiotemporal entropy
measure combined to the topological characterization of the brain network, could allow a better
understanding of the global connectivity organization between SCI, MCI and AD populations.

The novelty of this study is twofold. First, this is the first study addressing EEG brain network
analysis over the three SCI, MCI and AD stages. Second, to our knowledge, this is the first study
combining an entropy-based measure to graph theory. We show that this new framework allows
conducting a refined brain network analysis, which highly contributes to a better understanding on
the evolution of AD from the SCI to dementia, through the MCI stage.

6.2 Study design and methodology
The present study was conducted considering the rsEEG data of the 22 SCI, the 52 MCI and the
28 AD patients of Charles-Foix database. Details about the characteristics of the three populations
are given in Section 5.2.1.

In order to investigate differences between SCI, MCI and AD, we first studied the functional
connectivity in the three groups using EpEn. To assess the effectiveness of our entropy metric,
we compared it to two alternative measures, commonly used in the literature: Magnitude Square
Coherence (MSC ) and Phase Lag Index (PLI ), which are described in Section 3.3.1. Then, by
means of graph theory analysis on the obtained adjacency matrices, we studied the organizational
properties of brain networks in SCI, MCI and AD based on three topological parameters: clustering
coefficient, shortest path and modularity. The description of these topological parameters was given
in Section 4.2.

To analyse the difference between SCI, AD and MCI populations, we carried out a statistical
analyses using MATLAB R2020a software. We compared characteristics between the SCI, MCI
and AD groups using the Kruskal–Wallis test. This statistical test is a nonparametric version of
the one-way ANOVA and is an extension of the Wilcoxon rank sum test to more than two groups.
The results with a p-value lower than 0.05 are considered to be statistically significant. To evaluate
the differences among the three groups in terms of functional connectivity measures, the statistical
test was applied in Section 6.3.1 on each of the 30 electrodes and at each frequency band.

We also assessed the significant difference between groups in terms of the graph parameters com-
puted on the average connectivity matrices. The Kruskal–Wallis test was performed on each fre-
quency band considering, for each group, the 30 clustering coefficient values associated to the 30
electrodes. For the shortest path comparisons, the statistical analysis between the three groups
was conducted on each electrode and each frequency band.
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6.3 Experimental results

6.3.1 Functional connectivity assessment with three metrics

We computed the three functional connectivity measures between all pairs of the 30 electrodes for
each person, and then averaged across subjects of SCI, MCI and AD group.

Figures 6.1, 6.2 and 6.3 show the average adjacency matrices (30x30) with MSC, PLI and EpEn,
respectively, for the three populations in the four frequency bands. The electrodes are positioned on
the matrices from left to right, anterior-posteriorly, as follows: (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7,
FC3, FCz, FC4, FT8, T3, C3, Cz, C4, T4, TP7, CP3, CPz, CP4, TP8, T5, P3, Pz, P4, T6, O1,
Oz, O2). The diagonal elements of such matrices represent the connectivity of each electrode with
itself. Thus, we ignored the diagonal elements in our analysis to consider only pairwise dynamics.

We visually notice that Figures 6.1, 6.2 and 6.3 exhibit different patterns in the average adjacency
matrices between SCI, MCI and AD, in function of the functional connectivity measure and the
frequency band. For a precise comparison between the three groups, we performed the Kruskal-
Wallis test to detect the significant differences between matrices on each electrode and at each
frequency band, as presented in Section 6.2.

We notice a significant difference between SCI, MCI and AD groups with MSC in delta band for
all electrodes (ρ < 0.05) except TP7, in theta band at (FP1, FP2, F7, FT7, FC3, FCz, T3, CP3,
CPz, P4, T6) and in beta band at (FT7, CP3). No significant difference was observed with MSC in
alpha band. Concerning PLI, we observe a significant difference between the three groups in delta
at (Fp1, Fp2, F3, FT7, CP3, CPz, TP8, T5, P4, O1, Oz), in theta at several electrodes except
(Fp2, F8, FT8, C3, C4, T4, TPz, TP8, T5, P3, P4, O2), in alpha band at all electrodes, and beta
band at (Fp1, Fp2, FT7, CP3, T6).

Figure 6.1: Average MSC across subjects in SCI (left), MCI (middle) and AD (right) groups for
(a) delta, (b) theta, (c) alpha, and (d) beta bands. The 30 electrodes are shown from left to right
side, anterior-posteriorly (up to bottom). The color bar indicates the values of MSC.
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Figure 6.2: Average PLI across subjects in SCI (left), MCI (middle) and AD (right) groups for (a)
delta, (b) theta, (c) alpha, and (d) beta bands. The 30 electrodes are shown from left to right side,
anterior-posteriorly (up to bottom). The color bar indicates the values of PLI.

Figure 6.3: Average EpEn across subjects in SCI (left), MCI (middle) and AD (right) groups for
(a) delta, (b) theta, (c) alpha, and (d) beta bands. The 30 electrodes are shown from left to right
side, anterior-posteriorly (up to bottom). The color bar indicates the values of EpEn.

Regarding EpEn measure, Figure 6.3 shows a clear difference in the global functional connectivity
organization between the three groups in all frequency bands. In delta, a significant difference is
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obtained between the three groups at all electrodes (ρ < 1e−12). Besides, in Figure 6.3.a, we clearly
observe a very high information content in MCI between all pairs of electrodes, which reduces in
AD and even more in SCI, especially in the prefrontal and frontal regions. In theta, the difference
between the three groups is less pronounced visually (see Fig.6.3.b); however the statistical analysis
reveals a significant difference at all electrodes, except at (F3, P4). In high frequencies (Fig.6.3.c
and Fig.6.3.d), the information content between all pairs of electrodes quantified by EpEn is higher
for SCI and reduces for AD and even more for MCI. A significant difference between the three
groups (ρ < 0.05) is observed in alpha and beta bands at all electrodes.

Figures 6.4, 6.5 and 6.6 display the distribution of the connectivity values computed between all
pairs of the 30 electrodes, for the three groups in the four frequency bands. These connectivity
values (435 values) correspond to those of the upper triangular part of the average matrices in
Figures 6.1, 6.2 and 6.3, since these matrices are symmetric.

Figure 6.4: Boxplots of MSC values averaged over all subjects of SCI, MCI and AD groups, on (a)
delta, (b) theta, (c) alpha and (d) beta bands.

Figure 6.5: Boxplots of PLI values averaged over all subjects of SCI, MCI and AD groups, on (a)
delta, (b) theta, (c) alpha and (d) beta bands.
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Figure 6.6: Boxplots of EpEn values averaged over all subjects of SCI, MCI and AD groups, on (a)
delta, (b) theta, (c) alpha and (d) beta bands.

Overall, the statistical spatiotemporal entropy measure appears as the EEG marker that highlights
a better distinction between the three groups compared to the two other deterministic measures.
The contrast between SCI, MCI and AD is observed with EpEn at different frequency bands and
almost all electrodes. When comparing EpEn values between AD and SCI, AD group presents
higher values in delta and lower values in alpha and beta (Fig. 6.6). This result is in accordance
with previously published studies: AD leads to an increased activity in delta and decreased activity
in alpha and beta bands (Babiloni et al., 2020; Dauwels et al., 2010a; Babiloni et al., 2016; Jelic
et al., 2000; Brassen and Adler, 2003; Onofrj et al., 2003; Ponomareva et al., 2003; Jeong, 2004).

Regarding the MCI group, it exhibits the highest EpEn values in delta and the lowest values in
alpha and beta. Actually, MCI group shows a more accentuated behavior than AD relatively to
SCI. In theta, the difference between the three groups with EpEn is less pronounced compared to
the other frequency bands.

In addition, EpEn shows more differentiation between the three cognitive decline stages, at all
electrodes, compared to the two other classical measures. Since we exploit local clustering coefficient
and local shortest path parameters, in the rest of the paper, we investigate brain networks of SCI,
MCI and AD using only EpEn to represent the connectivity between nodes. Figure 6.7 illustrates
the network connectivity between the 30 electrodes using EpEn measure.
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Figure 6.7: EpEn connectivity network of SCI (left), MCI (middle) and AD (right) groups, on (a)
delta, (b) theta, (c) alpha and (d) beta bands.

6.3.2 Clustering coefficient

Figure 6.8 represents the distribution of clustering coefficient values computed for each average
EpEn matrix of each group, in the four frequency bands. Each boxplot contains 30 local clustering
coefficient values associated to the 30 nodes (electrodes).

Figure 6.8: Boxplots of the local clustering coefficient values computed for each average EpEn
matrix of SCI, MCI and AD, on (a) delta, (b) theta, (c) alpha and (d) beta bands.
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When comparing Figure 6.8 and Figure 6.6, we notice that the clustering coefficient is correlated
to EpEn: the relative positioning of the three populations, in the four frequency bands, is almost
similar. Nevertheless, the clustering coefficient leads to a better characterization of the three
populations than EpEn. The difference between SCI, MCI and AD is significant (ρ < 1e − 10) in
all frequency bands.

In theta, alpha and beta, the clustering coefficient presents the same tendency across the three
groups; the opposite behavior is observed in delta.

In order to provide deeper insights on the topological organization in SCI, MCI and AD, in terms
of clustering coefficient, we analyzed such parameter locally at each electrode (Fig. 6.9). We notice
that, except for theta, there is no overlap between the three populations in delta, alpha and beta;
but the behavior of this graph parameter across the three populations is frequency band-dependent.

Figure 6.9: Clustering coefficient values over the 30 electrodes for SCI, MCI and AD, on (a) delta,
(b) theta, (c) alpha, and (d) beta bands.

In delta, the MCI group shows the highest values of the clustering coefficient for all nodes; the SCI
group shows the lowest values. The opposite is observed in the other frequency ranges, especially
alpha and beta. Finally, the clustering coefficient values of AD group are in between those of SCI
and MCI, whatever the frequency band.

Therefore, it is clear that the local clustering coefficient allows a better separation between SCI,
MCI and AD, and thus a better characterization of the three stages of the disease.
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6.3.3 Shortest path

At each node, we computed all the shortest paths between such node and the other 29 nodes, as
explained in Section 4.2.3. For each shortest path, we calculated the number of edges composing
the obtained path. Figure 6.10 reports the average number of edges in the obtained shortest paths
at each node for the SCI, MCI and AD groups in delta, alpha and beta. In theta, the results do
not show difference between the three groups in terms of number of edges in each electrode, as
confirmed by the statistical test conducted on each frequency band and each electrode (ρ > 0.05).

Figure 6.10: Average number of edges in the shortest path at each node for SCI, MCI and AD, on
(a) delta, (b) alpha, and (c) beta bands.

Note that electrodes are positioned in Figure 6.10 following the same order as in the adjacency
matrices: Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, FT8, T3, C3, Cz, C4, T4, TP7,
CP3, CPz, CP4, TP8, T5, P3, Pz, P4, T6, O1, Oz, O2. We recall that a low value of edges in the
shortest path indicates that information exchange is rapid and efficient in the whole network.

In delta, the SCI group is by far the one with the longest shortest path in terms of intermediate
steps (see Figure 6.10.a). MCI and AD groups are almost similar, except on F7 (electrode n°3),
for which MCI group shows the lowest average shortest path that increases on AD and even more
on SCI. The opposite behavior appears in alpha and beta bands: MCI and SCI groups exhibit,
respectively, the highest and the lowest values of average shortest path; AD group is in between.
However, we notice that the separation between the three groups is better in alpha band on almost
all nodes (Fig. 6.10.b).

For a better understanding on the functioning of this graph parameter, we observed the shortest
path for SCI group in delta between F7 and FCz for example. We found that the shortest path
is not the direct link between such electrodes, as it is the case for AD and MCI. Actually, the
information is routed via two other nodes Fp2 and Fz (F7 → Fp2 → Fz → FCz). This result
reveals that many short-term connections are set up in SCI to transmit the information between
two electrodes in delta band.

Besides, regarding the shortest path of MCI group on beta for example, in order to transmit the
information from FT7 to FT8, the brain network displays the following path FT7→ FC4→ T3→
Fz → T4 → F3 → FT8; while the direct connection between FT7 and FT8 is observed for SCI
group. This result suggests that MCI group exhibits many short-term connections for information
exchange in high frequencies.
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6.3.4 Modularity

Figures 6.11 and 6.12 show the obtained modules in alpha and beta for the three populations. In
delta and theta, results showed that all electrodes belong to only one module (Q=1), meaning
that there is absence of sub-networks (no modular structure) in our framework that considers fully
connected matrices, i.e. all the connections in the network are maintained. Note that a sub-network
refers to a group of nodes having denser relations with each other than with the rest of the network.

Figure 6.11: The obtained modules for SCI (left), MCI (middle) and AD (right), in alpha band.

Figure 6.12: The obtained modules for SCI (left), MCI (middle) and AD (right), in beta band.

Figures 6.13 and 6.14 display the composition of the obtained modules in the three populations, in
alpha and beta respectively.
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Figure 6.13: The distribution of the nodes in each module in alpha band for (a) SCI, (b) MCI and
(c) AD groups.

Figure 6.14: The distribution of the nodes in each module in beta band for (a) SCI, (b) MCI and
(c) AD groups.

When comparing the spatial distribution of the obtained modules in alpha band for SCI and AD
groups (Fig. 6.13.a and Fig. 6.13.c), we first notice that two modules among the three ones observed
in SCI extend from anterior to posterior regions. More precisely, in Figure 6.13.a, the module in
green color contains electrodes from prefrontal (FP1, FP2) to occipital (O2) regions passing by
frontal, central and parietal regions. The blue one contains electrodes from frontal to occipital
regions. In addition, we notice that the electrodes of the same brain region are distributed over
several modules, particularly electrodes of the occipital region.

These findings may indicate a strong dynamic interaction between different brain areas for SCI
group, which facilitates the long-term information transmission. Indeed, the interaction between
electrodes belonging to the same module is relatively strong according to the definition of the
modularity. More precisely, we observe a clear difference between SCI and AD in the occipital
area (Fig. 6.13). SCI group presents a strong interaction between the occipital region and the left
anterior regions since O1, Oz exist in the same module as (F7, F3, FT7, FC3, T3, C3, TP7, CP3,
T5, P3). In parallel, (O2) exists in the same module as (Fp1,Fp2, Fz, FCz, CPz, Pz, F4, FC4, C4,
CP4), so the occipital region has also a strong interaction with anterior regions by another way.
This is not the case of AD group, where the interaction of the occipital region is limited to the
right area of the brain (Fig. 6.13.c). In addition, the prefrontal region in AD interacts only with
some electrodes from frontal and central regions (Fz, F4, FCz, Cz).
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In beta, we also observe a stronger long-term connectivity between brain regions for SCI compared
to AD (Fig. 6.14). Actually, for SCI group (Fig. 6.14.a), the occipital region has a strong con-
nectivity with the right brain area, including parietal, central, temporal and frontal electrodes.
However, for AD group (Fig. 6.14.c), the occipital electrodes (O1, Oz, O2) are grouped in one
module with Pz and CPz; which reflects the weak interaction of the occipital area with the other
regions.

Regarding MCI group, their topology in alpha band is closer to that of AD compared to SCI (Fig.
6.13.b). In beta band, the topology of MCI (Fig. 6.14.b) is closer to that of SCI; nevertheless, the
prefrontal region (Fp1,Fp2) has a relatively weak connectivity with the left part of the brain as for
AD. These results support the fact that MCI group has an intermediate behavior between SCI and
AD groups.

6.4 Discussion
Previous rsEEG studies on functional organization of the brain network in the context of AD
reported conflicting results (refer to Table 4.2 and Section 4.3). These discrepancies among studies
could be related to methodological differences and the use of databases with different characteristics
and which are sometimes prone to experimental constraints that do not match the reality on the
ground.

In light of this, in the present study (Study 2), we used a real-life clinical database containing rsEEG
data of 102 patients, at SCI, MCI and AD stages. To our knowledge, this is the first study to date
employing graph theory to characterize the evolution of brain networks throughout different clinical
stages of cognitive decline, including at once healthy elders with subjective cognitive impairments
(SCI), MCI patients and patients with AD. In the literature, many studies investigated network
topology on different cognitive profiles (Vecchio et al., 2014; Franciotti et al., 2019; Chen et al., 2019;
Das and Puthankattil, 2020; Gaubert et al., 2019; Dattola et al., 2021). Nevertheless, the majority
of studies considered normal aged-matched healthy subjects as controls to study the evolution of
EEG markers through MCI and AD stages. When SCI subjects have been considered in (Gaubert
et al., 2019), the authors studied different cognitive phenotype profiles in such population to predict
the evolution towards dementia.

In addition, we performed a graph theory analysis based on functional connectivity values quantified
with EpEn. This choice was made after comparing such a measure to two widely used metrics,
coherence and phase lag index, relying on different mathematical concepts. The experimental study
was carried out in the four frequency bands (delta, theta, alpha and beta), considering all the 30
rsEEG channels available in our data.

Experiments showed that a statistical modeling of EEG with a spatiotemporal entropy measure
(EpEn) allows a better differentiation between SCI, MCI and AD stages, compared to coherence
and phase lag index, which are deterministic measures. This result is in accordance with those
obtained in Study 1, presented in Chapter 5. The average adjacency matrices of the three groups
show a different connectivity organization with EpEn in the four frequency bands (Fig. 6.3).

In delta, AD group presents higher EpEn values compared to SCI group, especially in the prefrontal
and frontal regions (Fig. 6.3 and Fig. 6.6). In alpha and beta, an opposite behaviour appears: AD
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group shows lower EpEn values compared to SCI group. EpEn measures the information content
related to the dynamics of brain activity, conveyed by a couple of EEG time series. This finding
shows that SCI subjects, considered as controls, present a high information content in their rsEEG,
with brain dynamics between 8 and 30 Hz, while AD group shows a slower rsEEG activity between
1 and 4Hz.

This result is in accordance with previously published studies: compared to the controls, AD
patients show an increase in slow rsEEG activities (delta and theta) and a decrease in fast rsEEG
activities (alpha and beta) (Babiloni et al., 2020; Dauwels et al., 2010a; Babiloni et al., 2016; Jelic
et al., 2000; Brassen and Adler, 2003; Onofrj et al., 2003; Ponomareva et al., 2003; Jeong, 2004;
Bennys et al., 2001). It is interesting to notice that these results are still valid although the control
subjects in the present study are not considered as healthy subjects since they suffer from SCI with
memory complaints, with an increased risk of future objective cognitive decline.

Regarding the MCI group, it exhibits the highest EpEn values in delta and the lowest EpEn values
in alpha and beta (Fig. 6.3 and Fig. 6.6). These results show the slowing of rsEEG activity (low
information content) in both MCI and AD relatively to SCI, since the activity is concentrated in low
frequency range, between 1 and 4Hz. However, MCI group displays a stronger activity compared
to AD (Fig. 6.3 and Fig. 6.6), which may reveal a compensatory mechanism underpinning the
cognitive activity of MCI.

These findings with EpEn measure show that MCI group is intermediate between SCI and AD,
which fits with some results of the literature reporting that MCI is considered to be the transitional
stage between normal aging and AD (Dauwels et al., 2010a; Yao et al., 2010; Vecchio et al., 2014;
Dattola et al., 2021).

Graph theory was then applied on EpEn functional connectivity matrices, using three core and
complementary topological parameters: clustering coefficient, shortest path and modularity. By
contrast to majority of works in the literature, we adopted in the present study a weighted graph
analysis based on fully connected matrices. This allows preserving all the available information.
Moreover, it has been shown that weighted graph analysis could provide a richer topological infor-
mation than a classical binary one (Chen et al., 2019; Mehraram et al., 2020; Rubinov and Sporns,
2011).

Experiments show that the analysis of functional connectivity in terms of its topological organiza-
tion in the brain network, and not only in terms of its values, allows a better understanding on the
evolution of functional connectivity networks throughout SCI, MCI and AD.

The clustering coefficient (Fig. 6.8) shows the same behaviour as EpEn (Fig. 6.6): AD group
presents higher values in delta and lower values in alpha and beta compared to SCI group. However,
we notice that the clustering coefficient leads to a better distinction between the three populations
compared to EpEn, especially in theta band. This result shows the improvement brought by a
global network analysis, in addition to a local functional connectivity estimation, already efficient
in characterizing the three populations.

Previous studies reported increased (He et al., 2008; Yao et al., 2010; Vecchio et al., 2014), decreased
(Tijms et al., 2013; De Haan et al., 2009; Franciotti et al., 2019; Chen et al., 2019; Stam et al., 2009)
or unmodified (Sporns, 2022) clustering coefficient in AD compared to control group. In the present

71



study, the clustering coefficient was instead increased in AD and even more in MCI compared with
SCI in delta band, and that at all electrode locations. The opposite is observed in alpha and beta,
with reduced clustering coefficient in AD and even more in MCI. In theta, we observe the same
tendency as in alpha and beta, except in prefrontal and some part of frontal region (Fig. 6.9.b).
In alpha, for which a consensus appears in the literature, our study confirms that AD leads to a
reduction of the clustering coefficient.

The topological network analysis with clustering coefficient is found frequency band dependent;
this could explain partially the divergent results in the state-of-the-art, additionally to data char-
acteristics and methodological differences. This finding leads to interpret the parameter differently
depending on the frequency band.

In delta, the results indicate the ability of AD and MCI networks to form locally dense cliques
(high clustering coefficient); but MCI group presents a predominance of high strength intrinsic
connectivity. This may reflect the compensatory response to the neuronal damage occurring early in
the disease process. Nevertheless, typically, the literature reports that a high value of the clustering
coefficient reflects the robustness of a network in case of cognitive impairments or damage. This
phenomenon is observed in our study, particularly in alpha and beta for the SCI group, since their
rsEEG activity is contained in such high frequencies.

Regarding the shortest path, SCI group shows by far the highest values of shortest path in delta
and no difference was observed between MCI and AD (Figure 6.10.a). In alpha and beta, MCI
group exhibits the highest shortest path values, which decreases in AD and SCI (Fig. 6.10.b and
Fig. 6.10.c). The difference between the three populations in terms of shortest path is more notable
in alpha for almost all EEG channels.

The information transfer in AD and MCI networks seems to be more fluent compared to SCI in delta.
This suggests the establishment of more short-term connections in SCI at very low frequencies. On
the contrary, in high frequency ranges, especially in alpha, the low values of the shortest path
indicate rapid and high efficiency in information transmission across the SCI network, reflecting
more long-term connections in SCI compared to MCI and AD. This is in accordance with some
studies reporting that AD leads to a decrease of the path length (Tijms et al., 2013; De Haan et al.,
2009).

Besides, in high frequencies (Figures 6.10.b and 6.10.c), MCI group shows higher shortest path
values than AD, meaning that the information is processed throughout more short term connections
in MCI. This interesting result could also reflect the compensation mechanism in MCI: it could be
thus postulated that MCI patients may exploit additional neural resources to compensate the loss
of cognitive functions occurring early in the disease process.

This postulate is consistent with the high variance of local clustering coefficient values across
electrodes, observed in MCI in alpha and beta (Fig. 6.9.c and Fig. 6.9.d), also observed with
EpEn in Figure 6.6. In fact, when the homogeneity in the functional connectivity between nodes
decreases, there is a high chance to transmit the information by means of several electrodes, leading
to an increased shortest path.

Based on both segregation and integration parameters, we notice that in high frequencies, SCI
group observes simultaneously high clustering coefficient and low shortest path, meaning that SCI
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network tends to have a small world topology. Indeed, small-world topology presents an optimal
balance between local connected structure and global distributed information processing (Bullmore
and Sporns, 2009; Rubinov and Sporns, 2010). This occurs due to the existence of relatively
few long-term connections, making the network more resistant to damage. Some studies have
investigated the small-worldness of the brain network in AD context; they found that AD group
exhibits a more random overall network structure (De Haan et al., 2009; Stam et al., 2007b; Stam
and Reijneveld, 2007) than HC; which corresponds to our results in high frequencies.

Finally, when investigating the modular structure of the retrieved networks, we did not find differ-
ences between the three populations in terms of modularity value. This may be due to the use of
fully connected matrices. The majority of studies in the literature reported increased modularity
in HC compared to AD, which indicates that the brain dynamics is organized into sub-autonomous
networks that interact with one another through relatively short and long-term pathways. This
brain structure is more resilient to neuronal damage.

Nevertheless, when investigating the composition of the obtained modules, we found a difference
between the three populations in alpha and beta (Fig. 6.13 and Fig. 6.14). When comparing
SCI and AD in terms of the composition of the sub-networks (modules), results show that on the
one hand, the electrodes of the same brain region are distributed over several modules in SCI;
on the other hand, some obtained modules in SCI are extended from anterior to posterior brain
regions. This result may indicate the strong interaction between different brain regions for SCI
group compared to AD, hence facilitating the information transfer and process. These findings
show that in case of damage, the network is more resilient in SCI compared to MCI and even more
compared to AD. This result corresponds to our conclusions with the clustering coefficient and the
shortest path.

Furthermore, the spatial distribution of the obtained modules for MCI is found intermediate be-
tween that of SCI and AD. This result confirms our previous finding: MCI is a transitional stage
between normal aging and dementia stage.

6.5 Limitations
Our study presents some limitations. The obtained results should be considered limited to the
context of resting-state and scalp-level EEG connectivity analysis. It is largely acknowledged that
sensor-level analysis is prone to the effects of volume conduction and poor signal-to-noise ratio.
Currently, there is no method that guarantees to discard volume conduction effects (Lai et al.,
2018).

One way to manage this issue consists in using connectivity measures that are relatively insensitive
to these effects. In our study, we used different connectivity metrics, in particular PLI measure,
which is relatively insensitive to this effect, since it discards the zero lag component of the interaction
(Babiloni et al., 2020; Kasakawa et al., 2016; Stam et al., 2007a; Bastos and Schoffelen, 2016).
Besides, EpEn measure exploits HMM, whose structure is adapted for modeling neural dynamics
underlying the observed EEG signal. In fact, HMM is a probabilistic model used to describe the
evolution of observable events or signal realizations, which depend on internal factors that are not
directly observed, called “hidden states”. The statistical modeling of multidimensional EEG signals
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allows obtaining a functional connectivity measure that is more robust to noise, as demonstrated in
(Houmani et al., 2015). In addition, the non-linear interaction between pairwise signals is modeled
by a mixture of Gaussians at the level of an epoch, to address the problem of zero lag correlations.
However, further investigation should be performed using EEG source estimation approach, which
is merging as a potential method that addresses the effects of volume conduction (Tait et al.,
2019; Gaubert et al., 2019; Lai et al., 2018; Hassan and Wendling, 2018). In our study, the use
of low-density EEG recordings did not allow performing a correct source connectivity analysis.
Actually, there is evidence that increasing the number of electrodes provides greater accuracy in
source estimation. Many studies exploited at least 64 electrodes to obtain satisfactory results (Tait
et al., 2019; Gaubert et al., 2019; Hassan and Wendling, 2018), as also reported in (Franciotti
et al., 2019). The main aim of our study was to investigate differences between different clinical
stages, using EEG data acquired on elderly and impaired patients in real-life clinical conditions. In
such context, it is difficult to use EEG recordings with high-density electrodes for cost, practical
and comfort reasons. In another study, it would be of great interest to assess the effectiveness of
EpEn considering scalp and source reconstructed EEG networks on highly dense EEG data and to
compare with outcomes of the present work.

In addition, our results are based on weighted graphs in which all nodes are connected. Majority
of works in the literature performed a graph analysis after applying a thresholding to maintain
only the strongest connections. It is thus important in the future to confront our study to different
topological scales and analyze the topological organization between the three groups at different
resolution scales. This is of high interest since topological parameters and group contrasts may
differ across thresholds (Chen et al., 2019; Dattola et al., 2021; Garrison et al., 2015).

Furthermore, the presented results were reported on a clinical database that includes 102 subjects
acquired in real-life conditions. However, our findings need to be validated on other data in order
to be confirmed. This study is therefore a preliminary work that requires conducting an in-depth
research, which should involve more patients. One of the objectives of this forthcoming research
will also be to go further in our analysis by confronting our EEG-based results to the available
neuropsychological and clinical markers.

6.6 Conclusion
The present study on rsEEG has investigated brain network analysis over different stages of cog-
nitive decline, from SCI to AD passing through MCI. We proposed a new framework to study the
topological brain networks based on a refined spatiotemporal entropy measure (EpEn), relying on
a statistical modeling of EEG time series using HMM. This modeling approach is suitable to the
analysis of the underlying neuronal dynamics, since it quantifies on piecewise stationary epochs,
the information content conveyed by EEG signals locally over time and spatially by estimating
inter-channels relationship.

Our results add some evidence in the comprehension of the progression of cognitive severity towards
dementia.

Experiments have shown that functional connectivity and graph analysis are frequency band-
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dependent and functional alterations starts at the MCI stage with a specific scheme. In delta,
SCI group exhibits a reduction of brain activity quantified by EpEn, a decrease of clustering coef-
ficient and an increase of the path length compared to MCI and AD. This indicates the ability of
AD and MCI networks to form locally dense cliques. In high frequencies, especially in alpha, op-
posite behaviour appears, suggesting a rapid and high efficiency in information transmission across
the SCI network. We concluded that the brain network at SCI stage tends to have a small world
topology compared to MCI and AD stages. Moreover, the modular structure of brain networks has
revealed that in case of damage, the SCI network is more resilient to neuronal damage compared
to that of MCI and even more compared to that of AD stage.

Finally, our results add new pieces of evidence in the understanding of the early brain changes,
confirming that MCI is a transitional stage between SCI and AD. In addition, all the results pointed
the predominance of high strength intrinsic connectivity that appears at the MCI stage, which may
reflect the compensatory response to the neuronal damage occurring early in the disease process.
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Chapter 7

A comparative study of functional
connectivity measures for brain
network analysis

7.1 Objective of the study
In the present study, we also extend the use of EpEn to brain network assessment with graph
theory. In contrast to the previous study (Study 2), this work aims at discriminating AD patients
from SCI and MCI patients, using different graph parameters computed from binary graph.

We also conduct a comparative study by investigating the classification performance of the graph
parameters based on EpEn as well as three additional connectivity measures, namely phase lag
index, coherence and mutual information, when exploited to quantify the connectivity links in
brain networks.

7.2 Study design
The present study was conducted considering rsEEG data of the 22 SCI subjects, the 28 mild to
moderate AD patients and 28 MCI patients, from Charles-Foix database. The characteristics of
such database are given in Section 5.2.1.

In order to discriminate between SCI, MCI and AD, we first computed the functional connectivity
in the three groups using Epoch-based Entropy (EpEn) measure, and that for each frequency
band (1–4 Hz delta, 4-8 Hz theta, 8–12 Hz alpha, 12–30 Hz beta). The connectivity measure was
computed between all pairs of the 30 electrodes for each person.

Then, we applied a thresholding on the obtained real-valued connectivity matrices to generate their
binary form keeping only the highest connectivity values. We considered 9 proportional threshold
values from 10% to 90% with steps of 10%. Therefore, for each threshold value (among the nine),
a person had four binary matrices (in the four frequency bands), on which we computed a local
graph parameter to characterize the topology of the binary network. A vector of 30 values was thus
obtained for each matrix, where each element is the graph parameter value of a node (electrode).

After that, a feature selection procedure was applied to identify the most relevant nodes in each
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frequency band for a given threshold. To do that, we used the Orthogonal Forward Regression
(OFR) algorithm and the random probe technique (Chen et al., 1989; Dreyfus, 2005). Then,
by merging the selected features of the four frequency bands, we applied an additional feature
selection procedure to combine the extracted information at different frequency bands. At the end,
the selected features represented the graph parameter value for the selected nodes and the selected
frequency bands.

Finally, such selected combination of features was given as input to a linear SVM classifier (Camp-
bell and Ying, 2011; Boser et al., 1992) to evaluate the discrimination capability between SCI, MCI
and AD at different threshold values. To assess the effectiveness of EpEn, we compared it to three
alternative measures, commonly used in the literature: phase lag index (PLI ), magnitude squared
coherence (MSC ), and mutual information (MI ). These measures are presented in Section 3.3.1.
Additionally, we considered five local graph parameters for the brain network analysis in the binary
framework: degree, clustering coefficient, shortest path length, local efficiency and betweenness.
These parameters are defined and presented in Section 4.3.

7.3 Brain network analysis
In the present study, we conducted the graph analysis on binary functional connectivity matrices,
by applying a thresholding approach on the generated connectivity matrices, which are originally
real-valued. This allows obtaining a sparse and a binary form. Thresholding is commonly used in
the literature to remove weaker connections, which are most affected by experimental noise, and to
reduce the density of the graph for lower computational cost (Bullmore and Sporns, 2009; Rubinov
and Sporns, 2010; Stam and Van Straaten, 2012; Bassett and Bullmore, 2009).

Absolute or proportional threshold approaches can be used. The absolute threshold approach
consists of the selection of edges with a connectivity value higher than the absolute threshold value,
setting all surviving connections to 1 and the others to 0 in the binary case. This leads to different
density networks across subjects. To overcome this issue, we adopted in this work a proportional
threshold (PT), which consists of the selection of the strongest percentage of connections in each
network, setting all surviving connections to 1 and the others to 0.

7.4 Feature selection method
In this study, we computed the functional connectivity measures of the three populations in the
four frequency bands, and computed the associated local graph parameters for each node (n = 30
electrodes). This induces the availability of a large number of candidate input features to the linear
SVM classifier. It is, thus, necessary to perform a feature selection procedure in order to reduce the
number of features by determining, upstream of the classification step, the most relevant features
to discriminate between SCI, MCI and AD.

To select the most pertinent input features for the SVM classifier, we used the Orthogonal Forward
Regression (OFR) algorithm and the random probe technique: the OFR algorithm allows ranking
all the candidate features in decreasing order of relevance (Chen et al., 1989; Dreyfus, 2005); the
random probe serves as a decision criterion to keep the most relevant features. For feature ranking
with the OFR algorithm, we applied the procedure hereinafter:
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a Select the feature that best correlates to the output of the process to be modeled. For example,
in case of SCI vs. AD, the output vector contains 22 true values and 28 false values;

b Project the output vector onto the null space of the selected feature. Orthogonalize the
remaining candidate features using Gram–Schmidt orthogonalization method;

c Discard the selected feature from the list of candidate features;

d Return to (a) and repeat the procedure until a stopping criterion is met based on the random
probe technique, described below.

In order to select the most relevant features, we applied the random probe technique (Stoppiglia
et al., 2003). In the set of candidate features, we considered an additional feature, called “probe”
feature, which is a realization of a random variable. This probe feature is ranked as all other
candidate features by the procedure described above. It would be obvious to discard all features
that are ranked after the probe.

More precisely, 1000 random realizations of the probe feature are generated. Each random realiza-
tion of the probe is concatenated to the set of real candidate features, and all features (real and
probe) are ranked with the OFR algorithm as above-mentioned. Once the cumulative distribution
of the rank of the probe was computed, we defined an acceptable risk value that a random variable
can explain the output process more reliably than one of the selected real features. In this study,
we chose the value 0.1 (10%) as an acceptable risk value, as carried out in (Houmani et al., 2018).
Therefore, at each step of the OFR procedure, we followed this procedure:

a Identify a candidate feature with OFR;

b Compute the value of the cumulative distribution function of the rank of the probe. If the
value is smaller than the risk (0.1), keep the feature and return to step (b) of the OFR
algorithm; otherwise, reject the feature under consideration and finish the procedure.

7.5 Experimental results
To discriminate between each pair of classes, i.e., SCI vs. AD, SCI vs. MCI and AD vs. MCI, we
generated for each person in the four frequency bands, the connectivity matrix between all pairs of
electrodes, with the four connectivity measures separately. Then, we applied on each connectivity
matrix a PT value to have a binary form of such matrix, on which we calculated the five graph
parameters. In this study, we used 9 PT values, from 10% to 90% (with steps of 10%). Therefore,
for each PT value, in each frequency band, a graph parameter vector of dimension 30 characterizes
each person in the cohort.

For performance assessment with the SVM, we selected for each PT the most relevant input features
to discriminate each pair of class. To do that, we first applied the feature selection algorithm in
each frequency band to select the most pertinent combination of electrodes that distinguish between
each pair of classes. We considered an acceptable risk of 10% to fix the number of features that
we had to keep using the probe method. Then, by combining all the selected features obtained on
each frequency band, we applied a second feature selection to have, at the end, a combination of
features fusing different frequency bands. Then, we evaluated the SVM performance by considering,
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progressively, the 3 most relevant features to a maximum of 10, and retained the combination of
features that gave the best performance in terms of accuracy.

We report in the following sections only the performance associated to the optimal PT and the best
number of relevant features, which give the best accuracy value with the linear SVM classifier.

7.5.1 Discriminating AD patients from SCI subjects

Tables 7.1 to 7.4 show the performance of the SVM classifier when discriminating SCI subjects
from AD patients with the five graph parameters: clustering coefficient (CC ), degree (K ), shortest
path (L), local efficiency (Eloc) and betweenness (BW ). Each table reports performance using a
given functional connectivity measure to quantify the connectivity links in the network.

Table 7.1: Classification performance when discriminating SCI from AD with different graph pa-
rameters, using EpEn to quantify the connectivity links in the network.

EpEn CC K L Eloc BW
Accuracy 94% 90% 90% 94% 92%
Specificity 90.91% 90.91% 90.91% 95.45% 86.36%
Sensitivity 96.43% 89.28% 89.28% 92.86% 96.43%

Table 7.2: Classification performance when discriminating SCI from AD with different graph pa-
rameters, using PLI to quantify the connectivity links in the network.

PLI CC K L Eloc BW
Accuracy 96% 84% 84% 94% 86%
Specificity 95.45% 81.82% 77.27% 95.45% 77.27%
Sensitivity 96.43% 85.71% 89.28% 92.86% 92.86%

Table 7.3: Classification performance when discriminating SCI from AD with different graph pa-
rameters, using MSC to quantify the connectivity links in the network.

MSC CC K L Eloc BW
Accuracy 84% 86% 88% 94% 90%
Specificity 81.82% 77.27% 86.36% 90.91% 86.36%
Sensitivity 85.71% 92.85% 89.28% 96.43% 92.86%

We first observe that EpEn measure allows achieving a very good classification performance when
discriminating SCI from AD. Indeed, the accuracy value is between 90% and 94% considering the
five graph parameters. We reach 94% of accuracy with a good balance of specificity (proportion of
well classified SCI patients) and sensitivity (proportion of well classified AD patients), considering
the clustering coefficient and the efficiency. Besides, in the case of PLI and MSC measures, we
notice that the accuracy value is 84% or 86% for three graph parameters with PLI, and for four
graph parameters with MSC.
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Table 7.4: Classification performance when discriminating SCI from AD with different graph pa-
rameters, using MI to quantify the connectivity links in the network.

MI CC K L Eloc BW
Accuracy 92% 92% 82% 92% 92%
Specificity 90.91% 90.91% 81.82% 90.91% 86.36%
Sensitivity 92.86% 92.86% 82.14% 92.86% 96.43%

In the case of MI measures, the accuracy reaches 92% with a good balance of specificity and
sensitivity for almost all graph parameters, except for the shortest path for which the accuracy is
82% with a specificity of 81.82% and a sensitivity of 81.14%.

Compared to the three classical measures, we notice that EpEn allows obtaining the best perfor-
mance, when the brain network is characterized by the following four graph parameters: clustering
coefficient, shortest path, efficiency and betweenness. Concerning the degree parameter, EpEn is
ranked in the second position after MI due to a difference in sensitivity: 92.86% with MI and
89.28% with EpEn.

Finally, we can observe that, contrary to the EpEn measure, PLI, MSC and MI give, in some cases,
the worst results for some graph parameters.

For a better understanding of the results of the feature selection step, the best combination of
features obtained with EpEn, considering the clustering coefficient graph parameter combines eight
clustering coefficient values computed at: delta (T6), delta (CP3), delta (FP1), beta (T6), delta
(FCz), beta (Pz), beta (FC3), and beta (F3). This best combination of features was obtained in
the case of binary matrices binarized with a proportional threshold of 70%.

7.5.2 Discriminating MCI patients from SCI subjects

Tables 7.5 to 7.8 show that the four measures allow reaching good classification performance when
discriminating SCI subjects from MCI patients. This is observed especially with MI measure that
allows achieving an accuracy value between 90% and 96%, and EpEn measure, which leads to an
accuracy value between 92% and 100%. We notice that EpEn outperforms the other measures,
especially for the degree, the shortest path and the betweenness parameters, reaching sometimes
100% of specificity (proportion of well classified SCI patients) and 100% of sensitivity (proportion
of well classified MCI patients). The results again pointed out the reliability of the EpEn measure
whatever the graph parameter used.

Table 7.5: Classification performance when discriminating SCI from MCI with different graph
parameters, using EpEn to quantify the connectivity links in the network.

EpEn CC K L Eloc BW
Accuracy 94% 100% 96% 92% 100%
Specificity 90.91% 100% 95.45% 81.82% 100%
Sensitivity 96.43% 100% 96.43% 100% 100%
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Table 7.6: Classification performance when discriminating SCI from MCI with different graph
parameters, using PLI to quantify the connectivity links in the network.

PLI CC K L Eloc BW
Accuracy 88% 86% 94% 88% 90%
Specificity 77.27% 72.72% 86.36% 81.82% 95.45%
Sensitivity 96.43% 96.43% 100% 92.86% 85.71%

Table 7.7: Classification performance when discriminating SCI from MCI with different graph
parameters, using MSC to quantify the connectivity links in the network.

MSC CC K L Eloc BW
Accuracy 90% 88% 94% 94% 90%
Specificity 81.82% 81.82% 90.91% 90.91% 86.36%
Sensitivity 96.43% 92.86% 96.43% 96.43% 92.86%

Table 7.8: Classification performance when discriminating SCI from MCI with different graph
parameters, using MI to quantify the connectivity links in the network.

MI CC K L Eloc BW
Accuracy 94% 90% 90% 96% 92%
Specificity 95.45% 86.36% 90.91% 90.91% 86.36%
Sensitivity 92.86% 92.86% 89.28% 100% 96.43%

Additionally, we observe that PLI and MSC measures do not give the best results, whatever the
graph parameter used, even though the performance is still correct.

7.5.3 Discriminating AD patients from MCI patients

Tables 7.9 to 7.12 report the classification performance of the SVM classifier when discriminat-
ing AD patients from MCI patients. Specificity and sensitivity correspond, respectively, to the
proportion of AD patients and MCI patients well classified.

Table 7.9: Classification performance when discriminating AD from MCI with different graph
parameters, using EpEn to quantify the connectivity links in the network.

EpEn CC K L Eloc BW
Accuracy 87.5% 92.86% 83.93% 91.07% 89.28%
Specificity 89.28% 86.36% 89.28% 89.28% 85.71%
Sensitivity 85.71% 85.71% 78.57% 92.86% 92.86%
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Table 7.10: Classification performance when discriminating AD from MCI with different graph
parameters, using PLI to quantify the connectivity links in the network.

PLI CC K L Eloc BW
Accuracy 87.5% 89.28% 83.93% 85.71% 85.71%
Specificity 85.71% 89.28% 89.28% 89.28% 85.71%
Sensitivity 89.28% 89.28% 78.57% 82.15% 89.28%

Table 7.11: Classification performance when discriminating AD from MCI with different graph
parameters, using MSC to quantify the connectivity links in the network.

MSC CC K L Eloc BW
Accuracy 80.36% 83.93% 80.36% 83.93% 87.5%
Specificity 71.43% 89.28% 75% 82.14% 89.28%
Sensitivity 89.28% 78.57% 85.71% 85.71% 85.71%

Table 7.12: Classification performance when discriminating AD from MCI with different graph
parameters, using MI to quantify the connectivity links in the network.

MI CC K L Eloc BW
Accuracy 85.71% 92.86% 89.28% 89.28% 87.5%
Specificity 82.14% 92.86% 92.86% 92.86% 85.71%
Sensitivity 89.28% 92.86% 85.71% 89.28% 85.71%

We first notice that all measures reach worst results compared to the other cases comparing SCI to
AD or SCI to MCI. This reflects the difficulty of discriminating the AD group from the MCI group.
Moreover, we notice that PLI and MSC measures give the worst results compared to MI and EpEn.
When comparing MI and EpEn, we observe that their classification performance depends on the
graph parameter.

Finally, compared to the three classical measures, we notice that the EpEn measure is ranked
either in the first or the second position; while the others can give the worst results for some graph
parameters.

7.5.4 Global Comparison of the four functional connectivity measures

Figure 7.1 shows the global rank of each connectivity measure in terms of accuracy, considering
all the graph parameters together and all two-class comparisons (SCI vs. AD, SCI vs. MCI and
AD vs. MCI). We report the number of times each connectivity measure is ranked in position 1,
2, 3 or 4. Each connectivity measure is evaluated 15 times (5 graph parameters * 3 class pairs
comparisons). We clearly show the discriminative potential of the EpEn measure compared to the
other classical measures. Indeed, EpEn is ranked ten times in the first position, four times in the
second position and only one time in the third position. In addition, it was never ranked in the
last position, contrary to the other connectivity measures.
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Figure 7.1: The global ranking of the four connectivity measures in terms of accuracy considering
the graph parameters and class comparison.

We go more deeply in this comparative study by computing the average SVM posterior probability
that one person is classified into the positive class for each connectivity measure and graph param-
eter (see Figures 7.2 to 7.4). The results show that the probability outcome for decision making
with the SVM on the positive class is higher in general when considering the EpEn measure.

Figure 7.2: The average SVM posterior probability that one person is classified into the positive
class for the four connectivity measures and the five graph parameters, when comparing SCI vs.
AD.
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Figure 7.3: The average SVM posterior probability that one person is classified into the positive
class for the four connectivity measures and the five graph parameters, when comparing SCI vs.
MCI.

Figure 7.4: The average SVM posterior probability that one person is classified into the positive
class for the four connectivity measures and the five graph parameters, when comparing AD vs.
MCI.

7.5.5 Differential AD diagnosis with the three groups of patients

This study exploits a multiclass database that includes three classes of patients: SCI, MCI and AD
patients. We are, thus, left confronting a K -class classification problem (K = 3) that was turned
into a set of (K(K-1)/2 ) two-class problems (Knerr et al., 1990), as carried out in the previous
sections.
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In the following, we present the results of further experiments, targeting a differential AD diagnosis
with the three groups of patients simultaneously, using the previous results obtained with the
two-class problems.

Therefore, to assess the performance of a three-class SVM classifier, we exploited the previous linear
SVM classifiers used to discriminate between each pair of classes, considering the same number N
of selected variables. We recall that, for each PT value, we evaluated the two-class SVM classifiers
by considering progressively the 3 to 10 most relevant features, and reported only the performance
associated to the optimal PT and the best number of relevant features that give the best accuracy
value. We follow the same methodology for the three-class problem.

To estimate pairwise posterior probabilities of the three-class SVM classifier, N*(K(K-1)/2) two-
class classifiers are trained for each PT (N = 8 since we evaluated the performance considering
progressively the 3 to 10 most relevant features leading to 8 cases for each PT value).

The global probability that a patient described by the feature vector x belongs to the class Ci is
computed as in (Knerr et al., 1990):

Pr(Ci|x) = 1⧸
K∑

j=1,j ̸=i

1
Prij

− (K − 2) (7.1)

where K is the number of classes and Prij is the probability of the patients belonging to the class
i, estimated by the SVM classifier separating the class Ci from the class Cij .

Tables 7.13 to 7.17 report the best classification performance of the three-class classifier for each
graph parameter using the four connectivity measures.

Table 7.13: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the clustering coefficient (CC ) parameter with the four connectivity measures.

CC SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
0
0

2
25
1

0
3
27

92.31%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

1
26
3

0
2
24

91.03%

MSC
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
3
0

2
24
4

1
1
24

87.18%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
0
1

0
26
3

3
2
24

87.18%
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Table 7.14: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the degree (K ) parameter with the four connectivity measures.

K SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

0
26
0

1
2
27

94.87%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

17
0
1

1
25
0

4
3
27

88.46%

MSC
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
2
0

2
23
2

0
3
26

89.74%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
5
0

1
22
1

1
1
27

89.74%

Table 7.15: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the shortest path (L) parameter with the four connectivity measures.

L SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
2
1

2
24
1

2
0
26

91.03%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
0
2

2
25
3

1
3
23

85.90%

MSC
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
2
1

1
23
3

1
3
24

87.18%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
3
0

0
23
1

2
2
27

91.03%

We notice that EpEn measure gives the best results in terms of classification performance compared
to the other connectivity measures, reaching a total accuracy between 91.02% with betweenness
and 94.87% with degree and efficiency parameters.

Additionally, we notice that the misclassification errors obtained with EpEn have more sense than
the other measures. More precisely, most of the misclassified SCI and AD patients are classified
as MCI patients, which is in accordance with the fact that MCI is an intermediate stage in the
evolution towards AD.
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Table 7.16: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the local efficiency Eloc parameter with the four connectivity measures.

Eloc SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
0

1
27
2

0
1
26

94.87%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

16
2
0

5
25
0

1
1
28

89.74%

MSC
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

17
2
0

5
25
1

0
1
27

89.74%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
2
1

1
25
2

2
1
25

89.74%

Table 7.17: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the betweenness (BW ) parameter with the four connectivity measures.

BW SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
0
1

2
28
3

1
0
24

91.02%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

17
2
3

1
24
0

4
2
25

85.90%

MSC
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
0
3

2
28
1

1
0
24

91.03%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

18
0
1

1
27
2

3
1
25

89.74%

For a better insight on the selected features, we report in Tables 7.18 to 7.20 the best combination
of features obtained for the multiclass classification, with the EpEn measure since it gave the best
performance. We can see that with the clustering coefficient, for example, the three two-classifiers
(SCI vs. AD, SCI vs. MCI and AD vs. MCI) have the same number of selected features (eight
features) as above-mentioned. The same is observed for the other graph parameters.
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Table 7.18: Best combination of features for discriminating SCI from AD patients using different
graph parameters with EpEn.

Selected Features for SCI vs. AD
CC θ_T 6 β_P 4 α_P 3 θ_F 4 δ_F 8 δ_F C4 δ_F 4 δ_T 5
K α_F C4 δ_T 6 β_CP z β_F P 2 δ_P 3 δ_C3 α_T P 8 θ_T P 8 δ_F C3
L δ_F 3 α_F P 2 δ_T 6 δ_P 4 θ_Oz α_F C4 β_F C4 β_F P 2 β_Oz

Eloc δ_T 6 δ_F 3 α_CP 3 δ_F T 8 θ_T P 7 α_F T 8 α_F z β_F C4 β_F C3 β_P 4
BW δ_T 6 δ_P 3 β_F C4 β_F C3 β_F Cz δ_C4 β_T 6 θ_T 5

Table 7.19: Best combination of features for discriminating SCI from MCI patients using different
graph parameters with EpEn.

Selected Features for SCI vs. MCI
CC α_P 3 δ_F P 1 δ_CP z θ_T 6 α_C3 θ_T P 7 δ_F 3 α_T P 8
K β_O2 θ_F 8 α_F C4 δ_T 6 δ_F 8 δ_T 3 δ_Oz θ_T 4 δ_F C4
L δ_Oz β_Oz β_F P 2 β_C4 β_CP 3 β_F 8 β_T 3 β_P z α_F C4

Eloc δ_F 3 β_T P 7 θ_F T 7 α_P 3 θ_T P 7 β_F C4 β_O1 α_F z α_F T 8 α_C4
BW β_T 6 δ_F C3 δ_F z α_F 8 δ_F T 8 β_F 4 β_O2 β_F z

Table 7.20: Best combination of features for discriminating AD from MCI patients using different
graph parameters with EpEn.

Selected Features for AD vs. MCI
CC δ_F P 1 δ_T 3 δ_F C4 δ_F 4 β_P 3 θ_F z θ_F T 8 α_F P 2
K δ_F 3 θ_F z δ_F z δ_Cz δ_F 4 δ_F C3 δ_F T 8 β_T 4 θ_T P 7
L β_F 8 δ_F P 1 β_O2 δ_T 3 θ_Cz β_CP 4 β_T 4 θ_F T 8 δ_P 3

Eloc δ_F P 1 δ_T 3 α_T 3 θ_F z α_F P 1 β_C4 β_Cz δ_CP z α_F 8 β_F 7
BW β_F P 1 β_F z θ_CP z β_P 4 β_T P 7 δ_F z δ_T 6 β_O2

We clearly show that the selected combinations of features include different frequency bands and
different electrodes. Additionally, we observe that the selected features depend on the exploited
graph parameter. However, we observe a certain homogeneity between graph parameters when
looking to the first selected feature, which is considered by the OFR algorithm as the best feature
explaining the output. Note that the advantage of our feature selection method is to retrieve the
most relevant combination of features sharing complementary information.

The electrode (T6) that is located in the right side of the parieto-temporal region emerges as a
relevant channel to discriminate SCI from AD with three graph parameters. Such an electrode also
appears in the second position with degree parameter and in the third position with the shortest
path. We also notice that the delta and theta bands are relevant to distinguish SCI from AD. For
SCI vs. MCI, the first features belong in general to the posterior brain region, while for AD vs.
MCI, the first features belong to the frontal brain region.
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7.6 Conclusion
Experiments showed that the statistical modeling of EEG signals with EpEn allows a better differ-
entiation between SCI, MCI and AD stages, compared to phase lag index, coherence and mutual
information, which are deterministic measures. When discriminating SCI from AD, the accuracy
value with EpEn is between 90% and 94% considering the five graph parameters. We reached 94%
of accuracy with a high specificity (90.91% of well classified SCI patients) and a high sensitivity
(96.43% of well classified AD patients), considering the clustering coefficient and the efficiency.
Contrary to EpEn, PLI, MSC and MI give in some cases the worst results for some graph param-
eters.

When discriminating SCI from MCI, the results indicated that MI and EpEn lead to good clas-
sification performance: we achieved an accuracy value between 90% and 96% with MI and an
accuracy value between 92% and 100% with EpEn. Nevertheless, EpEn outperforms by far the
other measures, reaching sometimes 100% of specificity and sensitivity. When discriminating AD
from MCI group, the results showed that PLI and MSC measures give the worst results compared
to MI and EpEn. When comparing MI and EpEn, we found that their classification performance
depends on the graph parameter.

After that, when summarizing all of the obtained results, we clearly showed the discriminative
potential of EpEn compared to the other measures: EpEn is ranked ten times in the first position,
four times in the second position, and only one time in the third position (see Fig. 7.1). In addition,
contrary to the other connectivity measures, EpEn was never ranked in the last position.

Finally, when conducting a multiclass classification to discriminate SCI, MCI and AD simultane-
ously, results show again that EpEn outperforms the other measures, reaching a total accuracy
between 91.02% and 94.87% depending on the used graph parameter.

Additionally, we noticed that the misclassification errors obtained with EpEn have more sense
compared to the other measures: most of the misclassified SCI and AD patients are classified as
MCI patients, which is more coherent with the evolution stages of cognitive impairment. MCI
being an intermediate stage in the evolution towards AD.

In conclusion, this study (referred to as Study 3) demonstrates the effectiveness of the statistical
modeling of EEG with an HMM for analyzing the brain network in patients with different clinical
severity stages of cognitive dysfunction. However, our study presents with some limitations. We
performed our experiments based on a methodology that selects automatically the most relevant
input features for classification performance assessment. A deeper analysis should be performed
to interpret more finely our results in terms of the selected features in relation with brain disorder
detection. In addition, we reported in this study only the performance of the optimal proportional
threshold value that gave the best accuracy.

However, we noticed that the obtained proportional threshold value varied across the graph pa-
rameters and across the connectivity measures. It would be interesting in the future to compare
all of the measures at different proportional threshold values in order to study the stability of the
measures. The assumption is that some measures could be more stable to threshold changes. This
could be investigated in future work.
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Chapter 8

A multi-scale density analysis of EEG
signals for AD diagnosis

8.1 Problem and objective of the study
As presented in Chapter 2, EEG signals are multidimensional time series captured through several
cortical electrodes (EEG channels). In addition, EEG signals are analyzed either in the time domain
or in specific standard frequency bands, namely delta, theta, alpha, and beta bands. Further
divisions in these bands are considered (low alpha, high alpha, low beta, etc). Each frequency band
conveys different information about brain functionality and synchronization.

Conventionally, different EEG markers are extracted to quantify changes in brain activity based on
several aspects: frequency band, synchronization, coherence, time-frequency analysis, complexity
measurement based on fractal dimension and information theory, and functional graphs. These
EEG markers are commonly studied in different frequency ranges. Thus, owing the huge amount
of information embedded in EEG signals, there is a serious difficulty about how to choose relevant
EEG markers for AD diagnosis and how to exploit them because often several EEG markers can be
informative. In general, it is necessary to combine different EEG markers to reach good classification
performance.

Besides, the literature suffers from some limitations. First, the prevailing paradigm in the literature
extracts information from EEG signals by averaging them over electrodes; this leads to a smoothing
of the inter-channel relationships. Second, the majority of works identify brain regions of interest
by specifying a group of electrodes belonging to the considered region. However, it is not obvious
to state the spatial limits of a brain area. This latest point can explain in part the difficulty to
achieve common conclusions in the literature.

In addition, as stated in Chapter 4, many works of the literature have focused on the analysis
of brain functional connectivity using graph theory, which allows conducting a topological study
of the brain functional organization. Most studies in the literature have used undirected binary
networks leading to promising insights on the characterization of the underlying brain dynamics in
AD. However, conflicting results emerge in some respect, related to methodological differences in
particular. Actually, most current studies applied a thresholding approach on dense and weighted
complex networks to obtain sparse and binary form. Although studies have suggested that this
operation may ignore potentially valuable information during network construction, thresholding
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is commonly applied to remove weaker connections, which are most affected by experimental noise
(Van Den Heuvel and Fornito, 2014), and to reduce the density of the graph, thus making it
computationally more tractable.

Absolute or proportional threshold approaches can be applied. The first approach consists in
the selection of edges with a connectivity value higher than the absolute threshold value, setting
all surviving connections to 1 and the others to 0 in the binary case. This leads to different
density networks across subjects. Graph density, corresponding to the proportion of all connections
that are present in the network, has been shown to have an impact on the computation of graph
metrics (Van Wijk et al., 2010). Indeed, the potential differences in network topology between two
populations, in terms of graph metrics, could be related to the differences in number of network
connections and not directly to disease.

To overcome this issue, other studies have used a proportional threshold (PT) (Bassett and Bull-
more, 2009; Achard and Bullmore, 2007; van den Broek et al., 1998), which consists in the selection
of the strongest percentage of connections in each individual network, setting all surviving connec-
tions to 1 and others to 0. Such approach ensures equal graph density across populations, making
it a commonly used approach for network analysis in disease studies (Garrison et al., 2015; Braun,
2012; Ginestet et al., 2011).

The crucial aspect in functional networks studies is how the threshold value is fixed in order to
obtain a graph from a connectivity matrix, where the non-relevant connections are pruned off
and the connections whose weights are above the threshold are preserved. In the literature, a
common adopted strategy is to use different PT values in an arbitrary interval, from which graph
parameters are calculated. Then, we keep the threshold value for which we observe a significant
statistical difference between populations in terms of topological parameters.

However, the effect of the threshold choice in not completely understood and it could lead to
different study conclusions. As we will show in the present work, small variations of the proportional
threshold may lead to high variability of classification performance. Thus, it is necessary to consider
other reasoning options behind the choice of the threshold.

The present study (referred to as Study 4) relates to an automatic hierarchical method for EEG
analysis, which allows the extraction of a big amount of information based on a single EEG marker.
The analysis of functional connectivity is carried out for different brain network densities, based
on multi-scale density analysis (combination of different threshold values). Actually, our proposal
provides a refined analysis of EEG dynamics at different network density scales. It also proposes
an automatic selection of the frequency band, the spatial location of the pertinent electrode, and
the density scale of brain network that we have to consider for discriminating AD patients from
SCI and MCI patients.

8.2 Study design and methodology
This study is carried out on Charles-Foix database, considering EEG signals of the 22 SCI sub-
jects, the 28 AD patients and 28 MCI patients among the 52 available in the dataset. A detailed
description of the database is given in Section 5.2.1.
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For each subject in the cohort, we computed functional connectivity between all pairs of electrodes,
leading to a connectivity matrix 30x30. Then, we applied a proportional threshold (PT) to the
generated connectivity matrices to preserve the connections with the highest connectivity values.
The matrices were computed in each frequency band (delta, theta, alpha and beta), and thresholded
within a range of percentage values (PT%) between 10% and 100% in step of 10%. Hence, each
subject is finally characterized by 40 weighted adjacency matrices (10 thresholded matrices per
frequency band).

Figure 8.1 shows the obtained weighted brain network at different proportional threshold values.
The proportional threshold conserves the edges (the connections) with the highest values.

Figure 8.1: Weighted brain network at different proportional threshold values.

Then, from each adjacency matrix, we compute a local graph parameter associated to each elec-
trode. Thus, a vector of 30 components characterizes each person (in each frequency band and
each PT value), where each component represents the graph parameter value at the considered
electrode (step 1 in Fig. 8.2). In the end, each person is represented by a graph parameter vector
of 30 components, computed in the four frequency bands and the 10 PT values.

After that, in order to discriminate between two populations (e.g. AD patients from SCI subjects),
we applied a first feature selection procedure to identify the most relevant electrode discriminating
the two populations, at a given frequency band and a given PT value (step 2 in Fig. 8.2). To
do that, we used the Orthogonal Forward Regression (OFR) algorithm, previously presented in
Section 7.4, following a leave-one-out protocol.

Note that this procedure is repeated 40 times in the case of a weighted graph (4 frequency bands
and 10 PT values), in order to select only the most pertinent electrode, at a given frequency band
and a given network density. In case of a binary graph, we can not exploit the whole network (100%)
since all values would be assigned to one. Thus, the matrices were thresholded between 10% and
90% in step of 10%, and the feature selection procedure is repeated 36 times (four frequency bands
and 9 PT values).

Then, by merging the 40 selected features in case of weighted graph (36 features in case of binary
graph), we applied an additional feature selection procedure to combine the extracted information
mixing different electrodes, frequency bands, and network densities (step 3 in Fig. 8.2). To choose
the features to be kept, we applied the random probe method with an acceptable risk level defined
at 5% (as presented in Section 7.4). Finally, a feature vector is selected for classification perfor-
mance assessment combining different triplets in this form (frequency, PT, electrode). For example,
α10(FC4) corresponds to the thresholded values obtained for an EEG signal acquired with an elec-

92



trode positioned on the FC4 location, filtered on the frequency band alpha and thresholded with a
PT of 10%.

Figure 8.2: Scheme of the proposed methodology for analyzing weighted brain network between
SCI and AD patients.

Since feature selection results depend on the range of the PT interval considered, we applied our
methodology for different PT intervals (10% to 100%, 10% to 90%,. . . , 10% to 20%). At each
interval, different combinations of features could emerge. When considering a wide range of PT
interval (10%-100%), 40 cases emerge for feature selection. When considering lower ranges, low
cases emerge for feature selection. For example, for 10%-60% interval, 24 cases emerge for feature
selection (6 PT values x 4 frequency bands).

To evaluate the discriminative power of our methodology, we used both linear SVM and LDA
classifiers, and we considered different connectivity measures to compute the functional connectivity:
Epoch-based Entropy (EpEn), phase lag index (PLI ), and mutual information (MI ). In addition,
we considered different graph parameters computed on both binary and weighted graphs: clustering
coefficient (CC ), degree (K ), shortest path (L), local efficiency (Eloc) and betweenness (BW ). A
detailed description of such parameters is given in Section 4.2.

8.3 Experimental results

8.3.1 Influence of the proportional threshold

For a better insight on the effect of the threshold choice on the discrimination between populations,
we report in Table 8.1 the obtained SVM classification performance between SCI and AD groups
with clustering coefficient. We conducted the experiments considering the binary graph framework
and used EpEn as a connectivity measure. The reported results consider a combination of the four
frequency bands, following the approach presented in the previous section, without combining PT
values.
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Table 8.1: SVM classification performance (in %) when discriminating SCI from AD with the clus-
tering coefficient, using EpEn to quantify the connectivity links in the binary network, considering
different threshold (PT) values.

PT value 90 80 70 60 50 40 30 20 10
Accuracy 72 66 76 74 78 76 74 62 70
Specificity 72.73 50 63.64 68.18 72.73 63.64 63.64 50 59.09
Sensitivity 71.34 78.57 85.71 78.57 82.14 85.71 82.14 71.34 78.57

We clearly observe that the classification performance is very sensitive to the chosen threshold
and there is no correlation between the obtained accuracy values and the variation of the density
network. Also, we notice that the accuracy is not very good and reaches 78% when preserving the
highest 50% connectivity values. In addition, we notice that there is no balance between specificity
(SCI subjects well classified) and sensitivity (AD patients well classified). However, when mixing
different PT values, following exactly the same methodology presented in the previous section and
considering different PT ranges, we obtain the results reported in Table 8.2.

Table 8.2: SVM classification performance (in %) with our methodology when discriminating SCI
from AD with the clustering coefficient, using EpEn to quantify the connectivity links in the binary
network, considering different ranges of threshold (PT) values.

PT interval 10-90 10-80 10-70 10-60 10-50 10-40 10-30 10-20
Accuracy 100 100 100 94 94 74 74 70
Specificity 100 100 100 90.91 90.91 68.12 68.12 59.09
Sensitivity 100 100 100 96.43 96.43 78.57 78.57 78.57

We first notice that the performance is better than that obtained in Table 8.1, reaching an accuracy
of 100% when considering 7 levels of network densities, i.e. when considering PT interval 10%-
70%. The same results are obtained with larger ranges (10-80 and 10-90). Indeed, for the three PT
intervals, the same feature vector is obtained: [δ50(T6), β70(T6), θ50(F4), θ30(T6), β50(FCz),
α50(Fp2)]. Moreover, we observe a better balance between specificity and sensitivity, as well
as a better stability of the performance across the PT intervals. These results demonstrate the
effectiveness of our proposal in terms of performance improvement and stability of the results.

The observations are found similar when discriminating between AD and MCI patients (see Tables
8.3 and 8.4), and between SCI and MCI patients (see Tables 8.5 and 8.6).
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Table 8.3: SVM classification performance (in %) when discriminating SCI from MCI with the
clustering coefficient, using EpEn to quantify the connectivity links in the binary network, consid-
ering different threshold (PT) values.

PT 90 80 70 60 50 40 30 20 10
Accuracy 76 84 80 66 70 80 72 72 84
Specificity 63.64 72.73 81.82 50 59.09 68.18 63.64 54.54 81.82
Sensitivity 85.71 92.86 78.57 78.57 78.57 89.29 75 85.71 85.71

Table 8.4: SVM classification performance (in %) with our methodology when discriminating SCI
from MCI with the clustering coefficient, using EpEn to quantify the connectivity links in the
binary network, considering different ranges of threshold (PT) values.

PT interval 10-90 10-80 10-70 10-60 10-50 10-40 10-30 10-20
Accuracy 92 92 92 90 92 90 84 82
Specificity 95.46 95.46 90.91 86.36 86.36 86.36 77.27 72.73
Sensitivity 89.29 89.29 92.85 92.85 96.43 92.85 89.29 89.29

Table 8.5: SVM classification performance (in %) when discriminating AD from MCI with the clus-
tering coefficient, using EpEn to quantify the connectivity links in the binary network, considering
different threshold (PT) values.

PT 90 80 70 60 50 40 30 20 10
Accuracy 75 69.64 75 66.07 67.86 62.5 71.43 62.5 66.07
Specificity 82.14 64.28 71.43 50 60.71 53.57 67.85 64.29 46.43
Sensitivity 67.86 75 78.57 82.14 75 71.43 75 60.71 85.71

Table 8.6: SVM classification performance (in %) with our methodology when discriminating AD
from MCI with the clustering coefficient, using EpEn to quantify the connectivity links in the
binary network, considering different ranges of threshold (PT) values.

PT interval 10-90 10-80 10-70 10-60 10-50 10-40 10-30 10-20
Accuracy 78.57 80.35 80.35 80.35 80.35 82.14 82.14 75
Specificity 75 78.57 78.57 78.57 78.57 82.14 82.14 53.57
Sensitivity 82.14 82.14 82.14 82.14 82.14 82.14 82.14 96.43

In the following section, we present the classification performance obtained with our proposal, using
different graph parameters and different connectivity measures. Indeed, we aim to answer to the
following question: is the methodology efficient whatever the considered connectivity measure and
the graph parameter?
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8.3.2 Binary graph framework

8.3.2.1 Discriminating AD patients from SCI subjects

Tables 8.7 to 8.9 show the performance of the SVM classifier when discriminating SCI subjects
from AD patients, with the five graph parameters and the three functional connectivity measures:
EpEn, PLI and MI, respectively. To facilitate the readability of the results, we report only the PT
intervals for which the selected combination of features gives the best accuracy.

Note that we put in supplementary materials (Section 8.5) all the obtained results with LDA
classifier and with weighted graph framework.

Table 8.7: SVM classification performance (in %) when discriminating SCI from AD with different
graph parameters, using EpEn to quantify the connectivity links in the binary network.

EpEn CC K L Eloc BW
PT interval 10-70 10-80 10-50 10-70 10-80
Accuracy 100 86 94 94 88
Specificity 100 81.82 95.45 86.36 86.36
Sensitivity 100 89.28 92.86 100 89.28

Table 8.8: SVM classification performance (in %) when discriminating SCI from AD with different
graph parameters, using PLI to quantify the connectivity links in the binary network.

PLI CC K L Eloc BW
PT interval 10-60 10-90 10-50 10-40 10-90
Accuracy 86 86 84 90 98
Specificity 77.27 81.82 81.82 86.36 100
Sensitivity 92.86 89.28 85.71 96.43 96.46

Table 8.9: SVM classification performance (in %) when discriminating SCI from AD with different
graph parameters, using MI to quantify the connectivity links in the binary network.

MI CC K L Eloc BW
PT interval 10-60 10-90 10-50 10-40 10-90
Accuracy 94 82 88 88 88
Specificity 95.45 81.82 81.82 86.36 86.36
Sensitivity 92.86 82.14 92.86 89.29 89.29

When comparing the results obtained with the three functional connectivity measures, we globally
notice that our methodology allows reaching good classification performance for all connectivity
measures and graph parameters. Actually, the performance ranges between 82% and 100% with a
very good balance between specificity and sensitivity. Nevertheless, EpEn measure allows a better
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discrimination between AD and SCI groups, for all graph parameters except betweenness. The best
discrimination between AD and SCI using the betweenness parameter has been obtained with PLI
measure, reaching an accuracy of 98% (see Table 8.8).

In the sequel, we will conduct a preliminary analysis of the selected features for a better under-
standing on the behavior of the topological parameters in both AD and SCI groups. We display in
Figures 8.3 to 8.7 the distribution of the graph parameters for SCI and AD patients, considering
the best combination of features leading to the best accuracy.

Figure 8.3: Boxplots of the local clustering coefficient values computed on EpEn binary graph for
SCI subjects and AD patients.

Figure 8.4: Boxplots of the degree values computed on EpEn binary graph for SCI subjects and
AD patients.
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Figure 8.5: Boxplots of the shortest path values computed on EpEn binary graph for SCI subjects
and AD patients.

Figure 8.6: Boxplots of the local efficiency values computed on EpEn binary graph for SCI subjects
and AD patients.

First, we observe that the right temporal region represented by (T6 ) is a very relevant feature to
distinguish between SCI and AD groups. This electrode is found to be pertinent for several graph
parameters (CC, K, L, and loc), in delta and beta bands with a PT value of 50% and 70%. The
frontal region plays an additional role to improve classification accuracy.

Moreover, by analyzing the values of boxplots in Figure 8.3, we find that the clustering coefficient
values of the right temporal region (T6 ) are greater in AD patients than in SCI subjects in low
frequency bands and especially in delta. This indicates that the neighbors in right temporal region
are well connected to each other in the network of AD patients compared to SCI subjects. The
opposite behavior is observed in beta band (see Figure 8.3).
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Figure 8.7: Boxplots of the betweenness values (BW ) computed on PLI binary graph for SCI
subjects and AD patients.

This behavior of clustering coefficient is in accordance with the literature statements. It can be
explained by the slowing of EEG signals in AD, leading to the concentration of AD-related activity
in the low frequency bands. Our finding is in line with (Cecchetti et al., 2021), where the authors
reported that the clustering coefficient gradually increases in theta band as the disease progresses,
and gradually decreases in alpha2 band especially in temporal and occipital regions.

In Figure 8.4, we notice that T6 has few neighbors (lower degree) in the network of AD patients
compared to SCI group in delta band. Nevertheless, since T6 is very connected with its neigh-
bors (high clustering coefficient), the low degree value highlights that T6 forms a clique with its
neighbors.

Furthermore, Figure 8.5 shows that AD patients have longer shortest path than SCI subjects, in
the right temporal region in delta band. This result reflects a lack of fluidity in the transmission
of information in this region for AD group.

Regarding the clustering coefficient (Fig. 8.3) and local efficiency (Fig. 8.6), we observe a similar
behavior between AD and SCI patients based on the first two features: δ50(T6) and β70(T6). This
same behavior can be explained by the fact that when the neighbors of T6 are well connected
(high clustering coefficient), there will be more chance that these neighbors can compensate the
functioning of this electrode in case of damage, which increases the efficiency of this electrode.
Therefore, AD network seems to be more resistant in delta band.

Also, we observe in Figure 8.7 that the betweenness with (PLI ) at T4 (neighbor of T6 and belongs
to the right temporal region) is lower for AD patients in alpha band. This indicates that the
right temporal region in SCI subjects highly contribute in the transmission of information between
regions in alpha band compared to AD patients.
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8.3.2.2 Discriminating MCI patients from SCI subjects

Tables 8.10 to 8.12 show the SVM classifier performance when discriminating SCI subjects from
MCI patients, with the five binary graph parameters. Each table reports the performance using a
specific functional connectivity measure to quantify the connectivity links in the binary network.

Table 8.10: SVM classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using EpEn to quantify the connectivity links in the network.

EpEn CC K L Eloc BW
PT interval 10-50 10-50 10-50 10-70 10-80
Accuracy 92 90 96 90 88
Specificity 86.36 90.91 95.45 95.45 86.36
Sensitivity 96.43 89.28 96.43 89.28 89.28

Table 8.11: SVM classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using PLI to quantify the connectivity links in the network.

PLI CC K L Eloc BW
PT interval 10-80 10-70 10-50 10-80 10-80
Accuracy 92 88 82 90 90
Specificity 90.91 90.91 86.36 86.36 90.91
Sensitivity 92.86 85.71 78.57 92.86 89.28

Table 8.12: SVM classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using MI to quantify the connectivity links in the network.

EpEn CC K L Eloc BW
PT interval 10-90 10-50 10-90 10-80 10-90
Accuracy 90 88 86 88 94
Specificity 81.82 86.36 81.82 86.36 86.36
Sensitivity 96.43 89.29 89.29 89.29 100

Again, a better discrimination between SCI and MCI is observed with EpEn measure, for all graph
parameters, except betweenness. The obtained accuracy values range from 88% to 96%. We also
notice the good balance between sensitivity (MCI well classified) and specificity (SCI well classified).

Regarding EpEn measure, when comparing the selected PT intervals in Table 8.7 related to SCI
vs. AD to those obtained in Table 8.10 related to SCI vs. MCI, we notice that the density network
is smaller to distinguish reliably between SCI and MCI (10%-50%), compared to SCI vs. AD
(10%-70% or 10%-80%).
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8.3.2.3 Discriminating AD patients from MCI patients

Tables 8.13 to 8.15 show the performance of the SVM classifier when discriminating AD patients
from MCI patients with the five binary graph parameters and the three functional connectivity
measures.

Table 8.13: SVM classification performance (in %) when discriminating AD from MCI with different
binary graph parameters using EpEn.

EpEn CC K L Eloc BW
PT interval 10-30 10-50 10-50 10-80 10-50
Accuracy 82.14 87.5 80.36 87.5 89.29
Specificity 82.14 89.29 75 85.71 89.29
Sensitivity 82.14 85.17 85.71 89.28 89.28

Table 8.14: SVM classification performance (in %) when discriminating AD from MCI with different
binary graph parameters using PLI.

PLI CC K L Eloc BW
PT interval 10-80 10-80 10-50 10-70 10-90
Accuracy 98.21 83.93 82.14 91.07 92.86
Specificity 96.43 82.14 82.14 92.86 96.43
Sensitivity 100 85.17 82.14 89.28 89.28

Table 8.15: SVM classification performance (in %) when discriminating AD from MCI with different
binary graph parameters using MI.

MI CC K L Eloc BW
PT interval 10-50 10-90 10-60 10-80 10-90
Accuracy 82.14 80.36 91.07 89.29 82.14
Specificity 78.57 78.57 92.86 85.71 75
Sensitivity 85.71 82.14 89.29 92.86 89.28

Regarding EpEn measure, when comparing the selected PT intervals in Table 8.13 related to AD
vs. MCI to those previously obtained in Table 8.10 related to SCI vs. MCI and in Table 8.7 related
to SCI vs. AD, we notice that the density network ranges are even smaller to distinguish reliably
between AD and MCI. In fact, with EpEn measure, it is necessary to go deeper and focus on the
very high EpEn values to better discriminate between the two groups.

We note that the best classification performance has been obtained with PLI for most graph pa-
rameters. The accuracy values range from 82.14% with the shortest path to 98.21% with clustering
coefficient. A good balance between sensitivity and specificity is still maintained with our method-
ology. Note that such performance is reached with PLI considering wide density network ranges,
contrary to EpEn measure.
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8.3.2.4 Differential AD diagnosis with the three groups

To assess the effectiveness of our methodology, we also performed a multi-class classification con-
sidering the three groups of patients simultaneously. As explained in Section 7.5.5, we are thus
confronting to a K -class classification problem (K = 3) that we turned into a set of (K(K-1)/2 )
two-class problems.

In the sequel, we report the obtained results for a differential AD diagnosis with the three groups of
patients simultaneously, using the results previously obtained with the two-class problems. There-
fore, to evaluate the performance of a three-class SVM classifier, we exploit the previous SVM
classifiers used to discriminate between each pair of classes.

Table 8.16: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the clustering coefficient (CC ) with the three connectivity measures.

CC SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

1
24
2

0
4
25

89.47%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
0
1

0
28
0

2
0
27

96.15%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
1
1

3
23
4

0
4
23

83.33%

Table 8.17: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the degree (K ) with the three connectivity measures.

K SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

18
0
1

1
25
3

3
3
24

85.9%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
3
2

1
21
2

2
4
24

82.05%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

16
1
3

3
23
5

3
4
20

75.64%
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Table 8.18: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the shortest path (L) with the three connectivity measures.

L SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
2
0

3
23
3

0
3
25

85.9%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

15
3
3

3
20
5

4
5
20

70.51%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

15
3
3

3
20
5

4
5
20

70.51%

Table 8.19: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the local efficiency Eloc with the three connectivity measures.

Eloc SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
0
1

1
25
3

1
3
24

88.64%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

1
27
2

0
1
25

93.59%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

19
1
2

1
24
2

2
3
24

85.9%

Table 8.20: Confusion matrices for differential AD diagnosis with the three groups of patients,
using the betweenness (BW ) with the three connectivity measures.

BW SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
1
2

1
26
1

0
1
25

92.31%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
2
1

2
25
0

0
1
27

92.31%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

17
0
1

1
26
6

4
2
21

82.05%
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Results show the effectiveness of our proposed methodology even for a multi-class classification,
especially with EpEn and PLI connectivity measures. Note that even if the performance shows
slight degradation for some graph parameters, it reaches in the worst case 85.9% with EpEn and
70.51% with PLI.

Table 8.21 shows the three-class classification performance taking into account the combination
of the selected features obtained with the five graph parameters. In fact, an additional feature
selection procedure is applied to select the relevant features considered as inputs for the two-class
classifiers. Note that in this case, the obtained relevant features may mix different frequency bands,
density network values, electrode locations, as well as different graph parameters.

Table 8.21: Confusion matrices for differential AD diagnosis with the three groups of patients,
using binary graph parameters combination with the three connectivity measures.

Binary graph SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

22
0
0

0
27
0

0
1
28

98.72%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

22
0
0

0
26
1

0
2
27

96.15%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

22
0
0

0
28
1

0
0
27

98.72%

We clearly observe an improvement of performance when fusing graph parameters for the three
connectivity measures considered in the present study. To have a better insight on the results, we
report in Table 8.22 the obtained features when considering EpEn as a connectivity measure. We
notice that all graph parameters, all frequency bands, different electrode locations and different
density scales contribute to the discrimination between populations.

Table 8.22: The selected features with EpEn when combining all graph parameters.

Groups Frequency band_ Threshold value_ Local graph parameter(electrode)
SCI .vs AD δ_50_CC(T6) ; α_40_L(FC3) ; θ_80_K(T6) ; β_70_CC(T6)

θ_20_Eloc(FT8); θ_40_L(Pz) ; δ_30_L(F3) ; β_20_K(FC3) ;
β_50_CC(FCz) ; β_20_L(CP3) ; δ_20_L(F8) ; α_30_BW (FC3)

SCI .vs MCI β_20_K(Oz) ; β_40_CC(TP7) ; δ_90_BW (Fz) ; α_30_CC(P3) ;
β_30_L(Oz) ; β_20_L(F3) θ_40_K(F8) ; δ_30_L(Oz) ; α_30_K(FC4)

AD .vs MCI β_20_BW (C4) ; δ_30_CC(FP1) ; β_30_L(F8) ; δ_20_Eloc(T5);
θ_30_L(Cz) ; β_10_CC(F4) ; α_10_BW (F8)
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8.3.3 Correlation study between EEG digital markers and clinical data

We recall that EEG was not exploited to establish the diagnosis of the patients included in the
Charles-Foix database. To realize the clinical relevance of using EEG as an additional diagnostic
tool, we investigated the existence of correlation between the extracted EEG markers and clinical
data.

In the database, three clinical tests are available:

• The MMSE test, which assesses cognitive functions, including attention, arithmetic, recall,
language, the ability to follow simple commands, and orientation.

• The RL/RI-16 test, which is used to assess the presence of verbal episodic memory difficulties
and detect progression to dementia. More precisely, it permits to determine whether the
memory disorder comes from stage 2 of memorization, namely storage, which is the stage
affected in AD. If the RL/RI-16 value is low, this indicates a problem during this storage
step.

• The BREF (Batterie Rapide d’Efficience Frontale), which is commonly used as a clinical test
to evaluate the alteration in the executive functions.

We assessed the correlation between MMSE, RL/RI-16, BREF tests and the final EEG markers
reported in Table 8.22. We reported in Tables 8.23 to 8.25 all the EEG markers that have a
correlation value higher than 0.5 with one of three clinical tests.
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Table 8.23: Correlation between EEG markers and markers for SCI subject. Graph marker is
presented as band_ PT_ graph parameter(electrode)

Connectivity
measure

Graph type Graph marker MMSE
n=21

BREF
n=9

RLRI
n=17

EpEn

weighted α_70_CC(FP2) 0.53 / /
binary β_20_K(FC3) -0.53 / /
binary α_30_BW (FC3) / 0.53 /
binary δ_90_BW (Fz) / 0.55 /

weighted α_40_CC(Fz) / 0.71 /
weighted θ_80_E(Cz) / 0.60 /
binary θ_40_K(F8) / 0.79 /

weighted β_70_BW (F8) / 0.60 /
binary β_10_CC(F4) / -0.63 /
binary β_20_BW (C4) / 0.71 /

weighted β_20_BW (C4) / 0.73 /
binary α_30_CC(P3) / 0.64 /

weighted α_30_CC(P3) / 0.53 /
weighted β_50_K(P4) / 0.62 /
weighted θ_80_K(T6) / -0,60 /
weighted δ_60_BW (O2) / / -0,61

PLI

weighted α_80_BW (FC3) / -0.8 /
binary α_70_K(FC3) 0.51 / /
binary α_70_E(Fz) / 0.53 /
binary δ_10_E(C3) / -0.8 /
binary δ_20_CC(CPz) / 0.69 /

weighted δ_40_BW (Pz) / -0.50 /
weighted θ_80_BW (CP3) / 0.52 /
binary θ_60_BW (T3) / -0.50 /
binary δ_40_E(T3) / 0.69 /

weighted β_50_BW (T6) / 0.69 /

MI

binary β_10_BW (F8) / -0.68 /
binary β_20_BW (F4) 0.51 / /

weighted β_30_E(TP7) / -0.57 /
weighted α_30_E(TP8) / 0.73 /
binary β_20_CC(O1) / 0.56 /

weighted θ_20_E(O1) / 0.59 /
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Table 8.24: Correlation between EEG markers and markers for MCI subject. Graph marker is
presented as band_ PT_ graph parameter(electrode)

Connectivity
measure

Graph type Graph marker MMSE
n=42

BREF
n=24

RLRI
n=31

EpEn weighted α_40_CC(Fz) / -0.59 /
weighted θ_80_E(Cz) / 0.55 /

PLI

weighted α_70_CC(FP2) / 0.53 /
binary β_30_CC(F3) / -0.57 /

weighted β_40_BW (F8) / -0.54 /
binary α_80_CC(FCz) / -0.54 /
binary α_10_K(C3) / -0.57 /

Table 8.25: Correlation between EEG markers and markers for AD subject. Graph marker is
presented as band_ PT_ graph parameter(electrode)

Connectivity
measure

Graph type Graph marker MMSE
n=26

BREF
n=17

RLRI
n=13

EpEn

weighted θ_40_K(F8) / / 0.53
binary α_30_CC(P3) / 0.57 /

weighted α_30_CC(P3) / 0.57 /
weighted β_40_CC(TP7) / / 0.51

PLI

weighted θ_40_K(F8) / / 0.53
weighted α_70_CC(FP2) / / -0.66
binary α_70_BW (F7) / / 0.60
binary θ_40_E(Fz) / 0.80 /

weighted α_80_BW (FC3) / / 0.52
binary δ_10_E(C3) / / 0.52

weighted θ_50_BW (P4) / 0.80 /
binary β_30_E(O2) / / 0.6

MI weighted α_20_E(F7) / / 0.59
binary α_10_BW (FC3) / / 0.55

We first observe that there is no correlation between the EEG markers and the MMSE. In addition,
regarding the SCI group, we notice that several EEG markers are correlated with the BREF,
especially with EpEn. However, the correlation has been assessed only on 9 SCI subjects for
whome the BREF is available in our database.

On MCI group, the same behavior is observed: a correlation emerges with the BREF test, especially
with PLI, considering the 24 persons for whome the BREF is available.

Finally, regarding AD patients, a correlation appears with the BREF and RI-RL-16, especially
with PLI. Globally, we notice a relationship between EEG markers and clinical markers in some
aspects; however, it is not relevant. This allows to infer that EEG markers could be complementary
to clinical markers that we assessed in this study.
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8.4 Conclusion
The present study relates to an automatic method for EEG signal analysis based on features
extracted at different frequency bands, electrode locations and density network scales; thus involving
feature selection and data fusion.

We have proposed a multi-scale density analysis of brain networks, which allows fusing different
brain functional organizations, by considering the combination of different threshold values to
construct the brain networks. Indeed, in the literature, the common adopted methodology to
distinguish between populations is to conduct the brain network analysis based on an optimal
threshold for which a significant statistical difference between populations is observed in terms of
topological parameters. Nevertheless, as we have shown in the present work, small variations of
the threshold value leads to high variability of classification performance.

The conducted experiments revealed that fusing different network densities leads to an improvement
of classification performance between the three groups, with a better balance between sensitivity
and specificity. In addition, it offers a better stability of the results. These findings have been
observed whatever the considered connectivity measure and graph parameter.

The originality of our proposal relies on the fact that: (i) it allows extracting a huge amount of
information using a single EEG marker; (ii) it quantifies functional connectivity between all chan-
nels without specifying upstream brain regions, following a multi-scale methodology with different
connectivity thresholds of EEG network. Indeed, by using a proportional thresholding, we pro-
vide a complete network analysis across different network densities; (iii) it allows selecting relevant
combination of EEG markers, in terms of frequency band, proportional threshold and electrode
location.

Our study presents some limitations. First, we used only one algorithm to identify relevant fea-
tures; so, the obtained features may be dependent to the algorithm used. Besides, the proposed
methodology is very fine since it allows selecting features mixing frequency band, electrode location
and density scale. This has the drawback of making the interpretation more difficult to bring out
a global trend. Also, it raises the question regarding the generalization of the results.

One of the objectives of forthcoming research will be to go further in our analysis by testing other
feature selection methods, such as genetic algorithm and XGBoost. Besides, our findings need to
be validated on other data in order to be confirmed.

108



8.5 Supplementary materials

8.5.1 Binary graph framework with LDA classifier

Table 8.26: LDA classification performance (in %) when discriminating SCI from AD with different
graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-70 10-90 10-50 10-70 10-80
Accuracy 94 80 92 92 86
Specificity 95.45 72.73 95.45 86.36 77.72
Sensitivity 92.86 85.71 89.29 96.43 92.86

Table 8.27: LDA classification performance (in %) when discriminating SCI from AD with different
graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-60 10-90 10-50 10-40 10-90
Accuracy 84 82 84 82 90
Specificity 81.82 77.27 81.82 86.36 81.82
Sensitivity 92.86 89.28 85.71 75.71 96.46

Table 8.28: LDA classification performance (in %) when discriminating SCI from AD with different
graph parameters, using MI.

MI CC K L Eloc BW
PT interval 10-60 10-90 10-50 10-40 10-90
Accuracy 94 82 86 88 88
Specificity 90.91 81.82 81.82 81.82 81.82
Sensitivity 96.43 82.14 89.29 92.86 92.86

Table 8.29: LDA classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-50 10-50 10-50 10-70 10-80
Accuracy 88 90 90 90 86
Specificity 86.36 86.36 95.45 86.36 77.72
Sensitivity 89.28 92.86 92.86 92.86 92.86
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Table 8.30: LDA classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-80 10-70 10-50 10-80 10-80
Accuracy 92 90 70 92 88
Specificity 90.91 90.91 59.09 81.82 90.91
Sensitivity 92.86 89.29 78.57 100 88.71

Table 8.31: LDA classification performance (in %) when discriminating SCI from MCI with different
binary graph parameters, using MI.

EpEn CC K L Eloc BW
PT interval 10-90 10-50 10-50 10-90 10-90
Accuracy 86 88 84 82 88
Specificity 81.82 81.82 86.36 77.27 86.36
Sensitivity 89.29 92.86 82.14 85.71 100

Table 8.32: LDA classification performance (in %) when discriminating AD from MCI with different
binary graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-30 10-50 10-50 10-80 10-50
Accuracy 80.36 85.71 80.36 89.29 87.5
Specificity 78.57 85.17 75 89.29 89.29
Sensitivity 82.14 85.17 85.71 89.28 85.71

Table 8.33: LDA classification performance (in %) when discriminating AD from MCI with different
binary graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-80 10-80 10-50 10-70 10-90
Accuracy 92.86 85.71 78.57 89.29 91.07
Specificity 89.29 82.14 75 85.71 96.43
Sensitivity 96.43 89.29 82.14 92.86 82.14
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Table 8.34: LDA classification performance (in %) when discriminating AD from MCI with different
binary graph parameters, using MI.

MI CC K L Eloc BW
PT interval 10-50 10-90 10-60 10-80 10-50
Accuracy 82.14 78.57 87.5 85.71 82.14
Specificity 78.57 78.57 89.29 82.14 75
Sensitivity 85.71 78.57 85.71 89.28 89.29

8.5.2 Weighted graph framework

Table 8.35: SVM Classification performance (in %) when discriminating SCI from AD with different
weighted graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-50 10-80 10-50 10-80 10-80
Accuracy 90 86 82 86 98
Specificity 86.36 81.82 77.27 90.91 95.45
Sensitivity 92.86 89.28 85.71 82.14 100

Table 8.36: SVM Classification performance (in %) when discriminating SCI from AD with different
weighted graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-50 10-90 10-50 10-50 10-90
Accuracy 84 86 72 78 98
Specificity 86.36 81.82 68.18 77.27 100
Sensitivity 82.14 89.28 75 78.57 96.46

Table 8.37: SVM Classification performance (in %) when discriminating SCI from AD with different
weighted graph parameters, using MI.

MI CC K L Eloc BW
PT interval 10-90 10-90 10-30 10-80 10-90
Accuracy 70 82 78 80 90
Specificity 72.73 81.82 68.18 86.36 81.82
Sensitivity 67.86 82.14 85.71 75 96.43
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Table 8.38: SVM Classification performance (in %) when discriminating SCI from MCI with
weighted different graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-90 10-50 10-40 10-70 10-70
Accuracy 98 90 94 88 86
Specificity 95.45 90.91 90.91 77.27 77.27
Sensitivity 100 89.28 96.43 96.43 92.86

Table 8.39: SVM Classification performance (in %) when discriminating SCI from MCI with dif-
ferent weighted graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-70 10-70 10-40 10-20 10-80
Accuracy 86 82 70 82 96
Specificity 72.73 86.36 59.1 63.64 95.45
Sensitivity 96.43 78.57 78.57 96.43 96.43

Table 8.40: SVM Classification performance (in %) when discriminating SCI from MCI with dif-
ferent weighted graph parameters, using MI.

MI CC K L Eloc BW
PT interval 10-60 10-50 10-40 10-30 10-30
Accuracy 90 88 96 82 90
Specificity 86.36 86.36 95.45 90.91 86.36
Sensitivity 92.86 89.29 96.43 75 92.86

Table 8.41: SVM Classification performance (in %) when discriminating AD from MCI with dif-
ferent weighted graph parameters, using EpEn.

EpEn CC K L Eloc BW
PT interval 10-40 10-70 10-30 10-40 10-70
Accuracy 82.14 87.5 89.29 82.14 96.4
Specificity 82.14 89.29 85.71 82.14 92.8
Sensitivity 82.14 85.17 92.86 82.14 100
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Table 8.42: SVM Classification performance (in %) when discriminating AD from MCI with dif-
ferent weighted graph parameters, using PLI.

PLI CC K L Eloc BW
PT interval 10-90 10-40 10-20 10-90 10-90
Accuracy 91.07 83.93 73.21 83.93 91.07
Specificity 89.29 92.85 85.71 82.14 89.29
Sensitivity 92.86 75 60.71 85.71 92.86

Table 8.43: SVM Classification performance (in %) when discriminating AD from MCI with dif-
ferent weighted graph parameters, using MI.

MI CC K L Eloc BW
PT interval 10-50 10-90 10-40 10-40 10-80
Accuracy 87.5 80.36 91.07 87.5 91.07
Specificity 92.85 78.57 89.29 89.29 85.71
Sensitivity 82.14 82.14 92.86 85.71 96.43

Table 8.44: Confusion matrices for differential AD diagnosis with the three groups of patients,
using weighted graph parameters combination with the three connectivity measures.

Weighted graph SCI MCI AD Total accuracy

EpEn
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

0
28
1

1
0
26

96.15%

PLI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

21
0
1

0
26
0

1
2
27

94.87%

MI
SCI (n = 22)
MCI (n = 28)
AD (n = 28)

20
0
3

1
28
0

1
0
25

93.59%

Table 8.45: The selected features with EpEn when combining all graph parameters.

Groups Selected features
SCI .vs AD δ_50_K(T6) ; α_10_K(FC4) ; β_60_L(FP1) ; β_20_K(FC3) ;

θ_80_Eloc(Cz)
SCI .vs MCI β_20_K(Oz) ; β_40_CC(TP7) ; α_30_CC(P3) ; α_50_L(FC4)

θ_40_K(F8) ; δ_40_K(Fz) ; β_70_BW (F4) ; α_90_CC(Pz) ;
θ_30_Eloc(TP7) ; α_40_CC(Fz)

AD .vs MCI δ_30_CC(FP1) ; β_20_BW (C4) ; δ_40_BW (P3) ; β_50_K(P4) ;
δ_60_BW (O2) ; α_20_BW (FT7) ; β_70_BW (F8) ; α_40_BW (F7) ;
θ_30_Eloc(FT8)
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Chapter 9

Conclusion and perspectives

This thesis addresses the early diagnosis of Alzheimer’s disease (AD) at preclinical and prodromal
stages using electroencephalography (EEG), and concentrates on the extraction, the selection and
the analysis of pertinent EEG markers for early AD diagnosis.

A retrospective study was performed using a clinical database including EEG signals recorded
in real-life conditions at Charles-Foix Hospital (Ivry-sur-Seine, France). This database contains
resting-state EEG data from patients with Subjective Cognitive Impairment (SCI), Mild Cognitive
Impairment (MCI) and Mild AD.

In this thesis, we investigated the progression towards AD by studying the behavior of the extracted
EEG markers that quantify functional connectivity, in a transversal way from SCI, MCI to Mild AD.
In addition, we addressed EEG brain network analysis across the three stages of cognitive decline
(SCI, MCI and Mild AD) using the graph theory at the cortical level. This allowed conducting
a topological analysis of the brain functional organization in a differential context. Actually, we
analyzed in a refine way the extracted graph parameters in each group of patients, and we confronted
them to the task of distinguishing AD patients from SCI and MCI subjects. Finally, we performed
a preliminary analysis on the correlation between the extracted EEG markers and three clinical
tests available in the database (MMSE, RL/RI-16, BREF), in order to realize the clinical relevance
of EEG.

Hereafter, we summarize the content of this manuscript to give a global vision on the conducted
research:

In Chapter 1, we presented the scientific context, and stated the objectives and the contributions
of this research.

In Chapter 2, we presented Alzheimer’s disease, its symptoms, the main factors of cognitive decline,
and the associated five stages. Moreover, we presented the current diagnostic tools of AD. Finally,
we briefly explain the underlying mechanisms to capture the brain dynamics with EEG, and we
motivated the utility of EEG for early diagnosis of AD.

In Chapter 3, we reviewed the three main effects of AD on EEG signals, especially the perturbation
in EEG functional connectivity, and summarized related works. We concluded that the majority
of connectivity measures that have been largely exploited were applied on EEG signals without
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considering the non-stationarity, nonlinearity and multivariate properties of EEG time series. This
way, we proposed to exploit a specific spatiotemporal connectivity measure, termed “Epoch-based
Entropy” (EpEn). This entropy measure is based on the statistical modeling of EEG signals with
Hidden Markov Models (HMM) on piecewise stationary epochs.

In Chapter 4, we presented the graph brain network framework and summarized the conducted
works that have exploited graph theory in the context of AD diagnosis.

Then, we presented in next chapters four major experimental studies, aiming at improving some of
the literature lacks. The main outcomes of the thesis are summarized below:

• The statistical entropy measure (EpEn) is by far more reliable to discriminate between AD,
SCI and MCI groups than commonly used measures in the literature. Indeed, the advantage
of the statistical measure lies on the fact that it quantifies on piecewise stationary epochs, the
information content conveyed by EEG signals locally over time and spatially by estimating
inter-channels relationship. This allows a better estimation of the spatiotemporal character-
istics of EEG signals merged into a single figure. Moreover, the structure of HMM seems
to be adapted for modeling the neural dynamics underlying the observed EEG signals. In
addition, HMM can manage multidimensional signals by applying multivariate probability
density functions on the signals. Thus, EpEn is very effective when considering a set of EEG
signals to obtain an entropy measure associated to a brain region.

• The analysis of functional connectivity in terms of its topological organization in the brain
network, and not only in terms of its values, allows a good understanding on the evolution of
functional connectivity networks throughout SCI, MCI and AD.

• Functional connectivity and graph analysis are frequency band-dependent and functional
alterations starts at the MCI stage with a specific scheme. In delta, SCI group exhibits a
reduction of brain activity quantified by EpEn, a decrease of clustering coefficient and an
increase of the path length compared to MCI and AD. This indicates the ability of AD and
MCI networks to form locally dense cliques. In high frequencies, especially in alpha, opposite
behavior appears, suggesting a rapid and high efficiency in information transmission across
the SCI network. We concluded that the brain network at SCI stage tends to have a small
world topology compared to MCI and AD stages. Moreover, the modular structure of brain
networks has revealed that in case of damage, the SCI network is more resilient to neuronal
damage compared to that of MCI and even more compared to that of AD stage. Finally,
our results added new pieces of evidence in the understanding of the early brain changes,
confirming that MCI is a transitional stage between SCI and AD. In addition, all the results
pointed out the predominance of high strength intrinsic connectivity that appears at the MCI
stage, which may reflect the compensatory response to the neuronal damage occurring early
in the disease process.

• Graph brain network analysis led to a better discrimination between SCI, MCI and AD stages
in terms of graph parameters, when the graph networks have been constructed from EpEn
adjacency matrices. We reached a total accuracy between 91% and 94.8% for the three-class
classification depending on the considered graph parameter. Moreover, the misclassification
errors obtained with EpEn have more sense compared to the other connectivity measures:
most of the misclassified SCI and AD patients are classified as MCI patients, which is more
coherent with the evolution stages of cognitive impairment. MCI being an intermediate stage
in the evolution towards AD.
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• The crucial aspect in functional networks studies is how to fix the threshold value to construct
the graph. The common adopted strategy is to use different threshold values in an arbitrary
interval, from which graph parameters are calculated. Then, the threshold leading to a
significant difference between populations is kept. However, the effect of the threshold choice
in not completely understood in the literature and it could lead to different study conclusions.
We have demonstrated in our research that small variations of the threshold may lead to high
variability of classification performance.

• The conducted experiments demonstrated that fusing the information extracted from different
graph representations obtained at different density scales (different threshold values), leads on
the one hand to an improvement of classification performance between the three populations,
with a better balance between sensitivity and specificity. On the other hand, to a better
stability of the performance across threshold intervals. These findings have been observed
whatever the connectivity measure and the graph parameter used.

• Finally, we have proposed a new methodology to extract EEG markers and identify the
relevant ones. Using a single connectivity measure, we computed the connectivity between all
pairs of electrodes in all frequency bands, and following a multi-scale approach, which involves
the construction of the adjacency matrices at different threshold values. Hence, a huge amount
of information emerged from a single measure. By performing a feature selection procedure,
the final extracted relevant feature vector combines different triplets fusing frequency band,
density network scale and electrode location. Note that the proposed feature selection method
is completely independent from the classifier algorithm. Also, classification was performed
with linear SVM and LDA classifiers, which are very simple algorithms. Experiments have
shown the effectiveness of our proposal to discriminate between SCI, MCI and AD in terms
of accuracy, specificity and sensitivity. By also considering the graph parameter, additionally
to frequency band, electrode location and density scale, the accuracy value increases.

In the light of such promising results, it would be of high interest to progress in our research work
on graph network analysis, taking into account the limitations of our previous studies.

Actually, the obtained results should be considered limited to the context of cortical EEG analysis.
It is largely acknowledged that sensor-level analysis is prone to the effects of volume conduction and
poor SNR. Currently, there is no method that guarantees to discard volume conduction effects. One
way to manage this issue consists in using connectivity measures that are relatively less sensitive
to these effects, such as PLI and EpEn. However, further investigation could be performed using
EEG source estimation approach, which is merging as a potential method that addresses the effects
of volume conduction.

Besides, our findings are based on a specific feature selection method, namely Orthogonal Forward
Regression. It could be of high interest to confront such feature selection method to other algorithms
in order to investigate the stability of the obtained EEG features.

In addition, our proposal extracts the features locally at the level of the electrode location. For
the purpose of interpreting the obtained features and confronting them to the clinical knowledge,
it would be interesting to investigate the effect of considering a brain regions instead of electrodes’
location.
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Also, our conducted work raises the question regarding the generalization of the results. Hence,
our findings need to be validated on other data in order to be confirmed. Our conducted work
in this thesis is therefore a preliminary work that requires conducting an in-depth research, which
should involve more patients. One of the objectives of this forthcoming research will also be to go
further in our analysis by confronting our EEG-based results to the available neuropsychological
and clinical markers.

Finally, our proposal relies on a refine methodology that extracted a high number of handcrafted
features, and involved a sophisticated feature selection procedure. This could lead to problems of
generalization of the results. Therefore, it could be interesting to go a step forward by exploiting
Graph Neural Network (GNN) framework for EEG analysis. We will consider the connectivity
graph network as input to the model, taking advantage of our previous findings to generate different
representations of graph inputs. We will exploit GNN for the automatic extraction of high-level
EEG markers. We will also target to conduct a reasoning process on the extracted features to
identify brain region of interest and frequency ranges, which proved the most active during the
progression to AD.
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