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Abstract

Today, most personalized services like recommendations are powered by supervised learning algorithms. But those
algorithms use data collected thanks to the same applications and algorithms. This kind of feedback loop is remi-
niscent of an online learning problem. Surprisingly, online learning algorithms are not often used in applications like
recommender system. Amongst online learning algorithms Reinforcement Learning (RL) and bandits algorithms, look
the most well positioned to replace supervised learning algorithms (Netflix; Spotify; Li et al., 2016). Nonetheless,
there exists a significant number of roadblocks before being able to fully replace current supervised methods. In
this thesis, we focus on some of those constraints, from a theoretical point of view, to better understand some
of the limitations of RL and bandit algorithms under those constraints and how it impacts their use in real-world
applications. In this thesis, we consider three hurdles of deploying RL algorithms. But others exist such as model
misspecification, non-stationarity and lack of real-time architectures.

The first is to guarantee that during the learning process of the newly-deployed algorithm, its performance does
not fall significantly behind the performance of the already used method, called baseline policy. The latter is often
suboptimal. In this case, it is desirable to deploy a Reinforcement Learning algorithm that interacts with the system
to learn a better/optimal policy under the constraint that during the learning process, the performance is almost
never worse than the performance of the baseline itself.

Recently, an other important problematic that emerged in personalized services is the privacy of the data used
by the algorithms. For example, we can think to the leakage of information through recommended items in a
recommender system scenario. In RL, it is common that user data contain sensitive information that needs to be
protected from third parties. Motivated by this observation, we study privacy in the context of finite-horizon Markov
Decision Processes (MDPs) by requiring information to be obfuscated on the user side. We formulate this notion of
privacy for RL by leveraging the local differential privacy (LDP) framework. We establish a lower bound for regret
minimization in finite-horizon MDPs with LDP guarantees which shows that guaranteeing privacy has a multiplicative
effect on the regret. This result shows that while LDP is an appealing notion of privacy, it makes the learning problem
significantly more complex.

At last, we consider the problem of security in Reinforcement Learning systems. One aspect is to understand
how adversarial attacks can affect RL systems. In many domains, malicious agents may have incentives to force a
bandit algorithm into a desired behavior. For instance, an unscrupulous ad publisher may try to increase their own
revenue at the expense of the advertisers; a seller may want to increase the exposure of their products, or thwart a
competitor’s advertising campaign. We show that a malicious agent can force a bandit algorithm to recommend any
desired items T ≠ o(T ) times over a horizon of T steps, while applying adversarial modifications to either rewards
or contexts with a cumulative cost only growing logarithmically. The second aspect of security in RL is to build
an end-to-end encrypted RL system. Indeed, a critical aspect of bandit methods is that they require to observe
contexts –i.e., individual or group-level data– and rewards in order to solve the sequential problem. The deployment
in industrial applications has increased interest in methods that preserve the users’ data security. We introduce a
secure bandit framework based on homomorphic encryption which allows computations using encrypted data. The
algorithm only observes encrypted information (contexts and rewards) and has no ability to decrypt it. The security
of the data from the RL algorithm is then guaranteed.
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6.3.2 Apprentissage par Renforcement à Récompense Moyenne . . . . . . . . . . . . . . . . . . . . 190

6.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
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6.4.3 Sécurité dans l’apprentissage par renforcement. . . . . . . . . . . . . . . . . . . . . . . . . . 193
6.4.4 Liste des publications dans les conférences internationales avec journal. . . . . . . . . . . . . 193

5



Chapter 1

Introduction

Contents

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Contextual Bandit and Tabular Reinforcement Learning . . . . . . . . . . . . . . . 7

1.2.1 Multi-Armed Bandit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.2 Linear Contextual Bandit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2.3 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Outline and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.1 Overview

Supervised Learning has powered a substantial amount of applications (Sharma et al., 2017; Wang et al., 2016;
Ghazanfar and Prugel-Bennett, 2010) where some might argue that online decision-making algorithms may be better
adapted (Sikka et al., 2012; Netflix). However, in the recent years there has been a lot of efforts to adapt and deploy
online decision-making algorithms for applications like recommendation problems (Spotify; Ie et al., 2019). At the
forefront of this push there is Reinforcement Learning (RL) and Bandit algorithms1 (Shi et al., 2018; Zhao et al.,
2019; Guo et al., 2020). Indeed, those learning paradigms allow practitioners to take into account the lifetime value
of a customer (Wang et al., 2019a), or other objectives that are a function of the previous interactions of a given
user with a product. Nonetheless, this change is not painless. One crucial reason for this, that we focus on in this
thesis, between Supervised Learning based algorithms and RL ones is exploration.

To understand what is exploration in Bandit and RL algorithms, let us consider the classical example, described in
(Lattimore and Szepesvári, 2020), where one faces two different slots machines with different winning probabilities.
You can play one of the two machines 10 times with the goal to maximize the total number of wins after 10 pulls.
Imagine that after 6 totally random pulls you observe that the first machine has a higher winning rate than the
second one. How does one should allocate the remaining pulls? Should one commit to pulling only the first machine
or try the second machine a few more times? The first example exploits the current results and makes a greedy
decision based on those. Whereas taking the second option means that one is still exploring the potential actions
maybe assuming the current results are due to randomness. The tension between optimizing the number of winning
pulls and gathering more data on the winning rate of each machine is dubbed, in the literature, the explore-exploit
tradeoff. When deploying a RL algorithm, exploration can be problematic for different reasons. For example, even
though it may lead to better long-term results, exploration can lead to worse result in the short-term, as an example
one may think about recommending a german-speaking (with no subtitles) movie to a solely french-speaking person.
In the worst scenario, exploration may even be harmful when recommending a PG18-rated movie to a 13 years old.
This motivates the need to constrain exploration when deploying RL algorithms.

This thesis is motivated by these questions around the exploration process for Reinforcement Learning and Bandits.
We hope that through the different contributions presented here, we clarified some questions in order to apply RL
algorithms in the real-world but also helped promising research directions to further facilitate the use of RL to emerge.

1In this thesis, we may sometimes use the term RL algorithms to design both Reinforcement Learning algorithms and Bandit algorithms
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1.2 Contextual Bandit and Tabular Reinforcement Learning

Before delving into the contributions of this thesis, we provide an introduction to Tabular Reinforcement Learning
and Contextual Bandits which are the two main settings studied in this thesis. We start by a brief introduction to
Multi-Armed Bandit that is the basic setting to understand the interaction scenario between the learning algorithm
and the rest of the world.

1.2.1 Multi-Armed Bandit

A Multi-Armed Bandit problem is a simple online decision-making problem. An algorithm (often called agent or
learner) has to choose an action from a set of K œ N

ı possible actions for each time t Ø 1. Each action generates
a reward, rt,a (that may be adversarial or stochastic) the objective of the learner is to maximize the cumulative
rewards. In this thesis, we focus on stochastic bandit or Reinforcement Learning problem. That is to say, we assume
that for each action a Æ K, the reward ra ≥ ‹a where ‹a is an unknown (for the learner) distribution on R. The
objective of the learner is then to maximize the cumulative reward,

q
t Er≥‹at

(r). Or equivalently to minimize the

regret, R(T ) =
qT

t=1 Er≥‹aı (r) ≠ Er≥‹at
(r) for all T Ø 1, where aı := arg maxaœ{1,...,K} Er≥‹a(r) is the best

action to take with the knowledge of the distributions (‹a)a.
As explained in the previous section, minimizing the regret requires the learner to balance exploring the arms

and exploiting the current best arms. There exists a wide variety of assumptions that makes the multi-armed bandit
problem more or less complex. For example, we can assume the reward distribution are sub-Gaussian or with heavy
tails (Bubeck and Cesa-Bianchi, 2012; Zhuang and Sui, 2021). However, this provides a basic setting to understand
the online nature of the problem studied in this thesis.

1.2.2 Linear Contextual Bandit

Contextual Bandit is a cardinal development of the standard bandit theory thanks to the addition of side-information
called contexts that modify the reward-generating process enabling for example personalization in some application
of bandit algorithms. In general in contextual bandit, the reward is a function of a feature given to the algorithm
without any further assumption on the relationship between the reward and the feature (Beygelzimer et al., 2010,
2011; Bietti et al., 2018). In this work, we focus on the case where this relation is linear. The linear contextual
bandit problem is one of the most studied version of the contextual bandit problem. There exists two slightly different
formulation of the problem that are equivalent but are more comfortable depending on the situation.

Action Dependent Features Let’s consider the standard contextual linear bandit setting with K œ N arms.
At each time t, the agent observes a context xt œ R

d◊K , selects an action at œ J1, KK and observes a reward:
rt,at

= È◊ı, xt,at
Í + ÷t

at
where ◊ı œ R

d is a feature vector and ÷t
at

is a conditionally independent zero-mean, ‡2-
subgaussian noise. No assumption is made on how the contexts are presented to the agent. That is to say they could
be sampled stochastically or adversely. In most cases, the contexts are assumed to all have a norm upper-bounded
by some known constant and the learner has access to an upper-bound on the norm of the unknown vector ◊ı.
The goal of the agent is to minimize the cumulative regret after T steps RT =

qT
t=1È◊ı, xt,aı

t
Í ≠ È◊ı, xt,at

Í, where
aı

t := arg maxaÈ◊ı, xt,aÍ.

Action Independent Features In this formulation the features vector does depend on the action, that is to say
at each time t, the agent receives a context xt œ R

d. The main difference with the formalism above is that when
the agent selects an action at œ J1, KK, it observes a reward: rt,at = È◊at , xtÍ + ÷t

at
where for each arm a, ◊a œ R

d

is a feature vector and ÷t
at

is a conditionally independent zero-mean, ‡2-subgaussian noise. The regret can now be

written as, RT =
qT

t=1È◊aı
t
, xtÍ ≠ È◊at

, xtÍ, where aı
t := arg maxaÈ◊a, xtÍ.

1.2.3 Reinforcement Learning

Reinforcement Learning is a generalization of the bandit setting by incorporating a notion of state, similar to contexts
in contextual bandit. Over the years, different formulation of RL has been devloped. For example, most applied
deep Reinforcement Learning research is taking place in the discounted infinite horizon setting (Mnih et al., 2013).
In those work, we focus on two setting more studied in theoretical RL literature: finite-horizon (in Section 3.1 and
Section 2.C.3) and Average-Reward Reinforcement Learning (in Section 2.3).
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1.2.3.1 Finite-Horizon Reinforcement Learning

Let’s consider a finite-horizon Markov Decision Process (Puterman, 1994, Chp. 4) M = (S, A, p, r, H) with state
space S and action space A. Every state-action pair is characterized by a reward distribution with mean r(s, a) and
support in [0, 1] and a transition distribution p(·|s, a) over the next state. We denote by S = |S| and A = |A| the
number of states and actions, and by H the horizon of an episode. A Markov randomized decision rule d : S æ P (A)
maps states to distributions over actions. A policy fi is a sequence of decision rules, i.e., fi = (d1, d2, . . . , dH). We
denote by ΠMR (resp. ΠMD) the set of Markov randomized (resp. deterministic) policies. The value of a policy
fi œ ΠMR is measured trough the value function

’t œ [H], ’s œ S V fi
t (s) = E

fi

C
Hÿ

l=t

rl(sl, al) | st = s

D

where the expectation is defined w.r.t. the model and policy (i.e., al ≥ dl(sl)). This function gives the expected
total reward that one could get by following policy fi starting in state s, at time t. There exists an optimal policy
fiı œ ΠMD (Puterman, 1994, Sec. 4.4) for which V ı

t = V fiı

t satisfies the optimality equations:

’t œ [H], ’s œ S, V ı
t (s) = max

aœA

)
rt(s, a) + p(·|s, a)TV ı

t+1

*
:= Lı

t V ı
t (1.1)

where V ı
H+1(s) = 0 for any state s œ S. The value function can be computed using backward induction (e.g.,

Puterman, 1994; Bertsekas, 1995) when the reward and transitions are known. Given a policy fi œ ΠMD, the
associated value function satisfies the evaluation equations V fi

t (s) := Lfi
t V fi

t+1(s) = r(s, dt(s)) + p(·|s, dt(s))TV fi
t+1.

The optimal policy is thus defined as fiı = arg maxfiœΠMD{Lfi
t V ı

t }, ’t œ [H].
In the following we assume that the learning agent knows S, A and rmax, while the reward and dynamics are

unknown and need to be estimated online. Given a finite number of episode K, we evaluate the performance of a
learning algorithm A by its cumulative regret

R(A, K) =

Kÿ

k=1

V ı
1 (s1,k) ≠ V fik

1 (s1,k)

where fik is the policy executed by the algorithm at episode k.

1.2.3.2 Average-Reward Reinforcement Learning

The Average-Reward setting in Reinforcement Learning is defined through a Markov Decision Process (Puterman,
1994, Sec. 8.3) M = (S, A, p, r) with state space S and action space A. Every state-action pair (s, a) is characterized
by a reward distribution with mean r(s, a) and support in [0, rmax], and a transition distribution p(·|s, a) over next
states. We denote by S = |S| and A = |A| the number of states and actions. A stationary Markov randomized policy
fi : S æ P (A) maps states to distributions over actions. The set of stationary randomized (resp. deterministic)
policies is denoted by ΠSR (resp. ΠSD). Any policy fi œ ΠSR has an associated long-term average reward (or gain)
and a bias function defined as

gfi(s) := lim
T æ+Œ

E
fi
s

5
1

T

Tÿ

t=1

r(st, at)

6
and

hfi(s) := C- lim
T æ+Œ

E
fi
s

5 Tÿ

t=1

!
r(st, at) ≠ gfi(st)

"6
,

where E
fi
s denotes the expectation over trajectories generated starting from s1 = s with at ≥ fi(st). The bias hfi(s)

measures the expected total difference between the reward and the stationary reward in Cesaro-limit (denoted by
C- lim). We denote by sp(hfi) := maxs hfi(s) ≠ mins hfi(s) the span (or range) of the bias function.

Assumption 1. The MDP M is ergodic.

In ergodic MDPs, any policy fi œ ΠSR has constant gain, i.e., gfi(s) = gfi for all s œ S. There exists a policy
fiı œ arg maxfi gfi for which (gı, hı) = (gfiı

, hfiı

) satisfy the optimality equations,

hı(s) + gı = Lhı(s) := max
aœA

{r(s, a) + p(·|s, a)Thı},
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where L is the optimal Bellman operator. We use D = maxs ”=sÕ minfiœΠSD E[·fi(sÕ|s)] to denote the diameter of M ,
where ·fi(sÕ|s) is the hitting time of sÕ starting from s. We introduce the “worst-case” diameter

Υ = max
s ”=sÕ

max
fiœΠSD

E [·fi(sÕ|s)] , (1.2)

which defines the worst-case time it takes for any policy fi to move from any state s to sÕ. Asm. 1 guarantees that
D Æ Υ < Œ.

1.3 Outline and Contributions

In this thesis, we explore the theoretical implications of how one can reconciliate the exploration process in Rein-
forcement Learning and Bandits algorithms with practical constraints that at first glance would require to limit or
even suppress exploration. In each of the following chapters, we explore one constraint showing its effect on the
regret. The theoretical results are illustrated with experiments on either synthetic dataset and real-world datasets.
The technical derivation are located in the Appendix at the end of each chapter.

Bandits with Noisy Evaluations and Conservative Exploration The first type of constraint, that is the focus
of Section 2.1 of Chapter 2, can be seen as a performance type of constraint. In a standard recommendation ML
pipeline it is not uncommon to have features being scored by a bunch of specialized models before being sent to
the algorithm in charge of the final recommendation. The reason for this design are multiple. In some cases, it is
simply due computational and latency constraints. For problems with millions of items to be recommended it is more
efficient to get a rough ranking of all items and then computing more refined estimation of a reduced number of
items. An other reason can be that the nature of objects to be ranked is heterogeneous that is to say the algorithm
may have to rank images and text data. In which case, it is often recommended to use specialized scoring algorithms.
The second performance constraint, studied in Sections 2.2 and 2.3 in Chapter 2 deals with the short-term reward
loss due to exploration in RL and Bandits algorithms. As discussed above, due to exploration, RL algorithms takes
action that are suboptimal in order to discard them quickly and focus on the other actions. However, oftentimes
when deploying a RL algorithms there exists a trusted algorithm (which maybe relying on handcrafted rules) solving
the same problem as the RL algorithm but potentially suboptimal. If this existing algorithm is indeed suboptimal, the
RL algorithm will outperform it in the long run. In the worst case the gap in performance can be in serious disfavor
of the RL algorithm for a long time. This situation is to be avoided at all cost and requires to control the exploration
of the algorithm such that it is taking bad actions only if it has built a ”budget” for it. That is to say, we want to
introduce a parameter controlling the maximum difference between the performance of the existing algorithm and
the RL one while the latter is performing worse than the former. This problem is called conservative exploration2.

Privacy in Reinforcement Learning The second type of constraints we tackle is motivated by the recent push
for more privacy in online services. Indeed, the question of privacy in machine learning algorithms has been a long
standing question (Dwork et al., 2010a). Recently the notion of Differential Privacy has nonetheless been accepted
as the default definition of privacy in the ML literature (Abadi et al., 2016). In Section 3.1 of Chapter 3, we examine
how this definition has been adapted to the tabular RL setting. The main consequence of privacy in RL is a constraint
on the sequence of actions that can be taken by the agent. We propose the first algorithm to enforce a stronger
definition of privacy, a decentralized one (Bebensee, 2019), and show how this affect the regret by proving a lower
bound and presenting an algorithm matching this lower-bound up to polynomial terms in the size of the state space
and the size of the actions space. In addition, in Section 3.2 of Chapter 3 we show how to relate a recent advance in
the theory of Differential Privacy (Feldman et al., 2020), which allows to achieve a trade-off between strong privacy
and performance degradation, to a linear contextual bandit problem.

Security in Reinforcement Learning. Finally, the last type of constraint we consider in this thesis is a security
constraint. In Chapter 4, we study two different aspects of security. First, in Section 4.1 we investigate how sensitive
linear contextual bandits are to adversarial attacks. In those attacks, the attackers are allowed to modify the feedback
sent to the algorithm. Their objective being to minimize the cumulative change in the feedback while ensuring that
the bandit algorithm is unable to find the best actions. In Section 4.2, we explore a second aspect of security that

2For each type of constraints a more thorough related work discussion is provided in the corresponding chapter.
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having all the feedback sent and received by the algorithm are encrypted end-to-end. The algorithm can not decrypt
data but can perform computation on encrypted data. This encryption comes with serious computational drawbacks
and limitations. That is to say, there is a limited number of additions or multiplications possible before making the
data indecipherable. Despite this limitation, we show how to build a linear contextual bandit algorithm with a regret
on par with standard linear contextual bandit algorithms.

List of Publications in International Conferences with Proceedings. The list below contains the publications
I was involved in during this PhD. Chapter 2 is based on (Garcelon et al., 2022c, 2020a,b). Chapter 3 is based on
(Garcelon et al., 2021, 2022b) and the last chapter, Chapter 4 is based on (Garcelon et al., 2020c, 2022c).
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Chapter 2

Performance Constraint in Reinforcement
Learning

In this chapter, we explore the impact of different empirical constraints on the exploration process in Reinforcement
Learning and Bandit problems. There is a myriad of practical constraints that may hinder the exploration process in
online learning. In this chapter, we explore two main constraints. The first constraint is when it is not possible for the
learning algorithm to directly observe the input, x such that the reward is a function of x. That is to say the algorithm
may only observe predictions of the reward from some prediction algorithms. For example, the learning algorithm
only observes predictions from computer vision algorithms for image inputs, or NLP algorithms for text-based inputs.
The second constraint we focus on is a performance constraint on the policy learned by the agent. That is to say,
assuming the learning algorithm has access to a baseline policy (usually a policy based on expert knowledge) the
agent is not allowed to deploy a policy in the environment that is performing significantly worse than the baseline
policy. This problem is known in the bandit and RL literature as the conservative exploration problem.

Specifically, in this chapter we formalize for the first time the problem of Bandits under Noisy Evaluations where
the agent choose arms based on noisy predictions provided by different evaluators. We define the notion of regret
in this new setting and introduce two learning algorithms with sublinear regret. In the second part of this chapter,
we revisit the problem of conservative exploration (Wu et al., 2016; Kazerouni et al., 2017). We introduce an
algorithm with improved regret guarantees in the linear contextual bandit case. Finally, we formalize the conservative
exploration problem in the Finite Horizon Reinforcement Learning but also in the Average Reward Reinforcement
Learning setting.

This chapter is based on the three following articles:

• Evrard Garcelon, Vashist Avadhanula, Alessandro Lazaric, and Matteo Pirotta. Top k ranking for multi-
armed bandit with noisy evaluations. In Gustau Camps-Valls, Francisco J. R. Ruiz, and Isabel Valera, edi-
tors, Proceedings of The 25th International Conference on Artificial Intelligence and Statistics, volume 151
of Proceedings of Machine Learning Research, pages 6242–6269. PMLR, 28–30 Mar 2022a. URL https:

//proceedings.mlr.press/v151/garcelon22b.html

• Evrard Garcelon, Mohammad Ghavamzadeh, Alessandro Lazaric, and Matteo Pirotta. Improved algorithms
for conservative exploration in bandits. Proceedings of the AAAI Conference on Artificial Intelligence, 34(04):
3962–3969, Apr. 2020a. doi: 10.1609/aaai.v34i04.5812. URL https://ojs.aaai.org/index.php/AAAI/

article/view/5812

• Evrard Garcelon, Mohammad Ghavamzadeh, Alessandro Lazaric, and Matteo Pirotta. Conservative explo-
ration in reinforcement learning. In Silvia Chiappa and Roberto Calandra, editors, Proceedings of the Twenty
Third International Conference on Artificial Intelligence and Statistics, volume 108 of Proceedings of Machine
Learning Research, pages 1431–1441. PMLR, 26–28 Aug 2020b. URL https://proceedings.mlr.press/

v108/garcelon20a.html
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2.1 Bandit With Noisy Evaluations

Consider an idealized content reviewing task in a large social media firm, where the objective is to identify harmful
content that violates the platforms’ community standards. Given the large volume of content generated on a daily
basis, it may not be possible to ask human reviewers to provide a thorough assessment of each piece of content.
For this reason, the platform may automatically assign a badness score for each piece of content depending on their
estimated level of severity. For example, a hate speech related post may be assigned a higher badness score in
comparison to a click bait post. The content with higher badness score may then be prioritized for human review,
which eventually leads to what we can consider as a “ground-truth” evaluation of the severity of the content. The
more accurate the badness score is in predicting the actual severity, the higher the chance that harmful content is
passed for human review and properly identified. In practice, the badness score may be obtained by aggregating
predictions returned by different automatic systems (e.g., rule-based, ML-based systems). For instance, the platform
could rely on NLP-based classifiers for hostile speech detection, or CV-based classifiers for graphic images. As such,
it is crucial to properly calibrate the predictions returned by each of these classifiers to ensure that the scores can be
compared meaningfully and then return an aggregate and reliable badness score that correctly prioritizes the most
harmful content for human review.

In this section, we consider the case where evaluators are noisy and possibly biased functions of the true reward of
each arm. In particular, we consider two alternative settings, where evaluations are generated according to: 1) a noisy
generalized linear function of the true reward; 2) a noisy linear function of the true reward. In both cases, we first
define an “oracle” strategy that have prior knowledge of the evaluation function, including the noise distribution, and
it is designed to maximize the rewards of the arms chosen at each round given the evaluations provided as input. We
then devise the most suitable MAB strategies to approach the oracle’s performance over time. In the first case, we
show that one has to rely on an ‘-greedy strategy to avoid dependencies between the evaluations observed over time
and the decisions taken by the algorithm. This eventually leads to a regret w.r.t. the oracle of order ÂO(T 2/3) over
T rounds. On the other hand, if the evaluation functions are linear and the variance of the additive noise is known,
we show that a simple greedy strategy leveraging the specific structure of the problem is able to recover a ÂO(

Ô
T )

regret. We then validate these results in a number of experiments. We first consider synthetic problems where we
carefully design the MAB instances to support our theoretical findings and to compare to alternative approaches.
Then we move to problems based on real data, where our assumptions may not be verified, to provide a more thorough
evaluation of performance and robustness of our approach. Notably, we study a problem related to content review
prioritization for integrity in social media platforms.

2.1.1 Definition of the Bandit Model

We consider a multi-armed bandit problem where, at each round t, the learner is provided with a set of Kt > K Ø 1
arms (e.g., the content to be reviewed at time t) characterized by a reward ri,t œ R for each i = 1, . . . , Kt (e.g.,
the badness score). While the true reward is unknown to the learner, J evaluators return noisy, possibly biased,
evaluations fi,t,j for each arm (e.g., different rule-based and/or ML-classifiers). At the beginning of each round, the
learner receives the evaluations {fi,t,j}, it returns a set At ™ {1, . . . , Kt} of K arms (i.e., |At| = K), and it observes
their associated rewards ri,t for i œ At.

1 The learner’s objective is to accumulate as much reward as possible over T
rounds by selecting the K arms with larger rewards.

Without any further assumption, this problem is not tractable since the rewards may change arbitrarily over time
and the evaluations may not be predictive of the true rewards, thus making it impossible for any learner to achieve
a satisfactory performance. Throughout the paper, we make a series of assumptions to make the problem solvable.
We start from the rewards.

Assumption 2. The rewards ri,t of each arm i = 1, . . . , Kt at round t = 1, . . . , T are drawn i.i.d. from a common
distribution ‹ supported on [0, C] with C a positive constant. The number of arms Kt at each round t is arbitrary
and K < Kt Æ Kmax < Œ.

While this assumption simplifies the treatment of the problem, it does not affect the objective of the learner,
which is to select the top-K arms at each round, i.e., for the specific realizations {ri,t}. For instance, for K = 1, the
objective is to return the arm iı

t = arg maxi=1,...,Kt
ri,t. We do not assume that the learner has any prior knowledge

of the distribution ‹.

1For the sake of simplicity, we consider that the learner receives the exact reward ri,t, but all our results can be adapted to the case
of noisy feedback.
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Figure 2.1: As an illustrative example, consider the case where at each round t each arm is associated to a context xi,t

drawn from a context distribution fl and there exists a function generating the true rewards as ri,t = hı(xi,t). The distribution
‹ is then defined by the distribution on rewards r = hı(x) induced by x ≥ fl. We also denote by fl|hı(x) = r the
conditional distribution over contexts associated with reward r. Consider then a neural network h, trained on past context-
reward pairs, that returns an evaluation for arm i characterized by a context xi,t as fi,t = h(xi,t). The black crosses in
the plot are the pairs (hı(xi,t), h(xi,t)). The evaluation function associated to the neural network h is then defined as
fh(r) = Ex≥fl|hı(x)=r

#
h(x)

$
(green line) and the noise ‘ is the deviation from h(x) and f(r) depending on the specific

realization of x, i.e., ‘i,t = h(xi,t) ≠ fh(r) for r = hı(xi,t). The blue line illustrates the perfectly calibrated case, where hı

itself is used for prediction, in this case fhı (r) = r.

In general, the evaluators may rely on some contextual information xi,t associated to each arm i (e.g., texts,
images, meta-data related to the piece of content) to return their evaluation fi,t,j and their accuracy in predicting
the true reward ri,t may vary depending on the evaluator and the specific context xi,t. Nonetheless, we assume that
the learner has no access to the context or the actual mechanism that generates the evaluations (e.g., the evaluators
may be external services) and we rather rely on the following model to describe how the evaluations are generated

fi,t,j = fj(ri,t) + ‘i,t,j , j = 1, . . . , J, (2.1)

where fj : R æ R is the evaluation function, and ‘i,t,j is a stochastic error. This general formulation can be seen as
the inverse of a calibration function, as it describes the intrinsic bias of each evaluator j and the noise associated to
the evaluations of the true reward. See Fig. 2.1 for a qualitative illustration of this model. We assume the noise in
the evaluations satisfy a rather mild assumption.2

Assumption 3. Each error ‘i,t,j is generated i.i.d. from a sub-Gaussian distribution with zero mean and parameter
‡j , assumed to be known to the learner.

As far as the evaluation function is concerned, we distinguish two settings.

Assumption 4 (Generalized linear setting). We assume that each evaluation function is a generalized linear model
w.r.t. the true reward, i.e., fj(r) = g(–j · r), for all j Æ J , where – œ R and g is a strictly increasing function and
twice- differentiable with ÎgÕÎŒ Æ Lg and ÎgÕÕÎŒ Æ Mg, and cg := infx,◊ gÕ(x · ◊) > 0. The function g is known to
the learner, while the evaluator-specific parameters –j are unknown.

Assumption 5 (Linear setting). We assume that each evaluation function is linear w.r.t. the true reward, i.e.,
fj(r) = –jr, for all j Æ J . While the shape of the function is known to the learner, the evaluator-specific parameters
–j are unknown.

In the following we use – = (–1, . . . , –J) œ R
J and ‡ = (‡1, . . . , ‡J) œ R

J . We use the standard notation Î · Î
and Î · ÎŒ for the ¸2 and the maximum norm respectively, while for any two vectors x, y œ R

J , x · y œ R
J denotes

the component-wise product.
We consider a setting where the bandit algorithm has only access to the predictors’ evaluations of the true reward

of an arm. This is a very generic scenario that encompasses the case where evaluations are a function of a context
characterizing an arm. The generality of our framework allows us to deal with problems where the context is not
directly observable (e.g., because it is kept private) or where it differs across evaluators. For example, similarly to
bandits with expert advice, evaluators may use very different context sources (e.g., visual information, text, meta

2A similar assumption is used in (Yun et al., 2017), where the covariance matrix of the distribution generating the noisy features is
assumed to be known to the learning.
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data) to build their predictions, but these are unknown to the bandit algorithm (e.g., because evaluators are external
services). The resulting model in Eq. 2.1 is then a calibration function which, in the case evaluations are function
of a context, can be understood as explaining the connection between the true reward and the evaluations after
averaging over the stochasticity in the (non-observable) context information (Fig. 2.1). Notice that if the context
was available, the evaluations could be disregarded as the bandit could directly rely on the context to predict the
rewards in the first place, as in standard contextual bandit.

We conclude by noticing, despite these additional assumptions, no learner can retrieve the best choice of top-K
arms at each round (i.e., maxi1,...,iK

qK
l=1 ril,t), since the only information available to the learner is from biased

and noisy evaluators (see Lemma 7 in App. 2.A.1). As a result, instead of targeting the top-K arms, in the following
we introduce oracle strategies that leverage the full knowledge of the problem (i.e., the evaluation function and the
noise distribution) and use their performance as reference for the learner.

2.1.2 Other Related Bandit Models

The problem sketched before 3 can be seen as an instance of the multi-armed bandit (MAB) framework, where each
piece of content is an arm and the objective of the bandit algorithm is to select arms/content with the higher reward
(e.g., severity). The algorithm can rely on the estimations returned by a set of evaluators (e.g., a set of classifiers) to
decide which arm to pull at each step (e.g., content to pass to human review). This setting can be formalized using
a number of existing frameworks, such as MAB with expert advice, contextual bandit, bandit with side observation,
and contextual bandit with noisy context. Before diving into how to solve the problem introduced here, we review
alternative models that are related to our setting. Let consider the case with K = 1 (i.e., the learner returns one
arm at each round). The most direct way to model our setting is MAB with expert advice (Auer et al., 2003), where
the evaluators are experts and evaluations {fi,t,j} are the experts feedback. In this case, it is possible to derive
algorithms with sublinear regret w.r.t. the best expert in hindsight (Beygelzimer et al., 2011). While this is a very
general model, where no assumption is imposed either on the rewards or on the experts feedback (they could even be
generated adversarially), algorithms designed for this setting tend to be over conservative in practice, as they have to
be robust to any sort of data process. Furthermore, none of the evaluators may be very accurate (e.g., they all have
very large variance) and targeting the performance of the best among them may not correspond to a satisfactory
performance.

Alternatively, we can frame our problem as a contextual MAB problem (Agrawal and Goyal, 2013; Agarwal et al.,
2014). We could aggregate all J evaluations for arm i into a context representation

„i,t = (fi,t,1, . . . , fi,t,j , . . . , fi,t,J) œ R
J . (2.2)

Unfortunately, there are two major issues using this model: 1) in general, the reward ri,t may not be a simple function
(e.g., linear) of „i,t; 2) the contextual features may be noisy realizations of some “true” features (e.g., due to the
noise factor ‘i,t,j in Eq. (2.1)). In order to deal with the first issue, we could rely on Asm. 5, which would lead to
a linear contextual problem. The second issue could be dealt by using the approach proposed by Yun et al. (2017)
for linear contextual bandit with noisy features. While the setting in (Yun et al., 2017) bears some similarities (e.g.,
the noise distribution is assumed to be known, they consider a similar notion of relative regret and study a greedy
algorithm), there remain some crucial differences: 1) they consider unbiased features, which corresponds to a very
specific instance of Asm. 5 with –j = 1; 2) they provide guarantees only for Gaussian noise, while the algorithm
designed to handle the general case has no regret guarantee.

Finally, alternative models of contextual bandit with non-deterministic features considered the case where the
full distribution of the features is known (Yang et al., 2020) or part of the features are corrupted (Gajane et al.,
2016; Bouneffouf, 2021). These settings do not match the use cases studied in this section. In addition, most
other noise-in-the-features regression models such as Deming Regression (Walford and Deming, 1944) or Total Least
Squares (Golub and Loan, 1980) does not take into account the relationship between the rewards and the features,
that is to say the features are a function of the actual reward, this relationship creates dependence and correlation
unaccounted for in the analysis of those regression models.

2.1.3 The Generalized Linear Model Case

We start by considering the case where the evaluator functions satisfy the generalized linear model in Asm. 4.

3Similar problems are patient prioritization in hospitals (Déry et al., 2019), credit scoring (Provenzano et al., 2020), and resume
review (Li et al., 2020).
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2.1.3.1 The Oracle Strategy

We first define an oracle strategy that, beside ‡j and g, has prior knowledge about the parameters –j . At each
round, the oracle receives as input the evaluations {fi,t,j} and has to select K arms. We focus on oracle strategies
O of the following form
1. The oracle O first aggregates the evaluations into a reward estimation ‚rOi,t for each arm i using a weighted average

scheme. Let „i,t œ R
J the vector collecting all evaluations as in Eq. 2.2 and w œ R

J a weight vector, then we
define4

‚rOi,t = Èw, g≠1(„i,t)Í, (2.3)

where g≠1 is the inverse of the link function applied component-wise to „i,t. The choice of the weights is fixed and
independent from the actual evaluations, but it may depend on the evaluation function and the noise distribution.

2. The oracle O then returns the top-K arms according to the estimates ‚rOi,t, i.e.,

AO
t := arg

K
max

i
Èw, g≠1(„i,t)Í (2.4)

The crucial aspect is then to find the weighting scheme w that guarantees the best performance for the oracle. Let
iı
1, . . . , iı

K be the true top-K arms and AO
t = {iO1 , . . . , iOK} be the estimated top-K arms according to the estimated

rewards ‚rOi,t. Ideally, at each round t, we would like to find the oracle weights that minimize the suboptimality gap

∆
O
t =

Kÿ

l=1

riı
l

,t ≠
Kÿ

l=1

riO
l

,t. (2.5)

Since the rewards ri,t as well as the evaluations {fi,t,j} are random, it is not possible to minimize the previous
expression for any possible realization using a fixed set of weights. Thus, we rather focus on minimizing a high-
probability upper-bound of Eq. 2.5.

Lemma 1. Under Asm. 3 and 4, with –j being the parameter of the generalized linear model for each evaluator
j = 1, . . . , J and ‡j being the sub-Gaussian parameter of the noise ‘i,t,j , let ” œ (0, 1) be a desired confidence level,
then the oracle strategy designed to minimize a (1≠”)-upper bound of Eq. 2.5 is characterized by the weights solving
the optimization problem

min
wœRJ

2

ı̂ıÙK3

Jÿ

j=1

(wj‡j)2¸” + K

ı̂ıÙJ

Jÿ

j=1

(wj‡j)2

s.t.

Jÿ

j=1

wj–j = 1

, (2.6)

where ¸” = ln
!

Kmax

”

"
. The previous problem has a closed-form solution w+ œ R

J such that

w+
j =

–j

‡2
j Î– · ‡≠1Î . (2.7)

The resulting oracle has suboptimality gap w.p. 1 ≠ ”

∆
+
t Æ

2K
Ò

ln
!

Kmaxe
”

"
+ K

Ô
J

Î– · ‡≠1Î . (2.8)

We first remark that the previous lemma does not use Asm. 2 and it holds for any realization of the rewards, where
the probability (1 ≠ ”) is w.r.t. to noise in the evaluations. We notice that the optimal weight w+

j is proportional

to the ratio –j/‡2
j , which describes the amount of “signal” with respect to the noise for evaluator j. Indeed, the

oracle gives less weight to evaluators that are noisy (large ‡j), while relying more on evaluators with strong “signal”
(large –j). Indeed, as –j increases w.r.t. ‡j , the evaluations tend to be near deterministic and thus more reliable.
Interestingly, the suboptimal gap in Eq. 2.8 shows that the oracle improves as the number of evaluators increases (the

4In the linear case for –j = 1 (i.e., the link function g is the identity function) and Gaussian noise, (Yun et al., 2017) showed the
exact posterior over ri,t given the evaluations {fi,t,j} takes a weighted average form as in Eq. 2.3.
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Algorithm 1: GLM-Á-greedy algorithm

Input: Noise parameters {‡j}jÆJ , confidence level ”

Parameters: exploration level Á; number of arms to pull K; regularization ⁄

Set H0 = ÿ, ‚– = 0 and w0 = 0
for t = 1, . . . , T do

Sample Zt ≥ Ber (Á)
Observe evaluations for each arm („i,t)iÆKt

if Zt = 1 then
Pull arms in At obtained by sampling K arms uniformly in {1, . . . , Kt}
Observe rewards ri,t for all i œ At

Add sample to dataset Ht = Ht≠1 fi
!

fiiœAt {(„i,t, ri,t)}
"

Update estimators ‚–j,t by solving

ÿ

„,rœHt

r(g(‚–t,j · r) ≠ „j) ≠ ⁄‚–t,j = 0 (2.9)

Update weights wt,j = ‚–t,j/Î‚–t · ‡≠1Î
else

Select At = arg maxK
i Èwt, „i,tÍ

term Î– ·‡≠1Î grows as
Ô

J) but ∆O
t does not tend to zero even when J æ Œ. While this might be counterintuitive

(the learner is provided with an infinite number of independent evaluations), the residual gap is due to the nonlinear
nature of the generalized linear model, where the zero-mean noise added to the evaluations may be amplified or
decreased through g≠1 while reconstructing the unknown parameters –j .

Based on the previous lemma, the oracle strategy for the generalized linear case is defined by the weights w+ and
we denote by ‚r+

i,t and A+
t the associated reward estimates and top-K arm selection rule.

2.1.3.2 The GLM-Á-greedy Algorithm

Building on the oracle strategy defined in the previous section, we now consider the learning problem when the
link function g and the noise distribution are known, but the learner has no knowledge of the parameters –j . As
customary in MAB problems, at each round t, the learner observes only the rewards of the selected arms in At. The
main challenge in this setting is that a learner leveraging the evaluations {fi,t,j} is directly affected in its choices (i.e.,
the set At) by the noise ‘i,t,j generated at the beginning of round t. This is radically different from the standard
MAB setting, where the noise (in the reward) follows the arms played by the learner, which are then independent
from any noise conditionally on the past (see App. 2.A.2). A way to circumvent this dependency is to rely on an
Á-greedy strategy, where only the samples obtained in exploratory steps are actually used to build an estimator of the
unknown parameters –j .5 The resulting algorithm is detailed in Alg. 1. The core of Alg. 1 is a maximum likelihood
estimation step where the algorithm learn the parameter –. Coherently with the evaluation model in Eq. 2.1, the true
rewards (ri,t)i,t serves as the input for the function fj (in this case the GLM model), while the evaluations („i,t)i,t

work as the values we need to fit.
We now compare the performance of Alg. 1 to the oracle strategy and define the notion of relative regret

RT =
Tÿ

t=1

1 ÿ

iœA+
t

‚r+
i,t ≠

ÿ

iœAt

‚r+
i,t

2
, (2.10)

where w+ œ R
J is the oracle weight vector, ‚r+

i,t are the associated reward estimates, and A+
t is the oracle set of

top-K arms. This notion of regret, first introduced by Yun et al. (2017) in noisy contextual bandit, is comparing the
quality of the arms returned by the algorithm and the oracle according to the estimated rewards, for which the oracle
is optimal (see App. 2.A.5 for further discussion). The following theorem shows that if Á is properly tuned, Á-greedy
has sublinear regret.

5While we study an Á-greedy type of algorithm, any type of exploration method decorrelating the estimation procedure and the
exploration, like an Explore-Then-Commit strategy, would achieve a similar regret.
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Theorem 1. For any ” œ (0, 1), T Ø 8, ⁄ = J≠1 and set Á = T ≠1/3, let ÷2
‹,j = Er≥‹(g(–jr)2) and ÷‹,min =

minj ÷‹,j . Then under Asm. 2, 3, and 4 we have that with probability at least 1 ≠ ” the regret of Alg. 1 is bounded
as

RT Æ ÂO
A

T 2/3

A
(1 +

Ô
J≠1Î–Î)ΦSÎ‡ÎŒÔ

K÷‹,min

+
ÎgÎ3

Œ
K2÷2

‹,min

BB

where ÎgÎŒ = maxj,xœ[0,C] g(–jx) and

Φ = 2KÎ‡ÎŒ

A
2
Ô

J +

Ú
K ln

1
eKmax

K”

2B
+ KÎgÎŒ

S =
!
Î– · ‡

≠2Î2 + Î‡
≠2Î2

" Î‡≠2 · –Î2

Î‡≠1 · –Î4
2

+

3
Î‡≠1Î4

Î‡≠1 · –Î2

42

.

As expected, the regret of GLM-Á-greedy increases as ÂO(T 2/3). While this shows that the algorithm is able to
approach the performance of the oracle, it also illustrates the difficulty of this setting, where the strict decoupling
between explorative and exploitative steps used to guarantee a consistent estimation process translates into a higher
regret. Interestingly, this result matches the regret of Yun et al. (2017) for contextual bandit with noisy features.

In order to investigate the main terms appearing in the previous bound, we consider the case where all evaluators
share the same parameters –j = –0 and ‡j = ‡0 for some (–0, ‡0) œ R

2
+ (with –0 Ø 1). In this case, the regret

bound of Thm. 1 reduces to

RT Æ ÂO
A

T 2/3
Ô

K

A
1 +

Ú
K

J

B
‡2

0

–0

B

We first notice that the bound scales as max{
Ô

K, K
Ô

J≠1}. Similar to the suboptimality gap for the oracle (see
Lemma 1), when J æ Œ, the bound improves but does not decrease down to 0 and rather converges to

Ô
K.

The dependency on K may be surprising, since for K = Kmax the regret is trivially 0 at each round (i.e., the
algorithm returns all arms and it cannot make any error in the ranking). However, this dependency comes from the
fact that in the regret analysis we bound the norm of the evaluations for the selected jobs, which scales linearly with
K. We believe a more refined analysis could alleviate this dependency. Last, the regret depends inversely on the
”signal-to-noise” ratio –0

‡2
0
.

2.1.4 Linear Case

We now consider the special case of linear evaluations and show how this relatively minor change to the problem has
a major impact on how to approach the learning problem and the regret.

2.1.4.1 The Linear Oracle Strategy

Similar to the GLM case, we define the oracle strategy that defines an estimated reward ‚rOi,t = Èw, „i,tÍ. Then

the oracle ranks arms according to ‚rOi,t and selects the set of top-K AO
t accordingly. We then optimize weights to

minimize a high-probability upper bound to the suboptimality gap ∆O
t .

Lemma 2. Under Asm. 3 and 5, with –j , being the parameter for each evaluator j = 1, . . . , J , ‡j being the sub-
Gaussian parameter of the noise ‘i,t,j , let ” œ (0, 1) be a desired confidence level, then the oracle strategy designed to
minimize a (1≠”)-upper bound of Eq. 2.5 is characterized by the weights obtained as the solution of the optimization
problem

min
wœRJ

2

ı̂ıÙK3

Jÿ

j=1

(wj‡j)2¸” s.t.

Jÿ

j=1

wj–j = 1 , (2.11)

where ¸” = ln
!

Kmax

”

"
. The previous problem has a closed-form solution w+ œ R

J such that

w+
j =

–j

‡2
j Î– · ‡≠1Î2

. (2.12)

The resulting oracle has suboptimality gap w.p. 1 ≠ ”

∆
+
t Æ

2K
Ò

ln
!

Kmaxe
”

"

Î– · ‡≠1Î (2.13)
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Algorithm 2: The Evaluation-Structure-Aware Greedy (ESAG) algorithm for the linear case.

Input: Noise parameters {‡j}jÆJ , confidence level ”

Parameters: number of arms to pull K
Set ‚– = 0, w0 = 0 and Nt = 0
for t = 1, . . . , T do

Observe evaluations for each arm („i,t)iÆKt

Select At = arg maxK
i Èwt, „i,tÍ

Observe rewards ri,t for all i œ At

Update ‚–t as:

‚–t+1 = ‚–t
Nt + Kt ≠ NtKt

(Nt + Kt)Nt
+

qKt

i=1
„i,t

Kt
(2.15)

Update Nt+1 = Nt + Kt and wt as

wt+1,j =
‚–t+1,j

‡2
j Î‚–t+1,j · ‡≠1Î2

(2.16)

The weights of the oracle have the same expression in the GLM case in Lemma 1. Nonetheless, the suboptimality
gap is smaller than in Lemma 1 as the linear structure allows to concentrate the noise of the evaluations, unlike in
the GLM setting where the potential non linearity of g forces us to study the worst-case scenario. Notably, in the
linear case, we see that as J tends to infinity the suboptimality gap tends to zero.

2.1.4.2 Evaluation-Structure-Aware Greedy

Similarly to Sec. 2.1.3.2, the learner has no knowledge of the parameters –j but only knows the noise distribution
and the linear structure of the evaluations. The main estimation difficulty of the general case still applies to this
setting, i.e., using samples obtained by selecting arms based on the evaluations may introduce a bias in the estimation
process.

Instead of introducing explicit exploration steps to gather “unbiased” samples, as done in the GLM case, we
exploit a more subtle property for this case. We notice for any evaluator j, the expected evaluation is

E
#
fi,t,j

$
= E

#
–jri,t + ‘i,t,j

$
= –jr, (2.14)

where r = E[ri,t] is the expectation of the reward distribution ‹ in Asm. 2. Consider an oracle strategy that is fed
with the parameters –jr, then the optimal weights in Eq. 2.12 become Âw+ = w+/r. While this leads to estimates
Âr+

i,t that are biased w.r.t. the oracle estimates ‚r+
i,t, the factor 1/r is evaluator- and arm-independent and it does not

impact the ranking returned by this biased oracle, i.e., ÂAt = A+
t . This in striking contrast with the GLM where it is

not possible to easily evaluate a vector proportional to – because of the potential non-linear behavior of g.
Building on this evidence, we define an algorithm, the Evaluation-Structure-Aware Greedy (ESAG) in Alg. 2,

that avoids the use of the observed rewards altogether, thus removing the statistical dependency between noise and
decisions, and rather tries to estimate the expected evaluations in Eq. 2.14 (see Eq. 2.15 in Alg. 2) and use them to
build estimates, as in the biased oracle. Since ESAG only relies on the evaluations available at round t, it does not
need any explicit exploration strategy to collect useful information, and it executes greedy actions according to the
current weights wt at each round. We can derive the following regret guarantees.6

Theorem 2. Under Asm. 2, 3, and 5 for any ” œ (0, 1), T Ø 1 with probability at least 1 ≠ ” the regret of Alg. 2 is
bounded by:

RT Æ Er≥‹(r)ΦÕK

C 3
Φ

Õ

Er≥‹(r)Î–ÎŒ
Ô

K

42

+
8
Ô

T Φ
ÕS

K̄T

D

where K̄T = TqT

t=1

t≠1qt≠1

l=1
Kl

Ø K is the harmonic average of the number of arms over T steps, S is the same as in

Thm. 1 and

Φ
Õ = 2Î–ÎC ln

1
4

”

2
+ 2Î‡ÎŒ

A
2
Ô

J +

Ú
K ln

1
Kmax

K”

2B

6While we derive Thm. 2 for a greedy algorithm, similar results hold for an optimistic exploration strategy.
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The most interesting aspect of the previous theorem is that the regret is of order ÂO(
Ô

T ), since ESAG does not
pay for the sharp separation between exploration and exploitation steps as for GLM-Á-greedy.

2.1.5 Experiments

In order to study different aspects of the settings and algorithms introduced in the previous sections, we focus on
both synthetic and real data experiments. We report further results in the supplementary material.

2.1.5.1 Synthetic Data

We first validate our algorithms on synthetic data. We consider Kt = Kmax = 20 arms where for each arm we
get J = 10 evaluations. The reward distribution ‹ is a Gaussian distribution centered at 0 and truncated between
[0, 20]. We consider both the logistic case with g(x) = (1 + exp(≠x))≠1 and the linear case where for all evaluators
fj(x) = –jx. At the beginning of each experiment, we draw the coefficients –j and the parameters ‡j from uniform
distributions in [–0/2; 3–0/2] and [‡0/2; 3‡0/2] respectively. As discussed in Sect. 2.1.3, a critical term characterizing
the problem structure is the ratio –j/‡j . We then set –0 = 1 and consider three different values for ‡0 such that
–0/‡0 œ {0.1, 1, 10}. Finally, the noise in the evaluations are generated as ‘i,t,j ≥ N (0, ‡2

j ) in the linear case whereas

in the GLM case ‘i,t,j is drawn from a truncated centered gaussian distribution with variance 2‡2
j . We average all

results over 80 runs and we report 95% confidence intervals. Additional details are reported in the supplement.
Oracle performance. Before investigating the performance of the learning algorithms, we compare the per-

formance of the oracle strategy to a simple average strategy that defines ‚ravg
i,t = 1/J

qJ
j=1 fi,t,j and ranks arms

accordingly. We also study how the suboptimality gap of the oracle changes as J increases for both the GLM and
linear case. As shown in Fig. 2.2a, in both settings that oracle strategies outperform the simple average. Furthermore,
as predicted by Lemma 1 and 2, the oracle suboptimality gap decreases as J increases, but it plateaus to a fixed
value for GLM, while it tends to zero for the linear case.

2.1.5.2 The GLM Case

We consider different types of algorithms: GLM-Á-greedy (Alg. 1); GLM-Á-greedy-all, it has same struc-
ture as Alg. 1 but uses samples from both explorative and exploitative steps to build the estimator ‚–; GLM-
EvalBasedUCB, it uses all samples to build an estimator ‚– and leverages a high-probability confidence interval on
‚– to derive optimistic weights w and rank and select arms accordingly; GLM-LinUCB, the algorithm of Abbasi-
Yadkori et al. (2011) using g≠1(„i,t) as features; GLM-ESAG, Alg. 2 adapted for the GLM case; Rand, the fully
random strategy; GLM-Greedy, the greedy strategy using the MLE estimator ‚–; Exp4.P, the bandit with expert
advice algorithm in Beygelzimer et al. (2011).

Estimation Bias. As discussed in Sect. 2.1.3.2, one of the critical aspects that motivated the use of an Á-greedy
approach and led to the ÂO(T 2/3) is the fact that whenever the set of arms is chosen according to the noisy evaluations
{fi,t,j}, the dependency between ‘i,t,j and At may create a bias when estimating the parameters –j using the samples
ri,t observed after selecting At. We illustrate this effect in Fig. 2.2b, where we report the error of the estimates
‚–t computed by GLM-Á-greedy and GLM-Á-greedy-all w.r.t. the true parameters –. While the error of the
estimator computed by GLM-Á-greedy decreases over time, the error for GLM-Á-greedy-all has a residual bias
due to the estimation procedure. Similar results can be shown for all the algorithms (e.g., GLM-ESAG) that rely
on samples generated by selecting At based on the evaluations {fi,t,j} and they can be reproduced in the linear
setting as well.

Regret Performance. We compare the performance of different learning algorithms in terms of relative regret
w.r.t. the oracle defined in Sec. 2.1.3.We remove from Fig. 2.2c all algorithms (i.e., RAND, Greedy, EXP4.P)
that suffer large linear regret to avoid loosing resolution on the other algorithms. While GLM-ESAG and GLM-
LinUCB have better regret, they both have a linear regret that keeps increasing over time, while GLM-Á-greedy
has a sublinear regret.7

7Notice that we have not actively tried to find problem parameters that would make the linear regret of GLM-ESAG and GLM-
LinUCB larger than GLM-Á-greedy in a shorter time. The linear regret of GLM-ESAG is due to the residual estimation bias illustrated
in Fig. 2.2b.
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Figure 2.2: a) Average suboptimality gap ∆
O
t for the oracle strategy in the GLM and linear cases as a function of the number

of evaluators J . b) Estimation error Î‚–t ≠ –Î. c) Regret w.r.t. to the oracle as defined in Sect. 2.1.3 for the GLM case. d)
Regret w.r.t. to the oracle as defined in Sect. 2.1.3 for the linear case in the high noise regime (i.e., –j = 0.1‡j).

Table 2.1: Cumulative badness over T = 2000 steps

Alg. Badness

Rand 30076.18
GLM-Á-greedy 53403.6

GLM-Á-greedy-all 53419
GLM-EvalBasedUCB 53328.3

GLM-LinUCB 30910.5
GLM-ESAG 53393.9

GLM-Greedy 53371.9
Exp4.P 47766.7

EvalBasedUCB 90768.2
LinUCB 90332.2
ESAG 90790.5

Greedy 69956.3

2.1.5.3 The Linear Case

We also study the linear case and compare the linear versions of the algorithms described above. As illustrated in
Fig. 2.2d, the crucial difference w.r.t. the GLM case is that now ESAG has sublinear regret, whereas other algorithms
have linear regret. Interestingly, EvalBasedUCB, despite the bias introduced by using samples obtained by selecting
actions based on the noisy observation, is able to learn a good strategy and it outperforms LinUCB, but still suffers
linear regret.

2.1.5.4 Content Review Prioritization

We now move to a real-world problem to investigate the performance of our algorithms when their assumptions are
no longer verified.

Data description. We consider a small dataset of content shared on a large social media firm that has been reported
for violating the platforms’ community standards. In order to ensure that the most harmful content is prioritized
for reviewing, the platform assigns badness score for each piece of content which increases with the severity of the
content. We consider four different classifiers that provide badness estimates for the sampled content. Each of these
classifiers are trained on the real data and follow different modeling architectures to predict the badness score. Our
objective is to leverage scores from these four classifiers to identify the most harmful subset of content and flag them
for the platform to review and action them.

Performance. We evaluate the cumulative badness of the content selected by the algorithms. The higher the score
the better. The results are reported in Tab. 2.1. We first notice that all learning algorithms perform significantly
better than the random strategy, thus indicating that the GLM and linear assumptions are accurate enough to return
meaningful rankings. Nonetheless, we notice that GLM-based algorithms do not perform as well as linear ones,
probably due to the choice of the logistic function, which, in this case, does not fit data accurately. On the other
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hand, ESAG is the algorithm that performs best, followed by EvalBasedUCB and LinUCB. Notice that in
the case of real data, we may even expect LinUCB to perform better, since it relies on somewhat less restrictive
assumptions (no assumption is made on how the features are generated) and it relies on the true rewards to estimate
parameters (this is also the case for EvalBasedUCB). This is in contrast with ESAG that exclusively builds on
the evaluations, which clearly do not respect an exact linear model, to estimate the unknown parameters. This shows
that, even in problems where the assumptions do not hold, ESAG is robust enough and it is competitive w.r.t. a
large variety of algorithms.

2.1.6 Potential Extensions and Concluding Remarks

In this section, we studied a MAB problem where the learner is provided with noisy and biased evaluations of the true
reward for each arm. We showed that under specific assumptions it is possible to design learning algorithms that are
able to compete to oracle strategies both in theory and in practice. The empirical validation on real data also shows
that this model and the associated algorithms are promising for solving challenging real-world problems.

Extensions. There is a number of directions that could be pursued to extend our current results.

• Evaluation functions. The GLM and linear assumptions are relatively strong. A natural venue of improvement
is to generalize our results to richer function spaces, such as Gaussian processes.

• Persistent arms. While we assume that the set of arms is “refreshed” at each round, we can easily extend our
setting to the case where all the arms that are not selected in At remain in the pool of arms available at the
next round (e.g., content that has not been reviewed). All our results naturally extend to this case, except
for ESAG, which would not be able to use Kt samples at each round, but would rather get K new samples
corresponding to the arms replaced at each round.

• Heteroschedastic noise. In the model illustrated in Fig. 2.1, the noise ‘i,t,j is heteroschedastic, where the
variance may depend on the reward value r. While our model leverages an upper-bound ‡j on the actual
variance, better adapting to the reward-dependent variance may improve the performance.

• Relaxing Asm. 2. This assumption is used only in the linear case, while it is possible to remove any stochastic
assumption on the rewards and replace it by a milder condition that requires that the (arbitrary) sequence
of rewards is such that cumulative sum of the rewards observed over time is a growing function with T , i.e.,qT

t=1 rit,t = Ω(t). The results for GLM-Á-greedy could be easily extended to this case.

In the remainder of this chapter, we focus on a constraint related to the performance of the learning agent. In
most potential applications of RL or bandit algorithms a trusted decision rule is already used and performs reasonably
well. One obstacle to use directly RL algorithms is that while the algorithm will converge eventually to the optimal
policy there is no guarantee that the algorithm will outperform the previously set decision rule in a time that is
reasonable for the desired application.

2.2 Improved Conservative Exploration for Linear Contextual Bandits

Many problems in fields such as digital marketing, healthcare, finance, and robotics can be formulated as decision-
making under uncertainty. Although many learning algorithms have been developed to find a good/optimal policy
for these problems, a major obstacle in using them in real-world applications is the lack of guarantees for the actual
performance of the policies they execute over time. Therefore, for the applicability of these algorithms, it is important
that they execute policies that are guaranteed to perform at least as well as an existing baseline. We can think of
the baseline either as a baseline value or the performance of a baseline policy. It is important to note that since
the learning algorithms generate these polices from data, they are random variables, and thus, all the guarantees
on their performance should be in high probability. This problem has been recently studied under the general title
of safety w.r.t. a baseline in bandits and reinforcement learning (RL), in both offline Bottou et al. (2013); Thomas
et al. (2015a,b); Swaminathan and Joachims (2015); Petrik et al. (2016) and online Mansour et al. (2015); Wu et al.
(2016); Kazerouni et al. (2017); Katariya et al. (2019) settings.

In the online setting, which is the focus of this section, the learning algorithm updates its policy while interacting
with the system. Although the algorithm eventually learns a good or an optimal policy, there is no guarantee on
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the performance of the intermediate policies, especially at the very beginning, when the algorithm needs to heavily
explore different options. Therefore, in order to make sure that at any point in time the (cumulative) performance
of the policies generated by the algorithm is not worse than the baseline, it is important to control the exploration
and make it more conservative. Consider a recommender system that runs our learning algorithm. Although we
are confident that our algorithm will eventually learn a strategy that performs as well as the baseline, and possibly
even better, we should control its exploration not to lose too many customers, as a result of providing them with
unsatisfactory recommendations. This setting has been studied in multi-armed bandits Wu et al. (2016), contextual
linear bandits Kazerouni et al. (2017), and stochastic combinatorial semi-bandits Katariya et al. (2019). These
papers formulate the problem using a constraint defined based on the performance of the baseline policy (mean of
the baseline arm in the multi-armed bandit case), and modify the corresponding UCB-type algorithm Auer et al.
(2002a) to satisfy this constraint. At each round, the conservative bandit algorithm computes the action suggested
by the corresponding UCB algorithm, if the action satisfies the constraint, it is taken, otherwise, the algorithm acts
according to the baseline policy. Another algorithm in the online setting is by Mansour et al. (2015) that balances
exploration and exploitation such that the actions taken are compatible with the agent’s (customer’s) incentive
formulated as a Bayesian prior.

In this section, we focus on UCB-type algorithms and improve the design and empirical performance of the
conservative algorithms in the contextual linear bandit setting. We first highlight the limitations of the existing
conservative bandit algorithms Wu et al. (2016); Kazerouni et al. (2017) and show that simple modifications in
constructing the conservative condition and the arm-selection strategy may significantly improve their performance.
We show that our algorithm is formally correct by proving a regret bound, matching existing results and illustrate its
practical advantage w.r.t. state-of-the-art algorithms in a number of synthetic and real-world environments. Finally,
we consider the more realistic scenario where the conservative constraint is verified at predefined checkpoints (e.g.,
a manager may be interested in verifying the performance of the learning algorithm every few days). In this case,
we prove a regret bound showing that as the checkpoints become less frequent, the conservative condition has less
impact on the regret, which eventually reduces to the standard (unconstrained) one.

2.2.1 Conservative Contextual Linear Bandits

We consider the standard contextual linear bandit setting with arm dependent features, see Section 1.2.2 with K > 1
arms. At each time t, the agent selects an arm at œ At = {1, . . . , K} and observes a reward

rt
a = È◊ı, xt,aÍ + ÷t

a := µt
a + ÷t

a, (2.17)

where ◊ı œ R
d is a parameter vector, xt,a œ R

d are the features of arm a at time t, and ÷t
a is a zero-mean ‡2-

subgaussian noise. When the features correspond to the canonical basis, this formulation reduces to multi-armed
bandit (MAB) with d arms. In the more general case, the features may depend on a context st, so that xt,a = „(st, a)
denotes the feature vector of a context-action pair (st, a) and (2.17) defines the so-called linear contextual bandit
setting.

We rely on the following standard assumption on the features and the unknown parameter ◊ı.

Assumption 6. There exist B, D Ø 0, such that Î◊ıÎ2 Æ B, Îxt,aÎ Æ D, and È◊ı, xt,aÍ œ [0, 1], for all t and a.

Given a finite horizon n, the performance of the agent is measured by its (pseudo)-regret:

R(n) =

nÿ

t=1

È◊ı, xt,aı
t
Í ≠ È◊ı, xt,atÍ,

where aı
t œ arg maxaÈ◊ı, xt,aÍ is the optimal action at time t. In the conservative setting, the objective is to minimize

the regret under additional performance constraints w.r.t. a known baseline. We assume the agent has access to a
baseline policy, which selects action bt at time t.8 The learning problem is constrained such that, at any time t, the
difference in performance (i.e., expected cumulative reward) between the baseline and the agent should never fall
below a predefined fraction of the baseline performance. Formally, the conservative constraint is given by

’t > 0,

tÿ

i=1

µi
ai

Ø (1 ≠ –)

tÿ

i=1

µi
bi

, (2.18)

8In the non-contextual case, the baseline policy reduces to a single baseline action b.

24



where – œ (0, 1) is the conservative level. As the LHS of (2.18) is a random variable depending on the agent’s
strategy, we require this constraint to be satisfied with high probability. Finally, in order to keep the presentation and
analysis simple, we rely on the following assumption.

Assumption 7. For any t > 0, the performance of the baseline strategy until t is known, i.e.,
qt

i=1 µi
bi

can be
evaluated by the agent.

This assumption is often reasonable since the baseline performance can be estimated from historical data (see
Rem. 3 in Kazerouni et al. (2017)). Furthermore, as shown in Wu et al. (2016); Kazerouni et al. (2017), this
knowledge can be removed and the algorithm can be modified to incorporate the estimation process (and preserve
the same order of regret).
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Figure 2.3: Comparison of the cumulative regret between UCB, its conservative variant (CUCB), and an oracle
version of CUCB, where (2.18) can be evaluated exactly to decide whether to select the UCB arm or the baseline.

Conservative Exploration. Conservative exploration algorithms Wu et al. (2016); Kazerouni et al. (2017) are based
on a two-step process to select the action to play. In the first step, they compute an optimistic action based on
the optimism-in-the-face-of-uncertainty principle, i.e., using UCB Auer et al. (2002b) or LinUCB Li et al. (2010);
Abbasi-Yadkori et al. (2011), which is effective in exploring and minimizing the regret over time. In the second
step, they evaluate the conservative condition by replacing the unknown mean with a statistical lower bound. If the
condition is verified, they play the optimistic action, otherwise, they act conservatively by selecting the baseline bt.
Playing the baseline over multiple steps contributes to “build a conservative budget”, so that condition (2.18) is more
likely to be satisfied by the UCB arm, and thus, allowing to execute explorative actions.

Formally, let Sb
t be the set of times up to t (included) where the agent played the baseline and St≠1 = [t]\Sb

t be the
complementary set, i.e., when the agent played the UCB action. CLUCB uses the information collected when playing
non-conservatively to build an estimator of ◊ı by solving a regularized least-square problem ‚◊t = (ΦtΦ

€
t +⁄I)≠1ΦtYt,

where ⁄ > 0, Φt = (xi,ai)iœSt≠1 œ R
d◊|St≠1| and Yt = (ri

ai
)iœSt≠1 œ R

|St≠1|. Denote by Vt = ⁄I +ΦtΦ
€
t the design

matrix of the regularized least-square problem and by ÎxÎV =
Ô

x€V x the weighted norm w.r.t. any positive matrix

V œ R
d◊d. We define the confidence set Θt = {◊ œ R

d : Î◊ ≠ ‚◊tÎV ≠1
t

Æ —t} where

—t = ‡

Û
d log

3
1 + D2(1 + |St≠1|)/⁄

”

4
+ B

Ô
⁄, (2.19)

which guarantees that ◊ı œ Θt, for all t > 0, w.p. 1 ≠ ”.
Similar to LinUCB, the optimistic action is computed as

at œ arg max
aœAt

max
◊œΘt

È◊, xt,aÍ,

and CLUCB decides if the action is “safe” by evaluating the following conservative condition:

ÿ

iœSb
t≠1

µi
bi

+ min
◊œΘt

e
◊, xt,at +

ÿ

iœSt≠1

xi,ai

f
Ø (1 ≠ –)

tÿ

i=1

µi
bi

. (2.20)

The leftmost term in (2.20) represents the expected cumulative reward associated to baseline actions played up to
time t≠1. The second term –minimization problem– denotes the lower bound to the cumulative reward of optimistic
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Figure 2.4: Examples of settings where the UCB arm (blue) does not satisfy the conservative condition but there is
another “safe” arm to play (rather than the baseline).

actions, including the current optimistic action at. This lower bound is constructed using the most recent confidence
set Θt. The rightmost term denotes the expected cumulative reward of playing the baseline policy at each step. This
inequality is a surrogate for the conservative condition in (2.18).
If the condition is satisfied, then the optimistic action at is played, otherwise, the baseline strategy is selected and
the corresponding action bt is executed.

Limitations. While CLUCB enjoys strong regret guarantees (in the MAB setting, it is indeed near-optimal), its
empirical behavior is often over-conservative, i.e., the baseline strategy is selected for a very long time to build
enough conservative budget before the actual exploration takes place. We identify two main algorithmic causes for
such behavior.

First, in building the conservative condition (2.20), CUCB and CLUCB rely on possibly loose statistical lower-
bounds for the mean of the actions selected so far. This is well illustrated by the simulation in Fig. 2.3 in the MAB
setting, where we report the performance of UCB, CUCB, and an oracle variant of CUCB, when the conservative
condition (2.18) is evaluated exactly (i.e., no lower-bound is used). While the oracle version has almost the same
regret as UCB, and thus, showing that the conservative condition itself does not have a major impact on the
exploration of UCB, CUCB has a much higher regret. This shows that possibly loose estimates of the conservative
condition have a significant impact on the regret. In fact, tightening the conservative condition would allow selecting
the baseline strategy only when it is “strictly” needed, thus, reducing the conservative steps and improve the overall
exploration performance.

Second, the two-step selection strategy of CUCB and CLUCB performs either an exploration step, when the UCB
action is selected, or a conservative step, when the baseline is executed. Such sharp division between exploration
and conservative steps may be unnecessary, as other actions may still be “safe” (i.e., satisfying the conservative
condition), and thus, contribute to build “conservative budget”, and, at the same time, be useful for exploration
(e.g., optimistic), despite not being the UCB action. Exploiting such arms may lead to a better performance.

Finally, the conservative condition (2.18) itself is often too strict in practice. Instead of performing almost as well
as the baseline at every step, it is more likely that recurrent “checkpoints” are set at which the agent is required to
meet the condition. In this case, the agent may have extra time to perform exploratory actions and possibly recover
from bad past choices when getting close to the conservative checkpoint.

In the next section, we address the two algorithmic limitations described above, while we later illustrate how a
relaxed conservative condition may indeed allow an agent to achieve much smaller regret.

2.2.2 Improved Conservative Exploration

In this section we present Conservative Constrained LinUCB (CLUCB2) (Alg. 3 with T = 1), an improved conser-
vative exploration algorithm for contextual linear bandit. All the proofs can be found in the extended version.

2.2.2.1 CLUCB2

The first improvement w.r.t. CLUCB is relative to the conservative condition (2.20). When evaluating the rewards
accumulated by the agents so far, we rely on the fact that the sequence (ri

ai
≠ µi

ai
)iœSt≠1 is a Martingale Difference
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Sequence (MDS) with respect to the filtration Ft≠1 = ‡
1

(aj , xj,aj
, rj

aj
)jœSt≠1

2
, i.e., the history strictly before time

t. Indeed, the choice of arm ai is Fi-measurable and for all i œ St≠1 :

E
#
ri

ai
≠ µi

ai
| Fi

$
=

|Ai|ÿ

j=1

1(ai=j)

!
E

#
ri

j

$
≠ µi

j

"
= 0

By using Freedman’s inequality Freedman (1975) for martingales, with probability at least 1 ≠ ” we have

---
ÿ

iœSt≠1

(ri
ai

≠ µi
ai

)
--- Æ ÂL(t) := ‡

Ò
2|St≠1|L”

t +
2

3
L”

t (2.21)

where L”
t := log

1
3
!--St≠1

-- ‚ 1
"2/”

2
. Thus we replace (2.20) by

ÿ

iœSb
t≠1

µi
bi

+
ÿ

iœSt≠1

ri
ai

≠ ÂL(t) + min
◊œΘt

+
◊, xt,at

,
Ø (1 ≠ –)

tÿ

i=1

µi
bi

. (2.22)

While it is not possible to prove that (2.22) is always tighter, in the next section we provide an extensive discussion
on the potential improvements.

A second limitation of CLUCB is its two-step approach to action selection, in which either the optimistic action
satisfies the conservative condition or the baseline bt is selected. The idea behind this strategy is that it is necessary
to select baseline actions before exploring any other action in order to build a “conservative budget”, which allows
performing effective exploration later on (once the conservative condition is met). In CLUCB2 we propose to combine
the explorative and conservative requirements by selecting the most optimistic (i.e., useful for exploration) “safe”
(i.e., satisfying the conservative condition) action. Formally, the algorithm computes the set Ct of “safe” arms such
that9

Ct =
Ó

a œ At \ {bt} |
ÿ

iœSt≠1

ri
ai

≠ ÂL(t) +
ÿ

iœSb
t≠1

µi
bi

+ max
)

min
◊œΘt

È◊, xt,aÍ, 0
*

Ø (1 ≠ –)
tÿ

i=1

µi
bi

Ô

where ÂL is the Martingale bound given in Eq. 2.21. The algorithm plays the arm that solves the following constrained
optimization problem:

at œ arg max
Ó

rt
bt

, max
aœCt

max
◊œΘt

È◊, xt,aÍ
Ô

(2.23)

where, by definition, the max over an empty set is ≠Œ. The maximizer is either the baseline arm bt or an arm in Ct

that is optimistic w.r.t. the baseline. In order to illustrate the idea behind (2.23), consider the configuration illustrated
in Fig. 2.4(left) for a MAB setting. If the algorithm has not built enough margin, the UCB arm (a1) would not satisfy
the conservative condition as its lower-confidence bound is well below the baseline. As a consequence, CUCB selects
the baseline arm a4. A direct improvement can be achieved by selecting arm a3 (i.e., the one with the higher lower
bound among the arms passing the conservative condition) as suggested in Wu et al. (2016). Nonetheless, while arm
a3 is indeed better than baseline and it allows building conservative budget faster, it may not be effective from an
exploration point of view. In (2.23) we suggest arm a2 would be a better choice as it does not give up on reducing the
regret (i.e., it has a larger UCB than a2). This may indeed result in a better tradeoff between building conservative
budget and performing effective exploration. Finally, Fig. 2.4(right) shows that (2.23) may be effective even in the
linear setting. The stretched out ellipsoid on one axis gives a precise estimate of some bad arms, while good arms
would not be selected by choosing the arm maximizing the lower bound. Even though the arms are more correlated
due to the linear structure, the interpretation of this case is as the one for stochastic MABs.

From a computational perspective, the cost of an update for both CLUCB and CLUCB2 is O(Ad3). This
complexity comes from the maximization over action and the construction of the confidence intervals. Compared
to CLUCB, CLUCB2 has to evaluate the conservative condition for each arm instead of only for the UCB arm.
However, the cost of this operation is dominated by the arm selection procedure.

Finally, we notice that following the same construction as in Kazerouni et al. (2017), CLUCB2 can be easily
adapted to the case when Asm. 7 does not hold and the baseline performance needs to be estimated online.

9St≠1 contains all steps when the baseline is not selected, and now it may include arms different from the UCB arm.
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Algorithm 3: CLUCB2 (T = 1) and CLUCB2T

Input: –, ”, T
Set S0 = Sb

0 = ÿ, k = 0
for t = 1, . . . , n do

Compute “safe” set Ct as in Eq. 2.23 or Eq. 2.26
Compute at by solving (2.23)
Pull arm at and observe rt

at

if at ”= bt then
Set St = St≠1 fi {t}, Sb

t = Sb
t≠1

Compute new confidence set Θt+1

else
Set St = St≠1, Sb

t = Sb
t≠1, Θt+1 = Θt

if t mod T = 0 then
k = k + 1

2.2.2.2 Theoretical Analysis

Let ∆t
a = µt

aı
t

≠ µt
a be the action gap at time t. As in Kazerouni et al. (2017), we rely on the following assumption.

Assumption 8. There exists 0 Æ ∆l Æ ∆h and 0 < µl Æ µh such that for every t :

∆l Æ ∆
t
bt

Æ ∆h and µl Æ µt
bt

Æ µh

Asm. 8 ensures that the baseline policy has a minimum level of performance, which is reasonable since the
baseline policy is the strategy currently used by default. Note that in MABs and linear bandits µl = µh = µb since
the performance does not depend on a system context. The terms ∆l and µh are not critical quantities in the regret
bound and it is possible to take ∆l = 0, µh = 1. We are now ready to state the following result for CLUCB2.

Theorem 3. For any contextual linear bandit problem, under Asm. 6, 7, and 8, CLUCB2 satisfies the conservative
condition with probability 1 ≠ ” and its regret can be bounded for any n > 0 with probability at least 1 ≠ ” by

RCLUCB2(n) Æ O

A
‡d log

3
nD2

⁄d

4 Ô
n +

∆hd2

(–µl)2

!Ô
⁄B + ‡

"2
log

A
d2

!Ô
⁄B + ‡

"2Ô
D0Ô

”–µl

B2B

where D0 := max
)

2D2/⁄, 3
*

.

This regret is of the same order as the bound for CLUCB.10 While this shows that the changes made to CLUCB

are “safe”, we cannot prove a direct improvement to the regret performance, apart from better constants (the regret
of CLUCB is at least half of the one of CLUCB2, see appendix). Notice also that in the MAB case, this is not
even possible in general, as CUCB is already proved to match the lower bound (in a worst-case sense). However, a
worst-case argument may be misleading in the ranking of the algorithms. The empirical validation reported in the
experimental section will provide a more direct evidence of the improvement of CLUCB2 over CLUCB. In the rest
of the section we analyze the parts of the regret that are most directly impacted by the two algorithmic changes in
CLUCB2.

Discussion on martingale bound.
An interpretation for the

Ô
d-improvement comes from comparing (2.20) and (2.22). The minimization in (2.20)

has a closed form solution given by È‚◊t, xÍ ≠ —tÎxÎV ≠1
t

, with x :=
q

iœSt≠1
xi,ai .

11 While È‚◊t, xÍ ¥ q
iœSt≠1

ri
ai

since ‚◊t solves the associated regularized least-square problem, —tÎxÎV ≠1
t

= ÂO(‡


d|St≠1|), which is larger than the

martingale term, which is of order ÂO(‡


|St≠1|). The advantage of the martingale argument is that it avoids to
explicitly use the linear structure of the reward by building a concentration for the sum of scalar values. As shown
above, this allows to derive a bound independent from the dimensionality of the linear parametrization. Nonetheless,
notice that in evaluating the quality of the next arm, a minimization over ◊ is still needed in (2.22), which brings

10Notice that there is a typo in Thm.6 in Kazerouni et al. (2017), as the denominator in the log term of K should be 1.
11We remove the contribution of the optimistic arm at since it is the same when using martingale or self-normalizing bound.
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back the dependency on
Ô

d (but on a much smaller term) in the regret analysis, which eventually prevents us from
proving an explicit advantage in the final bound. A similar reasoning can be derived for the MAB case (see appendix).

Another interpretation for this
Ô

d-improvement can be seen when looking at the regret. We start bounding the
regret as:

RCLUCB2(n) Æ
ÿ

tœSn

!
µt

aı ≠ µt
at

"
+ |Sb

n|∆h

In Kazerouni et al. (2017), the first term is upper-bounded by the standard regret of LinUCB, while the key step is
to bound the regret |Sb

n|∆h incurred while playing the baseline. By exploiting the martingale bound, we can provide
a tighter bound for |Sb

n| compared to CLUCB. In Kazerouni et al. (2017) (after Eq. 19), the authors shows that
–µl|S

b
n| . 114d2c2

1/(–µl) where c1 = ‡+
Ô

⁄B (ignoring logarithmic terms). By exploiting the martingale bound, we
can show that –µl|S

b
n| . 10(‡ + dc1)/

Ô
–µl + 32(‡ + dc1)2/(–µl) (see Eq. 2.126). This already shows that we have

a linear term in d depending only on 1/
Ô

– and a term quadratic in d as in CLUCB with a much smaller constant.
This is a big improvement compared to CLUCB that shows that the martingale indeed provides a

Ô
d-improvement

(and also in 1/
Ô

–). Finally, if we take a very loose upper bound we obtain a term that is smaller by a factor at least
2 compared to the one of CLUCB (formally we obtain that –µl|S

b
n| . 48d2c2

1/(–µl)).
Discussion on action selection. The second difference in CLUCB2 is the action selection process. Denote by

‚µi the empirical mean of arm i, let AUCB
t := arg maxiœ[K]{‚µi + ÂUCB

t (i)} be the set of UCB optimal arms, A+
t :=

{i œ [K] : ‚µi +ÂUCB
t (i) Ø µı} the set of optimistic arms and Ct the set of arms satisfying the conservative condition.

At any time t we can define three events: E1,t = {at œ AUCB
t · at œ Ct}, E2,t = {at ”= b · at /œ AUCB

t · at œ Ct}
and E3,t = {at = b}. Following the two-step selection process of CUCB, only E1,t and E3,t can happen. In case
E1,t, the algorithm behaves like UCB, thus performing exploration that contributes to reduce the regret over time.
In case E3,t, the regret is equal to ∆b and no “progress” is made on the exploration side, but it serves in building
conservative budget for later steps. In CLUCB2, event E2,t happens when the UCB arm is not “safe” to play (i.e.,
AUCB

t /œ Ct) but there are other arms that are safe w.r.t. the baseline. Interestingly, in this case at is indeed optimistic
w.r.t. the baseline, i.e., at œ Ct and ‚µi + ÂUCB

t (i) Ø µt
b. In analogy with the OFU principle for aı, this is a good

strategy for performing efficient exploration w.r.t. the baseline policy. One source of improvement comes when at

is optimistic despite not being the UCB arm (i.e., at œ A+
t and at /œ AUCB

t ). In this case, the time step can be
analyzed as in UCB, thus reducing the number of pulls Tb(n) to the baseline arm and its impact to the regret. This
is likely to happen in earlier phases of the learning process, where the UCB of all arms tend to be optimistic (i.e.,
at œ A+

t ). Even when at is not optimistic w.r.t. µı, it may happen that µat > µb. In this case, while this step can
be still considered as a “conservative”, it would contribute for less than ∆b regret. Unfortunately, it is difficult to
provide theoretical evidence that such events happen often enough to provably reduce the regret. Nonetheless, the
fact that the arm is optimistic w.r.t. the baseline (i.e., ‚µi + ÂUCB

t (i) Ø µb) is sufficient to guarantee that the new
action selection strategy is never worse than CUCB.

We can provide an intuition of the impact of the new arm selection through a simple example. Consider the
situation of N > 3 arms, such that µi > µi+1, for any i. Assume we know the variance of the arms and we use
Bernstein inequality in building confidence intervals. Let ‡2 = 0 and (µi, ‡i)i>3 such that the probability of being
safe and better than arm 2 is negligible. Then the regret can be decomposed by the normal LinUCB term (due to
event E1), the pull of an arm that is optimistic w.r.t. the baseline (i.e., event E2) and the conservative play. The
number of conservative play is thus further reduced due to event E2, leading to a smaller contribution to the regret.
Now, in this specific case, the arm played during event E2 is w.h.p. always arm 2. Since it is better than the baseline,
we have a further improvement to the regret. To conclude, in this example, CLUCB2 will have a regret strictly better
than CLUCB.

2.2.3 Checkpoint-based Conservative Exploration

CLUCB2 is designed to get a tighter proxy for (2.18), but it is still required to be conservative at any time t. This
requirement is often too strict in practice, where the conservative condition may be verified only at some “checkpoints”
over time. We study the case where the checkpoints are equally spaced every T steps. We still assume that Asm. 8
holds and we redefine the conservative condition such that for some – œ [0, 1] and T œ N

ı a learning agent must
satisfy

’k > 0,

kTÿ

t=1

µt
at

Ø (1 ≠ –)

kTÿ

t=1

µt
bt

, (2.24)
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which reduces to (2.18) for T = 1. Knowing that the conservative condition is checked every T steps provides the
agent with a leeway that can be used to perform more exploration and possibly converge faster towards the optimal
policy.

We first derive a conservative condition that can be evaluated at any time t œ [kT + 1, (k + 1)T ] of a phase
k œ N in order to determine whether action at is safe. We build this condition such that when selecting an action
at, we want to ensure that by playing the baseline arm until the next checkpoint (i.e., until (k + 1)T ) , the algorithm
would meet the condition (2.24). Formally, at any step t, we replace (2.24) with

ÿ

iœSt≠1

µi
ai

+
ÿ

iœSb
t≠1

µi
bi

+ µt
at

+ –((k + 1)T ≠ t) µl Ø (1 ≠ –)
tÿ

i=1

µi
bi

, (2.25)

where µl is as in Asm. 8 i.e a lower bound on the average reward of the baseline strategy.
We now modify CLUCB2 to satisfy this constraint. Changing the conservative condition impacts how the

algorithm evaluates whether an action is “safe” or not (i.e., if selecting a specific action is compatible with the
conservative condition), however the algorithm can still use the bound in (2.21) to lower bound the sum of the values
of actions selected so far, and compute the conservative set at time t as

Ct :=

I
a œ At \ {bt} | max

; ÿ
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ri
ai

≠ ÂL(t), 0

<
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"
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µi
bi

J
,

and the arm to pull is obtained by solving the constrained problem (2.23). We now proceed by analyzing how this
different conservative condition impacts the final regret of CLUCB2, which we rename CLUCB2T to stress the
checkpoint-based conservative condition.

Theorem 4. For any ” > 0, with probability as least 1 ≠ ” CLUCB2T satisfies condition (2.24) at every checkpoint.
Furthermore, let T̃ –

” := –µl

(1≠–)µh+–µl
T , then CLUCB2T suffers a regret

• If T̃ –
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• otherwise
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,

with D0 := max{3, 2D2/⁄}.

This bound illustrate how the length T of each phase may significantly simplify the problem. As T gets larger,
satisfying condition (2.24) becomes easier, the baseline is selected less often and more time is spent in exploring
different actions, thus leading to smaller regret. Interestingly, when T is large enough (i.e., T Ø Cb(–, µl, ”)), the
conservative contribution has a smaller and smaller impact onto the regret, to the point that the max in the second
term can become 0, thus reducing the regret to the standard regret bound of LinUCB, with no impact from the
conservative constraint.
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Alternative checkpoint schemes. While we assumed T to be fixed, it is possible to generalize this result along
different lines. If the time between any two checkpoints is known to be lower-bounded by Tmin, the same analysis could
hold by replacing T with Tmin. Similarly, if T is random from a known distribution, then it is possible to compute the
1 ≠ ”/2 quantile of T to recover high-probability guarantees on the conservative properties of the algorithm. Finally,
if the checkpoints are completely arbitrary (or even adversarially chosen) then in order to guarantee that (2.24) is
verified at all checkpoints, the agent needs to be conservative at every step, thus reducing to condition (2.18).

2.2.4 Experiments

In this section we provide empirical evidence of the advantage of the Martingale lower-bound and the action selection
process in synthetic and real-data problems.

2.2.4.1 Synthetic Environments

We consider a MAB with K = 10 Bernoulli arms with means drawn from a uniform distribution, µi ≥ Uniform([0.25, 0.75]).
The conservative level – is set to 0.05, the horizon n to 106 (T = 1) and ” = 0.01. We generated 70 different
Bernoulli bandit problems (i.e., values of µi) and we performed 40 simulations for each. In each problem, we selected
the 4th best arm as baseline. Out of the 70 problems, we report the regret curves for the instance where the advantage
of CUCB2 w.r.t. CUCB in terms of the average regret at n is the smallest. This provides an estimated worst-case
scenario for our comparison (see Appendix for further details and results). We report the performance of UCB and
an oracle variant of CUCB (CUCB-Or) where the conservative condition (2.18) is checked exactly. Furthermore,
we test CUCB and a variant of CUCB (CUCB-L) using the action selection process suggested in Wu et al. (2016),
which returns the safe arm with the largest lower bound . Finally, we report an ablation study for CUCB2, where
we consider the Martingale lower bound (CUCB-M) and the constrained action selection process (2.23) (CUCB-S)
separately beside the full algorithm (CUCB2). Fig. 2.5(top) shows that the MDS bound alone provides a significant
improvement, where the regret is reduced by 43% w.r.t. CUCB’s. Interestingly, the action selection process (CUCB-
S) is much more effective than CUCB-L and it reduces the regret of CUCB by 12%. Finally, the combination of the
two elements (CUCB2) leads to a reduction of the original regret of more than 51%, with a performance which gets
much closer to CUCB-Or.
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Figure 2.5: Cumulative regret in synthetic models. Left: Bernoulli arms. Right: linear bandits.

Or: oracle
M: MDS bound
L: arm with max lower bound
S: constrained arm selection

We also evaluated CLUCB2 in the linear setting. We considered a non-contextual case with 30 actions, each
defined by a 100-dimensional feature vector. The features and ◊ı are drawn randomly in the unit ball such that the
mean reward of each arm is in [0, 1]. The reward noise is drawn from N (0, 0.12) and the baseline arm is the 6th

best action. We set ⁄ = 0.5, ” = 0.01 and – = 0.05. We generated 70 models and for each model we averaged
the results over 40 runs. As in the MAB case, we report the results for the model with the smallest advantage for
CLUCB2 w.r.t. CLUCB (Fig. 2.5(bottom)). Contrary to the MAB setting, the main improvement is obtained by
CLUCB-S, whose performance matches CLUCB2 and even the oracle variant, corresponding to an improvement
of 38% compared to CLUCB. As reported in the appendix in the average case (over models), we observe similar
behaviors and performance improvements as in the MAB setting. Finally, to provide an idea of how many times event
E2 occurs, we performed tests in synthetic linear setting (see experiment section) with baseline being the third-best
arm. On average over multiple models, the percentage of time event E2 happened in the first 5000 steps (25% of
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overall time) is 38.7% (±9%). This shows that potentially we have played something better than baseline and for
sure we have gained information (in contrast to playing the baseline).

Checkpoint-based Condition. We compare the effect of the checkpoint T on the regret of the algorithms. We
report the results for Bernoulli arms, the linear experiments can be found in Appendix. In this case, the horizon is
set to n = 20000, all the other parameters are unchanged. We generated 15 (integer) checkpoint values logarithmic
space between 1 and n. Fig. 2.6 shows the difference in the regret between CUCB2T and UCB as a function of
T . As expected, the difference decreases as T increases since the condition becomes less strong. Note that even for
T = n, CUCB2T and UCB are different since CUCB2T might discard UCB optimal arms in order to be safe. In
order to have the same behavior, T should be put sufficiently large in order to overcome the pessimistic estimate
used in the condition. Finally, the improvement provided by the new condition is proportional to the quality of the
baseline. The stronger the baseline, the less is the margin for performing better exploration than playing the baseline
itself.
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Figure 2.6: Relative performance between CUCB2T and UCB in synthetic MAB setting.

2.2.4.2 Dataset-based Environments

Fig. 2.7 reports the results using the Jester Dataset Goldberg et al. (2001) that consists of joke ratings in a continuous
scale from ≠10 to 10 for 100 jokes from a total of 73421 users. We consider the cold start problem: a new user arrives
and we need to learn her preferences (i.e., ◊ı). We use the features extracted via a low-rank matrix factorization
(d = 35) to represents the actions (i.e., the jokes). We consider a complete subset of 40 jokes and 19181 users
rating all the 40 jokes. The preference of the new user is randomly selected from the 19181 users and mean rewards
are normalized in [0, 1]. The reward noise is N (0, 0.12), the horizon is T = 105, – = 0.01, ” = 0.01 and ⁄ = 0.5
(see App. 2.B.2). We report the results averaged over 100 randomly selected users and for each user we performed 5
runs. The baseline is the 10th best arm. We also report the regret of CLUCB2T with a checkpoint horizon T equal
to 5%, 10% or 12% of the horizon n. This experiment confirms that CLUCB2 performs best, with a regret that is
less than half of CLUCB. Furthermore, the results confirm that as the checkpoints become sparser, the performance
of CLUCB2 approaches the one of LinUCB.
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2.2.5 Potential Extensions and Concluding Remarks

We introduced CLUCB2, a novel conservative exploration algorithm for linear bandit that matches existing regret
bound and outperforms state-of-the-art algorithms in a number of empirical tests. In this section, we also proposed
a first direction to relax the conservative condition towards a more realistic scenario.

Important directions for future work are: identify alternative conservative exploration constraints that are directly
motivated by specific applications, extend the current algorithms beyond linear bandit towards the more challenging
reinforcement learning setting.

So far conservative exploration has been defined in the bandit setting, however in the next section we show that
the definition can be extended to the Reinforcement Learning setting both in the average reward and finite-horizon
setting.

2.3 Conservative Exploration in Reinforcement Learning

While Reinforcement Learning (RL) has achieved tremendous successes in simulated domains, its use in real system
is still rare. A major obstacle is the lack of guarantees on the learning process, that makes difficult its application in
domains where hard constraints (e.g., on safety or performance) are present. Examples of such domains are digital
marketing, healthcare, finance, and robotics. For a vast number of domains, it is common to have a known and
reliable baseline policy that is potentially suboptimal but satisfactory. Therefore, for applications of RL algorithms,
it is important that are guaranteed to perform at least as well as the existing baseline.

In the offline setting, this problem has been studied under the name of safety w.r.t. a baseline (Bottou et al.,
2013; Thomas et al., 2015a,b; Swaminathan and Joachims, 2015; Petrik et al., 2016; Laroche et al., 2019; Simão
and Spaan, 2019). Given a set of trajectories collected with the baseline policy, these approaches aim to learn a
policy –without knowing or interacting with the MDP– that is guaranteed (e.g., w.h.p.) to perform at least as
good as the baseline. This requires that the set of trajectories is sufficiently reach in order to allow to perform
counterfactual reasoning with it. This often implies strong requirements on the ability of exploration of the baseline
policy. These approaches can be extended to a semi-batch settings where phases of offline learning are alternated
with the executing of the improved policy. This is the idea behind conservative policy iteration (e.g., Kakade and
Langford, 2002; Pirotta et al., 2013b) where the goal is to guarantee a monotonic policy improvement in order to
overcome the policy oscillation phenomena Bertsekas (2011). These approaches has been successively extended to
function approximation preserving theoretical guarantees (e.g., Pirotta et al., 2013a; Achiam et al., 2017). A related
problem studied in RL is the one of safety, where the algorithm is forced to satisfy a set of constraints, potentially
not directly connected with the performance of a policy (e.g., Altman, 1999; Berkenkamp et al., 2017; Chow et al.,
2018).

In the online setting, which is the focus of this paper, the learning agent needs to trade-off exploration and
exploitation while interacting with the MDP. Opposite to offline learning, the agent has direct control over exploration.
Exploration means that the agent is willing to give up rewards for policies improving his knowledge of the environment.
Therefore, there is no guarantee on the performance of policies generated by the algorithm, especially in the initial
phase where the uncertainty about the MDP is maximal and the algorithm has to explore multiple options (almost
randomly). To increase the application of exploration algorithm, it is thus important that the policies selected by the
algorithm are (cumulatively) guaranteed to perform as well as the baseline by making exploration more conservative.
This setting has been studied in multi-armed bandits (Wu et al., 2016), contextual linear bandits (Kazerouni et al.,
2017), and stochastic combinatorial semi-bandits (Katariya et al., 2019). These papers formulate the problem using
a constraint defined based on the performance of the baseline policy (mean of the baseline arm in the multi-armed
bandit case), and modify the corresponding UCB-type algorithm (Auer et al., 2002b) to satisfy this constraint.
Another algorithm in the online setting is by (Mansour et al., 2015) that balances exploration and exploitation such
that the actions taken are compatible with the agent’s (customer’s) incentive formulated as a Bayesian prior.

While the conservative exploration problem is well-understood in bandits, little is known about this setting to RL,
where the actions taken by the learning agent affect the system state. This dynamic component makes the definition
of the conservative condition much less obvious in RL. While in the bandit case it is sufficient to look at (an estimate
of) the immediate reward to perform a conservative decision, in MDPs acting greedily may not be sufficient since
an action can be “safe” in a single step but lead to a potentially dangerous state space where it will not be possible
to satisfy the conservative constraint. Moreover, after t steps, the action followed by the learning agent may lead
to a state that is possibly different from the one observed by following the baseline. This dynamical aspect is not
captured by the bandit problem and should be explicitly taken into account by the learning agent in order to perform
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a meaningful decision. This, together with the problem of counterfactual reasoning in an unknown MDP, make the
conservative exploration problem is much more difficult (and interesting) in RL than in bandits.

This paper aims to provide the first analysis of conservative exploration in RL. In Sec. 2.3.2 we explain the design
choices that lead to the definition of the conservative condition for RL (both in average reward and finite horizon
settings), and discuss all the issues introduced by the dynamical nature of the problem. Then, we provide the first
algorithm for efficient conservative exploration in average reward and analyze its regret guarantees. The variant for
finite-horizon problems is postponed to the appendix. We conclude the paper with synthetic experiments.

2.3.1 Average Reward Reinforcement Learning

In this section, we consider the Average Reward Reinforcement Learning setting defined in Section 1.2.3.2 M =
(S, A, p, r) with state space S and action space A.

Exploration in RL. Let Mı be the true unknown MDP. We consider the learning problem where S, A and rmax

are known, while rewards r and transition probabilities p are unknown and need to be estimated online. We evaluate
the performance of a learning algorithm A after T time steps by its cumulative regret

R(A, T ) = Tgı ≠
Tÿ

t=1

rt(st, at). (2.26)

The exploration-exploitation dilemma is a well-known problem in RL and (nearly optimal) solutions have been proposed
in the literature both base on optimism-in-the-face-of-uncertainty (OFU, e.g., Jaksch et al., 2010a; Bartlett and
Tewari, 2009; Fruit et al., 2018a) and Thompson sampling (TS, e.g., Gopalan and Mannor, 2015; Osband and Roy,
2016). Refer to (Lazaric et al., 2019) for more details.

2.3.2 Definition of Conservative Exploration in Average Reward RL

In conservative exploration, a learning agent is expected to perform as well as the optimal policy over time (i.e.,
regret minimization) under the constraint that at no point in time its performance is significantly worse than a
known baseline policy fib œ ΠSR. This problem has been studied in the bandit literature (Wu et al., 2016; Kazerouni
et al., 2017), where the conservative constraint compares the cumulative expected reward obtained by the actions
a1, a2, . . . , at selected by the algorithm to the one of the baseline action ab,

’t > 0,

tÿ

i=1

r(ai) Ø (1 ≠ –) t r(ab), (2.27)

where r(a) is the expected reward of action a. At any time t, conservative exploration algorithms first query a
standard regret minimization algorithm (e.g., UCB) and decide whether to play the proposed action Âat or the
baseline ab based on the accumulated budget (i.e., past rewards) and whether the estimated performance of Âat

is sufficient to guarantee that the conservative constraint is satisfied at t + 1 after Âat is executed. While (2.27)
effectively formalizes the objective of constraining an algorithm to never perform much worse than the baseline, in
RL it is less obvious how to define such constraint. In the following we review three possible directions, we point out
their limitations, and we finally propose a conservative condition for RL for which we derive an algorithm in the next
section.

Gain-based condition. Instead of actions, RL exploration algorithms (e.g., UCRL2), first select a policy and
then execute the corresponding actions. As a result, a direct way to obtain a conservative condition is to translate
the reward of each action in (2.27) to the gain associated to the policies selected over time, i.e.,

’t > 0,
tÿ

i=1

gfii Ø (1 ≠ –) t gfib . (2.28)

The main drawback of this formulation is that the gain gfii is the expected asymptotic average reward of a policy
and it may be very far from the actual reward accumulated while executing fii in the specific state si achieved at
time i. The same reasoning applies to the baseline policy, whose cumulative reward up to time t may significantly
different from t times its gain. As a result, an algorithm that is conservative in the sense of Eq. (2.28) may still
perform quite poorly in practice depending on t, the initial state, and the actual trajectories observed over time.
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Reward-based condition. In order to address the concerns about the gain-based condition, we could define the
stronger condition

’t > 0,

tÿ

i=1

ri Ø (1 ≠ –)

tÿ

i=1

rb
i , (2.29)

where ri is the sequence of rewards obtained while executing the algorithm and rb
i is the reward obtained by the

baseline. While this condition may be desirable in principle (the learning algorithm never performs worse than
baseline), it is impossible to achieve. In fact, even if the optimal policy fiı is executed for all t steps, the condition
may still be violated because of an unlucky realization of transitions and rewards. If we wanted to accounting for the
effect of randomness, we would need to introduce an additional slack of order O(

Ô
t) (i.e., the cumulative deviation

due to the randomness in the environment), which would make the condition looser and looser over time.
Condition in expectation. The previous remarks could be solved by taking the expectation of both sides

’t > 0, EA

C
tÿ

i=1

ri(si, ai)
---s1 = s

D
Ø (1 ≠ –)E

C
tÿ

i=1

ri(si, ai)
---s1 = s, fib

D
, (2.30)

where EA denotes the expectation w.r.t. the trajectory of states and actions generated by the learning algorithm A,
while the RHS is simply the expected reward obtain by running the baseline for t steps. Condition (2.30) effectively
captures the nature of the RL problem w.r.t. the bandit case. In fact, after t steps, the actions followed by the
learning algorithm may lead to a state that is possibly very different from the one we would have reached by playing
only the baseline policy from the beginning. This deviation in the state dynamics needs to be taken into account
when deciding if an exploratory policy is safe to play in the future. In the bandit case, selecting the baseline action
contributes to build a conservative budget that can be spent to play explorative actions later on (i.e., by selecting ab,
the LHS of (2.27) in increased by r(ab), while only a fraction 1 ≠ – is added to the RHS, thus increasing the margin
that may allow playing alternative actions later). In the RL case, selecting policy fib at time t may not immediately
contribute to increasing the conservative budget. In fact, the state st where fib is applied may significantly differ
from the state that fib would have achieved had we selected it from the beginning. As a result, a conservative
RL algorithm should be extra-cautious when selecting policies different from fib since their execution may lead to
unfavorable states, where it is difficult to recover good performance, even when selecting the baseline policy.

While this may seem a reasonable requirement, unfortunately it is impossible to build an empirical estimate
of (2.30) that a conservative exploration algorithm could use to guide the choice of policies to execute. In fact, the
LHS averages the performance of the algorithm over multiple executions, while in practice we have only access to a
single realization of the algorithm’s process. This prevents from constructing accurate estimates of such expectation
directly from the data observed up to time t. A possible approach would be to construct an estimate of the MDP and
use it to replay the algorithm itself for t steps. Beside prohibitive computational complexity, the resulting estimate
of the expected cumulative reward of A would suffer from an error that increases with t, thus making it a poor proxy
for (2.30).12

Condition with conditional expectation. Let t be a generic time and µt = (fi1, fi2, . . . , fit), the non-stationary
policy executed up to t. We require the algorithm to satisfy the following conditional conservative condition

’t > 0, E

C
tÿ

i=1

ri(si, ai)|s1 = s, µt

D
Ø (1 ≠ –)E

C
tÿ

i=1

ri(si, ai)|s1 = s, fib

D
. (2.31)

where the expectations are taken w.r.t. the trajectories generated by a fixed non-stationary policy µt (i.e., we ignore
how rewards affect µt). Notice that this condition is now stochastic, as µt itself is a random variable and thus we
require to satisfy (2.31) with high probability. This formulation can be seen as relying on a pseudo-performance
evaluation of the algorithm instead of the actual expectation as in (2.30)13 and it is similar to (2.27), which takes
the expected performance of each of the (random) actions, thus ignoring their correlation with the rewards. This
formulation has several advantages w.r.t. the conditions proposed above: 1) it considers the sum of rewards rather
than the gain as (2.28), thus capturing the dynamical nature of RL, 2) it contains expected values, so as to avoid
penalizing the algorithm by unlucky noisy realizations as (2.29), 3) as shown in the next section, it can be verified
using the samples observed by the algorithm unlike (2.30).

12More precisely, let ‚Mt be an estimate of Mı and ‘t be the largest error in estimating its dynamics at time t. Estimating the expected

cumulative reward by running (an infinite number of) simulations of A in ‚Mt would suffer from an error scaling as t‘t. For any regret
minimization algorithm, ‘t cannot decrease linearly with t and thus the estimation of EA would have an error increasing with t.

13We use pseudo-performance to stress the link the pseudo-regret formulations used in bandit (e.g., Auer et al., 2002b)
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Algorithm 4: CUCRL2 algorithm.

Input: fib œ ΠSR, ” œ (0, 1), rmax, S, A, – œ (0, 1)
Set S0 = Sb

0 = ÿ, k = 0
for episodes k = 1, 2, ... do

Set tk = t and episode counters ‹k(s, a) = 0.
Compute estimates ‚pk(sÕ|s, a), ‚rk(s, a) and a confidence set Mk.
Compute an rmax/

Ô
tk-approximation Âfik of the optimistic planning problem maxMœMk,fiœΠSD{gfi(M)}.

Compute (g≠
k , h≠

k ) = EVI(LÂfik

k , rmax/
Ô

tk), see Eq. 2.35.
Compute an rmax/

Ô
tk-approximation Âfik of the optimistic planning problem maxMœMk,fiœΠSD{gfi(M)}.

if Eq. 2.39 is true then
fik = Âfik else fik = fib

Sample action at ≥ fik(·|st).

while ‹k(st, at) Æ N+
k (st, at) · t Æ tk + Tk≠1 do

Execute at, obtain reward rt, and observe st+1.
Set ‹k(st, at) = ‹k(st, at) + 1.
Sample action at+1 ≥ fik(·|st+1) and set t = t + 1.

Set Nk+1(s, a) = Nk(s, a) + ‹k(s, a), Λk = Λk≠1 fi {k} · 1(Eq. 2.39) and Λc
k = Λc

k≠1 fi {k} · 1(¬Eq. 2.39)

The finite-horizon case. We conclude the section, by reformulating (2.31) in the finite-horizon case. In this
setting, the learning agent interacts with the environment in episodes of fixed length H. Let s be the initial state,
fij be the policy proposed at episode j and let t = (k ≠ 1)H + 1 be beginning of the k-th episode. Then µt is a
sequence of policies fij , each executed for H steps. In this case, condition (2.31) can be conveniently written as

(1 ≠ –)kV fib
1 (s) Æ E

C
tÿ

i=1

ri(si, ai)|s1 = s, µt

D
=

kÿ

j=1

E

C
Hÿ

i=1

rj
i (sj

i , aj
i )|s1 = s, fij

D
=

kÿ

j=1

V
fij

1 (s) (2.32)

where V fi
1 is the H step value function of fi at the first stage. In this formulation, the conservative condition has a

direct interpretation, as it directly mimics the bandit case (2.27). In fact, the performance of the algorithm up to
episode k is simply measured by the sum of the value functions of the policies executed over time (each for H steps)
and it is compared to the value function of the baseline itself. Note that this definition is compatible with the regret:
RFH(A, K) =

qK
k=1 V ı(s) ≠ V fik (s). Indeed, the regret defined in expectation w.r.t. the stochasticity of the model

but not w.r.t. the algorithm, there is no expectation w.r.t. the possible sequence of policies generated by A.

2.3.3 Conservative UCRL

In this section, we introduce conservative upper-confidence bound for reinforcement learning (CUCRL2), an ef-
ficient algorithm for exploration-exploitation in average reward that both minimize the regret (2.26) and satisfy
condition (2.31).

CUCRL2 builds on UCRL2 in order to perform efficient conservative exploration. At each episode k, CU-

CRL2 builds a bounded parameter MDP Mk = {M = (S, A, r, p), r(s, a) œ Bk
r (s, a), p(·|s, a) œ Bk

p (s, a), where

Bk
r (s, a) œ [0, rmax] and Bk

p (s, a) œ ∆S are high-probability confidence intervals on the rewards and transition
probabilities such that Mı œ Mk w.h.p. and ∆S is the S-dimensional simplex. This confidence intervals can be
built using Hoeffding or empirical Bernstein inequalities by using the samples available at episode k (e.g., Jaksch
et al., 2010a; Fruit et al., 2018b). CUCRL2 computes an optimistic policy Âfik in the same way as UCRL2:

(ÊMk, Âfik) œ arg maxMœMk,fiœΠSD{gfi(M)}. This problem can be solved using EVI (see Fig. 8 in appendix) on

the optimistic optimal Bellman operator L+
k of Mk (Jaksch et al., 2010a).14 Then, it needs to decide whether

policy fik is “safe” to play by checking a conservative condition fc(Hk) (see Sec. 2.3.3.1) where Hk contains all the
information (samples and chosen policies) available at the beginning of episode k, including the optimistic policy fik.
If fc(Hk) Ø 0, the UCRL2 policy Âfik is “safe” to play and CUCRL2 plays fik = Âfik until the end of the episode.
Otherwise, CUCRL2 executes the baseline fib, i.e., fik = fib. We denote by Λk the set of episodes (k included) where

14L+
k

v(s) = maxa{maxrœBr
k

(s,a){r} + maxpœB
p
k

(s,a) pTv}.
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UCRL2 executed an optimistic policy and by Λc
k = {1, . . . , k} \ Λk its complement. Formally, if fc(Hk) Ø 0 we set

Λk = Λk≠1 fi {k} else Λk = Λk≠1. The pseudocode of CUCRL2 is reported in Alg. 4.
Note that, contrary to what happens in conservative (linear) bandits, the statistics of the algorithm are updated

continuously, i.e., using also the samples collected by running the baseline policy. This is possible since UCRL2 is
a model-based algorithm and any off-policy sample can be used to update the estimates of the model. To have a
better estimate of the conservative condition, it is possible to use the model available at episode k to re-evaluate
the policies (fil)l<k at previous episodes (change line 3 in Alg. 4). This will improve the empirical performance of
CUCRL2 but breaks the regret analysis.

2.3.3.1 Algorithmic Conservative Condition

We now derive a checkable conservative condition that can be incorporated in the UCRL2 structure illustrated in
the previous section. In the bandit setting, it is relatively straightforward to turn (2.27) into a condition that can be
checked at any time t using estimates and confidence intervals build from the data collected so far. On the other
hand, while condition (2.31) effectively formalizes the requirement that the learning algorithm should constantly
perform almost as well as the baseline policy, we need to consider the specific RL structure to obtain a condition
that can be verified during the execution of the algorithm itself. In order to simplify the derivation, we rely on the
following assumption.

Assumption 9. The gain and bias function (gfib , hfib) of the baseline policy are known.

As explained in (Kazerouni et al., 2017), this is a reasonable assumption since the baseline policy is assumed to
be the policy currently executed by the company and for which historical data are available. We will mention how to
relax this assumption in Sec. 2.3.3.1.

We follow two main steps in deriving a checkable condition. 1) We need to estimate the cumulative reward
obtained by each of the policies played by the learning algorithm directly from the samples observed so far. We do
this by relating the cumulative reward to the gain and bias of each policy and then building their estimates. 2) It is
necessary to evaluate whether the policy proposed by UCRL2 is safe to play w.r.t. the conservative condition, before
actually executing it. While this is simple in bandit, as each action is executed for only one step. In RL, policies
cannot be switched at each step and need to be played for a whole episode. Nonetheless, the length of a UCRL2

episode is not known in advance and this requires predicting for how long the explorative policy could be executed in
order to check its performance.

Step 1: Estimating the conditional conservative condition from data. In order to evaluate (2.31) from
data, one may be tempted to first replace the sum of rewards obtained by each policy fij in µt on the lhs side by
its gain gfij , similar to the gain-based condition in (2.28). Indeed, under Asm. 1 any stationary policy fi receives

asymptotically an expected reward gfi at each step. Unfortunately, in our case E

Ëqt
i=1 ri

--µt

È
”= qk

j=1 Tjgfij . In

fact, when evaluating a policy for a finite number of steps, we need to account for the time required to reach the
steady regime (i.e., mixing time) and, as such, the influence of the state at which the policy is started. The notion
of reward collected during the transient regime is captured by the bias function.15 In particular, for any stationary
(unichain) policy fi œ ΠSR with gain gfi and gain function hfi executed for t steps, we have that:

E

C
tÿ

i=1

ri

--s1 = s, fi

D
= t gfi + hfi(s) ≠ P t

fi(·|s)Thfi. (2.33)

As a result, we have the bounds

t gfi ≠ sp(hfi) Æ E

C
tÿ

i=1

ri

--s1 = s, fi

D
Æ t gfi + sp(hfi).

Leveraging prior knowledge of the gain and bias of the baseline, we can use the second inequality to directly upper
bound the baseline performance as

E

C
tÿ

i=1

ri

--s1 = s, fib,

D
Æ sp(hfib) + t gfib . (2.34)

15Puterman (1994, Sec. 8.2.1) refers to the gain as “stationary” reward while to the bias as “transient” reward.
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On the other hand, for a generic policy fi, the gain and bias cannot be directly computed since Mı is unknown.
To estimate the cumulative reward of the algorithm we resort to the estimate of the true MDP build by UCRL2 to
construct a pessimistic estimate of the cumulative reward for any policy fij (i.e., to perform counterfactual reasoning).

Given a policy fi and the bounded-parameter MDP Mk, we are intersted in finding gfi where gfi := minMœMk
{gfi(M)}.

Define the Bellman operator Lfi
k associated to Mk as: ’v œ R

S , ’s œ S

Lfi
kv(s) := min

rœBk
r (s,a)

r + min
pœBk

p (s,a)
{pTv} (2.35)

Then, there exists (gfi, hfi) such that, ’s œ S, gfie+hfi = Lfi
khfi where e = (1, . . . , 1) (see Lem. 15.1 in App. 2.C.1).

Similarly to what is done by UCRL2, we can use EVI with Lfi
k to build an ‘k-approximate solution of the Bellman

equations. Let (gn, vn) = EVI(Lfi
k , Ák), then gn ≠ Ák Æ gfi Æ gfi(Mı). The values computed by the pessimistic

policy evaluation can be then used to bound the cumulative reward of any stationary policy.

Lemma 3. Consider a bounded parameter MDP M such that Mı œ M w.h.p., a policy fi and let (gn, vn) =
EVI(Lfi, Á). Then, under Asm. 1 for any state s œ S:

E

C
tÿ

i=1

ri|s1 = s, fi

D
Ø t(gn ≠ Á) ≠ sp(vn).

Step 2: Test safety of optimistic policy. Let tk be the time when episode k starts. Policies fi1, . . . , fik≠1

have been executed until tk ≠ 1 and UCRL2 computed an optimistic policy Âfik. In order to guarantee that (2.31) is
verified the algorithm needs to anticipate how well Âfik may perform if executed for the next episode. For any policy
(fij)j<k fi {Âfik}, we first compute (g≠

j , h≠
j ) = EVI(L

fij

j , Áj).16 If fij = fib (i.e., the baseline was executed at episode

j), we let (g≠
j , h≠

j ) = (gfib , hfib) and Áj = 0. Then

E

C
tÿ

i=1

ri

--s1 = s, µt

D
=

kÿ

j=1

ÿ

yœS

P
!
stj

= y
--s, µt

"
· E

S
U

Tjÿ

i=1

ri | y, fij

T
V Ø

kÿ

j=1

Tj(g≠
j ≠ Áj) ≠ sp(h≠

j ) (2.36)

where tj is time at which episode j started, P
!
stj = y

--s1 = s, µt

"
is the probability of reaching state y after tj steps

starting from state s following policy µt. The inequality follows from Lem. 3. By lower bounding the LHS of (2.31)
by (2.36) and upper bounding the RHS by (2.34), the conservative condition becomes:

k≠1ÿ

j=1

1
Tj(g≠

j ≠ Áj ≠ gfib) ≠ sp(h≠
j )

2
≠ sp(hfib) + Tk(g≠

k ≠ Ák ≠ (1 ≠ –)gfib) Ø 0 (2.37)

Note that the algorithm should check this condition at the beginning of episode k in order to understand if the
policy Âfik is safe or if it should resort to playing policy fib. In many OFU algorithms, including UCRL2, the length of
episode k (i.e., Tk) is not known at the beginning of the episode. As a consequence, condition (2.37) is not directly
computable. To overcome this limitation, we consider the dynamic episode condition introduced by (Ouyang et al.,
2017). This stopping condition provides an upper-bound on the length of each episode as Tk Æ Tk≠1 + 1, without
affecting the regret bound of UCRL2 (up to constants). This condition can be used to further lower-bound the last
term in (2.37) by

Tk(g≠
k ≠ Ák ≠ (1 ≠ –)gfib) Ø (Tk≠1 + 1)(g≠

k ≠ Ák ≠ (1 ≠ –)gfib) · 1((1≠–)gfib Øg≠
k

≠Ák). (2.38)

Plugging this lower bound into (2.37) gives the final conservative condition

k≠1ÿ

j=1

1
Tj(g≠

j ≠ Áj ≠ gfib) ≠ sp(h≠
j )

2
≠ sp(hfib) + (Tk≠1 + 1)(g≠

k ≠ Ák ≠ (1 ≠ –)gfib) · 1((1≠–)gfib Øg≠
k

≠Ák) Ø 0,

(2.39)

16The subscript j in the operator L
fij

j denotes the fact that it is computed using the samples observed up to tj . For each episode,

we need to compute the estimate only for the new UCRL2 policy. In order to have a tighter estimate of the conservative condition it
possible to recompute the gain and bias of the past policies at every episode (or periodically) by using all the available samples (i.e., using
Lfi

k ). However, this will break the current regret proof.
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tested by CUCRL2 at the beginning of each episode. Unknown (gfib , hfib). If the gain and bias of the baseline are
unknown, we can use EVI on L+,fib

l (Eq. 2.35 with max instead of min) to compute an optimistic estimate of the
cumulative reward of the baseline up to time tl + Tl≠1 + 1. While this account for the RHS of Eq. 2.31, we simply
define (g≠

l , h≠
l ) = EVI(Lfib

l , ‘l) for every episode l œ Λc
k≠1 to compute a lower bound to the cumulative reward

obtained by the algorithm by playing the baseline in episode before k. Clearly, this approach is very pessimistic and
it may be possible to design better strategies for this case.

The finite-horizon case. We conclude this section with a remark on the finite horizon case. This case is much
simpler and resemble the bandit setting. We can directly build a lower bound vl,1 to the value function V fil

1 by using
the model estimate and its uncertainty at episode l. This estimate can be computed via extended backward induction
–see (Azar et al., 2017a, Alg. 2)– simply subtracting the exploration bonus, see Lem. 20 in App. 2.C.3. The same
approach can be used to construct an optimistic and pessimistic estimate of V fib

1 when it is unknown. This values
can be directly plugged in (2.32) to define a checkable condition for the algorithm.

2.3.3.2 Regret Guarantees

We start providing an upper-bound to the regret of CUCRL2 showing the dependence on UCRL2 and on the baseline
fib. Since the set Λk is updated at the end of the episode, we denote by ΛT = ΛkT

fi {kT } · 1(Eq. (2.39)) the set
containing all the episodes where CUCRL2 played an optimistic policy. The set Λc

T is its complement.

Lemma 4. Under Asm. 1 and 9, for any T and any conservative level –, there exists a numerical constant — > 0
such that the regret of CUCRL2 is upper-bounded as

R(CUCRL2, T ) Æ — ·

3
RUCRL2(T |ΛT ) + (gı ≠ gfib)

ÿ

lœΛc
T

Tl + sp
!
hfib

"
SAT ln(T/”)

4
,

and the conservative condition (2.31) is met at every step t = 1, . . . , T with probability at least 1 ≠ 2”
5 .17

RUCRL2(T |ΛT ) denotes the regret of UCRL2 over an horizon T conditioned on the fact that the UCRL2 policy
is executed only at episodes i œ ΛT . During the other episodes, the internal statistics of UCRL2 are updated using
the samples collected by the baseline policy fib. This does not pose any major technical challenge and, as shown in
App. 2.C.2, the UCRL2 regret can be bounded as follows.

Lemma 5 (Jaksch et al. (2010a)). Let LT = ln
!

5T
”

"
, for any T , there exists a numerical constant — > 0 such that,

with probability at least 1 ≠ 2”
5 ,

RUCRL2(T |ΛT ) Æ —DS


ATLT + —DS2ALT

The second term in Lem. 4 represents the regret incurred by the algorithm when playing the baseline policy fib.
The following lemma shows that the total time spent executing conservative actions is sublinear in time (see Lem. 18
in App. 2.C.2 for details).

Lemma 6. For any T > 0 and any conservative level –, with probability at least 1 ≠ 2”
5 , the total number of play

of conservative actions is bounded by:

ÿ

lœΛc
T

Tl Æ 2


SAT ln(T ) +
112SALT

(–gfib)2
(1 + S(D + Υ)2) +

16
Ô

TLT

–gfib

Ë
(D + Υ)

Ô
SA + rmax +

Ô
SAsp(hfib)

È

where LT = ln
!

5SAT
”

"
and Υ < Œ as in Eq. 1.2

Proof. Let · be the last episode played conservatively: · = sup{k > 0 : k œ Λc
k}. This means that at the beginning

of episode · the conservative condition was not verified. By rearranging the terms in Eq. 2.39 and using simple
bounds, we can write that:

∆t + 4kT (sp(gfib) + Υ + (1 ≠ –)rmax) Ø –

·≠1ÿ

l=1

Tlg
fib

17The probability refers to both events: the regret bound and the conservative condition.
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Figure 2.8: Inventory control problem.

where ∆· :=
q

lœΛt≠1
Tl(Âgl ≠ g

l
) and (Âgl, g

l
) are optimistic and pessimistic gain of policy fil = Âfil. Note that both

satisfies the Bellman equation: Âgl + Âhl = L+
l

Âhl (see footnote 14) and g
l
+ hl = Lfil

l hl (see Eq. 2.35). At this point,
the important terms in upper-bounding ∆· are similar to the one analysed in UCRL2. In particular, we have a term
depending on the confidence intervals ∆

l,t
ci := 2—l

r(st, at) + —l
p(st, at)

!
sp

!Âhl

"
+ sp

!
hfil

""
and one depending on the

transitions ∆l,t
p := pı(·|st, at)

T
1

Âhl + hfil

2
≠ (Âhl(st+1) ≠ hfil(st+1)). Let X =

q·≠1
l=1 Tl. By using the definition of

the confidence intervals, it is easy to show that
q

lœΛ·≠1

qtl+1≠1
t=tl

∆
l,t
ci .

Ô
SATX + (D + Υ)

Ô
S2AX. Define the

‡-algebra based on past history at t: Ft = ‡(s1, a1, r1, . . . , st, at, rt, st+1). The sequence (∆l,t
p , Ft)l,t is an MDS.

Thus, using Azuma inequality we have that
q

lœΛ·≠1

qtl+1≠1
t=tl

∆
l,t
ci . (D + Υ)

Ô
T . Putting everything together

we have a quadratic form in X and solving it we can write that –gfibX . bT + S2AL”
T (D + Υ)2/(–gfib) where

bT = ÂO((D + Υ)
Ô

SAT ) (see App. 2.C.2). The result follows noticing that
q

lœΛc
·

Tl Æ q·≠1
l=1 Tl + T· .

Combining the results of Lem. 5 and Lem. 6 into Lem. 4 leads to an overall regret of order ÂO(
Ô

T ), which matches
the regret of UCRL2. This shows that CUCRL2 is able to satisfy the conservative condition without compromising
the learning performance. Nonetheless, the bound in Lem. 6 shows how conservative exploration is more challenging
in RL compared to the bandit setting. While the dependency on the conservative level – is the same, the number of
steps the baseline policy is executed can be as large as ÂO(

Ô
T ) instead of constant as in CUCB (Wu et al., 2016).

Furthermore, Lem. 4 relies on an ergodicity assumption instead of the much milder communicating assumption
needed by UCRL2 to satisfy Lem. 5. Asm. 1 translates into the bound through the “worst-case” diameter Υ, which
in general is much larger than the diameter D. This dependency is due to the need of computing a lower bound
to the reward accumulated by policies fij in the past (see Lem. 3). In fact, UCRL2 only needs to compute upper
bounds on the gain and the value function returned by EVI by applying the optimistic Bellman operator L+

k has
span bounded by the diameter D. This is no longer the case for computing pessimistic estimates of the value of a
policy. Whether Asm. 1 and the worst-case diameter Υ are the unavoidable price to pay for conservative exploration
in infinite horizon RL remains as an open question.

The finite-horizon case. App. 2.C.3 shows how to modify UCB-VI (Azar et al., 2017a) to satisfy the conservative
condition in Eq. 2.32. In this setting, it is possible to show (see Prop. 5 in App. 2.C.3) that the number of
conservative episodes is simply logarithmic in T = KH. Formally, |Λc

T | = O(H5S2A ln(T/”)/(–rb(∆b + –rb))
where 0 < rb Æ r(s, a), for all (s, a), and ∆b = mins{V ı

1 (s) ≠ V fib
1 (s)} is the optimality gap. This problem

dependent terms resemble the one in the bandit analysis. The regret of conservative UCB-VI is bounded by
ÂO(H

Ô
SAT + 1/(–rb(∆b + –rb))).

2.3.4 Experiments

In this subsection, we report results in the inventory control problem to illustrate the performance of CUCRL2

compared to unconstrained UCRL2 and how it varies with the conservative level. See App. 2.A.6 for additional
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experiments for both average reward and finite horizon. In order to have a better estimate of the budget, we re-
evaluate past policies at each episode. We start considering the stochastic inventory control problem (Puterman,
1994, Sec. 3.2.1) with capacity M = 6 and uniform demand. At the beginning of a month t, the manager has to
decide the number of items to order in order to satisfy the random demand, taking into account the cost of ordering
and maintainance of the inventory (see App. 2.A.6). Since the optimal policy is a threshold policy, as baseline we
consider a (‡, Σ) policy (Puterman, 1994, Sec. 3.2.1) with target stock Σ = 4 and capacity threshold ‡ = 4. Note
that gı = 0.603 and (gfib , sp(hfib)) = (0.565, 0.651). We use this domain to perform an ablation study w.r.t. the
conservative level –. We have taken T = 70000 and the results are averaged over 100 realizations.

Fig. 2.8(left) shows that the regret of CUCRL2 grows at the same speed as the one of the baseline policy fib at
the beginning (the conservative phase), because during this phase CUCRL2 is constrained to follow fib to make sure
that constraint (2.31) is satisfied. Clearly, the duration of this conservative phase is proportional to the conservative
level –. As soon as CUCRL2 has built margin, it starts interleaving exploratory (optimistic) policies with the baseline.
After this phase, CUCRL2 has learn enough about the system and has a sufficient margin to behave as UCRL2.
As expected, Fig. 2.8(left) confirms that the convergence to the UCRL2 behavior happens more quickly for larger
values of –, i.e., when the conservative condition is relaxed and CUCRL2 can explore more freely. On the other
hand, UCRL2 converges faster since it is agnostic to the safety constraint and may explore very poor policies in the
initial phase. To better understand this condition, Fig. 2.8(right) shows the percentage of time the constraint was
violated in the first 15000 steps (about 20% of the overall time T ). CUCRL2 always satisfies the constraint for all
values of – while UCRL2 fails a significant number of times, especially when the conditions is tight (small values of
–).

2.3.5 Future Extensions

We presented algorithms for conservative exploration for both finite horizon and average reward problems with
O(

Ô
T ) regret. We have shown that the non-episodic nature of average reward problems makes the definition of the

conservative condition much harder than in finite horizon problems. In both cases, we used a model-based approach to
perform counterfactual reasoning required by the conservative condition. Recent papers have focused on model-free
exploration in tabular settings or linear function approximation (Jin et al., 2018; Yang and Wang, 2019; Jin et al.,

2019), thus a question is if it is possible for model-free algorithms to be conservative and still achieve ÂO(
Ô

T ) regret.

2.4 Conclusion

In this chapter, we studied different constraints that may be encountered during the deployment of a Reinforcement
Learning system. Those constraints are different by nature. One is about pure performance in terms of reward
whereas the other shows how challenging it is to deploy a bandit system as a part of whole recommendation pipeline.
In the following of this thesis, we focus on the privacy and security aspect of RL. Two questions that have gained
a lot in popularity recently. We will show how those two concepts can be seen as a constraint on the exploration
process and which solutions we can use to solve those issues.
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Appendix

2.A Appendix for Bandit with Noisy Evaluations

2.A.1 Lower Bound

In this appendix, we prove why no algorithm can compute the top K arms at every time step. More, precisely we
prove the following Lemma.

Lemma 7. Let consider the linear case in Asm. 5 and parameters Kt = Kmax, K = 1, –j = 1 for all j = 1, . . . , J
and a noise distributed as N (0, ‡j) with ‡j = ‡0 for all j = 1, . . . , J . The learner A receives as input the evaluations
fi,t,j = ri,t + ‘i,t,j and we denote by A({fi,t,j}) the arm returned by A. For all arms i Æ Kt the reward ri,t is
sampled from a Bernoulli distribution Ber(1/2). At every step, let’s define Iı

t = {i Æ Kt | ri,t = 1} the set of
optimal arms. Then any learner A has a fixed non-zero probability to return the wrong ranking at each step, i.e.,

’t, ’A, ÷” > 0,PBer,{‘i,t,j}

Ë
A({fi,t,j})”œ Iı

t

È
Ø ”. (2.40)

Proof. We reason by contradiction and assume that there exists a deterministic algorithm A and a time step t such
that

’” > 0, PBer,{‘i,t,j}

Ë
A({fi,t,j})”œ Iı

t

È
Æ ”. (2.41)

Now given the rewards (ri,t)iÆKt
the distribution of the evaluations (fi,t,j)j is distributed as N ((ri,t)jÆJ , ‡0IJ)

for each i. Now, let’s consider the set of sub optimal arms, I≠
t := {i Æ Kt | ri,t = 0} because the rewards are

independent then with probability at least 1
4 the set I+

t and I≠
t are both non-empty. For an index i0 Æ Kt, let

X0,1 œ R
Kt◊J and X1,0 œ R

Kt◊J be two random variables distributed sampled from the same distributions as the
(fi,t,j)i,j | Iı

t = {i0}, I≠
t = {i≠0} and (fi,t,j)i,j | I≠

t = {i0}, Iı
t = {i≠0} respectively. We then have that:

P
!
X0,1 = X1,0

"
> 0 (2.42)

This is a direct consequence of the independence of the noise and rewards. Indeed,

P
!
X0,1 = X1,0

"
= P

1
’(i, j) œ {1, · · · , Kt} ◊ {1, . . . , J} X0,1

i,j = X1,0
i,j

2
(2.43)

=
Ÿ

i,j

P(X0,1
i,j = X1,0

i,j ) (2.44)

But for a given couple (i, j) œ {1, . . . , Kt} ◊ {1, . . . , J}, X0,1
i,j ≥ N (1{i=i0}, ‡2

0), X1,0
i,j ≥ N (1{i ”=i0}, ‡2

0) and are
independent. Therefore, the probability of those random variables being equal is:

P

1
X0,1

i,j = X1,0
i,j

2
=

1

2fi‡2
0

⁄ +Œ

≠Œ
exp

Q
a≠

Ë!
x ≠ 1{i=i0}

"2
+

!
x ≠ 1{i ”=i0}

"2
È

2‡2
0

R
b dx > 0 (2.45)

Let’s note “ > 0 such that “ Æ P

1
X0,1

i,j = X1,0
i,j

2
for all i then we have that: P

!
X0,1 = X1,0

"
Ø “KtJ > 0. This

implies that there exists a ”0 such that PBer,{‘i,t,j}

Ë
A(X0,1) œ Iı

t , X0,1 = X1,0, Iı
t = {i0}, I≠

t = i≠0

È
Ø ”0 > 0,
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thanks to Eq. (2.41) but then on this event we have that:

”0 Æ PBer,{‘i,t,j}

Ë
A(X0,1) œ Iı

t , X0,1 = X1,0, Iı
t = {i0}, I≠

t = i≠0

È
= PBer,{‘i,t,j}

Ë
A(X1,0) = i0, Iı

t = {i0}, I≠
t = i≠0

È

(2.46)

Æ PBer,{‘i,t,j}

Ë
A(X1,0) = i0

È
(2.47)

Æ PBer,{‘i,t,j}

Ë
A(X1,0) ”œ Iı

t

È
Æ ”0

2
(2.48)

thanks to Eq. 2.41. This is not possible therefore by contradiction we have the result.

Lem. 7 shows that there exists a instance of the problem studied in this paper where it is not possible to retrieve
systematically the K actions maximiziing the reward (ri,t)iÆKt

). Therefore defining the regret with respect to the
true top K actions.

2.A.2 Noise Correlation Issue

The standard result on GLM are based theorems with the same structure as the following proposition (Filippi et al.,
2010):

Proposition 1. Let (Fk)kØ0 be a filtration, (mk)kØ0 be an R
d-valued stochastic process adapted to (Fk)k, (÷k)k

be a real-valued martingale difference process adapted to (Fk)k. Assume that ÷k is conditionnally sub-Gaussian in
the sense that there exists some R > 0 such that for any “ Ø 0, k Ø 1,

E(exp(“÷k) | Fk≠1) Æ exp

3
“2R2

2

4
a.s (2.49)

Consider the martingale ›t =
qt

k=1 mk≠1÷k and the process Mt =
qt

k=1 mk≠1m|

k≠1. Assume that with probability
one the smallest of Md is lower bounded by some positive constant ⁄0 and that ÎmkÎ2 Æ cm holds a.s. for any
k Ø 0. The following hold true: Let

Ÿ =


3 + 2 log(1 + 2c2
m/⁄0)

For any x œ R
d, 0 < ” Æ e≠1, t Ø max(d, 2), with probability at least 1 ≠ ”,

|Èx, ›tÍ Æ ŸR


2 log(t) log(1/”)ÎxÎMt
(2.50)

Further, for any 0 < ” < min{1, d/e}, t Ø max{ d, 2}, with probability at least 1 ≠ ”,

Î›tÎM≠1
t

Æ ŸR


2d log(t) log(d/”) (2.51)

In our setting, we can not use the type of results presented above because estimators like ridge regression or
maximum likelihood estimation rely on the assumption that the noise associated to the data is zero-mean. However,
in our setting the learner18 takes a decision At based on the noisy evaluations („i,t)i and this introduces a statistical
dependence that biases the distribution of the noise affecting the evaluations. For simplicity, assume K = 1 then
the action at is a function of the noise in the observations („i,t) and, in general, we have that E (‘at,t,j) ”= 0 for
all evaluators j Æ J (where (‘i,t,j) is the noise in the evaluation fi,t,j) although for any fixed non random action
a Æ Kt, E(‘a,t,j) = 0.

More formally, let consider the GLM setting of Sec. 2.1.3 assuming K = 1 and a MLE estimator using all
the data Ht := {(fat,t,j)j , rat,t } to estimate the parameter –. Let also assume that the action at is chosen as
at = arg maxiÈwt, „i,tÍ where for any t, wt is a vector adapted to the ‡-algebra ‡(Ht≠1). For each evaluator j we
compute the MLE, ‚–j as the solution to

t≠1ÿ

l=1

(fat,t,j ≠ g(‚–jrit,t))rit,t = 0 (2.52)

18Notice that the following discussion holds also for any non-learning algorithm, e.g., an oracle algorithm.
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with at is the arm selected by the algorithm and rat,t is the associated reward observed at the end of the round. In
order to evaluate the accuracy of this estimator ‚–j , following the proof of Filippi et al. (2010) or Li et al. (2017), we
eventually need to control the term

---
qt

l=1 ral,l‘al,l,j

---
Òqt

l=1 r2
al,l

, (2.53)

where ‘al,l,j is the noise associated with the evaluation j for arm al at round l. One may be tempted to apply Prop. 1
with mt≠1 = rat,t and ÷t = ‘at,t,j . The issue is that at = arg maxiÈwt≠1, g≠1(„i,t)Í where wt is a measurable
function for of the past (in addition, note that this action selection process is used in most optimistic algorithms for
GLM). As a result,

E (‘at,t,j | Ht≠1, (ri,t)iÆKt
) ”= 0, (2.54)

(2.54) can be further simplified when g is the identity function, J = 1, –j = 0, ‡j = ‡ and wt ”= 0 then (2.54)
reduces to

E (‘at,t,j | Ht≠1, (ri,t)iÆKt) = E
!
‘i,t1{i=arg max wt‘i,t} | Ht≠1

"
¥ ‡, (2.55)

thus showing that ‘at,t is no longer a zero-mean variable. A way to address this issue would be to take a union
bound over all the arms chosen over time a1, . . . , at, . . . , aT . Unfortunately, this would lead to take a union bound
over KT elements, which would eventually lead to an additional

Ô
T factor in Prop 1 and ultimately a linear regret

bound. We further confirm this effect in several empirical validations, where algorithms relying on data generated
based on the evaluations introduce a bias in the estimation of the parameters –.

2.A.3 Generalized Linear Model

In this subsection, we present how to defined the oracle and the analysis of the regret in the case of a GLM model.

2.A.3.1 Oracle in the GLM Model (Proof of Lemma 1)

We consider an oracle O with access to the link function g, the parameters (–j)jÆJ of the evaluation function,
and the parameters (‡j)jÆJ of the noise distribution. Given the vector „i,t œ R

J obtained by aggregating all the
evaluations (fi,t,.)j for each arm i Æ Kt, we recall that an oracle defines a set of weights (wj)jÆJ and predicts the
reward of arm i as

rOi,t = Èw, g≠1(„i,t)Í (2.56)

We aim at minimizing the gap between reward of the true top-K arms iı
1, . . . , iı

K and the reward of the estimated
top-K arms iO1 , . . . , iOK according to the estimated rewards rOi,t

(a) =

Kÿ

l=1

riı
l

,t ≠
Kÿ

l=1

riO
l

,t. (2.57)

By leveraging the definition of estimated top-K arms, we can rewrite the previous expression as

(a) =
Kÿ

l=1

riı
l

,t ≠
Kÿ

l=1

‚rOiı
l

,t +
Kÿ

l=1

‚rOiı
l

,t ≠
Kÿ

l=1

‚rOiO
l

,t +
Kÿ

l=1

‚rOiO
l

,t ≠
Kÿ

l=1

riO
l

,t

Æ
Kÿ

l=1

riı
l

,t ≠
Kÿ

l=1

‚rOiı
l

,t +

Kÿ

l=1

‚rOiO
l

,t ≠
Kÿ

l=1

riO
l

,t

=
Kÿ

l=1

1
riı

l
,t ≠ ‚rOiı

l
,t

2
+

Kÿ

l=1

1
‚rOiO

l
,t ≠ riO

l
,t

2

Æ 2 max
i1,...,iK

Kÿ

l=1

---‚rOil,t ≠ ril,t

---
¸ ˚˙ ˝

(b)

.
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Using the GLM model of Asm. 4, we have that for any i = 1, . . . , Kt, the estimated reward can be written as

‚rOi,t =

Jÿ

j=1

wjg≠1 (g(–j · ri,t) + ‘i,t,j) . (2.58)

We can then measure the deviation between true reward and estimated reward as

(b) =

Jÿ

j=1

wj

Ë
g≠1 (g(–j · ri,t) + ‘i,t,j) ≠ g≠1(g(–jri,t))

È
+

1 Jÿ

j=1

wj–j ≠ 1
2

ri,t (2.59)

Æ c≠1
g

Jÿ

j=1

|wj | · |‘i,t,j | +
1 Jÿ

j=1

wj–j ≠ 1
2

ri,t, (2.60)

where in the first equality we introduce the term
qK

j=1 wj–j =
qK

j=1 wjg≠1(g(–jri,t)) and in the second step we

leverage the fact that g≠1 is c≠1
g -Lipschitz. The last expression above contains two random realizations, i.e., ‘i,t,j

and ri,t, thus preventing from computing a fixed set of weights to minimize the performance gap (a). Furthermore,
while we assume the oracle to have prior knowledge about the parameters, we would like to avoid leveraging any
knowledge on the true rewards (ri,t). In order to remove any dependency on the rewards, we impose a constrain

on the weights, such that
qJ

j=1 wj–j = 1, thus removing the last term, and thus the rewards, in the previous
expression. We can then focus on minimizing a high-probability upper bound of (a)

(a) Æ 2c≠1
g max

i1,...,iK

Kÿ

l=1

Jÿ

j=1

|wj | · |‘i,t,j | (2.61)

where we leverage the fact that the noise ‘i,t,j are sub-Gaussian then |‘i,t,j | ≠ E(|‘i,t,j |) is also sub-Gaussian with

the same parameter and by Jansen inequality its mean is E(|‘i,t,j |) Æ
Ò
E(‘2

i,t,j) = ‡j . Therefore for any time t and

any set U µ {1, · · · , Kt} of size K , we have by Chernoff inequality, for any x > 0

P

Q
a

------
ÿ

uœU

Jÿ

j=1

|wj‘u,t,j | ≠ E(|wj‘u,t,j |)

------
Ø x

R
b Æ 2 exp

A
≠ x2

2K
qJ

j=1(wj‡j)2

B
(2.62)

Therefore we have taking a union over all the set of size K,

P

Q
a max

i1,··· ,iK

Kÿ

l=1

Jÿ

j=1

|wj‘il,t,j | ≠ E(|wj‘il,t,j |) Ø x

R
b Æ

ÿ

U,|U |=K

P

Q
aÿ

uœU

Jÿ

j=1

|wj‘u,t,j | ≠ E(|wj‘u,t,j |) Ø x

R
b (2.63)

Æ
ÿ

U,|U |=K

2 exp

A
≠ x2

2
qJ

j=1(wj‡j)2

B
(2.64)

= 2

3
Kt

K

4
exp

A
≠ x2

2K2
qJ

j=1(wj‡j)2

B
(2.65)

Therefore for any ” œ (0, 1) we have that with probability at least 1 ≠ ”:

max
i1,...,iK

Kÿ

l=1

Jÿ

j=1

|wj | · |‘i,t,j | ≠ E(|wj | · |‘i,t,j |) Æ K

ı̂ıÙ2

Jÿ

j=1

(wj‡j)2 ln

A
2
!

Kt
K

"

”

B
Æ K

ı̂ıÙ2K

Jÿ

j=1

(wj‡j)2 ln
1

2eKmax

K”

2

(2.66)

using the standard inequality
!

Kt

K

"
Æ

!
eKt

K

"K
and Kt Æ Kmax. Therefore,

(a) Æ 2K

cg

ı̂ıÙK

Jÿ

j=1

w2
j ‡2

j ln

3
Kte

”

4
+

K

cg

Jÿ

j=1

|wj |‡j Æ 2K

cg

ı̂ıÙK

Jÿ

j=1

w2
j ‡2

j ln

3
Kmaxe

”

4
+

K

cg

ı̂ıÙJ

Jÿ

j=1

(wj‡j)2,

(2.67)

Finally, this leads to the optimization problem in Eq. 2.7. By plugging the optimal solution back into the optimization
problem, we also obtain the stated upper bound on the suboptimality gap.
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2.A.3.2 Regret of ‘-greedy Algorithm for GLM Model (Proof of Thm. 1)

We now move on proving the regret upper bound of Thm. 1. The first step is to bound the norm of the noisy
evaluations at every step. That is the object of the following lemma.

Lemma 8. Let „i,t = (fi,t,1, . . . , fi,t,j , . . . , fi,t,J) œ R
J the vector summarizing all the evaluations observed at round

t. Then for any ” œ (0, 1) with probability 1 ≠ ” for any t Æ T , for any set At of K arms chosen in {1, . . . , Kmax}
possibly adaptive to the evaluations, it holds that

.. ÿ

iœAt

„i,t

..
2

Æ Φ := 2KÎ‡ÎŒ

A
2
Ô

J +

Û
K ln

3
2eKmaxT

K”

4B
+ 2KJÎgÎŒ

where Î‡ÎŒ = maxjÆJ ‡j and ÎgÎŒ = maxjÆJ,xœ[0,C] |g(–jx)|

Proof. For a time t Æ T and set of size K At µ {1, · · · , Kt} and an evaluator j Æ J the sum of features can be
decomposed as,

A ÿ

iœAt

„i,t,j

B2

=

A ÿ

iœAt

g(–jri,t) +
ÿ

iœAt

‘i,t,j

B2

Æ 2

A ÿ

iœAt

g(–jri,t)

B2

+ 2

A ÿ

iœAt

‘i,t,j

B2

(2.68)

Æ 2K2ÎgÎ2
Œ + 2

A ÿ

iœAt

‘i,t,j

B2

(2.69)

Therefore, we just need to bound
.. q

iœAt
‘i,t

..
2

to finish the proof. But thanks to the subGaussian assumption on
the noise ‘, we have that:

.....
ÿ

iœAt

‘i,t

.....
2

Æ 4K
Ú

J max
jÆJ

‡2
j + 2K max

jÆJ
‡j

Û
log

3
1

”

4
(2.70)

because the vector
q

iœAt
‘i,t is K maxj ‡j sub-Gaussian. The last step is to take a union bound over steps t Æ T

and subset of size K.

The first step to analyze the regret of Alg. 1 is to decompose the regret according to the steps where the algorithm
selected a totally random set of arms or when it played greedy. Noting, as in Alg. 1, Zt the Bernoulli random variable
used by the algorithm to distinguish between exploratory and exploitative steps, the regret is

RT =

Tÿ

t=1

ZtÈw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ

¸ ˚˙ ˝
:=RT,1

+

Tÿ

t=1

(1 ≠ Zt)Èw+,
ÿ

iœA+
t

„i,t ≠
ÿ

iœAt

„i,tÍ

¸ ˚˙ ˝
:=RT,2

(2.71)

In the following, we bound each term RT,1 and RT,2.

Bounding RT,1. The term we analyze is the regret due to the random steps in the algorithm. Centering the variable
Zt we get that RT,1 scales as:

RT,1 =

Tÿ

t=1

(Zt ≠ ‘)Èw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ + ‘

Tÿ

t=1

Èw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ

Æ
Tÿ

t=1

(Zt ≠ ‘)Èw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ + ‘TÎw+Î

Q
a.. ÿ

iœA+
t

„i,t

..
2

+
.. ÿ

iœAt

„i,t

..
2

R
b

Æ
Tÿ

t=1

(Zt ≠ ‘)Èw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ + 2Φ‘TÎw+Î

(2.72)
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thanks to Lemma 8. Now, the first term can be bounded thanks to a standard Azuma-Hoeffding inequality as for
every time t Æ T , Zt is independent from the evaluations („i,t)i and the set of arms At hence considering the
filtration (Ft)t being the history up until time t, we have,

’t Æ T,

------

Tÿ

t=1

(Zt ≠ ‘)Èw+,
ÿ

iœA+
t

„t,i ≠
ÿ

iœAt

„i,tÍ

------
Æ 4ΦÎw+Î

Û
2T ln

3
4T

”

4
w.p at least 1 ≠ ”/2 (2.73)

Putting everything toghether we have that for any ” œ (0, 1),

RT,1 Æ 4ΦÎw+Î
AÛ

2T ln

3
4T

”

4
+ ‘T

B
(2.74)

with probability at least 1 ≠ ”/2.

Bounding RT,2. Next, we bound the regret coming due to the estimation error in the exploitative steps, that is to
say when Zt = 0. We begin by using the greedy behavior of the algorithm to enough to study the error Îwt ≠ w+Î
to bound RT,2,

RT,2 Æ
Tÿ

t=1

(1 ≠ Zt)

S
UÈw+ ≠ wt,

ÿ

iœA+
t

„i,tÍ + Èwt,
ÿ

iœA+
t

„i,t ≠
ÿ

iœAt

„i,tÍ + Èwt ≠ w+,
ÿ

iœAt

„i,tÍ

T
V (2.75)

But because At is the maximizer of the estimated reward with respect to wt we have that

(1 ≠ Zt)

K
wt,

ÿ

iœA+
t

„i,t ≠
ÿ

iœAt

„i,t

L
Æ 0. (2.76)

Furthermore, using Lemma 8 we have that with probability at least 1 ≠ ”/4

max

Y
]
[

K
w+ ≠ wt,

ÿ

iœA+
t

„i,t

L
,

K
wt ≠ w+,

ÿ

iœAt

„i,t

LZ
^
\ Æ ΦÎw+ ≠ wtÎ2. (2.77)

As a result, the remaining step to obtain a bound on the regret is to build a concentration inequality for the
weights wt w.r.t. w+ and properly tune the exploration factor ‘.

We start by studying the concentration of the MLE estimator ‚–t œ R
J to the true parameter – œ R

J . Thanks to
the random choice of At in the explorative steps, all the data in Ht are i.i.d. and we can directly apply the standard
concentration inequality for MLE in GLM (Li et al., 2017).

Lemma 9. For any ” œ (0, 1) with probability at least 1 ≠ ”/8 for all j Æ J and t Æ T :

|‚–t,j ≠ –j | Æ —t,j :=

Ô
⁄Î–Î + ‡j

Ò
1
2 log

!
1 + 2T

⁄

"
+ log

!
8JT

”

"

cg

Òq
l,Zl=1

q
iœAt

rl,i

. (2.78)

In other words,

Î‚–t ≠ –rÎŒ Æ —t := max
j

—t,j =

Ô
⁄Î–Î + Î‡ÎŒ

Ò
1
2 log

!
1 + 2T

⁄

"
+ log

!
8JT

”

"

cg

Òq
l,Zl=1

q
iœAt

rl,i

(2.79)

We leverage Lem. 9 to concentrate Îwı ≠ wt Î. But first, recall that wt is given by:

wt =
‡≠1 · ‚–t

Î‡≠1 · ‚–tÎ2
2

and w+ =
‡≠1 · –

Î‡≠1 · –Î2
2
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where Σ = diag(‡1, · · · , ‡J). Therefore, the error between w+ and wt can be written as:

Îwt ≠ w+Î2 =

....
‡≠2 · (‚–t ≠ –)

Î‡≠1 · ‚–tÎ2
+ ‡≠2 · –

3
1

Î‡≠1 · ‚–tÎ2
≠ 1

Î‡≠1 · –Î2

4.... (2.80)

Æ
....‡≠2 · –

3
1

Î‡≠1 · ‚–tÎ2
≠ 1

Î‡≠1 · –Î2

4....
2

+

....
‡≠2 · (‚–t ≠ –)

Î‡≠1 · ‚–tÎ2

....
2

(2.81)

Proposition 2. For any time t Æ T , assuming that Î‚–t ≠ –ÎŒ Æ —t and Î–ÎŒ Ø 8—t then:

Î‡≠2 · (‚–t ≠ –) Î2

È‚–t, ‡≠2 · ‚–tÍ
Æ

4—t

ÒqJ
j=1

1
‡4

j

qJ
j=1

–2
j
1{|–j |Ø8—t}

‡2
j

= 4—t

3 Î‡≠1Î4

Î‡≠1 · –1{|–|Ø8—t}Î2

42

(2.82)

Proof. Using the definition of ‡≠2· we have,

Î‡≠2 · (‚–t ≠ –) Î2

È‚–t, ‡≠2 · ‚–tÍ
=

ÚqJ
j=1

(‚–t,j≠–j)2

‡4
j

qJ
r=1

‚–2
t,j

‡2
j

(2.83)

However, we have that for any j Æ J :

‚–2
t,j = –2

j + (‚–t,j ≠ –j)
2

+ 2 (‚–t,j ≠ –j) –j Ø –2
j + 2 (‚–t,j ≠ –j) –j

Ø –2
j ≠ 2—t|–j |

Ø
–2

j

2
when |–j | Ø 8—t

using that Î‚–t ≠ –ÎŒ Æ —t. In addition, using again that Î‚–t ≠ –ÎŒ Æ —t,

Jÿ

j=1

(‚–t,j ≠ –j)
2

‡4
j

Æ
Jÿ

j=1

—2
t

‡4
j

(2.84)

Using the same reasonning as in Prop. 2, we can show the following which bound the second term in (2.80).

Proposition 3. For any time t Æ T , assuming that Î‚–t ≠ –ÎŒ Æ —t and Î–ÎŒ Ø 8—t then:
.....

A
Î‡≠1 · –Î2 ≠ Î‡≠1 · ‚–tÎ2

Î‡≠1 · ‚–tÎ2

B
‡≠2 · –

Î‡≠1 · –Î2

..... Æ 4—t

!
Î‡≠2 · –Î2 + —tÎ‡≠2Î

"
Î‡≠2 · –Î

Î‡≠1 · –1{|–ÎØ8—t}Î2Î‡≠1 · –Î2
(2.85)

Therefore, using Prop. 2 and Prop. 3 on the event that the confidence intervals in Lem. 9 holds then with
probability at least 1 ≠ ”/4:

Îwt ≠ w+Î2 Æ 4—t

!
Î‡≠2 · –Î2 + —tÎ‡≠2Î

"
Î‡≠2 · –Î

Î‡≠1 · –1{|–|Ø8—t}Î2Î‡≠1 · –Î2
+ 4—t

3 Î‡≠1Î4

Î‡≠1 · –1{|–|Ø8—t}Î2

42

(2.86)

In order to complete the proof of the regret upper bound, we need to control how fast the confidence intervals
width —t decreases with t.

Lemma 10. For any ” œ (0, 1) and ⁄ > 0 we have with probability at least 1 ≠ ”/4,

’t œ
I

2C4 ln
!

8T
”

"

‘2K2÷4
‹

, . . . , T

J
, —t Æ

Î‡ÎŒ

Ò
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"
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!
8T J

”

"
+

Ô
⁄Î–Î

cg

Ú
‘tK÷2

‹ ≠ C2

Ò
2t ln

!
8T
”

" (2.87)

where for all j Æ J , ÷2
‹ = Er≥‹(r2)
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Proof. First, thanks to a standard Hoeffding inequality we have that with probability at least 1 ≠ ”/4,

’t Æ T,

------
ÿ

lÆt,Zl=1

ÿ
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As a consequence, for t Ø ·0 :=
8 ln( 8T

” )C4

!
‘K÷2

‹

"2 , —t Æ O
1

1Ô
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2
. Therefore, using Lem. 10 with probability at least
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We can finally bound RT,1 with probability at least 1 ≠ ”/2 by:

RT,1 Æ · +
24Φ

Ô
2TÎ‡ÎŒ
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where · := max

;
128Î‡ÎŒ(ln(1+ 2T
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Finally, the regret is bounded with probability at least 1 ≠ ” by:

RT Æ 4Φ

Î‡≠1 · –Î

AÚ
2T ln

1
4T

”

2
+ ‘T

B
+ max

I
128Î‡ÎŒ

!
ln

!
1 + 2T

⁄

"
+ ln

!
8T J

”

""
+ ⁄Î–Î2

minj,–j ”=0 |–j |2‘K÷2
‹

,
8 ln

!
8T
”

"
C4

!
‘K÷2

‹

"2

J

+
24Φ

Ô
2T Î‡ÎŒ

cg


‘K÷2

‹

AÚ
ln

1
1 +

2T

⁄

2
+ ln

1
8T J

”

2
+

Ô
⁄Î–Î

B A!
Î‡≠2 · –Î2 + Î‡≠2Î

"
Î‡≠2 · –Î

Î‡≠1 · –Î2Î‡≠1 · –Î2
+

3
Î‡≠1Î4

Î‡≠1 · –Î2

42
B

(2.91)

Remark. Compared to the bound reported in Thm. 1, we corrected an error in the analysis which removed
the dependency on the norm ÎgÎŒ and replaceed it with the upper bound on the distribution of the reward C.
In addition, here we report a bound depends on minjÆJ,–j ”=0 |–j |2 however because of the condition 1{|–j |Ø8—t} it
is possible to present a regret upper bound that scales inversly with maxj |–j | but at the cost of a much bigger
problem-dependent quantity S. Fortunately, the difference between the bound report in Thm 1 and the one in (2.91)
has no impact on the discussion around the depency on J . Simplifying the bound in (2.91), we get that the regret
is bounded with high probability by,

RT Æ ÂO
A

T 2/3

A
(1 +

Ô
J≠1Î–Î)ΦSÎ‡ÎŒ

cg

Ô
K÷‹
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(2.92)

when choosing ‘ = 1
T 1/3 , ⁄ = J≠1 and setting S :=

(Î‡≠2·–Î2+Î‡≠2Î)Î‡≠2·–Î
Î‡≠1·–Î2Î‡≠1·–Î2 +

1
Î‡≠1Î4

Î‡≠1·–Î2

22

.
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2.A.4 Linear Model

In this subsection, we show how the definition of the oracle changes with the linear setting and the proof of Thm. 2,
that is to the regret of Alg. 2

2.A.4.1 Oracle in the Linear Model (Proof of Lem. 2)

Just as in Section 2.A.3.1, we consider an oracle that has access to the parameters (–j)jÆJ but also knows the noise
(‡j)jÆJ for each evaluation functions. Given a vector of evalutations „i,t for some t Æ T and i Æ Kt, an orcale
is defined through a set of weights (wj)jÆJ and predicts the reward, rOi,t = Èw, „i,tÍ. Following the reasonning in

Section 2.A.3.1, the difference between the true top-K arms, i+
1 , · · · , i+

K , and the top K according to the oracle,
iO1 , · · · , iOK is bounbed by

Kÿ

l=1

ri+
l

,t ≠ riO
l

,t Æ 2 max
i1,··· ,iK

Kÿ

l=1

--‚rOil,t ≠ ril,t

-- (2.93)

Again following the same reasonning as in App. 2.A.3.1, the difference between the estimated reward and the actual
reward for any arm i Æ Kt is bounded by

--ri,t ≠ ‚rOi,t
-- Æ

------
ri,t

Q
a

Jÿ

j=1

wj–j ≠ 1

R
b

------
+

------

Jÿ

j=1

wj‘i,t,j

------
Æ C

------

Q
a

Jÿ

j=1

wj–j ≠ 1

R
b

------
+

------

Jÿ

j=1

wj‘i,t,j

------
(2.94)

The main difference compared to the proof of Lem. 1 is that thanks to the linear strucutre contorlling the noise can
be done direclty without usingany Lipschitz property. Therefore, in order to remove the dependency on the reward,
we focus on weights w such that Èw, –Í = 1. Hence using Chernoff inequality the error is bounded for any ” œ (0, 1)
by

--ri,t ≠ rOi,t
-- Æ 2K

ı̂ıÙK

Jÿ

j=1

w2
j ‡2

j ln

3
Kmaxe

”

4
(2.95)

with probability at least 1 ≠ ”. This conlcudes the proof of Lem. 1

2.A.4.2 Regret of ESAG (Proof of Thm. 2)

The first step to analyze the regret of Alg. 2 is to compute an upper bound on the deviation of the estimator ‚–t.

Lemma 11. For any ” œ (0, 1) and t Æ T , the error between ‚–t and Er≥‹(r)– is bounded with probability at least
1 ≠ ”/4 by,

Î‚–t ≠ Er≥‹(r)–Î Æ —L
t :=

C
Ò
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(2.96)

Proof. For any t Æ T , ‚–t =

qt≠1

l=1

qKl

i=1
„i,lqt≠1

l=1
Kl

but using the strucuture of the evaluations „i,t for every j Æ J ,

‚–t,j =
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A
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–jri,l +
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i=1

‘i,t,j

B
(2.97)

But the first term converges toward –jEr≥‹(r) because at every time step the reward are independtly sampled from
the distribution ‹ (see Assumption 2). More precisely, with probability at least 1 ≠ ”/8, for any t Æ T and j Æ J

-----
1qt≠1

l=1 Kl

t≠1ÿ

l=1

Klÿ

i=1

ri,l ≠ Er≥‹(r)

----- Æ
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"
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(2.98)
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In addition, the second term in Eq. (2.97) can be bounded with probability at least 1 ≠ ”/8 by

.....
1qt≠1
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(2.99)

Finally, to finish the proof, we simply need to note that

Î‚–t ≠ Er≥‹(r)–Î Æ
.....

–qt≠1
l=1 Kl

t≠1ÿ

l=1

Klÿ
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..... +
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..... (2.100)

Æ Î–Î
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(2.101)

Once ESAG has computed the weigths ‚–t it then computes a set of weights thanks to this estimator and based
on the shape of the optimal weigths of the oracle. That is to say the weights w used by the algorithm are:

wt =
‡≠2 · ‚–t

Î‡≠1 · ‚–tÎ2
2

(2.102)

The optimal weights for the parameter Er≥‹(r)– is w+

Er≥‹ (r) . Therefore, in the following we bound the error between

the weights wt and the rescaled optimal weights w+

Er≥‹ (r) . Following the same reasonning as in Prop. 2 and Prop. 3,

we can show the following proposition

Proposition 4. For any t Æ T let’s assume Er≥‹(r)Î–ÎŒ Ø 8—L
t with —L

t defined in Eq. (2.97). Then for any
” œ (0, 1) with probability at least 1 ≠ ”/4
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(2.103)

Thanks to Lemma 11 and Prop. 4, we can now analyze the regret of ESAG. Recall the regret is defined as
follows,

RT =

Tÿ

t=1

ÿ

iœA+
t

Èw+, „i,tÍ ≠
ÿ

iœAt

Èw+, „i,tÍ (2.104)

where A+
t := arg maxK

i Èw+, „i,tÍ and At is the set of jobs selected by the learner at time t.
However, the set A+

t is only defined as the arg max of some values, it is invariant by multiplicating the weights
w+ by some constant independent of the arms. In particular, we have that for any time t Æ T
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K
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i
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K
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i

=
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>
(2.105)

Hence the regret can rewritten as,
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But for any t Æ T , because of the greedy arm selection process of ESAG:
ÿ
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t
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ÿ
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Èwt, „i,tÍ Æ 0 (2.106)

But using Lem. 8 with probability at least 1 ≠ ”/4
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Thanks to Lem.11 and that for all t Æ T , Kt Ø K therefore for
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But using the definition of —L
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where K̄T := TqT ≠1

t=t0

t≠1qt≠1

l=1
Kl

is the average number of arms presented over the T steps, KT Ø K. Therefore the

regret is bounded with probability at least 1 ≠ ”
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where S =
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2.A.5 Regret Analysis

In Section 2.3.1, the regret has been defined as the difference between the top-K arms according to the oracle and
the K arms selected by a learner, see (2.10). However one may argue that a more interesting notion of regret is to
compare the actions of the oracle to the action of the learner with respect to the true reward of each arm. That is
to say, to define the notion of absolute regret,

Rabs
T =

Tÿ

t=1

ÿ

iœA+
t

ri,t ≠
ÿ

iœAt

ri,t (2.111)

The two notions of regret, that is to say the relative and absolute regret are related,

RT ≠ Rabs
T =

Tÿ

t=1

ÿ

iœA+
t

Èw+, g≠1(„i,t) ≠ g≠1(g(– · ri,t))Í ≠
ÿ

iœAt

Èw+, g≠1(„i,t) ≠ g≠1(g(– · ri,t))Í (2.112)
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However controlling the deviation here is not possible through standard concentration inequalities. Indeed the set
of arms, A+

t is computed by taking the argmax over the noise therefore (‘i,t)iœA+
t

are not centered anymore, see

App. 2.A.2. Nonetheless, one can still provide some guarantees on the regret R̃abs
T .

Theorem 5. For every t Æ T let („(i),t)iÆKt
be the ordered set of arms with respect to the oracle ‚O, that is to

say Èwı, g≠1(„t,(1))Í Ø Èwı, g≠1(„t,(2))Í Ø . . . Ø Èwı, g≠1(„t,(Kt))Í let’s now define the gap between the top-K
according the oracle and the rest of the arms, ∆t,K := Èw+, g≠1(„(K),t) ≠ g≠1(„(K+1),t)Í. For any weights w œ R

J

such that:

’i Æ Kt,
--Èw+ ≠ w, g≠1(„i,t)Í

-- Æ ∆t,K

4
(2.113)

Then the top-K arms, A := arg maxK
i Èw, „i,tÍ is exactly the ranking of the oracle, that is to say A = A+

t .

Proof. For an arm i œ A+
t ,

Èwt, g≠1(„i,t)Í Ø Èwı, g≠1(„i,t)Í ≠ ∆t,K

4
Ø Èwı, g≠1(„(K),t)Í ≠ ∆t,K

4

Ø Èwı, g≠1(„(K+1),t))Í +
3∆t,K

4

Ø Èwt, g≠1(„(K+1),t))Í +
∆t,K

2
> Èwt, g≠1(„(K+1),t))Í

Therefore A+
t µ A. On the other hand for any i ”œ A+

t , we have that:

Èwt, g≠1(„i,t)Í Æ Èwı, g≠1(„(K+1),t))Í +
∆t,K

4
Æ Èwı, g≠1(„(K),t)Í ≠ 3∆t,K

4

Æ Èwt, g≠1(„(K),t)Í ≠ ∆t,K

2
< Èwt, g≠1(„(K),t)Í

Therefore, the set A+
t µ A but because both are of size K, we have that A = A+

t .

The main implication of Thm. 5 is that we can now provide a bound on the absolute regret of GLM-Á-greedy.

Indeed, thanks to the bound of Lem. 9, for t Ø max
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the error between the estimated weights wt and the optimal oracle weights w+ is bounded by ∆t,K/4, therefore the
absolute regret of Alg. 1 is bounded by
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Choosing Á = min
Ó

T ≠1/3, mintÆT ∆2
t,K , 1Ô

T mintÆT ∆t,K

Ô
yields an absolute regret of:

Rabs
T = ÂO

A
T 2/3,

Ô
T

mintÆT ∆t,K
,

1

mintÆT ∆4
t,K

B

. Therefore, when mintÆT ∆t,K Ø T ≠1/6 the absolute regret and relative regret of Alg. 1 scales similarly with a

relative and absolute regret of order ÂO(T 2/3).

2.A.6 Additional Experiments

In this subsection, we present in details the algorithms used in Sec. 4.1.5, the experimental protocol and additionnal
experimental results.
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Algorithm 5: GLM-Á-greedy-ALL SAMPLES algorithm

Input: Noise parameters {‡j}jÆJ , confidence level ”

Parameters: exploration level Á; number of arms to pull K; regularization ⁄

Set H0 = ÿ, ‚– = 0 and w0 = 0
for t = 1, . . . , T do

Sample Zt ≥ Ber (Á)
Observe evaluations for each arm („i,t)iÆKt

if Zt = 1 then
Pull arms in At obtained by sampling K arms uniformly in {1, . . . , Kt}
Observe rewards ri,t for all i œ At

else
Select At = arg maxK

i Èwt, g≠1(„i,t)Í
Add sample to dataset Ht = Ht≠1 fi

!
fiiœAt {(„i,t, ri,t)}

"
Update estimators ‚–j,t by solving ÿ

„,rœHt

r(g(‚–t,j · r) ≠ „j) ≠ ⁄‚–t,j = 0 (2.116)

Update weights wt,j = ‚–t,j/(‡2
j )Î‚–t · ‡≠1Î2

2.A.6.1 Baseline Algorithms

In Sec. 4.1.5, we compare our algorithms, GLM-Á-greedy (Alg. 1) and ESAG (Alg. 2), to different baselines.

GLM-Á-greedy-ALL (Alg. 5). This algorithm is the s Alg. 1 and illustrate the problem with the noise correlation
of App. 2.A.2. This algorithm thus updates its own MLE estimator at every time step instead of step with a random
exploration.

GLM-EvalBasedUCB (Alg. 6). This algorithm does not rely on an Á-greedy type of exploration but on an optimistic
approach. Similar to other algorithms, it first computes an MLE estimator of – using all samples collected over time.
Then it build a “confidence” set around the estimated ‚– and it computes weights wt as those resulting from a
worst-case choice of a parameter Â– in terms of error. Notice that the confidence sets are not theoretically justified
because they are designed by ignoring the correlation between decisions and evaluations. As such, this algorithm has
not theoretical guarantee and it should be considered as a heuristic. We provide further details in Sect. 2.A.6.2.

RAND (Alg. 7). This baseline algorithm is simply selecting one random evaluators every step and computing a
ranking of the arms based on this random evaluators.

GLM-Greedy. This algorithm is a variant of GLM-Á-Greedy-ALL with Á = 0.

2.A.6.2 Derivation of GLM-EvalBasedUCB

Here, we breifly present how we derive the GLM-EvalBasedUCB algorithm. This algorithm takes a optimistic
approach w.r.t. the set of plausible – values and compute a set of weights wt as the set of oracle weights but for a
different value of –. The first step is to compute an estimator Â–t such that:

–̃t = arg max
zœRJ :Î–̂t≠zÎÆ—E

t

min
wœRJ ,Èw,zÍ=1

Jÿ

j=1

w2
j ‡2

j (2.118)

where —E
t is the width of the confidence intervals defined in Eq. (2.96) Solving the minimization problem in the

previous equation implies that Â–t is solution to the following equivalent optimization problem,

min
Îz≠–̂tÎ2Æ—E

t

Î‡≠1 · zÎ2
2 = min

ÎuÎÆ1
Î‡≠1 · (–̂t + —E

t u)Î2
2 (2.119)

with ‚–t =

qt≠1

l=1

q
iœAl

g≠1(„i,l)qt≠1

l=1

q
iœAl

ri,l

the average features observed until time t. Eq. (2.119) is a convex problem and

using KKT conditions, we distinguish two different situations:
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Algorithm 6: GLM-EvalBasedUCB algorithm

Input: Noise parameters {‡j}jÆJ , confidence level ”

Set H0 = ÿ, ‚– = 0 and w0 = 0
for t = 1, . . . , T do

Observe evaluations for each arm („i,t)iÆKt

Compute ‚–t =

qt≠1

l=1

q
iœAl

g≠1(„i,l)

qt≠1

l=1

q
iœAl

ri,l

and

—
E
t =

2
Ô

2J ln(2/”)

3
+

Ò
(t ≠ 1)K

qJ

j=1
‡2

j ln(2/”)
qt≠1

l=1

q
iœAt

ri,l

(2.117)

if Î‚–tÎ2 Æ —E
t then

Compute weights wt = ‡≠2–̂t

Î‡≠1–̂tÎ2

else

Compute ⁄t > 0 solving
qJ

j=1,‡j >0

3
‚–t,j

⁄t‡2
j

+(—E
t

)2

42

= 1
—2

t

Compute Â–t =
1

IJ ≠ —2
t

!
⁄tIJ + (—E

t )2‡≠2
"≠1

‡≠2
2

‚–t and wt = ‡≠2Â–t

Î‡≠1Â–tÎ2

Select At = arg maxK
i Èwt, g≠1(„i,t)Í and observe rewards ri,t for all i œ At

Algorithm 7: Rand algorithm

Parameters: number of arms to pull K
for t = 1, . . . , T do

Randomly select j Æ J
Observe evaluations for each arm („i,t)iÆKt

Select At = arg maxK
i g≠1(„i,t,j)

1. If Î–̂tÎ Æ —E
t then minÎz≠–̂tÎ2Æ—E

t
Î‡≠1 · zÎ2

2 = 0 thus the problem is ill-defined and the weights are also not

defined (A necessary condition for this condition to be fulfilled is that Î–Î Æ —E
t (1 +


1 + (—E

t )2))

2. If Î–̂tÎ > —E
t then the solution is such that u = ≠—E

t

!
⁄tIJ + (—E

t )2Diag(‡≠2)
"≠1

‡≠2 · –̂t where ⁄t > 0 is
solution to19:

Jÿ

j=1,‡j>0

A
–̂t,j

⁄t‡
2
j + (—E

t )2

B2

=
1

(—E
t )2

(2.120)

Overall, Â–t is defined as:

Â–t =
1

IJ ≠ (—E
t )2

!
⁄tIJ + (—E

t )2Diag(‡≠2)
"≠1

‡≠2
2

–̂t, (2.121)

that is to say the weights used by the algorithm is wt = Σ
≠2–̃t

ÎΣ≠1–̃tÎ2
2

2.A.6.3 Additional Synthetic Experiments

We report here the regret and estimation bias for the in the logisitic and linear setting for the three different
regimes of –0

‡0
œ {0.1, 1, 10} as reported in Section 4.1.5. For both the linear and logistic case we choose K =

10 and Kt = 60. For GLM-Á-Greedy and GLM-Á-greedy-ALL SAMPLES, we use different values of
Á œ {0.1T ≠1/3, 0.1T ≠1/2}. The rewards are sampled from a centered unit variance normal distribution truncated
between [0, 20].

19A solution ⁄t always exist when there is at least one evaluator j such that ‡j > 0 because the function f : ⁄ ‘æ
q

j=1,‡j >0

1
–̂t,j

⁄‡2
j

+(—E
t

)2

22

is strictly non-increasing over R+ and for ⁄ = 0, we have f(0) = Î–̂tÎ2/(—E
t )4 > (—E

t )≠2 and

lim⁄æ+Œ f(⁄) = 0 so by continuity there exists a unique solution ⁄t > 0.
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Figure 2.A.4: Regret (Left) and zoomed in regret (Right, removing RAND and EXP4.P algorithms) wrt to the
oracle O in Section 2.1.3 for different values of –0

‡0

Logistic and Linear Experiments. As highlighted in Section 4.1.5, for a small ratio –0

‡0
, the algorithms GLM-Á-

greedy-ALL SAMPLES or GLM-EvalBasedUCB that use all samples suffer from a linear regret compared to
our algorithm Alg. 1 for Á = O(T ≠1/3). In addition, we observe that as the ratio –0

‡0
increases the correlation effect

highlighted in App. 2.A.2 becomes less and less relevant and GLM-EvalBasedUCB performs particularly well.

2.A.6.4 Second Content Review Prioritization Dataset.

In order to validate our observations of Section 4.1.5 on the content review proritization dataset, we consider a second
small dataset (D2) of content similar to the one used in Section 4.1.5. Table 2 sums up the cumulative reward of
each algorithms at T = 2000 steps selecting K = 10 out of Kt = 200 arms. Similarly to Table 1 linear algorithms
performs best compared to the logistic algorithms with the same three algorithms getting the best performance.
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Table 2.A.1: Cumulative badness on D2 for T = 2000 steps

Alg. Badness

Rand 60025.8
GLM-Á-greedy 105965.8

GLM-Á-greedy-all 105499.1
GLM-EvalBasedUCB 105545.4

GLM-LinUCB 60347.4
GLM-ESAG 106237.5

GLM-Greedy 105264.3
Exp4.P 88979.4

EvalBasedUCB 138230.1
LinUCB 144009.4
ESAG 141172.1

Greedy 106195.4
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Figure 2.A.10: Estimation Bias in the linear case. For ESAG, we compute the error ÎÂ–t ≠ Er≥‹(r)–Î

Table 2.A.2: Statistics about the evaluators. We
report the R2 score of the evaluators w.r.t. the true
ratings. The column ‚‡ is the maximum estimate
standard deviation.

algo R2 ‚‡
rf5-s18 0.864 0.115
dt-s50 0.448 0.174
linear 0.348 0.167
adaboost 0.440 0.048
mlp 0.917 0.110
rf 0.936 0.064
adaboost20-s60 0.309 0.086

Table 2.A.3: Average reward after T = 6000 steps
in the Jester experiment averaged over 50 runs.

Algorithm
Average Reward

1
T

qT

i=1
ri

EvalBasedUCB 0.87
ESAG 0.86
LinUCB 0.85
GLM-EvalBasedUCB 0.69
GLM-Greedy 0.69
GLM-ESAGesaglogistic 0.69
GLM-Á-greedy 0.69
RAND 0.57
GLM-LinUCB 0.51

2.A.6.5 Jester Experiments.

We consider the Jester dataset (Goldberg et al., 2001), which consists of joke ratings in a continuous range from
≠10 to 10 for a total of 100 jokes and 73421 users. We consider the same set of users and jokes as in (Riquelme
et al., 2018). For a subset of 40 jokes and 19181 users rating all these 40 jokes, we build evaluators as follows. We
fit 7 contextual models to predict the ratings from features –obtained as concatenation of user and joke features–
extracted via a low-rank factorization of the full matrix (of dimension 36). Ratings are normalized and transformed
through the logarithmic function. We trained the following models:20

• rf5-s18: a random forest with 5 trees trained over 5 randomly selected features;

• dt-s50: a decision tree with max depth 10 trained over 50 randomly selected features;

• linear: a linear model with intercept;

• adaboost: an implementation of AdaBoost.R2 with 20 trees;

• mlp: a neural network with two hidden layers ([512, 128]) and ReLu activation;

• adaboost20-s60: AdaBoost.R2 with 20 trees trained over 60 randomly selected features.

We use the predictions of each model as inputs for our algorithms. As rewards, we use the real ratings and we add
to them zero-mean Gaussian noise (standard deviation is 0.5). The resulting problem is thus misspecified since the
evaluators are not perfect, as shown in Tab. 2.A.2.

We estimate the parameters of the algorithms by computing statistics about the relationship between true ratings
and predicted ones. For Á-greedy, we use the value T 1/3. From Tab. 2.A.3, we can see that linear algorithms
outperform the logistic algorithms. EvalBasedUCB and ESAG behave similarly and perform better than LinUCB.

20We used the implementations provided by scikit-learn (Pedregosa et al., 2011).
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Figure 2.A.11: We report the predictions of the evaluators as a function of the true ratings (for clarity we reported
only 10% of the samples). We also report the average value over a discretization of the ratings into 40 bins.

2.B Appendix for Improved Conservative Exloration for Linear Contextual
Bandit

2.B.1 Proofs

2.B.1.1 Proof of Thm. 3

We define three sets of time steps: Sı
t is the steps before t (t included) where the optimistic arm is in the constraint

set of (2.23) and it is thus selected, S+
t is the steps where the optimistic arm is not in the constraint set and the

algorithm did not select the baseline bt, finally let Sb
t := [t] \

!
Sı

t fi S+
t

"
be the remaining time steps at which the

baseline was played. We consider the high-probability event in which ◊ı œ Θt (i.e., the true linear parameter belongs
to the confidence ellipsoid). For any action a and any time t, we introduce the notation

‚µt
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e
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f
(2.122)

Âµt
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e
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f
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. (2.123)

60



The regret can be decomposed as
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Æ
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+ ∆h

!--Sb
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--S+
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--" , (2.124)

where (a) is using the upper bound ∆h to the per-step regret of the baseline, (b) follows from the high-probability
upper-confidence bounds using in LinUCB steps, (c) is using the definition of the confidence ellipsoid and the bound
on the baseline regret, and (d) follows by the definition of S+

n . In fact, at any time t œ S+
n , an arm different from

the UCB arm and the baseline is selected following the action selection in (2.23). Since the baseline arm belongs to
the constraint set by definition, then we have

µt
bt

Æ
e

◊̂t, xt,at

f
+ —t

----xt,at

----
V ≠1

t

Æ µt
at

+ 2—t

----xt,at
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V ≠1

t

. (2.125)

Recalling the definition of —t and using Theorem 2 in Abbasi-Yadkori et al. (2011), we obtain
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Finally, we need to bound the number of times
--S+

n

-- +
--Sb

n

-- the optimistic arm was not selected (i.e., it was not in
the constraint set).

Lemma 12. For any ” > 0, we have with probability 1 ≠ ” that :

|Sb
n| + |S+
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where L– is a logarithmic term,

L– = log
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Including this result into the regret decomposition provides the final bound
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where D0 := max
)

2D2/⁄, 3
*

.
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Proof of Lemma 12. Let · := max
)

t œ [n] | t œ S+
n fi Sb

n

*
, i.e., the last time the optimistic arm was not in the

constraint set (and either the baseline or another arm was selected). Let Âa· the optimistic arm at time · , since it
does not satisfy the constraint, we have

ÿ

tœS·≠1
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. (2.127)

Reordering the baseline terms and recalling that St = [t]\Sb
t = Sı

t fi S+
t , we obtain
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)

min
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Using µ·
b·

Æ µh and since the last term is non-negative, we can further simplify the expression as
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·ÿ
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µt
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Æ µh +
ÿ

tœS·≠1

!
µt

bt
≠ rt

at

"
+ ÂL(·). (2.129)

Using the same Friedman inequality as in the construction of the Martingale lower bound and the fact that whenever
the algorithm does not select the baseline, the chosen arm is “optimistic” w.r.t. the baseline (see (2.125)) we have

ÿ

tœS·≠1

!
µt

bt
≠ ri

ai

"
Æ

ÿ

tœS·≠1

!
µt

bt
≠ µt

at

"
+ ÂL(·) Æ

ÿ

tœS·≠1

2—t

----xt,at

----
V ≠1

t

+ ÂL(·) (2.130)
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where the last step follows from Lemma 4 in Kazerouni et al. (2017). As · = 1 + |Sı
·≠1| + |S+

·≠1| + |Sb
·≠1|, we can

lower-bound the LHS of (2.129) as
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Plugging these results back into (2.129) and using the definition of ÂL(·) we obtain
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where D0 := max
)

2D2/⁄, 3
*

. To finish, bounding the number of rounds where the algorithm played we use the
following lemma (Lemma 13):

Lemma 13. For any x Ø 2 and a1, a2, a3, a4 > 0 such that a2 Ø 2, the function f : R
+ æ R with f(x) =

a1
Ô
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Proof. f is a strictly concave function and goes to ≠Œ as x æ +Œ thus it admits a unique maximum, noted xı.
Moreover, by putting the gradient of f to zero, we have that:

a3xı = a1

Ô
xı log

!Ô
a2xıe

"
+ a4 (2.133)
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Thus injecting equation 2.133 into the definition of f , we have that:
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Hence, putting everything together we have that:
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Using the previous lemma, we get
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Since neither baseline nor a non-UCB arm will be pulled anymore after · , the final statement at n follows.

2.B.1.2 Proof of Theorem 4

The proof follows the same regret decomposition as in Thm. 3
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ÿ
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----xt,at

----
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!
|Sb
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. (2.134)

While the first term is exactly the regret of the LinUCB algorithm, we need to derive a bound on the number of
times a non-UCB arm is selected similar to Lemma 12.

Lemma 14. Let T̃ –
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where D0 := max{3, 2D2/⁄}. Then the number of conservative plays for the algorithm 3 is such that :
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• if T –
” Ø Cb(–, µl, ”) :
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Proof. As previously, let’s define · as the last time the optimistic arm was not in the constraint set, and let k be
such that, · œ JkT + 1, (k + 1)T K, i.e., the phase to which · belongs and let ã· be the optimistic arm at time · .
Because this arm does not satisfy the constraint we have :
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regret analysis of CLUCB2, we have :
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where D0 = max{3, 2D2/⁄}. Let’s define the function
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Equation (2.136) can be rewritten as :
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(2.137)

and it is attained at xı such that :
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:= Cb(–, µl, ”)

Function f is increasing before xı and decreasing afterwards. Now, equation (2.137) is the result obtained by
Kazerouni et al. (2017). But, at the beginning of the first phase, i.e., when k = 0, we have that for t Æ –µl

(1≠–)µh+–µl
T

that :
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64



Equation (2.138) implies that at the beginning of the algorithm the conservative condition is satisfied for every
possible arm. Thus

--Sı
·≠1

-- +
--S+

·≠1

-- Ø –µl

(1≠–)µh+–µl
T . Therefore, if T̃ –

” := –µl

(1≠–)µh+–µl
T Ø Cb(–, µl, ”), we can

upper-bound f
1--Sı

·≠1

-- +
--S+

·≠1

-- + 1
2

by the value of f evaluated at –µl

(1≠–)µh+–µl
T that is to say we have:

–

2

!--Sb
·

-- +
--S+

·≠1

--" µl Æ ≠ –µl

2

1
T ”

– + 1
2

+ µh + 4d

3Ô
⁄B + 2‡ +

2

3

4 Ò
T ”

– + 1 log

3
D0

”

1
T ”

– + 1
24

(2.139)

And, on the other hand –
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Combining the result of the lemma with LinUCB regret bound provides the final result
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.

2.B.2 Experiments

2.B.2.1 Worst Case Model for Synthetic Data

In this subsection, we present the protocol used to choose which model is used to present the results on synthetic
data. To generate Figure 2.5, we have drawn nm random bandit models on which each algorithm was ran ns times.

In order to show the improvement of CUCB2 or CLUCB2 over their counterparts CUCB and CLUCB, we have
selected the model in which the difference between the regret of CUCB2 and of CUCB at n is the smallest. More
formally, if Rm

CUCB2(n) is the empirical regret of CUCB2 after n steps in the bandit model m averaged over ns

runs, Rm
CUCB(n) the same for CUCB, and M the set of models used for the experiments. The model, mı, selected

for Figure 2.5 is such that

1 ≠
Rmı

CUCB2(n)

Rmı

CUCB(n)
= min

mœM
1 ≠

Rm
CUCB2(n)

Rm
CUCB(n)

(2.140)

As algorithm CUCB2 achieves consistently better regret than CUCB, the quantities involved in (2.140) are
positive and thus selecting the minimum effectively gives the worst model in terms of improvement w.r.t. to CUCB.
Empirically, the difference between the regrets was indeed positive for each model. We follow the same protocol for
the linear case by comparing the performance of CLUCB2 and CLUCB.
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Figure 2.B.1: We report the regret and the budget for the worst, best and average model in the Bernoulli experiment.

2.B.2.2 Multi-Armed Bandits

In order to give an idea about the difference of performance across different bandit problems, we report the regret for
the worst model, best model and average of model (see Fig. 2.B.1). The best model is obtained by changing min to
a max in Eq. 2.140. Notice that the best model and the average one are very similar, meaning that the distribution
of the results is very concentrated close to the best one.

We also report the average violation of the conservative constraint. More precisely, for an algorithm, A, which
pulled arms (a1, . . . , at), the exact budget is defined as

BA(t) =

tÿ

l=1

1
µl

al
≠ (1 ≠ –)µl

b

2

This quantity is what conservative algorithms like CUCB2 is constrained to keep positive at every step, while CUCB2T

is constrained to keep budget positive at certain predefined checkpoint. On the other hand UCB does not constraint
the budget at all. We focus on the time steps where the budget is negative for UCB and for CUCB2T algorithms.21

As it can be noticed the other conservative algorithms trade-off some level of performance (regret) in order to be
safe w.r.t. the baseline.

21Note that the budget is negative since these algorithms are not constrained to be safe uniformly in time but only at the checkpoints.
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Figure 2.B.2: We report the regret and the budget for the worst, best and average model in the linear bandit
experiment.

Figures 2.B.1d-e-f show the budget of the worst, best and the average over models until t = n. Note that all the
lines are parallel meaning that all the algorithms have reached nearly optimal policies. As the reader may notice, the
better the algorithm the higher the budget. This is due to the fact that better algorithms tends to explore better
(and/or faster) and quickly discard suboptimal arms. Figure 2.B.1 also reports the time steps where the budget is
negative for UCB. In particular, as pointed out in the introduction, UCB explores heavily at the beginning which
leads to potentially large violation of the constraint, see Fig. 2.B.1d. On the other hand, the conservative algorithms
never violates the conservative constraint.

2.B.2.3 Synthetic Linear Data

We present the regret and budget for the best, average and worst model on different linear bandit problems. Fig-
ure 2.B.2 shows the regret and the budget for CLUCB, CLUCB2 and different ablated algorithms used in the
experiments. Figure 2.B.2a shows that in the worst case, the algorithms using the action selection process introduced
in this paper outperforms CLUCB-OR which can be surprising. However, the latter is an oracle with respect to
algorithms using a two stage action selection process. Thus, Figure 2.B.2a shows that the introduction of a new
action selection process can lead to major improvement in regards of the regret of conservative algorithms. The other
possible comment is that the introduction of a martingale based concentration inequality does not lead to significant
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improvement in that specific case. This indicates that in the linear setting, the impact of the choice of the lower
bound is less flagrant than for multi-armed bandit because the lower bound used by CLUCB in in some way takes
into account of the correlation between arms.

However, looking at Figure 2.B.2c, it is clear that in average changing the lower bound does impact positively
the regret and that the worst case presented here is a corner case. Figures 2.B.2g-h-i shows the violation of the
constraint by LinUCB and are similar to the multi-armed bandit case, in the sense that LinUCB explore heavily at
the beginning of the problem which leads to large violation of the conservative constraint.

2.B.2.4 Jester Dataset

For the Jester Goldberg et al. (2001) experiment, we consider the standard linear setting. We performed a matrix
factorization of the ratings (after filtering over users and jokes). This provides features for the arms and users, the
reward (i.e., rating) is the dot product between the arm and user features (we make it stochastic by adding Gaussian
noise). We consider a cold start problem where the user is randomly selected at the beginning of the repetition and
the agent has to learn the best arm to recommend. When an arm is selected by the algorithm, its reward is computed
as the dot product between the arm and user features.

We report the budget BA(t) in the case of Jester dataset. We report the average over all the users and simulations.
Fig. 2.B.3(left) shows that LinUCB and the checkpoint-based algorithms violates the one-step budget in the initial
phase. CLUCB2T follows the exploratory behaviour of LinUCB until the conservative condition (2.24) forces them
to revert to a conservative behavior by playing the baseline. If we observe the long-term behavior (Fig. 2.B.3(right)),
all the lines are parallel, meaning that the algorithms have converged to nearly optimal policies. Second, LinUCB is
the one building the higher budget since it is the first one to converge toward optimal arms. The other algorithms
are ordered accordingly to their regret performance.
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Figure 2.B.3: Budget as a function of time for the Jester dataset. The figure shows the average budget over users
and repetitions.

2.C Appendix for Conservative Exploration for Reinforcement Learning

2.C.1 Policy Evaluation with Uncertainties

Consider a bounded parameter MDP M defined by a compact set Br(s, a) ™ [0, rmax] and Bp(s, a) œ ∆S :

M = {M = (S, A, r, p), r(s, a) œ Br(s, a), p(·|s, a) œ Bp(s, a), ’(s, a) œ S ◊ A} (2.141)
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Algorithm 8: EVI.

Input: Operator L : RS æ R
S and accuracy ‘ > 0

Set v0 = 0, v1 = Lv0, n = 0
while sp(vn+1 ≠ vn) > ‘ do

n = n + 1
vn+1 = Lvn

Output: gn = 1
2

!
maxs{vn+1(s) ≠ vn(s)} + mins{vn+1(s) ≠ vn(s)}

"
and vn

In this paper, we consider confidence sets Br and Bp that are polytopes. We are interested in building a pessimistic
(robust) estimate of the performance of a policy fi œ ΠSD in M. This robust optimization problem can be written
as:

gfi := inf
MœM

{gfi(M)} (2.142)

where gfi(M) is the gain of policy fi in the MDP M . Lemma 15 shows that there exists a solution to this problem
that can be computed using EVI when the set M contains an ergodic MDP.

We recall that any bounded parameter MDP admits an equivalent representation as an extended MDP (Jaksch
et al., 2010a) with identical state space S but compact action space. For a deterministic policy fi œ ΠSD, the
extended (pessimistic) Bellman operator Lfi is defined as:

’v œ R
S , ’s œ S, Lfiv(s) := min

rœBr(s,fi(s))
r + min

pœBp(s,fi(s))
{pTv} (2.143)

Lemma 15. Let M be a bounded-parameter MDP defined as in Eq. 2.141 such that exists an ergodic MDP M œ M
w.h.p. Consider a policy fi œ ΠSD, then:

1. There exists a tuple (Âg, Âh) œ R ◊ R
S such that:

’s œ S, Âg + Âh(s) = Lfi
Âh(s)

where Lfi is the Bellman operator of the extended MDP M+ associated to M (see Eq. 2.143).

2. In addition, we have the following inequalities on the pair (g̃, h̃):

g̃ Æ gfi(M) and sp(h̃) Æ max
fiœΠSD(M)

max
s ”=sÕ

E
fi
M (·(sÕ)|s) := Υ < +Œ

where E
fi
M is the expectation of using policy fi in the MDP M and ·(sÕ) is the minimal number of steps to

reach state sÕ.

Proof. Point 1. We show that this policy evaluation problem is equivalent to a planning problem in an extended
MDP M≠ with negative reward. Consider the extended MDP M≠ = (S, A≠, p≠, r≠) such that A≠

s = {fi(s)} ◊
Br(s, fi(s)) ◊ Bp(s, fi(s)). For any state s œ S and action a≠ = (fi(s), r(s, fi(s)), p(·|s, fi(s))) œ As,

r≠(s, a≠) = ≠r(s, fi(s))

p≠(·|s, a≠) = p(·|s, fi(s))

Denote by L≠ the optimal Bellman operator of M≠. Since Br(s, fi(s)) and Bp(s, fi(s)) are polytopes, L≠ can
be interpreted as an optimal Bellman operator with finite number of actions. A sufficient condition for the existence
of a solution of the optimality equations is that the MDP is weakly communicating (Puterman, 1994, Chap. 8-9).
Note that M≠ contains the model defined by P fi, i.e., the Markov chain induced by fi in M .22 Since P fi is ergodic,
M≠ is at least communicating and thus L≠ converges to a solution of the optimality equations. Extended value
iteration (Jaksch et al., 2010a) on L≠ converges toward a gain and bias (g≠, h≠) such that:

g≠ + h≠(s) = L≠h≠(s) = max
aœA≠

s

{r≠(s, a) + p≠(·|s, a)Th≠}

= max
rœBr(s,fi(s))

{≠r} + max
pœBp(s,fi(s))

pTh≠

= ≠ min{Br(s, fi(s))} + max
pœBp(s,fi(s))

pTh≠

22We abuse of language since M≠ is not formally a set. We should formally refer to the bounded parameter MDP associated to M≠,
i.e., built considering Bp(s, fi(s)) and Br(s, fi(s)). Note that p(·|s, fi(s)) œ Bp(s, fi(s)) w.h.p.
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By rearranging, we have that:

≠g≠ + (≠h≠)(s) = min{Br(s, fi(s))} + min
pœBp(s,fi(s))

pT(≠h≠) = Lfi(≠h≠)(s)

Thus follows that Âg = ≠g≠ and Âh = ≠h≠. This shows the relationship between maximizing over policies in the
extended MDP M≠ and minimizing over the set of models induced by fi.

Point 2. Let’s begin by bounding the span of the bias h̃. Thanks to Theorem 4 of Bartlett and Tewari (2009),
we have that the span of h̃ is upper-bounded by the diameter of the extended MDP M≠, i.e:

sp
!
h̃

"
Æ max

s ”=sÕ
inf

fi≠œΠSD(M≠)
Efi≠ (·(sÕ)|s)

where Efi≠ is the expectation of using policy fi≠ in the extended MDP M≠ and ·(sÕ) is the hitting time of state sÕ.
But let’s define the policy fiı in the extended MDP M≠ such that for a state s, it chooses the action:

fiı(s) = (fi(s), rı(s, fi(s)), pı(.|s, fi(s)))

with rı and pı the true parameter of the MDP M , this is possible because w.h.p the MDP Mfi œ M≠ with Mfi the
Markov chain induced by using policy fi in the MDP M . Thus for any pair of states (s, sÕ):

Efiı (·(sÕ)|s) = E
fi
M (·(sÕ)|s)

with E
fi
M the expectation of using policy fi in the MDP M . Therefore:

sp(h̃) Æ max
s ”=sÕ

inf
fi≠œΠSD(M≠)

Efi≠ (·(sÕ)|s)

Æ E
fi
M (·(sÕ)|s) Æ Υ := max

fiœΠSD(M)
max
s ”=sÕ

E
fi
M (·(sÕ)|s)

And Υ < +Œ because M is assumed to be ergodic.
Let’s show that the gain g̃ is a lower bound on the gain of the policy fi in the MDP M . Indeed, because the

operator L≠ converges toward solution of the optimality equations for negative rewards, we have that, see (Puterman,
1994, Th. 8.4.1):

g≠ Ø ≠gfi(M)

because reversing the sign of the rewards in the MDP M changes the sign of the gain of a policy. Thus, g̃ Æ
gfi(M).

As a consequence, we can use EVI on Lfi to compute a solution for problem 2.142. EVI generates a sequence
of vectors (vi) such that vi+1 = Lfivi and v0 = 0. If the algorithm is stopped when sp(vn+1 ≠ vn) Æ ‘ we
have (Puterman, 1994, Sec. 8.3.1) that:

|gn ≠ Âg| Æ ‘/2 and ÎLfivn ≠ vn ≠ gneÎŒ Æ ‘ (2.144)

where e = (1, . . . , 1) and gn = 1
2 (maxs{vn+1(s) ≠ vn(s)} + mins{vn+1(s) ≠ vn(s)}). The following lemma shows

how we can use the value produced by EVI to lower bound the expected sum of rewards under a policy fi.

Lemma 16. Let (gn, vn) the values computed by EVI using Lfi and an accuracy ‘. Then, the cumulative reward
collected by policy fi in M after t steps can be lower bounded by:

’y œ S, EM

C
tÿ

i=1

ri|s1 = y, fi

D
Ø t(gn ≠ ‘) ≠ sp(vn)

In addition,
sp(vn) Æ Υ
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Proof. Using the inequalities in (2.144) we can write that:

vn(s) + gn Æ Lfivn(s) = min
rœBr(s,fi(s))

r + min
pœBp(s,fi(s))

{pTv} + ‘

Æ r(s, fi(s)) + p(·|s, fi(s))Tvn + ‘

since r(s, fi(s)) œ Br(s, fi(s)) and p(·|s, fi(s)) œ Bp(s, fi(s)) w.h.p. By iterating this inequality, we get that for all
t > 0 and state s :

vn(s) + tgn Æ (t ≠ 1)Á + pt(·|s, fi(s))|vn + E

C
tÿ

i=1

ri (si, fi(si)) |s1 = s

D

The statement follows by noticing that

sp(vn) = max
s

vn(s) ≠ min
s

vn(s) Ø pt(·|y, fi(y))|vn¸ ˚˙ ˝
Æmaxs vn(s)

≠ vn(y)¸ ˚˙ ˝
Ømins vn(s)

, ’y œ S

The last statement is a direct consequence of the argument developed in subsection 4.3.1 of Jaksch et al. (2010a).
This reasoning relies on the fact that the initial vector used in EVI is a zero span vector.

2.C.2 Regret Bound for CUCRL

Lemma 17. The regret of CUCRL2 can be upper-bounded for some — > 0, with probability at least 1 ≠ 2”
5 , by:

R(CUCRL2, T ) Æ — ·

Q
aR(UCRL2, T |ΛT ) + (gı ≠ gfib)

ÿ

kœΛc
T

Tk + max{rmax, sp (hfib)}


SAT ln(T/”)

R
b

Proof. Recall that kt = sup{k > 0 : t > tk} is the episode at time t and that the regret is defined as R(CUCRL2, T ) =qT
t=1

1
gı ≠ rt(st, at)

2
.

Since the baseline policy fib may be stochastic, as a first step we replace the observed reward by its expectation.
As done in (Fruit et al., 2018b) we use Azuma’s inequality that gives, with probability at least 1 ≠ ”

5 :

’T Ø 1, ≠
Tÿ

t=1

rt Æ ≠
Tÿ

t=1

ÿ

aœA

fikt
(st, a)r(st, a) + 2rmax

Û
T ln

3
5T

”

4
(2.145)

We denote by ΛT = ΛkT
fi {kT } · 1(Eq. 2.39) the set of episodes where the algorithm played an UCRL policy.

Note that we cannot directly consider ΛkT
since the set is updated at the end of the episode and the last episode

may not have ended at T . Similarly we denote by Λc
T = Λc

kT
fi {kT } · 1(¬Eq. 2.39). Then, the regret of CUCRL2

can be decomposed as follow:

R(CUCRL2, T ) =

Tÿ

t=1

A
gı ≠

ÿ

aœA

fikt
(st, a)r(st, a)

B
+ 2rmax

Û
T ln

3
5T

”

4

= 2rmax

Û
T ln

3
5T

”

4
+

kTÿ

k=1

1(kœΛT )

tk+1≠1ÿ

t=tk

(gı ≠ r(st, at))

¸ ˚˙ ˝
:=R(UCRL2,T |ΛT )

+

kTÿ

k=1

1(kœΛc
T )

A
(gı ≠ gfib) (tk+1 ≠ tk) +

tk+1≠1ÿ

t=tk

A
gfib ≠

ÿ

aœA

fib(st, a)r(st, a)

B

¸ ˚˙ ˝
:=∆c

k

B
(2.146)

Moreover, note that the UCRL2 policy is deterministic so we hate that
q

aœA fikt
(st, a)r(st, a) = r(st, at) when

kt œ ΛT . The second term, denoted R(UCRL2, T |ΛkT
), is the regret suffered by UCRL2 over

q
kœΛkT

Tk steps.

71



The only difference with the orginal analysis (Jaksch et al., 2010a) is that the confidence intervals used by UCRL
are updated when using the baseline policy, however it does not affect the regret of UCRL because it only means
the confidence intervals used shrinks faster for some state-action pairs. We will analyze this term in Lem. 19. To
decompose ∆c

k we can use the Bellman equations (gfibe = Lfibhfib ≠ hfib):

ÿ

kœΛc
T

∆
c
k =

ÿ

kœΛc
T

tk+1≠1ÿ

t=tk

ÿ

a

fib(st, a)p(·|st, a)|hfib ≠ hfib(st)

=
ÿ

kœΛc
T

tk+1≠1ÿ

t=tk

ÿ

aœA

fib(s, a)
1

p(·|st, a)|hfib

2
≠ hfib(st+1)

¸ ˚˙ ˝
:=∆

c,p
k,t

+
ÿ

kœΛc
T

tk+1≠1ÿ

t=tk

(hfib(st+1) ≠ hfib(st))

¸ ˚˙ ˝
:=∆

c,2
k

But, ∆
c,2
k can be bounded using a telescopic sum argument and the number of episodes:

ÿ

kœΛc
T

∆
c,2
k =

ÿ

kœΛc
T

hfib(stk+1
) ≠ hfib(stk

) Æ |Λc
T |sp (hfib)

Then it is easy to see that (∆c,p
k,t)k,t is a Martingale Difference Sequence with respect to the filtration (Ft)tœN which

is generated by all the randomness in the environment and in the algorithm up until time t: |∆c,p
k,t| Æ 2ÎhfibÎŒ Æ

2sp(hfib) and E[∆c,p
k,t|Ft] = 0. Thus with probability 1 ≠ ”

5 :

ÿ

kœΛc
kT

tk+1≠1ÿ

t=tk

∆
c,p
k,t Æ 4sp (hfib)

Û
T ln

3
5T

”

4

Therefore putting all the above together, we have that with probability at least 1 ≠ 2”
5 :

R(CUCRL2, T ) Æ 2rmax

Û
T ln

3
5T

”

4
+ R(UCRL2, T |ΛT ) + (gı ≠ gfib)

kTÿ

k=1

1(kœΛc
T )(tk+1 ≠ tk)

+sp (hfib)

A
|Λc

T | + 4

Û
T ln

3
5T

”

4B

As shown in (Ouyang et al., 2017, Lem. 1), kT Æ


2SAT ln(T ) thus we can simply write that |Λc
T | Æ

2SAT ln(T ).

In the next lemma, we bound the total number of steps where CUCRL2 used the baseline policy.

Lemma 18. For any, ” > 0, the total length of episodes where the baseline policy is played by CUCRL after T steps
is upper-bounded with probability 1 ≠ 2”/5 by:

ÿ

lœΛc
kT

Tl Æ2


SAT ln(T ) +
16

Ò
TL”

T

–gfib

Ë
(D + Υ)

Ô
SA + rmax +

Ô
SAsp(hfib)

È
+

112SAL”
T

(–gfib)2
(1 + S(D + Υ)2)

with L”
T := ln

!
5SAT

”

"
a logarithmic term in T .

Proof. Let · be the last episode played conservatively: · = sup{k > 0 : k œ Λc
k}. At the beginning of episode · the

conservative condition is not verified that is to say:
ÿ

lœΛ·≠1

Tl

!
gfib ≠ g≠

l + Ál

"

¸ ˚˙ ˝
:=∆1

·

+sp(hfib)
!
|Λc

·≠1| + (1 ≠ –)
"

+
ÿ

lœΛ·≠1fi{·}

sp
!
h≠

l

"
+

+ (T·≠1 + 1)
!
(1 ≠ –)gfib ≠ g≠

· + ‘·

"
1{(1≠–)gfib Øg≠

· +‘· } Ø –

·≠1ÿ

l=1

Tlg
fib (2.147)
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Let’s proceeding by analysing each term on the RHS of Eq. 2.147. First, we have that |Λc
·≠1| Æ kT Æ


2SAT ln(T ),

thus:

sp(hfib)
!
|Λc

·≠1| + (1 ≠ –)
"

Æ
1

2SAT ln(T ) + 1
2

sp(hfib) (2.148)

On the other hand, thanks to Lem. 16, we have:
ÿ

lœΛ·≠1fi{·}

sp
!
h≠

l

"
Æ (|Λ·≠1| + 1)Υ Æ 2


2SAT ln(T )Υ (2.149)

Before analysing ∆1
· , let’s bound the contribution of episode · :

(T·≠1 + 1)
!
(1 ≠ –)gfib ≠ g≠

· ≠ ‘·

"
1{(1≠–)gfib Øg≠

· +‘· } Æ (1 ≠ –)gfibkT Æ (1 ≠ –)rmax


2SAT ln(T ) (2.150)

where we used the fact that for all episode k, we have Tk Æ k. Indeed the dynamic episode condition is such
that for an episode k, Tk Æ Tk≠1 + 1 thus by iterating this inequality, Tk Æ T0 + k = k. At this point using
equations 2.147, 2.149 and 2.150 we have:

∆
1
· +

1
2SAT ln(T ) + 1

2
sp(hfib) + 2


2SAT ln(T )Υ + (1 ≠ –)rmax


2SAT ln(T ) Ø –

·≠1ÿ

l=1

Tlg
fib

Let’s finish by analysing ∆1
· . Let’s define the event, Γ =

I
÷T > 0, ÷k Ø 1, s.t M ”œ Mk

J
, by definition of Bk

r

and Bk
p , P (Γ) Æ ”/5, see (Lazaric et al., 2019, App. B.2) for a complete proof. We have that on the event Γc, for

any l œ Λ·≠1, (g≠
l , h≠

l ) = EVI(Lfil

l , Ál) is such that |gfil ≠ g≠
l | Æ ‘l (see App. 2.C.1) where gfil is the true gain:

gfil + hfil = Lfil

l hfil . Thus, since Ál Æ rmax/
Ô

tl:

∆
1
· =

ÿ

lœΛ·≠1

Tl

!
gfib ≠ g≠

l + ‘l

"
Æ 2

ÿ

lœΛ·≠1

TlÁl +
ÿ

lœΛ·≠1

Tl(g
fib ≠ gfil)

Æ 4rmax

Ô
T +

ÿ

lœΛ·≠1

Tl(Âgl ≠ gfil)

where Âgl is the optimistic gain at episode l (see Lazaric et al. (2019)) thus the last inequality comes from gfib Æ gı Æ Âgl

for every episode l. We can also define the optimistic bias at episode l, Âhl, the pair (Âgl, Âhl) is such that:

’s œ S, Âgl + Âhl(s) := L+
l

Âhl := max
a

I
max

rœBl
r(s,a)

r + max
pœBl

p(s,a))
pTÂhl

J

Recall that Âfil œ ΠSD is the optimistic policy at episode l and when l œ Λ·≠1, fil = Âfil. Then, by using Bellman
equations:

ÿ

lœΛ·≠1

Tl(Âgl ≠ gfil) =
ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

(Âgl ≠ gfil) =
ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

( L+
l

Âhl(st)¸ ˚˙ ˝
:=L

+,fil
l

Âhl(st)

, ≠Âhl(st) ≠ Lfil

l hfil(st) + hfil(st))

=
ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

max
rœBl

r(st,at)
r ≠ min

rœBl
r(st,at)

r + max
pœBl

p(st,at)
pTÂhl ≠ min

pœBl
p(st,at)

pThfil ≠ Âhl(st) + hfil(st)

Æ
ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

2 max
rœBl

r(st,at)
r + max

qœBl
p(st,at)

(q ≠ pı)|Âhl

≠ min
qœBl

p(st,at)
(q ≠ pı)|hfil + pı(·|st, at)

T
1

Âhl ≠ hfil

2
≠ (Âhl(st+1) ≠ hfil(st+1))

+ (Âhl(st+1) ≠ Âhl(st) + hfil(st+1) ≠ hfil(st))
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where pı is the transition probability of the true MDP, Mı. By a simple telescopic sum argument, we have:

ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

Âhl(st+1) ≠ Âhl(st) + hfil(st+1) ≠ hfil(st) = |Λ·≠1|
!
sp

!Âhl

"
+ sp

!
hfil

""

At this point we need to explicitly define the concentration inequality used to construct the confidence sets Bl
r and

Bl
p. For every (s, a) œ S ◊ A, we define —k

l (s, a) such that:

’l Ø 1, Bl
r(s, a) µ [Ârl(s, a) ≠ —l

r(s, a), Ârl(s, a) + —l
r(s, a)]

where ‚rl(s, a) is the empirical average of the reward received when visiting the state-action pairs (s, a) at the beginning
of episode l. For every (s, a) œ S ◊ A, we define —l

p(s, a) as:

Bl
p(s, a) =

)
p œ ∆S : Îp(·|s, a) ≠ ‚pl(·|s, a)Î1 Æ —l

p(s, a)
*

with ‚pl is the empirical average of the observed transitions. Choosing those —l
r and —l

p is done thanks to concentration
inequalities such that event Γc holds with high enough probability. In the following, we use:

’s, a —l
r(s, a) =

Û
7SAL”

T

2 max{1, Nl(s, a)}
and —l

p(s, a) = S

Û
14AL”

T

max{1, Nl(s, a)}

where L”
T = ln

!
5SAT

”

"
. For other choices of —l

r and —l
p refer to (Lazaric et al., 2019). Similarly to what done

in (Jaksch et al., 2010a, Sec. 4.3.1 and 4.3.2), by using Holder’s inequality and recentering the bias functions, we
write:

ÿ

lœΛ·≠1

Tl(Âgl ≠ gfil) Æ |Λ·≠1|
!
sp

!Âhl

"
+ sp

!
hfil

""
+

ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

2—l
r(st, at) + —l

p(st, at)
!
sp

!Âhl

"
+ sp

!
hfil

""

¸ ˚˙ ˝
:=(a)

+
ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

pı(·|st, at)
T

1
Âhl + hfil

2
≠ (Âhl(st+1) ≠ hfil(st+1))

¸ ˚˙ ˝
:=(b)

To finish, the proof of this lemma, we need to bound the term (a) and (b). In the following, we use the fact that

sp
!Âhl

"
+ sp

!
hfil

"
Æ D + Υ (see Lem. 16) and again that |Λ·≠1| Æ kT Æ


2SAT ln(T ). Let’s begin with (a), by

definition of the radius of the confidence sets, we have:

ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

—l
r(st, at) =

Ú
7SAL”

T

2

ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

Û
1

max{1, Nl(st, at)}
Æ

Ú
7SAL”

T

2

ı̂ıÙ
·≠1ÿ

l=1

Tl

and,

ÿ

lœΛ·≠1

tl+1≠1ÿ

t=tl

—l
p(st, at) Æ S

Ò
14L”

T A

ı̂ıÙ
·≠1ÿ

l=1

Tl

The second term (b) is easy to bound because it is a Martingale Difference Sequence with respect to the filtration
generated by all the randomness in the algorithm and the environment before the current step. For any time
t, the ‡-algebra generated by the history up to time t included is Ft = ‡(s1, a1, r1, . . . , st, at, rt, st+1). Define

Xt = 1(ktœΛT )(p(·|st, fikt
(st))

Tukt
≠ukt

(st+1)) with ukt
= Âhkt

≠hfikt . Since fikt
is Ft measurable, E[Xt|Ft≠1] = 0

and |Xt| Æ 2(D+Υ). Then (Xt, Ft)t is an MDS and nothing change compared to the analysis of UCRL2. Therefore
using Azuma-Hoeffding inequality, we have, with probability 1 ≠ ”

5 that:

(b) Æ 2(D + Υ)
Ò

2TL”
T
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� Algorithmically, it is possible to evaluate the gain of the policies played in the past episodes at the beginning of
the current episode. While this will provide a better estimate for the conservative condition, it will break the MDS
structure in (b) since hfil will be not measurable w.r.t. Fl since it is computed with samples collected after episode
l. Thus putting the bound for (a) and (b) together, we have:

ÿ

lœΛ·≠1

Tl(Âgl ≠ gfil) Æ (D + Υ)


2SAT ln(T ) +
Ò

14SAL”
T

ı̂ıÙ
·≠1ÿ

l=1

Tl +
!
D + Υ

"
S

Ò
14L”

T A

ı̂ıÙ
·≠1ÿ

l=1

Tl

+ 2(D + Υ)
Ò

2TL”
T

That is to say,

4rmax

Ô
T + (D + Υ)


2SAT ln(T ) + 2(D + Υ)

Ò
2TL”

T

+
1

2SAT ln(T ) + 1
2

sp(hfib) +


2SAT ln(T )Υ + (1 ≠ –)rmax


2SAT ln(T )

+
Ò

14SAL”
T

ı̂ıÙ
·≠1ÿ

l=1

Tl +
!
D + Υ

"
S

Ò
14L”

T A

ı̂ıÙ
·≠1ÿ

l=1

Tl Ø –

·≠1ÿ

l=1

Tlg
fib

:= bT

Rearranging the terms and calling X =
q·≠1

l=1 Tl, we have:

–gfibX Æ bT +

3Ò
14SAL”

T +
!
D + Υ

"
S

Ò
14L”

T A

4 Ô
X

We have a quadratic equation and thus:

·≠1ÿ

l=1

Tl Æ 2bT

–gfib
+

56SAL”
T

(–gfib)2
(2 + 2S(D + Υ)2)

Therefore, as · is the last episode where CUCRL2 played the policy fib, we have
q

lœΛc
T

Tl =
q

lœΛc
·

Tl. Also,

because of the condition on the length of an episode Tk Æ k for every k, therefore:

ÿ

lœΛc
T

Tl =
ÿ

lœΛc
·

Tl Æ
·≠1ÿ

l=1

Tl + T· Æ kT +
2bT

–gfib
+

56SAL”
T

(–gfib)2
(2 + 2S(D + Υ)2)

The following lemma states the regret of the UCRL2 algorithm conditioned on running only the episodes in the
set ΛT .

Lemma 19. For any ” > 0, we have that after T , the regret of UCRL2 is upper bounded with probability at least
1 ≠ ”/5 by:

R(UCRL2, T |ΛT ) Æ —DS

Û
AT ln

3
5T

”

4
+ —DS2A ln

3
5T

”

4

with — a numerical constant.

Proof. The same type of bound has been shown in numerous work before Jaksch et al. (2010a); Lazaric et al.
(2019), however the proof presented in those works can not be readily applied to our setting. Indeed, when the
algorithm chooses to play the baseline policy for an episode, then the confidence sets used in CUCRL2 are updated
for the state-action pairs encountered during this episode. However, in the classic proof for the UCRL2 algorithm
the confidence sets are the same between the end of one episode and the beginning of the next one are the same.
This may not be the case for CUCRL2.

Fortunately, when using the baseline policy during an episode, the confidence sets for every state-action pairs are
either the same as the previous episode or are becoming tighter around the true parameters of the MDP Mı. Thus,
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proving Lemma 19 is similar to the proof presented in Lazaric et al. (2019), the only difference resides in bounding

the sum,
q

kœΛkT

qtk+1≠1
t=tk

1/
Ò

N+
k (st, at), which is bounded by the square root of the total number of samples in

the proof of Lazaric et al. (2019) whereas in the case CUCRL2 it is bounded by the square root of the total number
of samples gathered while exploring the set of policies plus the number of samples collected while playing the baseline
policies. Therefore, at the end of the day both quantities are bounded by a constant times the square root of T .

A doubt someone could have is on controlling the term

kTÿ

k=1

1(kœΛT )

tk+1≠1ÿ

t=tk

!
p(·|st, fik(st))

Tuk ≠ uk(st)
"

=

kTÿ

k=1

1(kœΛT )

tk+1≠1ÿ

t=tk

!
p(·|st, fik(st))

Tuk ≠ uk(st+1)
"

¸ ˚˙ ˝
∆

p
k

+

kTÿ

k=1

1(kœΛT )

tk+1≠1ÿ

t=tk

uk(st+1) ≠ uk(st)

=

kTÿ

k=1

1(kœΛT )∆
p
k +

!
uk(stk+1

) ≠ uk(stk
)
"

¸ ˚˙ ˝
Æsp(wk)ÆD

For any time t, the ‡-algebra generated by the history up to time t included is Ft = ‡(s1, a1, r1, . . . , st, at, rt, st+1).
Define Xt = 1(ktœΛT )(p(·|st, fikt

(st))
Tuk ≠ uk(st+1)). Since fikt

is Ft measurable, E[Xt|Ft≠1] = 0 and |Xt| Æ 2D.
Then (Xt, Ft)t is an MDS and nothing change compared to the analysis of UCRL2.

Finally, plugging Lemmas 18 and 19 into Lem. 17, we have that there exists a numerical constant C1 such that
with probability 1 ≠ ”:

R(CUCRL2, T ) Æ C1

A
DS

Ò
ATL”

T + (gı ≠ gfib)

A


SAT ln(T ) +

Ò
TSAL”

T

–gfib
max{sp(hfib), D + Υ}

+
S2AL”

T

(–gfib)2
(D + Υ)2

B
+ max{rmax, sp (hfib)}


SAT ln(T/”)

B

2.C.3 Conservative Exploration in Finite Horizon Markov Decision Processes

In this subsection, we show how the conservative setting can be applied to finite horizon MDPs. Let’s consider
a finite-horizon MDP (Puterman, 1994, Chp. 4) M = (S, A, p, r, H) with state space S and action space A as
described in Section 1.2.3.1. Every state-action pair is characterized by a reward distribution with mean r(s, a) and
support in [0, 1] and a transition distribution p(·|s, a) over next state. We denote by S = |S| and A = |A| the
number of states and actions, and by H the horizon of an episode.

In the following we assume that the learning agent known S, A and rmax, while the reward and dynamics are
unknown and need to be estimated online. Given a finite number of episode K, we evaluate the performance of a
learning algorithm A by its cumulative regret

R(A, K) =

Kÿ

k=1

V ı
1 (s1,,k) ≠ V fik

1 (s1,,k)

where fik is the policy executed by the algorithm at episode k.

Conservative Condition Designing a conservative condition, in this setting is much easier than in the average
reward case as evaluating a policy can be done through the value function which gives an estimation of the expected
reward over an episode. Thus, we can use this evaluation of a policy to use in place of rewards in the bandits condition.
Formally, denote by fib œ ΠMR the baseline policy and assume that V fib

t is known. In general, this assumption is not
restrictive since the baseline performance can be estimated from historical data. Given a conservative level – œ (0, 1),
we define the conservative condition as:

’k œ [K],

kÿ

l=1

V fil
1 (sl,1) Ø (1 ≠ –)

kÿ

l=1

V fib
1 (sl,1) w.h.p (2.151)
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where fil is the policy executed by the algorithm at episode l and sl,1 is the starting state of episode l before policy
fil is chosen. The initial state can be chosen arbitrarily but should be revealed at the beginning of each episode.
Note that this condition is random due the choice of the policies (fil)l and also because of the starting states thus
the condition is required to hold with high probability.

Note that Eq. 2.151 requires to evaluated the performance of policy fil on the true (unknown) MDP. In order
derive a practical condition, we need to construct an estimate of V fil

1 . In order to be conservative, we are interesting
in deriving a lower bound on the value function of a generic policy fi which can be used in Eq. 2.151.

Pessimistic value function estimate. We recall that OFU algorithms (e.g., UCB-VI and EULER) builds un-
certainties around the rewards and dynamics that are used to perform an optimistic planning. Formally, denote by
‚pk(·|s, a) and ‚rk(s, a) the empirical transitions and rewards at episode k. Then, with high probability

|(p(·|s, a) ≠ ‚pk(·|s, a))Tv| Æ —
p
k(s, a) and |r(s, a) ≠ ‚rk(s, a)| Æ —r

k(s, a)

for all (s, a) œ S ◊ A and v œ [0, H]S . This uncertainties are used to compute an exploration bonus bk(s, a) =
—v

k(s, a) + —r
k(s, a) that can be used to compute an optimistic estimate of the optimal value function. Formally, at

episode k, optimistic backward induction (e.g., Azar et al., 2017a, Alg. 2) computes an estimate value function v̄k,h

such that v̄k,h Ø V ı
t for any state s. The same approach can be used to compute a pessimistic estimate of the

optimal value function by subtracting the exploration bonus to the reward (e.g., Zanette and Brunskill, 2019).
The only difference in the conservative setting is that we are interesting to compute a pessimistic estimate for a

policy different from the optimal one. We thus define the pessimistic evaluation equations for any episode k, step h,
state s and policy fi œ MR as:

vfi
k,h(s) := Lfi

k,hvfi
k,h+1 =

ÿ

a

fik,h(s, a)
!
‚rk(s, a) ≠ bk(s, a) + ‚pk(·|s, a)Tvfi

k,h+1

"
(2.152)

with vfi
k,H+1(s) = 0 for all states s œ S. This value function is pessimistic (see Lem. 20) and can be computed using

backward induction with Lfi
k .

Lemma 20. Let fi = (d1, . . . , dH) œ MR and (vfi
k,h)hœ[H] be the value function given by backward induction using

Eq. 2.152 then with high probability:

’(h, s) œ [H] ◊ S, V fi
h (s) Ø vfi

k,h(s)

Proof. On the event that the concentration inequalities holds, let ‚rk(s, a) be the empirical reward at episode k
and ‚pk(.|s, a) the empirical distribution over the next state from (s, a) at episode k. We proceed with a backward
induction. At time H the statement is true. For h < H :

vfi
k,h(s) ≠ V fi

h (s) =
ÿ

a

dh(s, a)
!
‚rk(s, a) ≠ bk(s, a) + ‚pk(·|s, a)Tvfi

k,h+1

"
≠ Lfi

hV fi
h+1(s)

=
ÿ

a

dh(s, a)

Q
ca‚rk(s, a) ≠ r(s, a) ≠ —r

k(s, a)¸ ˚˙ ˝
Æ0

R
db

+
ÿ

a

dh(s, a)
!
‚pk(·|s, a)Tvfi

k,h+1 ≠ p(·|s, a)TV fi
h+1 ≠ —

p
k(s, a)

"

Æ
ÿ

a

dh(s, a)
!
‚pk(·|s, a)Tvfi

k,h+1 ≠ p(·|s, a)TV fi
h+1 ≠ —

p
k(s, a)

"

Æ
ÿ

a

dh(s, a)
!
(‚pk(·|s, a) ≠ p(·|s, a))TV fi

h+1 ≠ —
p
k(s, a)

"
Æ 0

where the first inequality is true because of the confidence intervals on the reward function and the penultimate
inequality is true because of the backward induction hypothesis.

Thanks to this result, we can formulate a condition that the algorithm can check, at the beginning of episode k
to decide if a policy is safe to play or not :

ÿ

lœSk≠1fi{k}

vfil

l,1(sl,1) +
ÿ

lœSc
k≠1

V fib

l,1 (sl,1) Ø (1 ≠ –)
kÿ

l=1

V fib

l,1 (sl,1) (2.153)
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Algorithm 9: CUCB-VI algorithm.

Input: Policy fib, ” œ (0, 1), rmax, S, A, –Õ œ (0, 1), H
Set H = ÿ, S0 = ÿ and Sc

0 = ÿ
for episodes k = 1, 2, ... do

Compute optimistic policy fik using any OFU algorithm on history H.
Compute pessimistic estimate v

fik
k as in Eq. 2.152.

if Equation (2.153) not verified: then
fik = fib, Sc

k+1 = Sc
k fi {k} and Sk+1 = Sk

else
Sk+1 = Sk fi {k} and Sc

k+1 = Sc
k

for h = 1, . . . , H do
Execute ak,h = fik(sk,h), obtain reward rk,h, and observe sk,h.
if fik ”= fib: then

Add (sk,h, ak,h, rk,h, sk,h+1) to H

where Sk≠1 is the set of episodes where the algorithm previously played non-conservatively, Sc
k≠1 = [k ≠ 1] \ Sk≠1

is the set of episodes played conservatively and (fil)l is the policies that the OFU algorithm (e.g., UCB-VI) would
execute without the conservative constraint.

Alg. 9 shows the generic structure of any conservative exploration algorithm for MDPs. First, it computes an
optimistic policy by leveraging on an OFU algorithm and the collected history. Then it checks the conservative
condition. When Eq. 2.153 is verified it plays the optimistic policy otherwise it plays conservatively by executing
policy fib. This allows to build some budget for playing exploratory actions in the future.

Regret Guarantees We analyse Alg. 9 with UCB-VI. Before to introduce the upper-bound to the regret of
CUCB-VI we introduce the following assumption on the baseline policy.

Assumption 10. The baseline policy fib œ ΠMR is such that rb := mins{V fib
1 (s)} > 0.

We can now state the main results:

Proposition 5. For ” > 0, the regret of conservative UCB-VI (CUCB-VI) is upper-bounded with probability at
least 1 ≠ ” by:

R(CUCB-VI, K) ÆR(UCB-VI, K) +
1

4–rb(∆b + –rb)

A
16H3LK +

!
200H5S2A + 128H5SA

"
L2

K

B
(2.154)

where LK = max{ln (3KHSA/”) , 1} and ∆b = minsœS{V ı
1 (s) ≠ V fib

1 (s)}.

Proof. Let’s define the high probability event, E , that is such that in this event, all the concentration inequalities
holds and the Martingale Difference Sequence concentration inequalities also holds :

E1,” :=
‹

(s,a)œS◊A

‹

kœ[K]

I
||p(.|s, a) ≠ p̂k(.|s, a)||1 Æ

Û
2S ln (3KSA/”)

max{1, Nk(s, a)}

J

‹ I
|r̂k(s, a) ≠ r(s, a)| Æ 2rmax

Û
ln (3KSA/”)

max{1, Nk(s, a)}

J

E2,” :=
‹

kœ[K]

I ÿ

lœSk

Hÿ

h=1

Ák,h Æ H3/2


2#Sk ln (3KH/”)

J

and finally, E := E1,” fl E2,”, then E holds with probability at least 1 ≠ ”. Indeed,

P(Ec) Æ
HKÿ

t=1

”

3HK
+

ÿ

s,a

ÿ

k

2”

3KSA
Æ ”
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Under this event, we have that for all episode k œ SK :

vk,1(s1,,k) ≠ vfik

k,1(s1,,k) Æ
Hÿ

h=1

Ák,h + 5—
p
k(sk,h, dk

h(sk,h)) + 2—r
k(sk,h, dk

h(sk,h)),

where (Ák,h)kœSK ,hœ[H] is a martingale difference sequence with respect to the filtration (Fk,h)kœSK ,hœ[H] that is

generated by all the randomness before step h of episode k. Indeed, for an episode k, let fik = (dk
1 , . . . , dk

H),
decomposing fik into successive decision rules.

vk,1(s1,,k) ≠ vfik

k,2 Æ2—r
k(s1,,k, dk

1(s1,,k)) + p̂k(. | s1,,k, dk
1(s1,,k))|(vk,2 ≠ vfik

k,2) + 2—
p
k(s1,,k, dk

1(s1,,k))

Thus by defining, Bk,h := 3—
p
k(sk,h, dk

h(sk,h)) + 2—r
k(sk,h, dk

h(sk,h)), we have :

vk,1(s1,,k) ≠ vfik

k,1(s1,,k) ÆBk,1 + (p̂k(. | s1,,k, dk
1(s1,,k) ≠ p(.|s1,,k, dk

1(s1,,k))|(vk,2 ≠ vfik

k,2) + (vk,2(sk,2) ≠ vfik

k,2(sk,2))

≠ (vk,2(sk,2) ≠ vfik

k,2(sk,2)) + p(.|s1,,k, dk
1(s1,,k)|(vk,2 ≠ vfik

k,2)

Æ p(.|s1,,k, dk
1(s1,,k)|(vk,2 ≠ vfik

k,h) ≠ (vk,2(sk,2) ≠ vfik

k,2(sk,2)) + 2—
p
k(s1,,k, dk

1(s1,,k)) + Bk,1

+ (vk,2(sk,2) ≠ vfik

k,2(sk,2))

But let’s define Ák,h := p(.|sk,h, dk
h(sk,h))|(vk,h ≠ vfik

k,h) ≠ (vk,h(sk,h+1) ≠ vfik

k,h(sk,h+1)) then (Ák,h)kœ[K],hœ[H] is a
Martingale Difference Sequence with respect to the filtration Fk,h which is generated by all the randomness in the
environment and the algorithm before step h of episode k . Then, by recursion, we have :

vk,1(s1,,k) ≠ vfik

k,1(s1,,k) Æ
Hÿ

h=1

Bk,h + Ák,h + 2—
p
k(sk,h, dk

h(sk,h))

The regret of algorithm CUCB-VI can be decomposed as :

R(CUCB-VI, K) =
ÿ

kœSc
K

V ı
1 (s1,,k) ≠ V fib

1 (s1,,k) +
ÿ

kœSK

V ı
1 (s1,,k) ≠ V fik

1 (s1,,k)

Æ |Sc
K |∆b + R(UCB-VI, |SK |)

where ∆b = maxsœS V ı(s) ≠ V fib(s). Therefore bounding the regret amounts to bound the number of episode
played conservatively. To do so, let’s consider, · the last episode played conservatively, then before the beginning of
episode · , the condition 2.153 is not verified and thus :

–

·ÿ

k=1

V fib
1 (s1,,k) Æ

ÿ

kœS·≠1fi{·}

V fib
1 (s1,,k) ≠ vfik

k,1(s1,,k)
¸ ˚˙ ˝

=∆k,1

Thus, let’s finish this analysis by bounding ∆k,1 = V fib
1 (s1,,k) ≠ vfik

k,1(s1,,k) for all k œ SK . But:

∆k,1 = V fib
1 (s1,,k) ≠ V ı

1 (s1,,k) + V ı
1 (s1,,k) ≠ vfik

k,1(s1,,k) Æ ≠∆b + vk,1(s1,,k) ≠ vfik

k,1(s1,,k),

where ∆b := mins V ı
1 (s) ≠ V fib

1 (s). Now, we need to bound the sum over all the non-conservative episodes of the
difference between the optimistic and pessimistic value function. That is to say :

ÿ

lœS·≠1

Hÿ

h=1

—r
k(sk,h, dk

h(sk,h)) =
ÿ

lœS·≠1

Hÿ

h=1

2Hrmax

Û
2 ln (3KSA/”)

max{1, Nk(sk,h, dk
h(sk,h))

Æ 2rmaxH
2


2SAH|S·≠1|(1 + ln(|S·≠1|H)) ln (3KSA/”)

Also :

ÿ

lœS·≠1

Hÿ

h=1

—
p
k(sk,h, dk

h(sk,h)) =
ÿ

lœS·≠1

Hÿ

h=1

H

Û
2S ln (3KSA/”)

max{1, Nk(sk,h, dk
h(sk,h))

Æ H2S


2AH#S·≠1(1 + ln(#S·≠1H)) ln (3KSA/”)
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and, under the event E ,
q

lœS·≠1

qH
h=1 Ák,h Æ 2H3/2


2|S·≠1| ln(3KH/”). On the other hand, for the episode · ,

we can only bound the difference in value function by H. Finally, we have that · = 1 + |Sc
·≠1| + |S·≠1| and thus if

we assume that rb := mins V fib(s) > 0 :

–rb(|Sc
·≠1| + 1) Æ –

·ÿ

k=1

V fib
1 (s1,,k) Æ ≠(∆b + –rb)|S·≠1| + 2H3/2


2|S·≠1| ln(3KH/”)

+5H2S


2AH|S·≠1|(1 + S·≠1|H)) ln (3KSA/”)

+4rmaxH
2


2SAH|S·≠1|(1 + ln(|S·≠1|H)) ln (3KSA/”)

Thus, the function on the RHS in bounded and using lemma 8 of Kazerouni et al. (2017), we have :

–rb(|Sc
·≠1| + 1) Æ 1

4(∆b + –rb)

A
16H3 ln

3
3KH

”

4
+

!
200H5S2A + 128r2

maxH
5SA

"
◊

◊(1 + ln (HK)) ln

3
3KSA

”

4 B

But by definition, |Sc
·≠1| + 1 = |Sc

K |. Hence the result.

Experiments Finally, we end this presentation of conservativeness in finite horizon MDPs with some experiments.
We consider a classic 3◊4 gridworld problem with one goal state, a starting state and one trap state, we set H = 10,
and the reward of any action in all the state to ≠2, the reward in the goal state to 10 and the reward of falling in
the trapping state to ≠20. We normalize the rewards to be in [0, 1]. The baseline policy is describing a path around
the pit, see Fig 2.C.1. On the two position adjacent to the goal the baseline policy is stochastic with a probability of

S

G

X

Figure 2.C.1: Illustration of the baseline policy. S is the starting state, X is the pit a,d G is the goal state.

reaching the goal of 1/2 for the position on the right of the goal and below the goal, respectively. On the last line
the probability of going up or right is also uniform. Figure 2.C.2 shows the impact of the conservative constraint on
the regret of UCB-VI for a conservative coefficient – = 0.05. Fig 2.C.2 also shows the constraint as a function of
the time for UCB-VI and CUCB-VI that is to say:

qt
l=1 V fil(s0)≠ (1≠–)V fib(s0) as a function of episode t with

s0 the starting state of the gridworld. In the first 10% episodes (i.e until episode 300) the condition was violated by
UCB-VI 83% of the time.
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Figure 2.C.2: Regret and Conservative Condition for the gridworld problem
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Figure 2.C.3: Regret of UCRL2 and CUCRL2 on the Cost-Based Maintenance problem described in 2.A.6

2.C.4 Experiments

For average reward problems we consider “simplified” Bernstein confidence intervals given by:

—k
r (s, a) = ‡r(s, a)

Û
ln(SA/”)

N+
k (s, a)

+ rmax
ln(SA/”)

N+
k (s, a)

and —k
p (s, a, sÕ) = ‡p(s, a, sÕ)

Û
ln(SA/”)

N+
k (s, a)

+
ln(SA/”)

N+
k (s, a)

where N+
k (s, a) = max{1, Nk(s, a)}, ‡r(s, a) is the empirical standard deviation and ‡p(s, a, sÕ) =


‚p(sÕ|s, a)(1 ≠ ‚p(sÕ|s, a)).

2.C.4.1 Single-Product Stochastic Inventory Control

Maintaining inventories is necessary for any company dealing with physical products. We consider the case of single
product without backlogging. The state space is the amount of products in the inventory, S = {0, . . . , M} where M
is the maximum capacity. Given the state st at the beginning of the month, the manager (agent) has to decide the
amount of units at to order. We define Dt to be the random demand of month t and we assume a time-homogeneous
probability distribution for the demand. The inventory at time t + 1 is given by

st+1 = max{0, st + at ≠ Dt}

The action space is As = {0, . . . , M ≠ s}. As in (Puterman, 1994), we assume a fixed cost K > 0 for placing

orders and a varible cost c(a) that increases with the quantity ordered: O(a) =

I
K + c(a) a > 0

0 otherwise
. The

cost of maintaining an inventory of s items is defined by the nondecreasing function h(s). If the inventory is
available to meet a demand j, the agent receives a revenue of f(j). The reward is thus defined as r(st, at, st+1) =
≠O(at) ≠ h(st + at) + f(st + at ≠ st+1). In the experiments, we use K = 4, c(x) = 2x, h(x) = x and f(x) = 8x.

In all the experiments, we normalize rewards such that the support is in [0, 1] and we use noise proportional to
the reward mean: rt(s, a) = (1 + c÷t)r(s, a) where ÷t ≥ N (0, 1) (we set c = 0.1).

2.C.4.2 Cost-Based Maintenance

The system is composed by N components in an active redundant, parallel setting, which are subject to economic
and stochastic dependence through load sharing. Each component j œ [N ] is described by its operational level
xj = {0, . . . , L}. The level L denotes that the component has failed. The deterioration process is modelled using a
Poisson process. If all components have failed, the system is shut down and a penalty cost p is paid. The replacement
of a failed component cost cc, while the same operation on an active component cost cp (usually cc Ø cp). There is
also a fixed cost for maintenance cs. At each time step, it is possible to replace simultaneously multiple components.
Refer to (Olde Keizer, 2016) for a complete description of dynamics and rewards.

We terminate the analysis of CUCRL2 with a more challenging test. We consider the condition-based mainte-
nance problem (CBM, Olde Keizer, 2016) a multi-component system subject to structural, economic and stochastic
dependences. We report a complete description of the problem in App. 2.A.6. The resulting MDP has S = 121 states
and A = 4 actions. The maintenance policy is often implemented as a threshold policy based on the deterioration
level. Such a threshold policy is not necessarily optimal for a system with economic dependence and redundancy. We
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simulate this scenario by considering a strong (almost optimal) threshold policy for CBM without economic depen-
dence as baseline. We make it stochastic by selecting with probability 0.3 a random action. As a result we have that
the optimal gain gı = 0.89 while the baseline gain is gfib = 0.82. Fig. 2.C.3 shows the cumulative regret for UCRL2

and CUCRL2 with – = 0.001. UCRL2 explores faster than CUCRL2 but violates the conservative condition 53%
of times in the initial phase (up to t = 140000), incurring in multiple complete system failures. On the other hand,
CUCRL2 never violates the conservative condition.
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Chapter 3

Private Reinforcement Learning

In the last chapter, we studied two different performance constraints that one may encountered when deploying
a Bandit or Reinforcement Learning system for a specific application. In this chapter, we study the impact of
privacy constraints on the learning process in Reinforcement Learning. Privacy in Machine Learning has been studied
extensively in the last two decades (Dwork et al., 2006, 2010b; Duchi et al., 2013). In this chapter, we focus on
notion of differential privacy. From a high level point of view, differential privacy states that if a machine learning
system is trained on two datasets that differs by at most a small number of different entries the outputs of those two
systems are not statistically too different1. Although this notion of privacy is well defined in the standard supervised
learning setting it is not the case for online learning.

This has led to a significant amount of work to define differential privacy in the MAB and linear contextual bandit
(Shariff and Sheffet, 2018; Gajane et al., 2016). However, the definition of Differential Privacy for bandit does not
take into account the state space in Reinforcement Learning. In this thesis, we studied how to define differential
privacy in a tabular Reinforcement Learning setting. Defining this notion in RL requires to put a strong constraint
on the exploration process as each action taken by the algorithm can leak information about the current state or
previous visited states.

In this chapter, we first present how to build a local differential privacy algorithm for tabular Reinforcement
Learning with regret guarantees. We then show how to apply a recent advances in the Differential Privacy literature
to merge the two different notions of privacy –local and central differential privacy– in linear contextual bandit.

This chapter is based on the two following articles:

• Evrard Garcelon, Vianney Perchet, Ciara Pike-Burke, and Matteo Pirotta. Local differential privacy for regret
minimization in reinforcement learning. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman
Vaughan, editors, Advances in Neural Information Processing Systems, volume 34, pages 10561–10573. Curran
Associates, Inc., 2021. URL https://proceedings.neurips.cc/paper/2021/

• Evrard Garcelon, Kamalika Chaudhuri, Vianney Perchet, and Matteo Pirotta. Privacy amplification via shuf-
fling for linear contextual bandits. In Sanjoy Dasgupta and Nika Haghtalab, editors, International Conference on
Algorithmic Learning Theory, 29-1 April 2022, Paris, France, volume 167 of Proceedings of Machine Learning
Research, pages 381–407. PMLR, 2022b. URL https://proceedings.mlr.press/v167/garcelon22a.html

1The notion of ”too different” is controlled quantitatively in this privacy setting.

83

https://proceedings.neurips.cc/paper/2021/
https://proceedings.mlr.press/v167/garcelon22a.html


Contents

3.1 (Local) Differential Privacy in Reinforcement Learning . . . . . . . . . . . . . . . 85

3.1.1 Basics of Differential Privacy in RL . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.1.2 Regret Lower Bound Under LDP Constraint in RL . . . . . . . . . . . . . . . . . . . . 87

3.1.3 Exploration Under Local Differential Privacy . . . . . . . . . . . . . . . . . . . . . . . 88

3.1.4 Choice of Randomizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.1.5 Numerical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.1.6 Concluding Remarks and Potential Extensions . . . . . . . . . . . . . . . . . . . . . . 92

3.2 Improving Privacy by Shuffling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.2.1 The Shuffle Model in Linear Contextual Bandits . . . . . . . . . . . . . . . . . . . . . 94

3.2.2 Shuffle Model with Fixed-Batch Shuffler . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.2.3 Analysis of The Shuffle Model with Fixed-Batch Shuffler . . . . . . . . . . . . . . . . . 97

3.2.4 Potential Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.A Appendix for (Local) Differential Privacy in Reinforcement LearningL . . . . . . 103

3.A.1 Extended Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.A.2 Regret Lower Bound (Proof of Thm. 6) . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.A.3 Concentration under Local Differential Privacy (Proof of Prop. 6): . . . . . . . . . . . 106

3.A.4 Regret Upper Bound (Proof of Thm. 7) . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.A.5 The Laplace Mechanism for Local Differential Privacy . . . . . . . . . . . . . . . . . . 111

3.A.6 Other Privacy Preserving Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.A.7 Experimental Results: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.A.8 Posterior Sampling for Local Differential Privacy . . . . . . . . . . . . . . . . . . . . . 122

3.A.9 Additional Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.A.10 Privacy Amplification by Shuffling in RL . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.B Appendix for Improving Privacy by Shuffling . . . . . . . . . . . . . . . . . . . . . 127

3.B.1 Local Privatizer MLDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.B.2 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

3.B.3 Regret with Scheduled Update Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 134

84



3.1 (Local) Differential Privacy in Reinforcement Learning

The practical successes of Reinforcement Learning (RL) algorithms have led to them becoming ubiquitous in many
settings such as digital marketing, healthcare and finance, where it is desirable to provide a personalized service (e.g.,
Mao et al., 2020; Wang and Yu, 2021). However, users are becoming increasingly wary of the amount of personal
information that these services require. This is particularly pertinent in many of the aforementioned domains where
the data obtained by the RL algorithm are highly sensitive. For example, in healthcare, the state encodes personal
information such as gender, age, vital signs, etc. In advertising, it is normal for states to include browser history,
geolocalized information, etc. Unfortunately, (Pan et al., 2019) has shown that, unless sufficient precautions are
taken, the RL agent leaks information about the environment (i.e., states containing sensitive information). That
is to say, observing the policy computed by the RL algorithm is sufficient to infer information about the data (e.g.,
states and rewards) used to compute the policy (scenario ¨). This puts users’ privacy at jeopardy. Users therefore
want to keep their sensitive information private, not only to an observer but also to the service provider itself (i.e.,
the RL agent). In response, many services are adapting to provide stronger protection of user privacy and personal
data, for example by guaranteeing privacy directly on the user side (scenario ≠). This often means that user data
(i.e., trajectories of states, actions, rewards) are privatized before being observed by the RL agent. In this paper, we
study the effect that this has on the learning problem in RL.

Differential privacy (DP) (Dwork et al., 2006) is a standard mechanism for preserving data privacy, both on the
algorithm and the user side. The (Á, ”)-DP definition guarantees that it is statistically hard to infer information
about the data used to train a model by observing its predictions, thus addressing scenario ¨. In online learning,
(Á, ”)-DP has been studied in the multi-armed bandit framework (e.g., Mishra and Thakurta, 2015; Tossou and
Dimitrakakis, 2016). However, (Shariff and Sheffet, 2018) showed that DP is incompatible with regret minimization
in the contextual bandit problems. This led to considering weaker or different notions of privacy (e.g., Shariff and
Sheffet, 2018; Boursier and Perchet, 2020). Recently, (Vietri et al., 2020) transferred some of these techniques to RL,
presenting the first private algorithm for regret minimization in finite-horizon problems. In (Vietri et al., 2020), they
considered a relaxed definition of DP called joint differential privacy (JDP) and showed that, under JDP constraints,
the regret only increases by an additive term which is logarithmic in the number of episodes. Similarly to DP, in the
JDP setting the privacy burden lies with the learning algorithm which directly observes user states and trajectories
containing sensitive data. In particular, this means that the data itself is not private and could potentially be used
–for example by the owner of the application– to train other algorithms with no privacy guarantees. An alternative
and stronger definition of privacy is Local Differential Privacy (LDP) (Duchi et al., 2013). This requires that the
user’s data is protected at collection time before the learning agent has access to it. This covers scenario ≠ and
implies that the learner is DP. Intuitively, in RL, LDP ensures that each sample (states and rewards associated to
an user) is already private when observed by the learning agent, while JDP requires computation on the entire set
of samples to be DP. Recently, (Zheng et al., 2020) showed that, in contrast to DP, LDP is compatible with regret
minimization in contextual bandits.2 LDP is thus a stronger definition of privacy, simpler to understand and more
user friendly. These characteristics make LDP more suited for real-world applications. However, as we show in this
paper, guaranteeing LDP in RL makes the learning problem more challenging.

In this chapter, we study LDP for regret minimization in finite horizon reinforcement learning problems with S
states, A actions, a horizon of H and a number of episodes K.3 Our contributions are as follows. 1) We provide a
regret lower bound for (Á, ”)-LDP of Ω

!
H

Ô
SAK/ min{eÁ≠1, 1}

"
, showing LDP is inherently harder than JDP, where

the lower-bound is only Ω
!
H

Ô
SAK+SAH log(KH)/Á

"
(Vietri et al., 2020). 2) We propose the first LDP algorithm

for regret minimization in RL. We use a general privacy-preserving mechanism to perturb information associated to
each trajectory and derive LDP-OBI, an optimistic model-based (Á, ”)-LDP algorithm with regret guarantees. 3)
We present multiple privacy-preserving mechanisms that are compatible with LDP-OBI and show that their regret is
ÂO(

Ô
K/Á) up to some mechanism dependent terms depending on S, A, H. 4) We perform numerical simulations to

evaluate the impact of LDP on the learning process. For comparison, we build a Thompson sampling algorithm (e.g.,
Osband et al., 2013) for which we provide LDP guarantees but no regret bound.

The notion of differential privacy was introduced in (Dwork et al., 2006) and is now a standard in machine

2This shows that there are peculiarities in the DP definitions that are unique to sequential decision-making problems such as RL. The
discrepancy between DP and LDP in RL is due to the fact that, when guaranteeing DP, actions taken by the learner cannot depend on
the current state (this would break the privacy guarantee). On the other hand, in the LDP setting, the user executes a policy prescribed
by the learner on its end (i.e., directly on non-private states) and send a privatized result (sequence of states and rewards observed by
executing the policy) to the learner. Hence the user can execute actions based on its current state leading to a sublinear regret.

3We do not explicitly focus on preventing malicious attacks or securing the communication between the RL algorithm and the users.
This is outside the scope of the paper.

85



learning (e.g., Erlingsson et al., 2014; Dwork and Roth, 2014; Abowd, 2018). Several notions of DP have been
studied in the literature, including the standard DP and LDP notions. While LDP is a stronger definition of privacy
compared to DP, recent works have highlighted that it possible to achieve a trade-off between the two settings in
terms of privacy and utility. The shuffling model of privacy (Cheu et al., 2019; Feldman et al., 2020; Chen et al.,
2021; Balle et al., 2019b; Erlingsson et al., 2020) allows to build (Á, ”)-DP algorithm with an additional (ÁÕ, ”Õ)-LDP
guarantee (for ÁÕ ¥ Á+ln(n), any ”Õ > 0 where n is the number of samples), hence it is possible to trade-off between
DP, LDP, and utility in this setting. However, the scope of this paper is ensuring (Á, ”)-LDP guarantees for a fixed Á.
In this case, shuffling will not provide an improvement in utility (error) (see Thm 5.2 in Sec. 5.1 of (Feldman et al.,
2020) and App. 3.A.10).

The bandit literature has investigated different privacy notions, including DP, JDP and LDP (Mishra and Thakurta,
2015; Tossou and Dimitrakakis, 2016; Gajane et al., 2018; Shariff and Sheffet, 2018; Sajed and Sheffet, 2019; Chen
et al., 2020; Zheng et al., 2020; Ren et al., 2020). In contextual bandits, (Shariff and Sheffet, 2018) derived an
impossibility result for learning under DP by showing a regret lower-bound Ω(T ) for any (‘, ”)-DP algorithm. Since
the contextual bandit problem is a finite-horizon RL problem with horizon H = 1, this implies that DP is incompatible
with regret minimization in RL as well. Regret minimization in RL with privacy guarantees has only been considered
in (Vietri et al., 2020), where the authors extended the JDP approach from bandit to finite-horizon RL problems.
They proposed a variation of UBEV (Dann et al., 2017) using a randomized response mechanism to guarantee Á-JDP
with an additive cost to the regret bound. While local differential privacy (Duchi et al., 2013) has attracted increasing
interest in the bandit literature (e.g., Gajane et al., 2018; Chen et al., 2020; Zheng et al., 2020; Ren et al., 2020),
it remains unexplored in the RL literature, and we provide the first contribution in that direction. Finally, outside
regret minimization, DP has been studied in off-policy evaluation (Balle et al., 2016), in control with DP guarantees
on only the reward function (Wang and Hegde, 2019), and in distributional RL (Ono and Takahashi, 2020).

3.1.1 Basics of Differential Privacy in RL

We consider the finite-horizon time-homogeneous Markov Decision Process (MDP) (Puterman, 1994, Chp. 4)
M = (S, A, p, r, H) with state space S, action space A, and horizon H œ N

+ described in Section 1.2.3.1. Every
state-action pair is characterized by a reward distribution with mean r(s, a) supported in [0, 1] and a transition
distribution p(·|s, a) over next state.4 We denote by S = |S| and A = |A| the number of states and actions.
A non-stationary Markovian deterministic (MD) policy is defined as a collection fi = (fi1, . . . , fiH) of MD policies
fih : S æ A. For any h œ [H] := {1, . . . , H} and state s œ S, the value functions of a policy fi are defined

as Qfi
h(s, a) = r(s, a) + Efi

ËqH
i=h+1 r(si, ai)

È
and V fi

h (s) = Qfi(s, fih(s)). There exists an optimal Markovian

and deterministic policy fiı (Puterman, 1994, Sec. 4.4) such that V ı
h (s) = V fiı

h (s) = maxfi V fi
h (s). The Bellman

equations at stage h œ [H] are defined as Qı
h(s, a) = rh(s, a) + maxaÕ EsÕ≥ph(s,aÕ)

#
V ı

h+1(sÕ)
$
. The value iteration

algorithm (a.k.a. backward induction) computes Qı by applying the Bellman equations starting from stage H down
to 1, with V ı

H+1(s) = 0 for any s. The optimal policy is simply the greedy policy: fiı
h(s) = arg maxa Qı

h(s, a). By
boundness of the reward, all value functions V fi

h (s) are bounded in [0, H ≠ h + 1] for any h and s.
The general interaction protocol. The learning agent (e.g., a personalization service) interacts with an unknown

MDP with multiple users in a sequence of episodes k œ [K] of fixed length H. At each episode k, an user uk arrives
and their personal information (e.g., location, gender, health status, etc.) is encoded by the state s1,k. The learner
selects a policy fik that is sent to the user uk for local execution on “clear” states. The outcome of the execution,
i.e., a trajectory, Xk = (skh, akh, rkh, sk,h+1)hœ[H] is sent to the learner to update the policy. Note that we have
not yet explicitly taken into consideration privacy in here. We evaluate the performance of a learning algorithm A

which plays policies fi1, . . . , fiK by its cumulative regret after K episodes

∆(K) =

Kÿ

k=1

(V ı
1 (s1,k) ≠ V fik

1 (s1,k)). (3.1)

3.1.1.1 Local Differential Privacy in RL

In many application settings, when modelling a decision problem as a finite horizon MDP, it is natural to view each
episode k œ [K] as a trajectory associated to a specific user. In this paper, we assume that the sensitive information

4We can simply modify the algorithm to handle step dependent transitions and rewards. The regret is then multiplied by a factor
H

Ô
H.
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is contained in the states and rewards of the trajectory. Those quantities need to be kept private. This is reasonable
in many settings such as healthcare, advertising, and finance, where states encode personal information, such as
location, health, income etc. For example, an investment service may aim to provide each user with investment
suggestions tailored to their income, deposit amount, age, risk level, properties owned, etc. This information is
encoded in the user state and evolves over time as a consequence of investment decisions. The service provides
guidances in the form of a policy (e.g., where, when and how much to invest) and the user follows the strategy for a
certain amount of time. After that and based on the newly acquired information the provider may decide to change
the policy. However, the user may want to keep their personal and sensitive information private to the company,
while still receiving a personalised and meaningful service. This poses a fundamental challenge since in many cases,
this information about actions taken in each state is essential for learning and creating a personalized experience for
the user. The goal of a private RL algorithm is thus to ensure that the sensitive information remains private, while
preserving the learnability of the problem.

Privacy in RL has been tackled in (Vietri et al., 2020) through the lens of joint differential privacy (JDP).
Intuitively, JDP requires that when a user changes, the actions observed by the other K ≠ 1 users will not change
much (Vietri et al., 2020). The privacy burden thus lies with the RL algorithm. The algorithm has access to all
the information about the users (i.e., trajectories) containing sensitive data. It then has to provide guarantees about
the privacy of the data and carefully select the policies to execute in order to guarantee JDP. This approach to
privacy requires the user to trust the RL algorithm to privately handle the data and not to expose or share sensitive
information, and does not cover the examples mentioned above.

In contrast to prior work, in this paper, we consider local differential privacy (LDP) in RL. This removes the
requirement that the RL algorithm observes the true sensitive data, achieving stronger privacy guarantees. LDP
requires that an algorithm has access to user information (trajectories in RL) only through samples that have been
privatized before being passed to the learning agent. This is different to JDP or DP where the trajectories are directly
fed to the RL agent. In LDP, information is secured locally by the user using a private randomizer M, before being
sent to the RL agent. The appeal of this local model is that privatization can be done locally on the user-side. Since
nobody other than the user has ever access to any piece of non private data, this local setting is far more private.
There are several variations of LDP available in the literature. In this paper, we focus on the non-interactive setting.
We argue that this is more appropriate for RL. Indeed, due to the RL interaction framework, the data generated by
user k is a function of the data of all users l < k, therefore the data are not i.i.d. and the standard definition of
sequential interactivity for LDP (Eq. 1 in (Duchi et al., 2013)) is not applicable. It is therefore more natural to study
the non-interactive setting (Eq. 2 in (Duchi et al., 2013)) in RL. We formally define this below.

Following the definition in (Vietri et al., 2020), a user u is characterized by a starting state distribution fl0,u (i.e.,
for user u, s1 ≥ fl0,u) and a tree of depth H, describing all the possible sequence of states and rewards corresponding
to all possible sequences of actions. Alg. 10 describes the LDP private interaction protocol between K unique users
{u1, . . . , uK} µ UK , with U the set of all users, and an RL algorithm A. For any k œ [K], let s1,k ≥ fl0,uk

be the
initial state for user uk and denote by Xuk

= {(sk,h, ak,h, rk,h) | h œ [H]} œ Xuk
the trajectory corresponding to

user uk executing a policy fik. We write M(Xuk
) to denote the privatized data generated by the randomizer for

user uk. The goal of mechanism M is to privatize sensitive informations while encoding sufficient information for
learning. With these notions in mind, LDP in RL can be defined as follows:

Definition 1. For any Á Ø 0 and ” Ø 0, a privacy preserving mechanism M is said to be (Á, ”)-Locally Differential
Private (LDP) if and only if for all users u, uÕ œ U , trajectories (Xu, XuÕ) œ Xu ◊XuÕ and all O µ {M(Xu) | u œ U}:

P (M(Xu) œ O) Æ eÁ
P (M(XuÕ) œ O) + ” (3.2)

where Xu is the space of trajectories associated to user u.

Def. 3 ensures that if the RL algorithm observes the output of the privacy mechanism M for two different input
trajectories, then it is statistically difficult to guess which output is from which input trajectory. As a consequence,
the users’ privacy is preserved.

3.1.2 Regret Lower Bound Under LDP Constraint in RL

We provide a lower bound on the regret that any LDP RL algorithm must incur. For this, as is standard when proving
lower bounds on the regret in RL (e.g., Auer et al., 2002b; Lattimore and Szepesvári, 2020), we construct a hard
instance of the problem. The proof (see App. 3.A.2) relies on the fact that LDP acts as Lipschitz function, with
respect to the KL-divergence, in the space of probability distribution.
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Algorithm 10: Locally Private Episodic RL

Input: Agent: A, Local Randomizer: M, Users:
u1, . . . , uK

for k = 1 to K do
Agent A computes fik using {M(Xul )}lœ[K≠1]

User uk receives fik from agent A and observes
s1,k ≥ fl0,uk

User uk executes policy fik on “non-private”
states and observes a trajectory
Xuk = {(sh,k, ah,k, rh,k)}hœ[H]

User uk sends back private data M(Xuk ) to A

Algorithm 11: LDP-OBI (M)

Input: ” œ (0, 1), – > 1, randomizer M with
parameters (‘0, ”0)

for k = 1 to K do
Compute Âpk and Ârk as in Eq. (3.4) using
{M(Xul )}lœ[K≠1], —r

k and —
p
k as in Prop. 6

using {ck,i(Á0, ”0, 3”
2k2fi2 )}i, and bh,k

Compute fik as in Eq. (3.5) and send it to user
uk

User uk executes policy fik, collects trajectory
Xk and sends back privatized value M(Xk)

Theorem 6 (Lower-Bound). For any algorithm A associated to a Á-LDP mechanism, any number of states S Ø 3,
actions A Ø 2 and H Ø 2 logA(S ≠ 2) + 2, there exists an MDP M with S states and A actions such that:

EM (∆(K)) Ø Ω

1
H

Ô
SAK

min{exp(Á)≠1,1}

2
.

The lower bound of Thm. 6 shows that the price to pay for LDP in the RL setting is a factor 1/(exp(Á) ≠ 1)
compared to the non-private lower bound of H

Ô
SAK. The regret lower bound scales multiplicatively with the

privacy parameter Á. The recent work of (Vietri et al., 2020) shows that for JDP, the regret in finite-horizon MDPs

is lower-bounded by Ω

1
H

Ô
SAK + 1

Á

2
. Thm. 6 shows that the local differential privacy setting is inherently harder

than the joint differential privacy one for small ‘, as our lower-bound scales with
Ô

K/Á when Á u 0. Both bounds
scale with

Ô
K when Á æ +Œ.

3.1.3 Exploration Under Local Differential Privacy

A standard approach to the design of the private randomizer M is to inject noise into the data to be preserved (Dwork
and Roth, 2014). A key challenge in RL is that we cannot simply inject noise to each component of the trajectory
since this will break the temporal consistency of the trajectory and possibly prevent learning. In fact, a trajectory is
not an arbitrary sequence of states, actions, and rewards but obeys the Markov reward process induced by a policy.
Fortunately, Def. 3 shows that the output of the randomizer need not necessarily be a trajectory but could be any
private information built from it. In the next subsection, we show how to leverage this key feature to output succinct
information that preserves the information encoded in a trajectory while satisfying the privacy constraints. We show
that the output of such a randomizer can be used by an RL algorithm to build estimates of the unknown rewards and
transitions. While these estimates are biased, we show that they carry enough information to derive optimistic policies
for exploration. We leverage these tools to design LDP-OBI, an optimistic model-based algorithm for exploration
with LDP guarantees.

3.1.3.1 Privacy-Preserving Mechanism

Consider the locally-private episodic RL protocol described in Alg. 10. At the end of each episode k œ [K], user uk

uses a private randomizer M to generate a private statistic M(Xuk
) to pass to the RL algorithm A. This statistic

should encode sufficient information for the RL algorithm to improve the policy while maintaining the user’s privacy.
In model-based settings, a sufficient statistic is a local estimate of the rewards and transitions. Since this cannot be
reliably obtained from a single trajectory, we resort to counters of visits and rewards that can be aggregated by the
RL algorithm.

For a given trajectory X = {(sh, ah, rh)}hœ[H], let RX(s, a) =
qH

h=1 rh1{sh=s,ah=a}, Nr
X(s, a) =

qH
h=1 1{sh=s,ah=a}

and Np
X(s, a, sÕ) =

qH≠1
h=1 1{sh=s,ah=a,sh+1=sÕ} be the true non-private statistics, which the agent will never observe.

We design the mechanism M so that for a given trajectory X, M returns private versions M(X) = ( ÂRX , ÂNr
X , ÂNp

X)

of these statistics. Here, ÂRX(s, a) is a noisy version of the cumulative reward RX(s, a), and ÂNr
X and ÂNp

X are per-
turbed counters of visits to state-action and state-action-next state tuples, respectively. At the beginning of episode
k, the algorithm has access to the aggregated private statistics:

ÂRk(s, a) =
ÿ

l<k

ÂRXul
(s, a), ÂNr

k (s, a) =
ÿ

l<k

ÂNr
Xul

(s, a), ÂNp
k (s, a, sÕ) =

ÿ

l<k

ÂNp
Xul

(s, a, sÕ) (3.3)
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We denote the non-private counterparts of these aggregated statistics as Rk(s, a) =
q

l<k RXul
(s, a), Nr

k (s, a) =q
l<k Nr

Xul
(s, a) and Np

k (s, a, sÕ) =
q

l<k Np
Xul

(s, a, sÕ), these are also unknown to the RL agent. Using these

private statistics, we can define conditions that a private randomizer must satisfy in order for our RL agent, LDP-
OBI, to be able to learn the reward and dynamics of the MDP.

Assumption 11. The private randomizer M satisfies (Á0, ”0)-LDP, Def. 3, with Á0, ”0 Ø 0. Moreover, for any ” > 0
and k Ø 0, there exist four finite strictly positive function, ck,1(Á0, ”0, ”), ck,2(Á0, ”0, ”), ck,3(Á0, ”0, ”), ck,4(Á0, ”0, ”) œ
R

ı
+ such that with probabilty at least 1 ≠ ” for all (s, a, sÕ) œ S ◊ A ◊ S:

--- ÂRk(s, a) ≠ Rk(s, a)
--- Æ ck,1(Á0, ”0, ”),

--- ÂNr
k (s, a) ≠ Nr

k (s, a)
--- Æ ck,2(Á0, ”0, ”)

-----
ÿ

sÕ

Np
k (s, a, sÕ) ≠ ÂNp

k (s, a, sÕ)

----- Æ ck,3(Á0, ”0, ”),
---Np

k (s, a, sÕ) ≠ ÂNp
k (s, a, sÕ)

--- Æ ck,4(Á0, ”0, ”)

The functions ck,1(Á0, ”0, ”), ck,2(Á0, ”0, ”), ck,3(Á0, ”0, ”) and ck,4(Á0, ”0, ”) must be increasing functions of k and
decreasing functions of ”. We also write ck,1(Á0, ”), ck,2(Á0, ”), ck,3(Á0, ”) and ck,4(Á0, ”) when ”0 = 0.

In Sec. 3.1.4, we will present schemas satisfying Asm. 11 and discuss their impacts on privacy and regret.

3.1.3.2 Our LDP Algorithm For Exploration

In this subsection, we introduce LDP-OBI (Local Differentially Private Optimistic Backward Induction), a flexible
optimistic model-based algorithm for exploration that can be paired with any privacy mechanism satisfying Asm. 11.
When developing optimistic algorithms it is necessary to define confidence intervals using an estimated model that are
broad enough to capture the true model with high probability, but narrow enough to ensure low regret. This is made
more complicated in the LDP setting, since the estimated model is defined using randomized counters. In particular,
this means we cannot use standard concentration inequalities such as those used in (Azar et al., 2017a; Zanette and
Brunskill, 2019). Moreover, when working with randomized counters, classical estimators like the empirical mean can
even be ill-defined as the number of visits to a state-action pair, for example, can be negative.

Nevertheless, we show that by exploiting the properties of the mechanism M in Asm. 11, it is still possible to
define an empirical model which can be shown to be close to the true model with high probability. To construct this
empirical estimator, we rely on the fact that for each state-action pair (s, a), ÂNr

k (s, a)+ck,2(Á0, ”0, ”) Ø Nr
k (s, a) Ø 0

with high probability where the precision ck,2(Á0, ”0, ”) ensures the positivity of the noisy number of visits to a state
action-pair. A similar argument holds for the transitions. Formally, the estimated private rewards and transitions
before episode k are defined as follows:

Ârk(s, a) =
ÂRk(s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

, Âpk(sÕ | s, a) =
ÂNp

k (s, a, sÕ)
ÂNp

k (s, a) + –ck,3(Á0, ”0, ”)
(3.4)

Note that unlike in classic optimistic algorithms, Âpk is not a probability measure but a signed sub-probability measure.
However, this does not preclude good performance. By leveraging properties of Asm. 11 we are able to build confidence
intervals using these private quantities (see App. 3.A.5). Using standard concentration inequalities on each component
would lead to wider confidence intervals.

Proposition 6. For any Á0 > 0, ”0 Ø 0, ” > 0, – > 1 and episode k, using mechanism M satisfying Asm. 11, then
with probability at least 1 ≠ 2”, for any (s, a) œ S ◊ A

|r(s, a) ≠ Ârk(s, a)| Æ —
r
k(s, a) =

Û
2 ln

!
4fi2SAHk3

3”

"

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

+
(– + 1)ck,2(Á0, ”0, ”) + ck,1(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

Îp(·|s, a) ≠ Âpk(·|s, a)Î1 Æ —
p
k(s, a) =

Û
14S ln

!
4fi2SAHk3

3”

"

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+
Sck,4(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+

(– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

The shape of the bonuses in Prop. 6 highlights two terms. The first term is reminiscent of Hoeffding bonuses

as it scales with O
1

1/
Ò

ÂNp
k

2
. The other term is of order O

1
1/ ÂNp

k

2
and accounts for the variance (and potentially

bias) of the noise added by the privacy-preserving mechanism.
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M Noise (‘, ”)-LDP level Regret ∆(T )

Laplace Lap(6H/Á) (Á, 0) ÂO(H3S2A
Ô

K/Á)

Gaussian N (0, (H/Á)2) (Á, ”0) ÂO(H3S2A


K ln(1/”0)/Á)

Randomized
Response

Ber((eÁ/H ≠ 1)≠1) (Á, 0) ÂO(H7/2S2A
Ô

K/Á)

Bounded
Noise

See (Dagan and Kur, 2020) and App. 3.A.6.3 (Á, ”0) ÂO(H2S3A3/2


K ln(1/”0)/Á)

Table 3.1.1: Summary of the guarantees of LDP-OBI with different randomizers for Á > 0 and ”0 > 0. For
the mechanism in this table, we have approximately ck,i = ÂO(

Ô
kH/Á) for i œ {1, 2, 4} (ignoring log terms) and

ck,3 = ÂO(
Ô

SkH/Á)

As commonly done in the literature (e.g., Azar et al., 2017a; Qian et al., 2019; Neu and Pike-Burke, 2020), we
use these concentration results to define a bonus function bh,k(s, a) := (H ≠ h + 1) · —

p
k(s, a) + —r

k(s, a) which is
used to define an optimistic value function and policy by running the following backward induction procedure:

Qh,k(s, a)s = Ârk(s, a) + bh,k(s, a) + Âpk(·|s, a)TVh+1,k, fih,k(s) = arg max
a

Qh,k(s, a) (3.5)

where Vh,k(s) = min{H ≠ h + 1, maxa Qh,k(s, a)} and VH+1,k(s) = 0.

3.1.3.3 Regret Guarantees

We get the following general guarantees for any LDP mechanism satisfying Asm. 11 in LDP-OBI.

Theorem 7. For any privacy mechanism M satisfying Asm. 11 with Á > 0, ”0 Ø 0, and for any ” > 0 the regret of
LDP-OBI is bounded with probability at least 1 ≠ ” by:

∆(K) Æ Õ

A
HS

Ô
AT¸ ˚˙ ˝

∂

+SAH2cK,3

3
Á, ”0,

3”

2fi2K2

4
+ H2S2AcK,4

3
Á, ”0,

3”

2fi2K2

4

+SAHcK,2

3
Á, ”0,

3”

2fi2K2

4
+ SAHcK,1

3
Á, ”0,

3”

2fi2K2

4 B (3.6)

The combination of M and LDP-OBI is also (Á, ”0)-LDP.

Thm. 7 shows that the regret of LDP-OBI 1) is lower bounded by the regret in non-private settings; and 2)
depends directly on the precision of the privacy mechanism used though cK,1, . . . , cK,4. Thus improving the precision,
that is to say reducing the amount of noise that needs to be added to the data to guarantee LDP of the privacy
mechanism, directly improves the regret bounds of LDP-OBI. The first term in the regret bound (∂) is of the
order expected in the non-private setting (see e.g., Jaksch et al. (2010a)). Classical results in DP suggest that
the {cK,i}iÆ4 terms should be approximately of order

Ô
K/Á (this is indeed the case for many natural choices of

randomizer). In such a case, the dominant term in (3.6), is no longer ∂ but rather a term of order H2S2A
Ô

K/Á

(from e.g. cK,4). The dependency on S, A, H is larger than in the non-private setting. This is because the cost
of LDP is multiplicative, so it also impacts the lower order terms in the concentration results (see e.g. the second
term in 6), which are typically ignored in the non-private setting. In addition, this implies that variance reduction
techniques for RL (e.g., based on Bernstein) classically used to decrease the dependence on S, H will not lead to any
improvement here. This is to be contrasted with the JDP setting where Vietri et al. (2020) shows that the cost of
privacy is additive so using variance reduction techniques can reduce the dependency of the regret on S, A, H.

3.1.4 Choice of Randomizer

There are several randomizers that satisfy Asm. 11, for example Laplace (Dwork and Roth, 2014), randomized
response (Erlingsson et al., 2014; Kairouz et al., 2016), Gaussian (Wang et al., 2019b) and bounded noise (Dagan
and Kur, 2020) mechanisms. Since one method can be preferred to another depending on the application, we believe
it is important to understand the regret and privacy guarantees achieved by LDP-OBI with these randomizers.
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Tab. 3.1.1 provides a global overview of the properties of LDP-OBI with different randomized mechanism. The
detailed derivations are deferred to App. 3.A.6.

Privacy. All the mechanisms satisfy Asm. 11 but only the Laplace and Randomized Response mechanisms
guarantees (Á, 0)-LDP. Note that in all cases, in order to guarantee a Á level of privacy (or (Á, ”) for the Gaussian
and bounded noise mechanisms), it is necessary to scale the parameter Á proportional to 1/H. This is because the
statistics computed by the privacy-preserving mechanism are the sum of H observations which are bounded in [0, 1],
the sensitivity5 of those statistics is bounded by H. Directly applying the composition theorem for DP (Dwork and
Roth, 2014, Thm 3.14) over the different counters, would lead to an upper-bound on the privacy of the mechanism

of S2AHÁ and corresponding regret bound of ÂO
1

(H4S4A2
Ô

K)/Á
2

. For the randomizers that we use, the impact

on Á is lower thanks to fact that they are designed to exploit the structure of the input data (a trajectory).
Regret Bound. From looking at Table 3.1.1, we see that while all the mechanisms achieve a regret bound of order

ÂO(
Ô

K) the dependence on the privacy level Á varies as well as the privacy guarantees. The regret of Laplace, Gaussian
and bounded noise mechanisms scale with Á≠1, whereas the randomized response has an exponential dependence in Á

similar to the lower bound. However, this improvement comes at the price of worse dependency in H when Á is small,
and a worse multiplicative constant in the regret. This is due to the randomized response mechanism perturbing
the counters for each stage h œ [H], leading to up to HS2A obfuscated elements. This worse dependence is also
observed in our numerical simulations.

For many of the randomizers, our regret bounds scale as ÂO(H3S2A
Ô

K/Á). Aside from the
Ô

K/‘ rate which
is expected, our bounds exhibit worse dependence on the MDP characteristics when compared to the non-private
setting. We believe that this is unavoidable due to the fact that we have to make S2A terms private, while the
extra dependence on H comes from dividing Á by H to ensure privacy over the whole trajectory. Moreover, the DP
literature (e.g., Duchi et al., 2016; Duchi and Rogers, 2019; Ye and Barg, 2018) suggests that the extra dependency on
S, A, H may be inherent to model-based algorithms due to the explicit estimation of private rewards and transitions.
Indeed, (Ye and Barg, 2018) shows that the minimax error rate in ¸1 norm for estimating a distribution over S states

is Ω

1
SÔ

n(exp(Á)≠1)

2
with n samples in the high privacy regime (Á < 1), while there is no change in the low privacy

regime. This means that in the high privacy regime the concentration scales with a multiplicative
Ô

S term which
would translate directly into the regret bound. Furthermore, this results assumes that the number n of samples is
known to the learner. In our setting, n maps to Nk(s, a) which is unknown to the algorithm. Since we only observe
a perturbed estimate of n, estimating p(·|s, a) here is strictly harder than the aforementioned setting.6 This suggests
that it is impossible for any model-based algorithm which directly estimates the transition probabilities to match the
lower bound. However, this does not rule out the possibility of a model-free algorithm being able to match the lower
bound. Designing such a model-free algorithm which is able to work with LDP trajectories is non-trivial and we leave
it to future work.

Another direction for future work is to investigate whether the recently developed shuffling model (Erlingsson
et al., 2019) may be used to improve our regret bounds in the LDP setting. Preliminary investigations of the shuffling
model (see App. 3.A.10) show that it is not possible while preserving a fixed Á-LDP constraint, which is the focus of
this paper. Nonetheless, if we were to relax the privacy constraint to only guarantee Á-JDP then the shuffling model
could be used to retrieve the regret bound in (Vietri et al., 2020) while guaranteeing some level of local differential
privacy, although the level of LDP would be much weaker than the one considered in this paper. We believe the
study of this model sitting in-between the joint and local DP settings for RL is a promising direction for future work
and that the tools developed in this paper will be helpful for tackling this problem.

3.1.5 Numerical Evaluation

In this subsection, we evaluate the empirical performance of LDP-OBI on a toy MDP. We compare LDP-OBI
with the non-private algorithm UCB-VI (Azar et al., 2017a). To the best of our knowledge there is no other LDP
algorithm for regret minimization in MDPs in the literature. To increase the comparators, we introduce a novel LDP

5For a function f : X æ R the sensitivity is defined as S(f) = maxx,yœX |f(x) ≠ f(y)|
6We are not aware of any lower-bound in the literature that applies to this setting but we believe that the S2A

Ô
KH/Á dependence

may be unavoidable for model-based algorithms. This is because Nk(s, a) and ÂNk(s, a) differ by at most


kH log(SA) (which is a

well-known lower bound for the counting elements problem see (Bassily and Smith, 2015)). Intuitively this difference creates a bias when
estimating each component p(·|s, a), a bias that would scale with the size of the support p(·|s, a) and the relative difference between

Nk(s, a) and ÂNk(s, a). Hence, the bias would scale with S
Ô

kH/Nk(s, a). Summing over all episodes and SA counters gives the
conjectured result.
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Figure 3.1.1: Evaluation of LDP-OBI with the
Laplace mechanism and LDP-PSRL. Left) Cu-
mulative regret. Right) per-step regret (k ‘æ
Rk/k).
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Figure 3.1.2: Regret for LDP-OBI coupled with different mech-
anisms. For all Á, ” = 0.1 for the Gaussian and Bounded Noise
mechanism.

algorithm based on Thompson sampling (e.g., Osband et al., 2013).

LDP-PSRL. Thompson sampling algorithms (e.g., PSRL, Osband et al., 2013) have proved to be effective in several
applications (Russo et al., 2018). Due to their inherent randomization, one may imagine that they are also well suited
to LDP regret minimization. Here, we introduce and evaluate LDP-PSRL, an LDP variant of PSRL and provide a
first empirical evaluation. Informally, by defining by Wk = {(S, A, p, r, H) : Îp ≠ ÂpÎ1 Æ —

p
k , |r ≠ Âr| Æ —r

k} the private
set of plausible MDPs constructed using the definition in Prop. 6, we can see posterior sampling as drawing an MDP
from this set at each episode k and running the associated optimal policy:

i) Mk ≥ P(Wk), ii) fik = max
fi

{V fi
1 (Mk)}.

More formally, we consider Gaussian and Dirichlet prior for rewards and transition which lead to Normal-Gamma and
Dirichlet distributions as posteriors. We use the private counters defined in Asm. 11 to update the parameters of
the posterior distribution and thus the distribution over plausible models. We provide full details of this schema in
App. 3.A.8 and show that it is LDP. However, we were not able to provide a regret bound for this algorithm.

Simulations. We consider the RandomMDP environment described in (Dann et al., 2017) where for each state-
action pair transition probabilities are sampled from a Dirichlet(–) distribution (with –s,a,sÕ = 0.1 for all (s, a, sÕ))
and rewards are deterministic in {0, 1} with r(s, a) = 1{Us,aÆ0.5} for (Us,a)(s,a)œS◊A ≥ U([0, 1]) sampled once when
generating the MDP. We set the number of states S = 2, number of actions A = 2 and horizon H = 2. We evaluate
the regret of our algorithm for Á œ {0.2, 2, 20} and K = 1 ◊ 108 episodes. For each Á, we run 20 simulations.
Confidence intervals are the minimum and maximum runs. Fig. 3.1.1 shows that the learning speed of the optimistic
algorithm LDP-OBI is severely impacted by the LDP constraint. This is consistent with our theoretical results. The
reason for this is the very large confidence intervals that are needed to deal with the noise from the privacy preserving
mechanism that is necessary to guarantee privacy. While the regret looks almost linear for Á = 0.2, the decreasing
trend of the per-step regret shows that LDP-OBI-L is learning. Although these experimental results only consider
a small MDP, we expect that many of the observations will carry across to larger, more practical settings. However,
further experiments are needed to conclusively assess the impact of LDP in large MDPs. Fig. 3.1.1 also shows
that LDP-PSRL performs slightly better than LDP-OBI. This is to be expected, since even in the non-private
case PSRL usually outperforms optimistic algorithm empirically. Finally, Fig. 3.1.2 compares the mechanisms with
different privacy levels and illustrates the empirical impact of the privacy-preserving mechanism on the performance
of LDP-OBI. We observe empirically that the bounded noise mechanism is the most effective approach, followed
by the Laplace mechanism. However, the former suffers from a higher variance in its performance.

3.1.6 Concluding Remarks and Potential Extensions

We have introduced the definition of local differential privacy in RL and designed the first LDP algorithm, LDP-OBI,
for regret minimization in finite-horizon MDPs. We provided an intuition why model-based approaches may suffer a
higher dependence in the MDP characteristics. Designing a model-free algorithm able to reduce or close the gap with
the lower-bound is an interesting technical question for future works. As mentioned in this subsection, the shuffling
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privacy model does not provide any privacy/regret improvement in the strong LDP setting. An interesting direction is
to investigate the trade-off between JDP and LDP that can be obtained in RL using shuffling. In particular, we believe
that, sacrificing LDP guarantees, it is possible to achieve better regret leveraging variance reduction techniques (that
are not helpful in strong LDP settings). Finally, there are other privacy definition that can be interesting for RL. For
example, profile-based privacy (Geumlek and Chaudhuri, 2019; Acharya et al., 2020) allows to privatize only specific
information or geo-privacy (Andrés et al., 2013) focuses on privacy between elements that are “similar”.

In the next subsection, we further develop the notion of shuffling differential privacy, albeit in the linear contextual
bandit setting, to show how to bridge the gap between the strong privacy guarantees of LDP (but at the cost of high
regret) and the weaker but with less impact notion of privacy JDP. Using, this third definition of privacy, shuffling
differential privacy it is possible to interpolate between the two setting and almost recover the privacy properties of
LDP and the regret guarantees of JDP.

3.2 Improving Privacy by Shuffling

In a contextual bandit algorithm, at each time t œ [T ] := {1, . . . , T}, a learner first observes a set of features
(xt,a)aœ[K] µ R

d, selects an action at œ [K] out of a set of K actions, and observes a reward rt = r(xt,at
) + ÷t

where ÷t is a conditionally independent zero-mean noise (r is not known beforehand), as described in Section 1.2.2.
Consequently, the learning algorithm has to balance exploration of the environment with exploitation of the current
knowledge to maximize the cumulative reward. The performance of the the learner is measured by the cumulative
regret, which is the difference between its own cumulative reward, and the cumulative reward it would have received
had it always played the best action. Contextual bandit algorithms have achieved great practical success, and have
been used for many sensitive applications such as personalization, digital marketing, healthcare and finance (e.g.,
Mao et al., 2020; Wang and Yu, 2021). With these applications in mind, the literature has started investigated
privacy guarantees both in bandits (e.g., Shariff and Sheffet, 2018; Zheng et al., 2020) and in RL (e.g., Vietri et al.,
2020; Garcelon et al., 2021). In this paper, we focus on privacy-preserving contextual bandits.

For a contextual bandit problem on sensitive data, we assume that a single user enters the system at time t,
and hence the context at time t is their private information. To measure privacy, we use differential privacy (Dwork
et al., 2006) – a privacy definition introduced by cryptographers that has emerged as the gold standard for privacy-
preserving data analysis (e.g., Erlingsson et al., 2014; Dwork and Roth, 2014; Abowd, 2018; Chaudhuri et al., 2011;
Abadi et al., 2016; Boursier and Perchet, 2020). The standard differential privacy framework applies to static data
in a batch setting, but two extensions have been proposed to address online problems. The first is Joint Differential
Privacy (JDP) (e.g., Shariff and Sheffet, 2018), an analogue of central differential privacy, where the users trust the
bandit algorithm. JDP ensures that changing a single user’s private information in the data does not change the
probability of any future outcome (namely, actions taken and rewards received by any other user) by much.

Definition 2 (Joint DP). For Á > 0 and ”0 > 0, a randomized bandit agent A is (Á, ”0)-joint differentially private if
for every t œ [T ], two sequences of users, U = {u1, . . . , uT } and U Õ = {uÕ

1, . . . , uÕ
T }, that differs only for the t-th

user and for all events E µ A[T ≠1] then:

P(A≠t(U) œ E) Æ eÁ
P(A≠t(U

Õ) œ E) + ”0 (3.7)

where A≠t(U) denotes all the outputs of algorithm A, i.e., all actions (ai)i ”=t excluding the output of time t for the
sequence of users U .

A second, stronger concept is Local Differential Privacy (LDP) (e.g., Zheng et al., 2020), where the users do not
trust the bandit algorithm, and transmit only sanitized versions (using a private randomizer M) of their contexts
and rewards to the algorithm. Here, LDP ensures that user information is sanitized in such a manner that changing
a single user’s private value does not alter the distribution of the sanitized value by much.

Definition 3 (Local DP). For any Á Ø 0 and ” Ø 0, a privacy preserving mechanism M is said to be (Á, ”)-locally
differential private if and only if for all users u, uÕ œ U , contexts/rewards ((xu, ru), (xuÕ , ruÕ)) œ (Rd ◊ R)2 and all
O µ {M(B(0, L) ◊ [0, 1]) | u œ U}:

P (M((xu, ru)) œ O) Æ eÁ
P (M((xuÕ , ruÕ)) œ O) + ” (3.8)

where B(0, L) ◊ [0, 1] is the space of context/reward associated to user u.
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Just like the standard batch setting, while LDP offers a strong notion of privacy, its utility is often much lower.
Specifically, for contextual linear bandit algorithms, while Á-JDP guarantees can be obtained by paying a multiplicative
factor in the regret, LDP comes with a much higher impact on the regret. In fact, Zheng et al. (2020) have shown

that Á-LDP regret scales with ÂO(T 3/4/
Ô

Á) instead of ÂO(T 1/2/
Ô

Á) for a Á-JDP algorithm (see Tab. 3.2.1 for more
details.)

Real applications are gradually moving away from the centralized model of privacy, favoring the simpler and
stronger notion of local privacy. This change is illustrated by the rise of on-device computation for mobile applica-
tion (e.g., Apple). The natural question we address in this paper is:

Is it possible to design a bandit algorithm with guarantees akin to local privacy but better utility?

To address this question, we consider the shuffle model of privacy (e.g., Cheu et al., 2019; Feldman et al., 2020;
Chen et al., 2021; Balle et al., 2019b; Erlingsson et al., 2020) that, in supervised learning settings, allow to achieve
a trade-off between central and local DP through a shuffler. The shuffler receives users’ reports and permutes them
before sending them to the server. This setting was first introduced in Bittau et al. (2017), named the ESA model
(Encode-Shuffle-Analyze) and motivated by the need for anonymous data collection. Erlingsson et al. (2019) later
provided an analysis of the amplification of privacy thanks to the combined use of shuffling and local differential
privacy showing that the shuffling model of privacy is able to strike a middle ground between the totally decentralized
but somewhat sample inefficient local model and the centralized but more sample efficient central model of privacy. It
is currently unclear whether it is possible to achieve some form of privacy/utility trade-off between these two models
in the contextual bandit setting.

In this paper, we investigate the linear contextual bandit problem under the shuffle model of privacy, for the first
time considering this privacy model in contextual bandit. Compared to the standard shuffle model (e.g., in supervised
learning), there are several challenges introduced by the sequential nature of the problem. First, the shuffler is
executed continuously and not only once as normally considered in supervised learning. Second, the number of
samples available grows with time and depends on the decisions of the learning agent. This makes the design of the
algorithm non-trivial, in particular for efficiently trading-off privacy amplification and regret.

We address these challenges in two ways. First, we carefully design separate asynchronous batch schedules for the
shuffler and the bandit algorithm (i.e., LinUCB); here, batching at the shuffler is used to ensure privacy, and not just
improved regret. Second, we leverage the martingale structure of the problem to analyze these batching schedules
and provide privacy guarantees on the entire sequence of outputs generated by the shuffler and bandit algorithm. We
summarize our main contributions as follows (see also Tab. 3.2.1):

• If there is no adversary in between the shuffler and the algorithm (i.e., the communication channel is secure),

we show that it is possible to achieve a regret bound of ÂO
!
dT 2/3/Á1/3

"
with a fixed batch size for the shuffler

and dynamic batch for the bandit algorithm.
• In the case of adversary in between the shuffler and the users, our algorithm achieves a regret bound of

ÂO
!
T 3/4/

Ô
Á
"

with a fixed batch size for the shuffler and dynamic batch for the bandit algorithm.

Algorithm Regret Bound
Privacy Model

Joint DP Local DP

Shariff and Sheffet (2018) ÂO
!

T 1/2
/Á1/2

"
(Á, ”) N/A

Zheng et al. (2020) ÂO
!

T 3/4
/Á1/2

"
(Á, ”) (Á, ”)

Our Cor. 1 (LDP optimization) ÂO
!

T 3/4
/Á1/2

"
( Á3/2

T 1/4 , ”) (Á, 0)

Our Cor. 2 (regret optimization) ÂO
!

T 2/3
/Á1/3

"
(Á, ”) (Á2/3T 1/6, 0)

Table 3.2.1: Regret and privacy for algorithms in linear contextual bandits for T Ø 1/(27Á)4.

3.2.1 The Shuffle Model in Linear Contextual Bandits

We consider linear contextual bandit problems, where rewards are linearly representable in the features, i.e., for any
feature vector xt,a, it writes as r(xt,a) = Èxt,a, ◊ıÍ, where ◊ı œ R

d is unknown. We do not pose any assumption on
the context generating process but we rely on the following standard assumptions.

Assumption 12. There exist S > 0 and L > 0 such that Î◊ıÎ2 Æ S and, for all time t œ [T ], arm a œ [K],
Îxt,aÎ2 Æ L. Furthermore, the noisy reward is rt = Èxt,a, ◊ıÍ + ÷t œ [0, 1] with ÷t being ‡-subGaussian for some
‡ > 0. These parameters, L, S and ‡, are known.
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The performance of the learner A over T steps is measured by the regret RT =
qT

t=1 r(xt,aı
t
) ≠ r(st,at), which

represents the cumulative difference between playing the optimal action aı
t = arg maxaœ[K] r(xt,a) and at the action

selected by the algorithm.

3.2.1.1 Shuffle-model in Contextual Bandits

In this subsection, we introduce the generic shuffle-model for contextual bandit, inspired by the ESA model. In
Sec. 3.2.2, we will provide the details for instantiating it in linear contextual bandits. In the standard shuffle model, a
shuffler is introduced in between the data and the algorithm. The shuffler enables privacy amplification by permuting
information of l users. The larger the batch, the higher the privacy amplification but also the degradation of the
utility (see e.g., Cheu et al., 2019), leading to some fundamental trade-off between privacy amplification and utility
loss. In online learning, we observe users sequentially and it is natural to assume that, in order to achieve privacy
amplification, the shuffler builds a batch of consecutive users before communicating with the bandit algorithm. The
bandit algorithm can then behave synchronously or asynchronously w.r.t. the shuffler. In other words, it can update
its internal statistics with the same frequency of the shuffler or use an independent batch schedule.

More formally, the shuffle-model for contextual bandit is described by the following interaction protocol (see also
Fig. 3.2.1). At each time t œ [T ],

∂ A new user xt receives model information from the bandit algorithm (e.g., estimated rewards and confidence
intervals) that are used to locally compute the action to play. Then, the user plays the prescribed action at which
generates the associated reward rt.

∑ The user sends its own privatized version of the data MLDP(xt,at
, rt) to the shuffler. This new data is added

to the shuffler batch BS
kt

:=
tt

i=t
kS

t

)
MLDP(xi,ai , ri)

*
, where kS

t denotes the shuffler batch at time t and tk is

the starting time of batch k.
∏ The bandit algorithm queries statistics from the shuffler. If the shuffler is ready to send data (e.g., enough

samples has been collected for privacy amplification), it computes a statistic u on a permutation of the data (i.e.,
u(‡(BS

kt
))) and sends it to the bandit algorithm. Otherwise no information is provided. The bandit algorithm

adds the new statistic to its batch (i.e., BA
kA

t
:=

tt
i=t

kA
t

)
u(‡(BS

kS
i

))
*

) and may then decide to update the model

as soon as data is received (i.e., synchronously) or use an independent batch schedule (i.e., asynchronous).

�

�

�

�t = 1

t = 2

t = T ≠ 1

t = T

...

�
xt,a, rt

�
xt,a, rt

�
xt,a, rt

�
xt,a, rt

�LDP data �
shuffled data

private model estimate (ÂVt, Â◊t, —t)

Users Local Randomizer Shuffler Bandit Algorithm

Figure 3.2.1: Illustration of the shuffle model for linear contextual bandits.

The objective is to minimize the (pseudo) regret and simultaneously guarantee privacy of the data and of the
statistics. To this extent, we assume all users (including the shuffler and the bandit algorithms) behaves in an honest
but curious manner (Oded, 2009), i.e., the users and the algorithm behaves as prescribed by the protocol. We
consider different threat models for privacy, including an adversary in between a the user and the shuffler, b the
shuffler and the bandit algorithm, and c the bandit algorithm and the user. We will show that different privacy/regret
guarantees can be achieved in the different settings.

3.2.2 Shuffle Model with Fixed-Batch Shuffler

In this subsection, we provide an instantiation of the shuffle model for linear contextual bandit. We base our algorithm
on the non-private low-switching LinUCB (Abbasi-Yadkori et al., 2011), that incrementally builds an estimate ‚◊j of
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Algorithm 12: SBLB

Input: LDP parameter: Á0, privacy parameters: Á, ”0, regularizer: ⁄, context bound: L, failure probability:
”, low switching parameter: ÷, encoding parameter: m, dimension: d, fix batch size: ¸

Initialize jS = jA = 0, Â◊0 = 0, ÂV0 = ⁄Id and p = 2
!

exp
1

2Á0

md(d+3)

2
+ 1

"≠1

for t = 0, 1, . . . do
c Communication with the user

User receives Â◊jA , ÂVjA and —jA and selects at œ arg maxaœ[K]Èxt,a, Â◊jAÍ + —jAÎ xt,aÎÂV ≠1

jA

Observe reward rt and compute private statistics (Âbt, Âwt) = MLDP(xt,at
, rt, L, Á0, m) (Alg. 21)

a Communication with the shuffler

BS
jS = BS

jS fi (Âbt, Âwt)

if |BS
jS | = l then

Set tjS+1 = t, compute a permutation ‡ of JtjS + 1, tjS+1K and compute aggregate statistics

’i Æ d, k Æ i, ZjS ,i =

lÿ

n=1

mÿ

q=1

b̃‡(n),i,q and UjS ,i,k =

lÿ

n=1

mÿ

q=1

Âw‡(n),i,k,q

Set UjS ,i,k = UjS ,k,i, BjS+1 = ÿ and jS = jS + 1
b Communication with the bandit algorithm
Receives (ZjS≠1, UjS≠1) and compute candidate statistics

ÂBjA+1 = ÂBjA+1 +
ZjS≠1

m(1 ≠ p)
≠ lS

2(1 ≠ p)

ÂVjA+1 = ÂVjA+1 +
UjS≠1

m(1 ≠ p)
≠ lS

2(1 ≠ p)
+ 2(⁄jA+1 ≠ ⁄jA)Id

if det(ÂVjA+1) Ø (1 + ÷)det(ÂVjA) then

Compute ◊̃jA+1 = 1
L

ÂV ≠1
jA+1

ÂBjA+1

Set tjA+1 = t, —jA+1 and ⁄jA+1 as in Eq. (3.13) and Eq. (3.14)

Set jA = jA + 1, ÂBjA+1 = ÂBjA and ÂVjA+1 = ÂVjA

the unknown parameter ◊ı. Since the algorithm leverages sum of statistics received from the users, we consider the
binary sum mechanism inspired by (Cheu et al., 2019) as building block for achieving privacy in the shuffle model.
While this scheme allows us to obtain standard LDP guarantees on users information, the shuffler is responsible to
provide privacy amplification via batching and shuffling. The main challenge is to combine these elements with the
low-switching scheme of LinUCB. As we will explain later, adaptive batching at the level of LinUCB is not for
computational efficiency but it is rather fundamental for obtaining a good privacy/regret trade-off.

3.2.2.1 Algorithmic Design

In this subsection, we provide a full description of the Shuffle-Batched Linear Bandit (SBLB) algorithm. Intuitively,
the algorithm relies on a shuffler with fixed batch size to achieve privacy amplification from LDP data, and a variation of
LinUCB with dynamic batch schedule based on the determinant condition. The pseudo-code is reported in Alg. 12.

∂ Action Selection. At each time t, the user xt receives, from the bandit algorithm, an estimate of the model composed
by a parameter Â◊kA

t
œ R

d, a design matrix ÂVkA
t

œ R
d◊d and confidence width —kA

t
. Notice that these are parameters computed

at the beginning of the batch kA
t of the bandit algorithm. Then, the action is selected by maximizing the following standard

optimistic problem:

at œ arg max
aœ[K]

I
Èxt,a, Â◊kA

t
Í + —kA

t
Î xt,aÎÂV ≠1

kA
t

J
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where —t is the size of the confidence ellipsoid, defined in Lem. 21, which roughly scales as ÂO
1

t
1/4

kA
t

2
. Note that it is possible

to directly access the features xt,a of the user since this computation happens locally. The action is played and a reward rt is
observed.

∑ Local Privacy and Shuffler. Users’ information is then protected through a local private mechanism MLDP. As

noticed in (Shariff and Sheffet, 2018), only the information required by the algorithm, to compute Â◊ through ridge regression
and the associated confidence interval, must be privatized. We are thus interested in privatizing the quantities xt,at rt and
xt,at xT

t,at
. To obtain LDP quantities, we leverage a variation of the private mechanism introduce by Cheu et al. (2019).

We independently privatize each component of the vector xt,at rt and of the upper triangular part of the matrix xt,at xT
t,at

,
the rest follows from the symmetric structure. Each entry is normalized to [0, 1] and approximated by a truncated 0/1-bit
representation, which length is controlled by the parameter m œ N

ú. The full procedure is reported in Alg. 21.
The shuffler receives the privatize data MLDP(xt,at , rt) and adds it to the current batch. The role of the shuffler is to

provide additional privacy by sending data in a random order compared what it has received. At a high-level this provide an
additional privacy guarantee because it breaks the link between a given user and its data. Indeed for an algorithm receiving
data from the shuffler, the t-th row of data has little chance to come from user t. If the shuffler has access to a batch of
size l, it can provide a privacy amplification of level l≠1/2 (see e.g., Cheu et al., 2019, Thm. 5.4). Ideally, we would like
to shuffle all the data at each time t, achieving a privacy amplification of t≠1/2. However, this approach would not provide
enough privacy due to the fact an adversary would have multiple observations of the same data, thus greatly decreasing the
advantage of using the shuffling mechanism. To avoid this issue, we need to force the shuffler to use batches and discard
samples after each batch. Let’s denote by lS the fix batch size of the shuffler. At time t, if the batch BS

kt
is of size lS ,

the shuffler permutes the data and compute the statistics required by the bandit algorithm. To compute those statistics, the
shuffler uses a secure and trusted third-party different that the shuffler. This third-party is assumed to be secure with for
example the use of encrypted communication between the shuffler and it, like in (Cheu et al., 2019). When |BS

kt
| < lS , the

shuffler do not provide any information to the bandit algorithm. The shuffling setting is not fundamentally different than the
LDP one, but it allows to achieve a large gain in privacy in the high data regime from multiple users. Shuffling allows to
achieve better privacy guarantees and, overall, it improves the standard LDP protocol with virtually no cost.

∏ Model Estimation (the bandit algorithm). As last step, the bandit algorithm queries new data to the shuffler which
replies only if the batch is full. If no data is received, the bandit algorithm does nothing. Otherwise, the bandit algorithm
receives summary statistics ZkS

t
and UkS

t
corresponding to the sum over the shuffled batch BS

kS
t

of the LDP data associated

to xr and xxT. The algorithm could behave synchronously with the batch schedule of the shuffler and update the model by
updating the design matrix ÂVkS

t
+1 and parameter Â◊kS

t
+1. However, this behavior would lead to a worse privacy/regret trade-

off than an asynchronous data-adaptive schedule. Although it is possible to achieve the same regret bound in non-private
settings with static and dynamic batch schedules, in the private case it is no more the case because of required inflation of the
confidence intervals by a factor t1/4 to deal with concentrations of private statistics. In App. 3.B.3, we provide a more formal
support to this claim.

As a consequence, we shall leverage the determinant-based condition introduced by Abbasi-Yadkori et al. (2011). Upon

receiving the data at time t, the bandit algorithm has access to the following set of private statistics
Ó

(Zi, Ui), i œ [kS
t ]

Ô
, which

is further divided into batches of various lengths. Denote by j = kA
t the bandit batch at time t with associated parameters

ÂVj , ÂBj and Â◊j computed at the beginning of the batch. Then, we denote by ÂVt the new design matrix obtained by updating

the matrix ÂVj with all the statistics received from the shuffler after tj . If det(ÂVt) Ø (1 + ÷)ÂVj , then a new batch is started and

the model is updated, i.e., Â◊j+1 = 1
L

ÂV ≠1
j+1

ÂBj+1 is computed through ridge-regression. In a LinUCB fashion, the last step for

the algorithm is to compute the size of a confidence intervals around Â◊j+1 containing the true parameter ◊ı. Contrary to the
non-private setting (Abbasi-Yadkori et al., 2011), the algorithm uses wider confidence intervals to account for the noise added
to ensure privacy. This increase is quite significant as the confidence intervals grow at a t1/4 rate compared to log(t) in the
non private setting. Refer to Lem. 21 for the explicit definition.

3.2.3 Analysis of The Shuffle Model with Fixed-Batch Shuffler

In this subsection, we provide the privacy and regret guarantees of SBLB. We first begin to describe which privacy guarantees
are attainable in the different attack scenarios outlined in the introduction. Then we show how the regret of SBLB is impacted
by the these attack models.

For sake of clarity, we recall the parameters that regulates the privacy/regret analysis of our algorithm. The first parameter
Á0 regulates the level of local differential privacy introduced by the local randomizer MLDP. However, to simplify the analysis,

we often use the alternative parameter p := 2
!

exp
1

2Á0
md(d+3)

2
+1

"≠1
derived from ‘0 (see Alg. 21). The other two parameters

(Á, ”0) controls the level of joint differential privacy that SBLB should attain.
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3.2.3.1 Privacy Analysis of SBLB

As discussed in Sec. 3.2.1, the shuffling model encompasses all the multiple scenarios in which the privacy of users can be
threatened.

a Compromised communication between the user and the shuffler. In the first and most harmful scenario, the commu-
nication between the users and the shuffler is not secured and the data can be observed by an adversary. This is the standard
LDP setting in linear contextual bandit. In this case, the use of the local randomizer MLDP guarantees that the data sent by
the user to the shuffler are Á0-LDP. That is to say the most stringent privacy guarantees in the differential privacy model.

Proposition 7 (LDP guarantee). For any Á0 > 0 and m œ N
ı, MLDP(., ., Á0, L, m) is Á0-LDP.

This particular scenario corresponds to a decentralized setting where the users do not trust the algorithm or the commu-
nication channel between them to be secure and they have to protect the privacy of their data at a individual level, that is to
say to guarantee that the data sent could have been sent by anyone else. This setting (i.e., the “pure” LDP scenario) is also
the one studied in (Zheng et al., 2020). We will show that we can recover their result when we want to guarantee the highest
level of LDP privacy. However, at the cost of sacrificing a portion of LDP level, we can obtain a better regret bound, closing
the gap with the less stringent JDP setting.

b Compromised communication between the shuffler and the bandit algorithm. In another privacy loss scenario, an
adversary can observe the same data as the bandit algorithm. Stated otherwise, the adversary has access to the output of
the shuffler. In that case, SBLB is still Á0-LDP but stronger differential privacy guarantees can be achieved thanks to privacy
amplification. In this scenario, the adversary observes the different outputs of the shuffler, that are statistics computed on a
number of different users. The question, in the differential privacy setting, is whether it is possible to know that one particular
user (i.e., user’s data) was involved in the computation of those statistics.

Tenenbaum et al. (2021) studies a weaker version of this question in the multi-armed bandit setting where an adversary
only observes the output of the shuffler for one time step, while we focus on the more challenging case where the adversary
observes all the history. Technically, this is the same difference as ensuring event-level privacy in the continual observation
model compared to a differential privacy on a single query. Note that it would be possible to obtain a better regret bound if
we consider the adversary model in (Tenenbaum et al., 2021) since a smaller level of privacy is required (see Remark 2).

The complicated aspect is to guarantee that the whole sequence of MS vectors and matrices (ZjS , UjS )MS

jS=1
is private,

and not a single output at a given time. This issue is solved by leveraging batching. Formally, we can show in this scenario
that the sequence (ZjS , UjS )jS is (Á, ”0 + ”)-DP for any ”0, ” œ (0, 1) and Á œ (0, 1).

Theorem 8. For any Á œ (0, 1), ”0, ” œ (0, 1), encoding parameter m and LDP parameter Á0 > 0, let p = 2(e2Á0/md(d+3)+1)≠1.
Then if lı, the length of a shuffler batch, satisfies lıp Ø 14 log(8mT/”0) and:

ı̂ıÙ
A

2 +

A
Álı

32d(d + 3) log(8mT/”0)


2T ln(2T/”0)

B2B2

≠ 4 Ø 1 ≠ 2p + 2

Ú
2 log(2mT/”0)

l

+

A
Álı

32d(d + 3) log(8mT/”0)


2T ln(2T/”0)

B2

,

(3.9)

the sequence (ZjS , UjS )jS is central (Á, ”0 + ”)-DP.7

The result of Thm. 8 is a consequence of the advanced composition theorem (Dwork et al., 2010a). Indeed, thanks to

shuffling, for any batch jS , the statistics (ZjS , UjS ) are
1Ô

Á(1≠p)

T 1/4 , ”0ÁÔ
T (1≠p)

2
-DP, since the batch length l is approximately

Ô
T (1≠p)

Á
. As a consequence, when composing them together we get that the central DP level of each batch is ÂO

1
Á


lı

T

2
.

Therefore by advanced composition, since we have a total number of batches MS ¥
Ô

T , the total privacy over the sequence

of (ZjS , UjS )jS is of order ÂO
1

Á


lı

T
◊


T
lı

2
that is to say of order ÂO (Á).

c Compromised Communication between the bandit algorithm and the users. Similarly to Shariff and Sheffet (2018),
in the final scenario we consider, an adversary can observe the same data coming from SBLB as the users, i.e., the stream
of estimates (Â◊kA

t
, ÂVkA

t
, —kA

t
)tœ[T ]. Recall that the bandit algorithm uses a dynamic batch schedule based on the determinant

7We provide the definition of central DP in Def. 4 in App. 3.B.2. Note that the concept of central DP is at the core for proving JDP

results, in fact thanks to Claim 7 in (Shariff and Sheffet, 2018) having a sequence (ÂVt, Bt)t is (Á, ”)-DP implies that a bandit algorithm
based on this sequence is (Á, ”)-DP.
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technique and it is asynchronous w.r.t. the shuffler. This leads to a number of bandit batches roughly of order log(T ). While
we have to guarantee privacy on a smaller number of element (log(T ) compared to

Ô
T in the shuffler), we are technically

limited by the former scenario b . As shown in Prop. 8, SBLB is (Á, ”0 + ”)-JDP w.r.t. the sequence (Â◊jA , ÂVjA , —jA )jA since
(ZjS , UjS )jS is (Á, ”0 + ”)-DP.

Proposition 8 (JDP guarantee). For any Á œ (0, 1), Á0 > 0, ”, ”0 œ (0, 1), m œ N
ı, selecting the length of a shuffler like in

Thm. 8 ensures that the sequence of (Â◊jA , ÂVjA , —jA )jA is (Á, ” + ”0)-DP. In other words SBLB is (Á, ” + ”0)-JDP.

Since we are directly leveraging advance composition, we cannot get any privacy amplification when we consider b and c

together. Scenario c is indeed the most stringent adversary model in the shuffle-model, limiting the gain in the privacy/regret
we can obtain compared to the pure LDP setting. It is however possible to achieve a better privacy/utility trade-off when
considering only scenario c (and not b ), but we believe it is a much weaker attack scenario. In both scenarios, b and

c , the objective is to ensure Joint Differential Privacy. Model c deals with the issue when attackers can submit potentially
false contexts to the bandit algorithm and observes the action recommended with the objective to learn the context/reward
of a target user. Guaranteeing that this task is difficult is the objective of Joint Differential Privacy. In this paper, we use a
deterministic bandit algorithm therefore in terms of privacy scenarios b and c are the same (thanks to the post-processing
lemma). However, one could think of using a randomized algorithm and therefore improve the privacy of the whole scheme.

Remark 1. In online learning, JDP and central-DP are not equivalent definitions. A DP constraint on the actions selected
implies that the probability of selecting any action is strictly positive thus hindering the algorithm to select the optimal action.
Indeed, as noted in (Shariff and Sheffet, 2018) (see Claim 13) any central-DP linear contextual bandit algorithm must incur
linear regret, whereas in the weaker definition of JDP it is possible to attain a sublinear regret. The fact that the computation
of the action is local is necessary to achieve a sublinear regret.

3.2.3.2 Regret Analysis of SBLB

In the previous subsection, we stated several privacy guarantees of SBLB with different attack models. We shall now show
the impact of those privacy guarantees on the regret. As mentioned, shuffling allows to regulate the level and type of privacy
desired by trading-off the regret guarantee. In SBLB, this trade-off is regulated by the parameter Á0 which has impact on all
the main elements in the privacy and regret analysis (e.g., batch size, privacy p, etc.).

The first result we provide is a validation of our algorithm. The following proposition shows that SBLB recovers the
results in (Zheng et al., 2020), providing the highest possible local DP level at the expense of the regret bound.

Corollary 1. For any Á0 > 0 and ” œ (0, 1) then choosing Á =


exp(Á0) ≠ 1 and ”0 = ” we have that SBLB is Á0-LDP and
with probability at least 1 ≠ ” is bounded by:

RT Æ ÂO
3

T 3/4
Ô

eÁ0 + 1Ô
eÁ0 ≠ 1

+
log(T ) (eÁ0 + 1)2

4
+

Ô
TÔ

eÁ0 ≠ 1

4
(3.10)

On the other hand, Cor. 2 shows that SBLB interpolates between the regret of (Zheng et al., 2020) (LDP setting studied
under scenario a ) and (Shariff and Sheffet, 2018) (JDP setting studied under scenario c ). The structure of the shuffle-model

requires to also consider scenario b that, as mentioned before, poses the highest restriction on the regret bound we can
achieve.

Corollary 2. For any Á Æ 1

27T 1/4 and ”, ”0 œ (0, 1), the choices of ÷ = 0.5, ⁄ =
Ô

T , m = 1 and Á0 = d(d+3)
2

ln
1

2

1≠Á2/3T 1/6 ≠ 1
2

ensures that with probability at least 1 ≠ ” the regret of SBLB is bounded by:

RT Æ 4T 2/3

Á1/3

1
S + d +

1

T 1/4
ÂO(1)

2
, (3.11)

where ÂO(·) hides poly-log factor (in T, ”, ”0) and polynomial factors (in d, L). In addition SBLB is (Á, ”0 + ”)-JDP and
6d2Á2/3T 1/6-LDP.

One may be confused as to the utility of this result as it shows a worse regret bound compared to the one of Theorem 7.
The improvement comes from the fact that the best known regret for LDP contextual linear bandit scales as O

!
T 3/4/

Ô
Á
"

(Han et al., 2021) (without any further assumption) whereas for LDP RL, we showed that the regret scales as O
!
T 1/2/Á

"
.

It is suspected that the difference between the two results comes from the finiteness of the state space in RL but not for the
contexte space in linear contextual bandits.

For the complete regret bound refer to the end of App. 3.B.2. This shows that the regret bound of SBLB is of order
O

!
dT 2/3

/Á1/3
"
, while being (Á, ”)-JDP and approximately (2Á2/3T 1/6, 0)-LDP. As expected, this indicates the regret bound

can be improved by sacrificing some level of LDP. However, the
Ô

T regret bound of (Shariff and Sheffet, 2018) cannot be
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recovered directly. While the search for a better upper-bound or a lower-bound is an interesting future direction, we think
it would be hard to match such JDP minimax result. Indeed, shuffling allows to interpolate between JDP (where the best
minimax bound is

Ô
T ) and LDP (where the best known upper bound is T 3/4). Since we will always have a non-zero LDP

level of privacy in the considered ESA shuffle model, we believe it is almost impossible to achieve
Ô

T regret in particular.8

Proof Sketch The proof of this theorem is presented in details in App. 3.B.2. To understand this result however we present
how we build the confidence intervals around the parameter ◊ı. As noticed in (Shariff and Sheffet, 2018), the estimator Â◊j

is the result of a ridge regression computed by a design matrix regularized by a regularizer which is a function of the time.
Therefore in order to apply Prop. 4 in (Shariff and Sheffet, 2018) we need to ensure that our estimator ÂVj of the design matrix,q

t
xt,at x|

t,at
, is unbiased and to bound with high probability the deviation with respect to the design matrix. We also need

the same type of guarantees with respect to the vector ÂBj and
q

t
rtxt,at .

Computation of our Estimators. The bandit algorithm receives the estimate (ZjS , UjS ) from the shuffler but given the
data those estimates are biased. For a couple of vector and reward, x and r, let us note MLDP(x, r) = (b, w), so that

E (bk,q | x, r) =
p

2
+ (1 ≠ p)

#
1{q<ÁrxkmË} + 1{q=ÁrxkmË}(mrxk ≠ ÁrxkmË + 1)

$

E (wk,l | x, r) =
p

2
+ (1 ≠ p)

#
1{q<ÁxlxkmË} + 1{q=ÁxlxkmË}(mxlxk ≠ ÁxlxkmË + 1)

$

for all k, l Æ d and q Æ m. Therefore, we introduce a debiased estimator for computing the estimators of SBLB, written as
follows:9

ÂVjA =

t
jAÿ

t=1

xt,at x€
t,at

2L2
+ HjA + ⁄jA Id and ÂBjA =

t
jAÿ

l=1

rlxl,al

2L
+ hjA , (3.12)

where, for all batches, HjA +⁄jA

Id is with high probability a symmetric positive definite matrix decomposed as the sum of zero
mean noise and a regularization ⁄jA , and hjA is a vector of zero mean noise. Both noises are due to the noise introduced in by

the local randomizer MLDP. In addition, as we show in App. 3.B.2 controlling the eigenvalues of the regularizer HjA + ⁄jA

Id

and the noise hjA is bounded roughly by


tjA . Therefore thanks to Prop. 4 in (Shariff and Sheffet, 2018), the following
proposition holds.

Lemma 21 (Confidence Ellipsoid). For any ” œ (0, 1), Á0 > 0, p = 2

e2Á0/(md(d+3))+1
and ⁄ > 0, we have with probability at

least 1 ≠ ” that:

’jA Æ MS , Î◊
ı ≠ Â◊jA ÎÂV ≠1

jA

Æ —jA := ‡

Û
8 log

3
2tjA

”

4
+ d log

3
3 +

tjA L2

⁄jA

4
+ S


3⁄jA

+
d
⁄jA

A
2

Û
p

1
1 ≠ p

2

2
tjA m log

3
2tjA

”

4
+

8 log(2tjA /”)

3
+

Ô
8

m

Û
tjA log

3
2tjA

”

4B (3.13)

where MS = T/lı is the number of shuffler batch and for all jA Æ MS ,

⁄jA =


8tjA ln(2tjA /”)

m
+

2


8tjA ln(2tjA /”)

(1 ≠ p)
Ô

m
+ ⁄ (3.14)

Given the definition of the confidence ellipsoid above, we can analyze the regret using a standard regret analysis for
algorithms using the optimism-in-the-face-of-uncertainty principle. For a generic set of privacy parameters Á0, Á and ”0, the
regret bound of SBLB is given in the following theorem.

Theorem 9. For any ”, ”0 œ (0, 1), Á, Á0 œ (0, 1) and T Ø 1, let p = 2(e2Á0/md(d+3) + 1)≠1then with probability at least 1 ≠ ”,
the regret of Alg. 21 is bounded by:

8Note that in multi-armed bandit (MAB), it is possible to achieve a minimax regret bound of order
Ô

T both in central DP and LDP
(Ren et al., 2020; Basu et al., 2019). We think this is an important aspect leveraged by Tenenbaum et al. (2021) for shuffling in MAB.
In addition, as already mentioned, they considered a weaker attack model.

9Note that this is an alternative but equivalent form to the one used in Alg. 12.
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• If p2(1 ≠ p) Æ 7T ≠1/2Á

64
Ô

2 ln(2T/”0)d(d+1)
:

RT Æ 2
Ô

3(S + md)T 3/4

Ô
1 ≠ p

Ú
(1 + ÷) log

1
1 +

T

d⁄

2

+
dLmÔ

⁄

Q
ca1 +

d3/2 log
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L2T
d

+ 16
Ô

T log(2T/”)
(1≠p)

23/2

log(1 + ÷)

R
db 14 log(8mT/”0)
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(3.15)

• If p2(1 ≠ p) Ø 7T ≠1/2Á

64
Ô

2 ln(2T/”0)d(d+1)
:

RT Æ 2
Ô

3(S + md)T 3/4

Ô
1 ≠ p

Ú
(1 + ÷) log

1
1 +

T

d⁄

2

+
264Ô

⁄
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2d3 log

1
8mT
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23/2

Lm

Q
ca1 +

d3/2 log
1

L2T
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Ô

T log(2T/”)
(1≠p)

23/2

log(1 + ÷)

R
db

Ô
T (1 ≠ p)

Á

(3.16)

The first term of the regret in Thm. 9 highlights the regret coming from the local privacy guarantees whereas the second
term is coming from the mismatch between the batch of the shuffler and the batch of the bandit algorithm. Indeed, when
the bandit algorithm updates its batch it means that during the last shuffler batch the determinant condition was satisfied at
some point during the shuffler batch. However, the impact on the regret during this shuffler batch can only be bounded by
the length of a shuffler batch times the maximum reward possible. But given Thm. 8 the length of a shuffler batch scales
with ÂO

!Ô
T/Á

"
. Hence the final regret scales with ÂO

!
T 3/4

/Ô
1≠p +

Ô
T/Á

"
. As a consequence, Cor. 1 and Cor. 2 are obtained

by optimizing for the highest privacy level and smaller regret bound, respectively.

Remark 2. A better regret bound can be obtained in the setting of (Tenenbaum et al., 2021), where the adversary only
observes the output of the shuffler for one time step. In particular, this allows to improve the privacy analysis and obtain a
generic regret bound of order O

!
T 3/4

/Ô
1≠p + log(T )/Á2

"
that once optimized leads to a regret bound of T 3/5/Á2/5 which is

much closer to the best JDP regret bound. However, we think this setting is less practical than the one considered in this
paper.

3.2.4 Potential Extensions

We introduced SBLB, an algorithm for linear contextual bandits that achieves a trade-off between joint and local differential
privacy. Our algorithm is a variant of batched LinUCB with dynamic schedule using a variant of the binary sum method to
achieve privacy. Thanks to an asynchronous batch schedule between shuffler and bandit algorithm, it is able to take advantage
of the privacy amplification through shuffling to reduce the gap between JDP and LDP regret bound.

An interesting question raised by our paper is whether it is possible to use a synchronous schedule between the shuffler and
the bandit algorithm, e.g., by making the shuffler batch data dependent. We believe this would require to use some private
technique (e.g., sparse vector technique by Dwork et al., 2009) to guarantee privacy at the output of the shuffler. Another
direction inspired by our paper is to gain a better understanding about the intrinsic limitations of differential privacy in linear
contextual bandits by studying lower-bounds for these settings.

3.3 Conclusion

In this chapter, we studied the problem of privacy in RL and Bandits under different aspects and showed how this constraint
impact the exploration process. Indeed, asking to an RL algorithm to satisfy Local Differential Privacy (LDP) implies that the

regret can not scale better than O
1 Ô

T
Á

2
, which can be prohibitively high for some applications. Experimentally we observe

that the impact of LDP on the regret is significant. We also showed how to bridge the gap between the two main notion of
privacy, a central and decentralized one, in linear contextual bandits. There are still many questions left unanswered by this
work. For instance, in this chapter we assumed users are not recurring, an assumption that is too restrictive in real-world
systems. This raises the question on the impact on the level of privacy of allowing recurring users. With the current tools,
this level of privacy is expected to degrade with the square root of the number of visits from a user which is not desirable for
regular users.

Local Differential Privacy requires the user to privatize their information before sending them to the bandit/RL algorithm.
Therefore, in a sense it is similar to encrypting –by injecting noise in the data sent to the algorithm– the interaction between
the users and the bandit/RL algorithm. In the next chapter, we aim to understand the potential effect of adversarial attacks
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changing the feedback from users to the bandit/RL algorithm and present an encryption-based algorithm for linear contextual
bandit that prevents the algorithm or any outside attackers to access the data from other users all while the algorithm is still
able to minimize regret (at the cost of some additional computational complexity). We also investigate the change in the
regret that adversarial attacks on contexts and rewards can have for well-known linear contextual bandit algorithms.
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Appendix

3.A Appendix for (Local) Differential Privacy in Reinforcement LearningL

3.A.1 Extended Related Work

The notion of differential privacy was introduced in (Dwork et al., 2006) and is now a standard in machine learning (e.g.,
Erlingsson et al., 2014; Dwork and Roth, 2014; Abowd, 2018). In stochastic multi-armed bandits, ‘-DP algorithms have been
extensively studied (see e.g., Mishra and Thakurta, 2015; Tossou and Dimitrakakis, 2016). Recently, (Sajed and Sheffet, 2019)
proposed an ‘-DP algorithm for stochastic multi-armed bandits that achieves the private lower-bound presented in (Shariff
and Sheffet, 2018). In contextual bandits, (Shariff and Sheffet, 2018) derived an impossibility result for learning under DP by
showing a regret lower-bound Ω(T ) for any (‘, ”)-DP algorithm. Instead, they considered the relaxed JDP setting and proposed
an optimistic algorithm with sublinear regret and ‘-JDP guarantees. Since the contextual bandit problem is an episodic RL
problem with horizon H = 1, this suggests that DP is incompatible with regret minimization in RL as well.

Recently, local differential privacy (Duchi et al., 2013) has attracted increasing interest in the bandit literature. (Gajane
et al., 2018) were the first to study LDP in stochastic MABs. (Chen et al., 2020) extended LDP to combinatorial bandits,
and (Zheng et al., 2020; Ren et al., 2020) focused on LDP for MAB and contextual bandit. Private algorithms for regret
minimization have also been investigated in multi-agent bandits (a.k.a. federated learning) in centralized and decentralized
settings (e.g., Tossou and Dimitrakakis, 2015; Dubey and Pentland, 2020a,b), and empirical approaches have been considered
in (Hannun et al., 2019; Malekzadeh et al., 2020).

In RL, (Balle et al., 2016) proposed the first private algorithm for policy evaluation with linear function approximation
that ensures privacy with respect to the change of trajectories collected off-policy. (Wang and Hegde, 2019) considered the
RL problem in continuous space, where reward information is protected. They designed a private version of Q-learning with
function approximation where privacy with respect to different reward functions is achieved by injecting noise in the value
function. (Ono and Takahashi, 2020) recently studied LDP for actor-critic methods in the context of distributed RL. None of
these works considered regret minimization under privacy constraints. Regret minimization with privacy guarantees has only
been considered in RL recently. (Vietri et al., 2020) designed a private optimistic algorithm for regret minimization with JDP.
They proposed a variation of UBEV (Dann et al., 2017) using a randomized response mechanism with parameter ‘/H to

guarantee privacy. Their algorithm PUCB achieves a regret bound ÂO(
Ô

H4SAK + SAH3(S + H)/Á) while enjoying Á-JDP.
Compared to the worst case regret of UBEV, the penalty for JDP privacy is only additive, as shown by their lower-bound of
ÂΩ

!
H

Ô
SAK + SAH/Á

"
.

3.A.2 Regret Lower Bound (Proof of Thm. 6)

Let’s consider the following MDP for a given number of states S and actions A. The initial state 0 has A actions which
deterministically lead the next state. The MDP is a tree with A children for each node and exactly S ≠ 2 states.

We denote by x1, . . . , xL the leaves of this tree. Each leaf can transition to one of the two terminal states denoted by +
and ≠, where the agent will receive reward of 1 or 0 respectively, and the agent will stay there until the end of the episode.
There exists a unique action aı and leaf xiı such that: P(+ | xiı , aı) = 1/2 + ∆ for a chosen ∆. Each other leaf transitions
with equal probability to two states + and ≠ where each has a reward of 1 and 0. All other states have a reward of 0 and
every other transition is deterministic.

Once the agent arrives at + or ≠, it stay there until the end of the episode. In addition, we assume that H Ø 2 ln(S ≠
2)/ ln(A) + 2. Let d > 0 be the depth of the tree, i.e., the depth of the tree with S ≠ 2 nodes is d ≠ 1 and nodes +,≠ are at
depth d. Then leaves x1, . . . , xL are at depth either d ≠ 1 or d ≠ 2. Without loss of generality we assume that all x1, . . . , xL

are at depth d ≠ 1, i.e., the number of leaves is L = Ad≠1 Ø (S ≠ 2)/2, stated otherwise, the tree without the nodes + and
≠ is a perfect A-ary tree. In the general case we have that L Ø (S ≠ 2)/2.

For a policy fi, the value function can be written:

V fi(0) = (H ≠ d)P(sd = +) = (H ≠ d)(1/2 + ∆P (sd≠1 = xiı , ad≠1 = aı)) (3.17)
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Figure 3.A.1: Example of an MDP described in this subsection with S = 15 and A = 3

Thus the regret can be written as:

R(K, I) = (H ≠ d)∆
1

K ≠
Kÿ

k=1

P (sk,d≠1 = xiı , ak,d≠1 = aı)

¸ ˚˙ ˝
:=E(T (K,I))

2
(3.18)

where I = (xiı , aı) is the optimal state action pair and we define T (K, I) as:

T (K, I) =

Kÿ

k=1

1{sk,d≠1=xiı ,ak,d≠1=aı}. (3.19)

T (K, I) is a function of the history observed by the algorithm. Since we consider the LDP setting, this history can be written
as:

M(HK) = {M(Xl) | l Æ K} (3.20)

where Xl = {(sl,h, al,h, rl,h) | h Æ H} is the trajectory observed by the user for episode l and M is a privacy mechanism
which maintains Á-LDP. Thus T (K, I) is a function of M(HK). By Lem. A.1 in (Auer et al., 2002b):

E(T (K, I)) Æ E0(T (K, I)) + K

Ú
KL

1
P0(M(HK)) || P(M(HK))

2
(3.21)

where E0 is the expectation when ∆ = 0. However, because T (K, I) can be seen as a function on the history only, we can
use Exercise 14.4 in (Lattimore and Szepesvári, 2020) which states that for any random variable Y : Ω æ [a, b] with (Ω, F) a
measurable space, a < b and two distributions P and Q on F , then:

----
⁄

wœΩ

Y (w)dP (w) ≠
⁄

wœΩ

Y (w)dQ(w)

---- Æ (b ≠ a)

Ú
KL(P ||Q)

2
(3.22)

In our case the random variable Y is the combination of T (K, I) and the privacy mechanism M so we have:

E(T (K, I)) Æ E0(T (K, I)) + K

Ú
KL

1
P0(HK) || P(HK)

2
(3.23)

Putting together Eq. (3.21) and (3.23), we get:

E(T (K, I)) Æ E0(T (K, I)) + K min

I Ú
KL

1
P0(M(HK)) || P(M(HK))

2

¸ ˚˙ ˝
1�

,

Ú
KL

1
P0(HK) || P(HK)

2

¸ ˚˙ ˝
2�

J

(3.24)

Bounding 1�. Now we bound the KL-divergence between the two measures for the history. Using the chain rule we have:

KL (P0(M(HK)) || P(M(HK))) =

Kÿ

k=1

EHk≠1≥P0 (KL (P0(·|M(Hk≠1)) || P(·|M(Hk≠1)))) (3.25)
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But because M is an Á-LDP mechanism, Thm. 1 in (Duchi et al., 2013) ensures that:

KL (P0(·|M(Hk≠1)) || P(·|M(Hk≠1))) Æ 4(exp(Á) ≠ 1)2KL (P0(·|Hk≠1) || P(·|Hk≠1)) (3.26)

Additionally, the KL-divergence can be written as:

KL (P0(·|Hk≠1) || P(·|Hk≠1)) =

Hÿ

h=1

EXk≥P0

3
ln

3
P0(sk,h, ak,h, rk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1)

P(sk,h, ak,h, rk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1)

44
(3.27)

where Xk = {(sk,h, ak,h, rk,h) | h Æ H} is a trajectory sampled from the MDP with the transitions distributed according to
P0 and for each step h, sk,h is a state, ak,h an action and rk,h the reward associated with (sk,h, ak,h).

Therefore for a step h Ø 1,

ln (P0(sk,h, ak,h, rk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1)) = ln (P0(sk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1))

+ ln (P0(ak,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1, sk,h))

+ ln (P0(rk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1, sk,h, ak,h))

By the Markov property of the environment:

ln (P0(sk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1)) = ln (P0(sk,h | sk,h≠1, ak,h≠1)) (3.28)

Also, since the reward only depends on the current state-action pair:

ln (P0(rk,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1, sk,h, ak,h)) = ln (P0(rk,h | sk,h, ak,h)) . (3.29)

The same results holds for P, thus:

KL (P0(·|Hk≠1) || P(·|Hk≠1)) =

Hÿ

h=1

EXk≥P0

A
ln

3
P0(sk,h | sk,h≠1, ak,h≠1)

P(sk,h | sk,h≠1, ak,h≠1)

4

+ ln

3
P0(ak,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1, sk,h)

P(ak,h | Hk≠1, (sk,j , ak,j , rk,j)jÆh≠1, sk,h)

4
+ ln

3
P0(rk,h | sk,h, ak,h)

P(rk,h | sk,h, ak,h)

4 B (3.30)

But for P and P0 the rewards are distributed accordingly to the same distribution hence ln
1

P0(rk,h|sk,h,ak,h)

P(rk,h|sk,h,ak,h)

2
= 0 for each h Æ

H. The action taken at each step depends only the history of data and the current state, thus ln
1

P0(ak,h|Hk≠1,(sk,j ,ak,j ,rk,j )jÆh≠1)

P(ak,h|Hk≠1,(sk,j ,ak,j ,rk,j )jÆh≠1)

2
=

0. Lastly, transition dynamics between P and P0 only differ when at step d≠1 thus for all h ”= d≠1, ln
1

P0(sk,h|sk,h≠1,ak,h≠1)

P0(sk,h|sk,h≠1,ak,h≠1)

2
=

0. Overall, we get:

KL (P0(·|Hk≠1) || P(·|Hk≠1)) =

Lÿ

l=1

Aÿ

a=1

ÿ

jœ{≠,+}

EXk≥P0

A
ln

3
P0(j | xl, a)

P(j | xl, a)

4
1Ósk,d≠1=xl,

ak,d≠1=a,

sk,d=j

Ô
B

Finally, for j œ {≠, +}, xl ”= xiı and a ”= aı, P(j | xl, a) = P0(j | xl, a). Hence,

KL (P0(·|Hk≠1) || P(·|Hk≠1)) =
1

2
ln

1
1

1 ≠ 4∆2

2
EXk≥P0

!
1{sk,d≠1=xiı ,ak,d≠1=aı}

"
(3.31)

where we have used P(+ | xiı , aı) = 1
2

+ ∆, P0(+ | xiı , aı) = 1
2
, P(≠ | xiı , aı) = 1

2
≠ ∆ and P0(≠ | xiı , aı) = 1

2
.

Therefore combining (3.26) and (3.31) and summing over the episodes, we get:

KL
1
P0(M(HK)) || P(M(HK))

2
Æ 2(eÁ ≠ 1)2 ln

1
1

1 ≠ 4∆2

2 Kÿ

k=1

P0 (sk,d≠1 = xiı , ak,d≠1 = aı)

= 2(eÁ ≠ 1)2 ln
1

1

1 ≠ 4∆2

2
E0(T (K, I))

(3.32)
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Bounding 2�. Using again the chain rule of the KL-divergence, we have that:

KL (P0(HK) || P(HK)) =

Kÿ

k=1

EHk≠1≥P0 (KL (P0(·|Hk≠1) || P(·|Hk≠1))) (3.33)

Therefore, using Eq. (3.31), we have:

KL (P0(HK) || P(HK)) =

Kÿ

k=1

EHk≠1≥P0

Q
a1

2
ln

1
1

1 ≠ 4∆2

2
EXk≥P0

Q
a1Ó

sk,d≠1=xiı ,

ak,d≠1=aı

Ô
R
b

R
b

=
1

2
ln

1
1

1 ≠ 4∆2

2
E0(T (K, I))

(3.34)

Finishing the proof. Hence using Eq. (3.32) and Eq. (3.34) in Eq. (3.24):

E(T (K, I)) Æ E0(T (K, I)) + K min

;Ô
2(eÁ ≠ 1),

1Ô
2

< Ú
E0(T (K, I)) ln

1
1

1 ≠ 4∆2

2
(3.35)

Now, let’s assume that I = (xiı , aı) is distributed uniformly over {x1, . . . , xL} ◊ [A]. That is to say, that the leaf iı ≥ U([L])
and given the realization of iı, aı is drawn uniformly in the action set of node xiı i.e., aı ≥ U([A]). We denote the expectation
over the random variable (xiı , aı) by EI . It then holds that:

EIE0(T (K, I)) = E0

Kÿ

k=1

Lÿ

l=1

Aÿ

a=1

1

LA
1{sk,d≠1=s,ak,d≠1=a} =

K

LA
(3.36)

Therefore thanks to Jensen’s inequality the regret is lower-bounded by:

EIR(K, I) Ø (H ≠ d)∆K

A
1 ≠ 1

LA
≠ min

;Ô
2(eÁ ≠ 1),

1Ô
2

< Û
K

LA
ln

3
1 +

4∆2

1 ≠ 4∆2

4B
(3.37)

Therefore for LA Ø 2, K Ø LA
min{8(eÁ≠1),4}2 and choosing ∆ =


LA
K

◊ 1

16
Ô

2 min{(eÁ≠1), 1
2 }

we get that:

min

;Ô
2(exp(Á) ≠ 1),

1Ô
2

< Û
K

LA
ln

3
1 +

4∆2

1 ≠ 4∆2

4
Æ 1

4

Hence:

max
Iœ{x1,...,xL}◊[A]

R(K, I) Ø EIR(K, I) Ø (H ≠ d)
Ô

KLA

64 min
)

(exp(Á) ≠ 1), 1
2

* (3.38)

And because I is a finite random variable there exist Iı such that maxIœ{x1,...,xL}◊[A] R(K, I) = R(K, Iı).

R(K, Iı) Ø (H ≠ d)
Ô

KLA

64 min
)

(exp(Á) ≠ 1), 1
2

* (3.39)

Thus we have that there exists an MDP such that its frequentist regret is Ω

1
H

Ô
SAK

min{1,exp(Á)≠1}

2
.

3.A.3 Concentration under Local Differential Privacy (Proof of Prop. 6):

In this subsection, we proceed with the proof of Prop. 6 (recalled below).

Proposition. For any Á0 > 0, ”0 Ø 0, ” > 0, – > 1 and episode k, using mechanism M satisfying Asm. 11, then with
probability at least 1 ≠ 2”, for any (s, a) œ S ◊ A

|r(s, a) ≠ Ârk(s, a)| Æ —
r
k(s, a) =

Û
2 ln

!
4fi2SAHk3

3”

"

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

+
(– + 1)ck,2(Á0, ”0, ”) + ck,1(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

Îp(·|s, a) ≠ Âpk(·|s, a)Î1 Æ —
p
k(s, a) =

Û
14S ln

!
4fi2SAHk3

3”

"

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+
Sck,4(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+

(– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)
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Proof. On the event that all inequalities of Def. 11 holds, we have:

----
ÂRk(s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

≠ Rk(s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

---- Æ ck,1(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

(3.40)

since ÂNr
k (s, a) + –ck,2(Á0, ”0, ”) > Nk

k (s, a) Ø 0 with – > 1. But, we also have that with probability 1 ≠ ”:

-----
Rk(s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

≠ r(s, a)

----- Æ
-----r(s, a)

3
Nr

k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

≠ 1

4 ----- (3.41)

+

-----
Nr

k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

◊
3

Rk(s, a)

Nr
k (s, a)

≠ r(s, a)

4

¸ ˚˙ ˝
:=rk(s,a)≠r(s,a)

-----

Æ Nr
k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

L(”)
Nr

k (s, a)
+ r(s, a)

----1 ≠ Nr
k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

---- (3.42)

Æ
L(”)


Nr

k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

+
(– + 1)ck,2(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

(3.43)

where the second inequality follows from Chernoff-Hoeffding bound on the empirical non-private rewards with
L(”) =


2 ln(4fi2SAHk3/3”), and we use Def. 11 for the last. Furthermore:

L(”)


Nr
k (s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

Æ
L(”)

Ò
ÂNr

k (s, a) + ck,2(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

Æ L(”)Ò
ÂNr

k (s, a) + –ck,2(Á0, ”0, ”)

(3.44)

Therefore combining Eq. (3.40), (3.43) and (3.44), we have:

----
ÂRk(s, a)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

≠ r(s, a)

---- Æ ck,1(Á0, ”0, ”) + (– + 1)ck,2(Á0, ”0, ”)

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

+
L(”)Ò

ÂNr
k (s, a) + –ck,2(Á0, ”0, ”)

thus proving the first statement of the proposition. Now, we bound the deviation between the private estimate Âpk and the
true transition dynamics p. First, because – > 1, we have that

q
sÕ ÂNp

k (s, a, sÕ) + –ck,3(Á0, ”0, ”) Ø
q

sÕ Np
k (s, a, sÕ) + (– ≠

1)ck,3(Á0, ”0, ”) > 0. We start by decomposing the error as

ÿ

sÕœS

--Âp(sÕ|s, a) ≠ p(sÕ|s, a)
-- =

ÿ

sÕœS

-----
ÂNp

k (s, a, sÕ)q
sÕ ÂNp

k (s, a, sÕ) + –ck,3(Á0, ”0, ”)
≠ p(sÕ|s, a)

-----

Æ
ÿ

sÕœS

-----
Np

k (s, a, sÕ)q
sÕ ÂNp

k (s, a, sÕ) + –ck,3(Á0, ”0, ”)
≠ p(sÕ | s, a)

-----
¸ ˚˙ ˝

1�

+
ÿ

sÕœS

-----
ÂNp

k (s, a, sÕ) ≠ Np
k (s, a, sÕ)q

sÕ ÂNp
k (s, a, sÕ) + –ck,3(Á0, ”0, ”)

-----
¸ ˚˙ ˝

2�

(3.45)
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Recall that
q

sÕ ÂNp
k (s, a, sÕ) = ÂNp

k (s, a) and
q

sÕ Np
k (s, a, sÕ) = Np

k (s, a) and define pk(·|s, a) =
N

p
k

(s,a,·)

N
p
k

(s,a)
. Therefore:

1� =
ÿ

sÕœS

----
Np

k (s, a, sÕ)

Np
k (s, a)

Np
k (s, a)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

≠ p(sÕ | s, a)

----

=
ÿ

sÕ

-----

1
N

p
k

(s,a,sÕ)

N
p
k

(s,a)
≠ p(sÕ|s, a)

2
Np

k (s, a)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)¸ ˚˙ ˝

>0

+p(sÕ|s, a)

3
Np

k (s, a)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

≠ 1

4 -----

Æ
ÿ

sÕ

3
p(sÕ|s, a)

(– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

4
+

Np
k (s, a)Îpk(·|s, a) ≠ p(·|s, a)Î1

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

(a)

Æ (– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+
Np

k (s, a)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

L(”)
Np

k (s, a)

Æ (– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+
L(”)Ò

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

where L(”) =


14S ln(4fi2SAHk3/3”) and inequality (a) follows from the Weissman inequality (Weissman et al., 2003),
and we have again used the fact that the inequalities in Def. 11 hold.

In addition,we have:

2� Æ
ÿ

sÕœS

|ck,4(Á0, ”0, ”)|

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

=
Sck,4(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

(3.46)

Hence putting together Eq. (3.46) and Eq. (3.46), we have:

ÿ

sÕœS

----
ÂNp

k (s, a, sÕ)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

≠ p(sÕ | s, a)

---- Æ Sck,4(Á0, ”0, ”) + (– + 1)ck,3(Á0, ”0, ”)

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

+
L(”)Ò

ÂNp
k (s, a) + –ck,3(Á0, ”0, ”)

(3.47)

3.A.4 Regret Upper Bound (Proof of Thm. 7)

In this subsection, we prove Thm 7, which we recall below.

Theorem. For any privacy mechanism M satisfying Asm. 11 with Á > 0, ”0 Ø 0, and for any ” > 0 the regret of LDP-OBI
is bounded with probability at least 1 ≠ ” by:

∆(K) Æ Õ

A
HS

Ô
AT¸ ˚˙ ˝

∂

+SAH2cK,3

1
Á, ”0,

3”

2fi2K2

2
+ H2S2AcK,4

1
Á, ”0,

3”

2fi2K2

2

+SAHcK,2

1
Á, ”0,

3”

2fi2K2

2
+ SAHcK,1

1
Á, ”0,

3”

2fi2K2

2 B (3.48)

The combination of M and LDP-OBI is also (Á, ”0)-LDP.
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Good Event: Before proceeding the proof of the regret we define a good event under which all concentration inequalities
holds with probability at least 1 ≠ ”. First, we define the event that all inequalities from Def. 11 holds. Let:

L1,k =
‹

s,a

Ó--- ÂRk(s, a) ≠ Rk(s, a)
--- Æ ck,1(Á0, ”0, 3”/2k2

fi
2)

Ô

L2,k =
‹

s,a

Ó--- ÂNr
k (s, a) ≠ Nr

k (s, a)

--- Æ ck,2(Á0, ”0, 3”/2k2
fi

2)
Ô

L3,k =
‹

s,a

I-----
ÿ

sÕ

Np
k (s, a, sÕ) ≠

ÿ

s‘

ÂNp
k (s, a, sÕ)

----- Æ ck,3(Á0, ”0, 3”/2k2
fi

2)

J

L4,k =
‹

s,a,sÕ

Ó---Np
k (s, a, sÕ) ≠ ÂNp

k (s, a, sÕ)
--- Æ ck,4(Á0, ”0, 3”/2k2

fi
2)

Ô

then thanks to Def. 11 we have :

P

A
+Œ€

k=1

Lc
1,k fi Lc

2,k fi Lc
3,k fi Lc

4,k

B
Æ

+Œÿ

k=1

3”

fi2k2
=

”

4
(3.49)

In addition, for all k œ N
ı, we can define rk(s, a) = Rk(s, a)/Nr

k (s, a) and pk = Np
k (s, a, sÕ)/

q
sÕ Np

k (s, a, sÕ) as the
empirical reward and transition probability computed with the non-private counters. Note that in this case Nk(s, a) :=

Nr
k (s, a) =

q
sÕ Np

k (s, a, sÕ). We also define —
r

k(”, s, a) =
Ò

2 ln(1/”)
Nk(s,a)

and —
p

k(”, s, a) =
Ò

14S log(1/”)
Nk(s,a)

. as the size of the

confidence intervals using Hoeffding and Weissman inequalities. Thus, we get:

P

A
+Œ€

k=1

€

s,a

|rk(s, a) ≠ r(s, a)| Ø —
r

k(3”/4fi
2SAHk3, s, a)

B

Æ
+Œÿ

k=1

ÿ

s,a

P

3
|rk(s, a) ≠ r(s, a)| Ø

Ú
2 ln(4fi3SAHk3/3”)

Nk(s, a)

4

Æ
+Œÿ

k=1

ÿ

s,a

kHÿ

n=0

P

A
|rk(s, a) ≠ r(s, a)| Ø

Ú
2 ln(4fi2SAHk3/3”)

n

B
Æ

+Œÿ

k=1

ÿ

s,a

kHÿ

n=0

3”

4fi2SHAk3
Æ ”

8

A similar result holds for the transition dynamics, i.e.,:

P

A
+Œ€

k=1

€

s,a

||pk(·|s, a) ≠ p(·|s, a)||1 Ø —
p

k(3”/4fi
2SAHk3, s, a)

B
Æ ”

8
(3.50)

Thus we can define the good event Gk by:

Gk =

k≠1‹

l=1

4‹

i=1

Li,l fl
‹

s,a

)
|rl(s, a) ≠ r(s, a)| Æ —

r

l (3”/(4fi
2SAHl3), s, a)

*

fl
)

||pk(·|s, a) ≠ p(·|s, a)||1 Æ —
p

k(3”/(4fi
2SAHl3), s, a)

*

Then P
!u+Œ

k=1
Gk

"
Ø 1 ≠ ”/2 and Gk µ ‡(Hk) (i.e., the history before episode k).

Optimism: For each episode k, the value function Vk,1 computed by LDP-OBI is optimistic, that is to say: Vk,h(s) Ø V ı
h (s)

for any h and state s. We sum up this with the following lemma:

Lemma 22. For any episode k œ [k], the value function Vk,1 computed by running Alg. 11 is such that with probability 1 ≠ ”:

’s œ S, h œ [1, H] Vk,h(s) Ø V ı
h (s) (3.51)

Proof. Fix an episode k then we proceed by backward induction conditioned on the event Gk:

• For h = H, we have for any state s and action a:

Vk,H(s) Ø Qk,H(s, a) Ø Ârk(s, a) + —
r
k(s, a) Ø r(s, a) thanks to Prop. 6 (3.52)
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• For h < H when the property is true for h + 1, we get for any state-action (s, a):

Vk,h(s) Ø Qk,h(s, a) = Ârk(s, a) + —
r
k(s, a) + Âpk(·|s, a)|Vk,h+1 + H—

p
k(s, a) (3.53)

Ø r(s, a) + p(·|s, a)|Vk,h+1 Ø Qı
h(s, a) (3.54)

where we used the fact that Î(Âpk(·|s, a) ≠ p(·|s, a))|Vk,h+1Î Æ Î‚pk(·|s, a) ≠ p(·|s, a)Î1ÎVk,h+1ÎŒ Æ H—
p
k(s, a) and the

inductive hypothesis.

Regret Decomposition: We are now ready to analyze the regret of LDP-OBI. Consider an episode k, then, conditioned
on Gk:

V ı
1 (sk,1) ≠ V

fik
1 (sk,1) Æ Vk,1(sk,1) ≠ V

fik
1 (sk,1) Æ Ârk(sk,1, ak,1) + —

r
k(sk,1, ak,1) ≠ r(sk,1, ak,1)

+Âpk(·|s, a)|Vk,2 ≠ p(·|s, a)|V
fik

2 + H—
p
k(sk,1, ak,1)

where the last inequality follows from recursively applying the same technique. Then, observe that (÷k,h)k,h is a Martingale
Difference Sequence with respect to the history before episode k and thanks to Azuma-Hoeffding inequality we have that with
probability at least 1 ≠ ”/2,

qK

k=1

qH≠1

h=1
÷k,h Æ 2H


KH ln(2/”). Therefore, we have with probability at least 1 ≠ ”:

R(LDP-OBI, K) Æ 2

Kÿ

k=1

Hÿ

h=1

—
r
k(sk,h, ak,h) + H—

p
k(sk,h, ak,h) + 2H


T ln(2/”)¸ ˚˙ ˝

MDS error term

(3.55)

Let ‹k(s, a) =
qH

h=1
1{sk,h=s,ak,h=a}. Then summing over the reward bonus and using the fact that – > 1, we get:

Kÿ

k=1

Hÿ

h=1

—
r
k(sk,h, ak,h) =

ÿ

s,a,k

‹k(s, a)Lk,rÒ
ÂNr

k (s, a) + –ck,2

!
Á0, ”0, 3”

2fi2k2

"

+
ÿ

s,a,k

‹k(s, a)(– + 1)ck,2

!
Á0, ”0, 3”

2fi2k2

"

–ck,2

!
Á0, ”0, 3”

2fi2k2

"
+ ÂNr

k (s, a)

+
ÿ

s,a,k

‹k(s, a)ck,1

!
Á0, ”0, 3”

2fi2k2

"

–ck,2

!
Á0, ”0, 3”

2fi2k2

"
+ ÂNr

k (s, a)

(3.56)

where Lk,r =

Ò
2 ln

!
4fi2SAHk3

3”

"
. Then, using that ÂNr

k (s, a) + ck,2

!
Á0, ”0, 3”

2fi2k2

"
Ø Nk(s, a) on the good event from Gk:

(3.56) Æ
ÿ

s,a,k

‹k(s, a)Lk,rÒ
Nk(s, a) + (– ≠ 1)ck,2

!
Á0, ”0, 3”

2fi2k2

" +
‹k(s, a)(– + 1)ck,2

!
Á0, ”0, 3”

2fi2k2

"

(– ≠ 1)ck,2

!
Á0, ”0, 3”

2fi2k2

"
+ Nk(s, a)

+
ÿ

s,a,k

‹k(s, a)ck,1

!
Á0, ”0, 3”

2fi2k2

"

(– ≠ 1)ck,2

!
Á0, ”0, 3”

2fi2k2

"
+ Nk(s, a)

(3.57)

But because ck,2 is non-decreasing in k, we have that,

(3.57) Æ
1

(– + 1)cK,2

1
Á0, ”0,

3”

2fi2K2

2
+ cK,1

1
Á0, ”0,

3”

2fi2K2

22 ÿ

k,s,a

‹k(s, a)

Nk(s, a)

+
ÿ

s,a,k

‹k(s, a)LK,r
Nk(s, a)

(3.58)

Which can be rewritten as:

(3.58) Æ 2
1

(– + 1)cK,2

1
Á0, ”0,

3”

2fi2K2

2
+ cK,1

1
Á0, ”0,

3”

2fi2K2

22
SA(ln(2T SA) + H)

+


6 ln (14SAT/”)
!Ô

2SAT + HSA
" (3.59)
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where the last inequality comes from Lem. 19 in (Jaksch et al., 2010a). For the sum of the bonus on the transition dynamics
we have that:

Kÿ

k=1

Hÿ

h=1

H—
p
k(sk,h, ak,h) =

ÿ

s,a,k

H‹k(s, a)Lk,pÒ
ÂNp

k (s, a) + –ck,3

!
Á0, ”0, 3”

2fi2k2

"

+
ÿ

s,a,k

HS‹k(s, a)ck,4

!
Á0, ”0, 3”

2fi2k2

"

–ck,3

!
Á0, ”0, 3”

2fi2k2

"
+ ÂNp

k (s, a)

+
ÿ

s,a,k

H‹k(s, a)(– + 1)ck,3

!
Á0, ”0, 3”

2fi2k2

"

–ck,3

!
Á0, ”0, 3”

2fi2k2

"
+ ÂNp

k (s, a)

(3.60)

where Lk,p =

Ò
14S ln

!
4fi2SAHk3

3”

"
. Then similarly to the reasonning used to bound Eq. (3.56), we have:

(3.60) Æ
ÿ

s,a,k

H‹k(s, a)Lk,pÒ
Nk(s, a) + (– ≠ 1)ck,3

!
Á0, ”0, 3”

2fi2k2

" +
ÿ

s,a,k

H‹k(s, a)(– + 1)ck,3

!
Á0, ”0, 3”

2fi2k2

"

(– ≠ 1)ck,3

!
Á0, ”0, 3”

2fi2k2

"
+ Nk(s, a)

+
ÿ

k,s,a

HSck,4

!
Á0, ”0, 3”

2fi2k2

"

(– ≠ 1)ck,3

!
Á0, ”0, 3”

2fi2k2

"
+ Nk(s, a)

Æ +
1

(– + 1)cK,3

1
Á0, ”0,

3”

2fi2K2

2
+ ScK,4

1
Á0, ”0,

3”

2fi2K2

22 ÿ

k,s,a

H‹k(s, a)

Nk(s, a)

ÿ

s,a,k

H‹k(s, a)LK,p
Nk(s, a)

Æ 2SAH
1

(– + 1)cK,3

1
Á0, ”0,

3”

2fi2K2

2
+ ScK,4

1
Á0, ”0,

3”

2fi2K2

22
(ln(2T SA) + H)

+ H


46S ln (14SAT/”)
!Ô

2SAT + HSA
"

where the last inequality comes from (Jaksch et al., 2010a, Lem. 19) and (Fruit et al., 2020, Lem. 8). Hence putting
everything together, we get that with probability 1 ≠ ”:

R(LDP-OBI, K) Æ H


46S ln(14SAT/”)(
Ô

2SAT + HSA) +


6 ln(14SAT/”)(
Ô

2SAT + HSA)

+2SAH
1

(– + 1)cK,3

1
Á0, ”0,

3”

2fi2K2

2
+ ScK,4

1
Á0, ”0,

3”

2fi2K2

22
(ln(2T SA) + H)

+2
1

(– + 1)cK,2

1
Á0, ”0,

3”

2fi2K2

2
+ cK,1

1
Á0, ”0,

3”

2fi2K2

22
SA(ln(2T SA) + H) + 2H


T ln(2/”)

In addition, because LDP-OBI has only access to the privatized data, that is to say it only uses the output of
M({(sk,h, ak,h, rk,h)hÆH}) for each episode k, the LDP constraint is satsified as long as the privacy mechanism M satisfies
Def. 3.

Note: the proof of this regret upper-bound relies on concentration inequalities more generally used in the average reward
regret minimization setting. Stated otherwise, we directly study the error between the estimated model and the true model,
i.e., |Ârk ≠ r| and ||Âpk(. | s, a) ≠ p(. | s, a)||1 for each s, a. In the non-private setting, it is possible to get a more refined regret
using more precise concentration inequalities, mainly Bernstein inequality and other tools introduced in (Azar et al., 2017a).
However, in the private setting, using such results only leads to a gain in lower order terms and terms independent of Á while
the technical derivations are much more intricate.

3.A.5 The Laplace Mechanism for Local Differential Privacy

In this appendix, we show how the well-known Laplace mechanism (Dwork et al., 2006) can be used with LDP-OBI to ensure
LDP and a sublinear regret.
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Algorithm 13: Laplace mechanism for LDP

Input: Trajectory: X = {(sh, ah, rh) | h Æ H}, Privacy Parameter: Á0

Draw (Yi,X(s, a))(s,a)œS◊A,iÆ2 i.i.d Lap(1/Á0) and (ZX(s, a, sÕ))(s,a,sÕ)œS◊A◊S i.i.d Lap(1/Á0) and independent
from Yi,X for i œ {1, 2}

for (s, a) œ S ◊ A do
ÂRX(s, a) =

qH

h=1
rh1{sh,ah=s,a} + Y1,X(s, a)

ÂNr
X(s, a) =

qH

h=1
1{sh,ah=s,a} + Y2,X(s, a)

for sÕ œ S do

ÂNp
X(s, a, sÕ) =

H≠1q
h=1

1{sh,ah,sh+1=s,a,sÕ} + ZX(s, a, sÕ)

Output: ( ÂRX , ÂNr
X , ÂNp

X) œ R
S◊A ◊ R

S◊A ◊ R
S◊A◊S

3.A.5.1 The Laplace mechanism (Alg. 13) satisfies local differential privacy (Asm. 11)

We first prove Thm. 10 which states that using Alg. 13 with parameter Á0 = Á/6H guarantees (Á, ”)-LDP.

Theorem 10. For any Á > 0, the Laplace mechanism described by Alg. 13 with parameter Á0 = Á/6H is (Á, 0)-LDP (and thus
(Á, ”0)-LDP for every ”0 Ø 0).

Formally, we need to show that, for any two trajectories X and X Õ and tuple (r, n, nÕ), the following inequality holds

P

1
M(X) = (r, n, nÕ)

2
Æ eÁ

P

1
M(X Õ) = (r, n, nÕ)

2
+ ” (3.61)

where r, n, nÕ are vectors of dimension SA, SA and S2A, respectively. See the LDP definition in Def. 3.

Proof of Thm. 10. Let’s consider two trajectories X = {(sh, ah, rh) | h Æ H} and X Õ = {(sÕ
h, aÕ

h, rÕ
h) | h Æ H}. We

denote the output of the private randomizer M by M(X) = ( ÂRX , ÂNr
X , ÂNp

X) and M(X Õ) = ( ÂRXÕ , ÂNr
XÕ , ÂNp

XÕ ). Recall that
ÂRX(s, a) :=

qH

h=1
rh1{sh=s,ah=a}+Y1,X(s, a) where (Y1,X(s, a))(s,a)œS◊A are independent Laplace variables with parameter

Á/(6H). Consider a vector r œ R
S◊A, then:

P

1
’(s, a), ÂRX(s, a) = rs,a | X

2

P

1
’(s, a), ÂRXÕ (s, a) = rs,a | X Õ

2 =
Ÿ

s,a

P
!
Y1,X(s, a) =

qH

h=1
rh1{sh=s,ah=a} ≠ rs,a | X

"

P

1
Y1,XÕ (s, a) =

qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a} ≠ rs,a | X Õ
2 (3.62)

since the Laplace distribution is symmetric. But Y1,X(s, a) and Y1,XÕ (s, a) are independent random variables for any state-
action pair. Thus:

Ÿ

s,a

P

Q
aY1,X(s, a) =

qH

h=1
rh1

Ó
sh=s,
ah=a

Ô ≠ rs,a | X

R
b

P

Q
aY1,XÕ (s, a) =

qH

h=1
rÕ

h1
Ó

sÕ
h

=s,

aÕ
h

=a

Ô ≠ rs,a | X Õ

R
b

=
Ÿ

s,a

e

Q
aÁ0

------
qH

h=1
(rh1

Ó
sh=s,
ah=a

Ô≠rs,a

------

R
b

e

Q
aÁ0

------
qH

h=1
(rÕ

h
1Ó

sÕ
h

=s,

aÕ
h

=a

Ô≠rs,a

------

R
b

Æ exp

A
Á0

ÿ

s,a

-----
Hÿ

h=1

(rh1{sh=s,ah=a} ≠ rÕ
h1{sÕ

h
=s,aÕ

h
=a})

-----

B

Æ exp

A
Á0

ÿ

s,a,h

(|rh|1{sh=s,ah=a} + |rÕ
h|1{sÕ

h
=s,aÕ

h
=a})

B

= exp

A
Á0

ÿ

h

(|rh| + |rÕ
h|)

B
Æ exp (2HÁ0) = exp

1
Á

3

2

(3.63)

where we used the definition of the Laplace distribution, x ‘æ 1
2b

exp(|x|/b). Let n œ R
S◊A and nÕ œ R

S◊A◊S . Similarly,

since ÂNr
X(s, a) =

qH

h=1
1{sh=s,ah=a} + Y2,X(s, a) and ÂNp

X(s, a, sÕ) =
qH≠1

h=1
1{sh=s,ah=a,sh+1=sÕ} + ZX(s, a, sÕ), we have:

P

1
’(s, a), ÂNr

X(s, a) = ns,a | X
2

P

1
’(s, a), ÂNr

XÕ (s, a) = ns,a | X Õ
2 Æ exp

1
Á

3

2
(3.64)
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and:

P

1
’(s, a, sÕ), ÂNp

X(s, a, sÕ) = nÕ
s,a,sÕ | X

2

P

1
’(s, a, sÕ), ÂNp

XÕ (s, a, sÕ) = nÕ
s,a,sÕ | X Õ

2 Æ exp
1

Á

3

2
(3.65)

Then because (Yi,X(s, a))iÆ2,(s,a)œS◊A, (ZX(s, a, sÕ))(s,a,sÕ)œS◊A◊S are independent it holds that:

P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = nÕ | X

2
= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2

Thus for any (r, n, nÕ) œ R
S◊A ◊ R

S◊A ◊ R
S◊A◊S and any two trajectories X and X Õ:

P

1
M(X) = (r, n, nÕ) | X

2
= P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = nÕ | X

2
(3.66)

= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2

(3.67)

where we use the convention that ÂRX = r implies that ÂRX(s, a) = rx,a, and similarly for ÂNr
X = n, ÂNp

X = nÕ. Therefore using
inequalities (3.63), (3.64) and (3.65) in (3.66), we have:

P

1
M(X) = (r, n, nÕ) | X

2
= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2

Æ exp(Á)P
1

ÂRXÕ = r | X Õ
2
P

1
ÂNr

XÕ = n | X Õ
2
P

1
ÂNp

XÕ = nÕ | X Õ
2

= exp(Á)P
1

ÂRXÕ = r, ÂNr
XÕ = n, ÂNp

XÕ = nÕ | X Õ
2

= exp(Á)P
!
M(X Õ) = (r, n, nÕ) | X Õ"

This concludes the proof.

Now that we shown the Laplace mechanism ensures LDP with the reight parameter, let’s show that the latter satisfies
Asm. 11 by showing the following proposition:

Proposition 9. For any Á > 0, the Laplace mechnism, Alg. 13, with parameter Á0 = Á/(6H) satisfies Def. 11 for any ” > 0
and k œ N with ck,1(Á, ”) = ck,2(Á, ”), ck,3(Á, ”) =

Ô
Sck,4(Á, ”) and:

ck,1(Á, ”) = max
ÓÔ

k, ln
1

6SA

”

2Ô
Ò

8 ln
!

6SA
”

"

Á/6H
,

ck,3(Á, ”) = max

;Ô
kS, ln

3
6S2A

”

4< Ò
8 ln

!
6S2A

”

"

Á/6H

Before proving Prop. 9 we state the following concentration inequality for the sum of Laplace variables.

Proposition 10. (Dwork and Roth, 2014, Cor. 12.3) Let Y1, . . . , Yk be independent Lap(b) random variables with b > 0 and

” œ (0, 1) then for any ‹ > b max
ÓÔ

k,


ln(2/”)
Ô

,

P

A-----
kÿ

l=1

Yl

----- > ‹


8 ln(2/”)

B
Æ ”

We can now prove Prop. 9 that shows that Alg. 13 satisfies Def. 11.

Proof of Prop. 9. Let X1, . . . , Xk≠1 be the k ≠ 1 trajectories generated before episode k Ø 1. Consider the private statistic
ÂRk(s, a) generated by the private randomizer before episode k. Then for any state-action pair (s, a) œ S ◊ A:

--- ÂRk(s, a) ≠ Rk(s, a)

--- =

-----
ÿ

l<k

( ÂRXl (s, a) ≠ RXl (s, a))

-----

=

-----
ÿ

l<k

Q
aY1,Xl (s, a) +

Hÿ

h=1

rh1
Ó

sl,h=s,
al,h=a

Ô
R
b ≠

ÿ

l<k

Hÿ

h=1

rh1
Ó

sl,h=s,
al,h=a

Ô
-----

=

-----
k≠1ÿ

l=1

Y1,Xl (s, a)

-----
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Algorithm 14: Gaussian mechanism for LDP

Input: Trajectory: X = {(sh, ah, rh) | h Æ H}, Privacy Parameter: Á0, c
Draw (Yi,X(s, a))(s,a)œS◊A,iÆ2 i.i.d N

!
0, ‡2

"
and (ZX(s, a, sÕ))(s,a,sÕ)œS◊A◊S i.i.d N

!
0, ‡2

"
and independent from

Yi,X for i œ {1, 2} with ‡ = cH/Á0

for (s, a) œ S ◊ A do
ÂRX(s, a) =

qH

h=1
rh1{sh=s,ah=a} + Y1,X(s, a)

ÂNr
X(s, a) =

qH

h=1
1{sh=s,ah=a} + Y2,X(s, a)

for sÕ œ S do
ÂNp

X(s, a, sÕ) =
qH≠1

h=1
1{sh=s,ah=a,sh+1=sÕ} + ZX(s, a, sÕ)

Output: ( ÂRX , ÂNr
X , ÂNp

X) œ R
S◊A ◊ R

S◊A ◊ R
S◊A◊S

which is the sum of independent Laplace variables. Let ” > 0. By Prop. 10 we have that with probability at least 1 ≠ ”/(3SA)

-----
k≠1ÿ

l=1

Y1,Xl (s, a)

----- Æ 1

Á0
max

ÓÔ
k ≠ 1, ln

1
6SA

”

2Ô Ú
8 ln

1
6SA

”

2
(3.68)

The same property holds for ÂNr
k and ÂNp

k and we again apply Prop. 10. Properties in Def. 11 follow from union bounds.

3.A.6 Other Privacy Preserving Mechanisms

We have shown in App. 3.A.5.1 that the Laplace mechanism, Alg. 13, satisfies Def. 11. However it is not the only mechanism
to do so. In this appendix we present the Gaussian, Randomized Response and bounded noise mechanisms and show that
these also satisfy Def. 11.

3.A.6.1 Gaussian Mechanism:

The Gaussian mechanism is a fundamental mechanism in the differential privacy literature (see e.g., Dwork and Roth, 2014).
However, contrary to the Laplace mechanism the Gaussian mechanism can only guarantees (Á, ”)-LDP for ” > 0. The
mechanism is based on the same idea as the Laplace mechanism, that is to say it adds Gaussian noise to the result of a given
computation on the input data. This noise is centered and the standard deviation ‡(Á, ”) is cH

‘0
.

In the following, we show that the Gaussian mechanism almost satisfies Def. 11. The Gaussian mechanism can not
guarantee (Á0, 0)-LDP for any Á0 > 0, however we show that it satisfies the other necessary conditions, including (Á0, ”)-LDP
for any ” > 0. First, we show that the mechanism guarantees Local Differential Privacy for high enough noise.

Proposition 11. For any 1 Ø Á0 > 0 and ”0 > 0 and parameter c > 4 ln
!

24
”0

"
, the Gaussian mechanism, Alg. 14, is

(Á0, ”0)-LDP.

Proof of Prop. 11: The proof is based on the proof presented in (Dwork and Roth, 2014). Similarly to the proof of Prop. 9
let’s consider two trajectories X = {(sh, ah, rh) | h Æ H} and X Õ = {(sÕ

h, aÕ
h, rÕ

h) | h Æ H} and also denote the output of the

private randomizer M by M(X) = ( ÂRX , ÂNr
X , ÂNp

X) and M(X Õ) = ( ÂRXÕ , ÂNr
XÕ , ÂNp

XÕ ).
For a given vector r œ R

S◊A,

P

1
’(s, a), ÂRX(s, a) = rs,a | X

2

P

1
’(s, a), ÂRXÕ (s, a) = rs,a | X Õ

2 =
Ÿ

s,a

P
!
Y1,X(s, a) =

qH

h=1
rh1{sh=s,ah=a} ≠ rs,a | X

"

P

1
Y1,XÕ (s, a) =

qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a} ≠ rs,a | X Õ
2 (3.69)

since the Gaussian distribution is symmetric. Then,

Ÿ

s,a

P
!
Y1,X(s, a) =

qH

h=1
rh1{sh=s,ah=a} ≠ rs,a | X

"

P

1
Y1,XÕ (s, a) =

qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a} ≠ rs,a | X Õ
2

=
Ÿ

s,a

exp

Q
ca

!qH

h=1
rh1{sh=s,ah=a} ≠ rs,a

"2 ≠
1qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a} ≠ rs,a

22

2‡2

R
db

(3.70)
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But, considering the squared term, we get
Q
a

Hÿ

h=1

rh1
Ó

sh=s,
ah=a

Ô ≠ rs,a

R
b
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=

Q
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Hÿ
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Ô
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Hence we get that

(3.70) =
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2‡2

AA
Hÿ

h=1

rh1
Ó

sh=s,
ah=a

Ô ≠
Hÿ

h=1

rÕ
h1

Ó
sÕ

h
=s,

aÕ
h

=a

Ô
B2

≠ 2

A
Hÿ

h=1

rh1
Ó

sh=s,
ah=a

Ô ≠ rÕ
h1

Ó
sÕ

h
=s,

aÕ
h

=a

Ô
BA

Hÿ

h=1

rÕ
h1

Ó
sÕ

h
=s,

aÕ
h

=a

Ô ≠ rs,a

BBB
.

(3.71)

But,
q

s,a

1 qH

h=1
rh1{sh=s,ah=a} ≠

qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a}

22

Æ 2H2 because for each step h, rh œ [0, 1]. By the same

reasonning, we have
q

s,a

---
1 qH

h=1
rh1{sh=s,ah=a} ≠ rÕ

h1{sÕ
h

=s,aÕ
h

=a}

2 qH

h=1
rÕ

h1{sÕ
h

=s,aÕ
h

=a}

--- Æ H2. Therefore, we have:

(3.70) Æ exp

A
1

2‡2

A
2

ÿ

s,a

A
Hÿ

h=1

rh1{sh=s,ah=a} ≠ rÕ
h1{sÕ

h
=s,aÕ

h
=a}

B
rs,a + 3H2

BB

Æ exp

A
1

2‡2

A
2
Ô

2H

Ûÿ

s,a

r2
s,a + 3H2

BB (3.72)

where the last inequality follows from Cauchy-Schwartz. Note that if ||r||2 Æ ‡2Á0

3
Ô

2H
≠ 3H

2
Ô

2
, Eq. (3.72) is bounded by exp(Á0/3).

Therefore, to finish, we partition R
S◊A in two subspaces R1 =

Ó
x œ R

S◊A | ||x||2 Æ c2H

3
Ô

2Á0
≠ 3H

2
Ô

2

Ô
and

R2 =
Ó

x œ R
S◊A | ||x||2 > c2H

3
Ô

2Á0
≠ 3H

2
Ô

2

Ô
where we used the fact that ‡ = cH/Á0 with c a constant to be chosen later.

Then for c2 Ø 4 ln
!

3
”1

"
, for ”1 to be chosen later, P (Y1,X œ R2) Æ ”1 and P (Y1,XÕ œ R2) Æ ”1. Thus for Eq. (3.69):

P

1
’(s, a), ÂRX(s, a) = rs,a | X

2
= P

1
’(s, a), ÂRX(s, a) = rs,a | X

2
1

{r≠(
qH

h=1
rh1

)
sh=s,
ah=a

*)s,aœR1}
(3.73)

+ P

1
’(s, a), ÂRX(s, a) = rs,a | X

2
1

{r≠(
qH

h=1
rh1

)
sh=s,
ah=a

*)s,aœR2}

Æ e
Á0
3 P

1
’(s, a), ÂRXÕ (s, a) = rs,a | X Õ

2
1

{r≠(
qH

h=1
rh1

{
sh=s,
ah=a }

)s,aœR1}
(3.74)

+ P (Y1,X œ R2)

Æ exp(Á0/3)P
1

’(s, a), ÂRXÕ (s, a) = rs,a | X Õ
2

+ ”1 (3.75)

We get the same results for ÂNr and ÂNp. Then, because (Yi,X(s, a))iÆ2,(s,a)œS◊A, (ZX(s, a, sÕ))(s,a,sÕ)œS◊A◊S are
independent, see Alg. 14 it holds that:

P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = nÕ | X

2
= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2

and so,

P

1
M(X) = (r, n, nÕ) | X

2
= P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = nÕ | X

2

= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2
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Then for any two trajectories X and X Õ, we have:

P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = nÕ | X
2

Æ
1

e
Á0
3 P

1
ÂRXÕ = r | X Õ

2
+ ”1

2

◊
1

e
Á0
3 P

1
ÂNr

XÕ = n | X Õ
2

+ ”1

2

◊
1

e
Á0
3 P

1
ÂNp

XÕ = nÕ | X Õ
2

+ ”1

2

Æ eÁ0P

1
ÂRXÕ = r | X Õ

2
P

1
ÂNr

XÕ = n | X Õ
2
P

1
ÂNp

XÕ = nÕ | X Õ
2

+ 2”1 exp (2Á0/3)

+2”
2
1 exp (Á0/3) + ”

3
1

Thus by choosing ”1 = ”0/8, it holds that 2”1 exp (2Á0/3) + 2”2
1 exp (Á0/3) + ”3

1 Æ ”0 for Á0 Æ 1, and so we can conclude that
the Gaussian mechanism is (Á0, ”0)-LDP.

In addition, the precision of the Gaussian mechanism is of the same order as the Laplace mechanism, that is to say:

Proposition 12. The Gaussian mechanism, Alg. 14, with parameter Á0 > 0 and c2 Ø 4 ln
!

24
”0

"
for any ”0 > 0 satisfies Def. 11

for any ” > 0 and k œ N
ı with:

ck,1(Á0, ”0, ”) = ck,2(Á0, ”0, ”) = ck,4(Á0, ”0, ”) = max

I
cH

Á0

Ú
(k ≠ 1) ln

1
6SA

”

2
, 1

J

ck,3(Á0, ”0, ”) = max

I
cH

Á0

Ú
(k ≠ 1)S ln

1
6SA

”

2
, 1

J

This result shows that using the Gaussian mechanism rather than the Laplace mechanism would not lead to improved
regret rate as the utilities ck,1, ck,2, ck,3, ck,4 have the same depency of S, A, H, Á0 and k . Moreover, the Gaussian mechanism
only guarantees LDP for ” > 0 whereas using the Laplace mechanism ensures that we can guarantee LDP for ” = 0 as well.

Proof of Prop. 12: Following the same steps as in the proof of Prop 9, we have that at the beginning of episode k with
probability at least 1 ≠ ”

3SA
:

--- ÂRk(s, a) ≠ Rk(s, a)
--- =

-----
ÿ

l<k

( ÂRXl (s, a) ≠ RXl (s, a))

----- (3.76)

=

-----
ÿ

l<k

A
Y1,Xl (s, a) +

Hÿ

h=1

rh1
Ó

sl,h=s,
al,h=a

Ô
B

≠
ÿ

l<k

Hÿ

h=1

rh1
Ó

sl,h=s,
al,h=a

Ô
----- (3.77)

=

-----
k≠1ÿ

l=1

Y1,Xl (s, a)

----- Æ ‡

Ú
2(k ≠ 1) ln

1
6SA

”

2
(3.78)

for ‡ = cH/Á0 thanks to Chernoff bounds. The same result follows for ÂNr and ÂNp. Therefore, the Gaussian mechanism
satisfies Def. 11 with ck,1(Á0, ”0, ”) = ck,2(Á0, ”0, ”) = ck,4(Á0, ”0, ”) with:

ck,1(Á0, ”0, ”) = max

I
cH

Á0

Ú
(k ≠ 1) ln

1
6SA

”

2
, 1

J
(3.79)

with c > 0 and:

ck,3(Á0, ”0, ”) = max

I
cH

Á0

Ú
(k ≠ 1)S ln

1
6SA

”

2
, 1

J
(3.80)

where ck,3(Á0, ”0, ”) is defined such that

---
q

sÕ Np
k (s, a, sÕ) ≠

q
s‘

ÂNp
k (s, a, sÕ)

--- Æ ck,3(Á0, ”0, ”).
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Algorithm 15: Randomized Response mechanism for LDP

Input: Trajectory: X = {(sh, ah, rh) | h Æ H}, Privacy Parameter: Á0

Draw (Yi,X(s, a))(s,a)œS◊A,iÆ2 i.i.d N
!
0, ‡2

"
and (ZX(s, a, sÕ))(s,a,sÕ)œS◊A◊S i.i.d N

!
0, ‡2

"
and independent from

Yi,X for i œ {1, 2} with ‡ = cH/Á0

for (s, a) œ S ◊ A do
for h = 1, . . . , H do

Sample Y1,X(h, s, a) ≥ Ber
!

eÁ0 ≠1
eÁ0 +1

rh1{sh=s,ah=a} + 1
eÁ0 +1

"

ÂRX(h, s, a) = eÁ0 +1
eÁ0 ≠1

!
Y1,X(h, s, a) ≠ 1

eÁ0 +1

"

Sample Ânr
X(h, s, a) ≥ Ber

!
eÁ0 ≠1
eÁ0 +1

1{sh=s,ah=a} + 1
eÁ0 +1

"

if h < H then
for sÕ œ S do

Sample Ânp
X(h, s, a, sÕ) ≥ Ber

!
eÁ0 ≠1
eÁ0 +1

1{sh=s,ah=a,sh+1=sÕ} + 1
eÁ0 +1

"

ÂNp
X(h, s, a, sÕ) = eÁ0 +1

eÁ0 ≠1

!
Ânp

X(h, s, a, sÕ) ≠ 1
eÁ0 +1

"

Output: ( ÂRX , ÂNr
X , ÂNp

X) œ
) ≠1

eÁ0 ≠1
, eÁ0

eÁ0 ≠1

*HSA ◊
) ≠1

eÁ0 ≠1
, eÁ0

eÁ0 ≠1

*HSA ◊
) ≠1

eÁ0 ≠1
, eÁ0

eÁ0 ≠1

*(H≠1)SAS

3.A.6.2 Randomized Response Mechanism:

The second alternative mechanism we consider is the Randomized Response mechanism. In general, it is used for discrete
data like indicator functions (1{sh=s,ah=a})h,s,a. We therefore use it to privatize the number of visits of a state-action pair
and state-action-next-state tuple for each trajectory. With the assumption that reward are supported in [0, 1], we can also
use this mechanism for privatizing the cumulative reward of a given trajectory. Contrary to previous ones, the output of the
Randomized Response mechanism is three vectors, two of size H ◊ S ◊ A, and the last one of size (H ≠ 1) ◊ S ◊ A ◊ S.
We slightly modify the requirements of Def. 11 by changing the size of the output of the privacy preserving mechanism. We
summarize the mechanism in Alg. 15.

Just as for the Gaussian mechanism, we show that Alg. 15 satisfies Def. 11. We begin by showing that this mechanism
satisfies (Á0, 0)-LDP for any Á0 > 0.

Proposition 13. For any Á > 0, the Randomized Response mechanism, Alg. 15, with parameter Á0 = Á/6H is (Á, 0)-LDP.

Proof of Prop. 13: Just as in the proof of Prop. 11 and Prop. 9, let’s consider two trajectories X = {(sh, ah, rh) | h Æ H}

and X Õ = {(sÕ
h, aÕ

h, rÕ
h) | h Æ H} and also denote the output of the private randomizer M by M(X) = ( ÂRX , ÂNr

X , ÂNp
X) and

M(X Õ) = ( ÂRXÕ , ÂNr
XÕ , ÂNp

XÕ ).

For a given r œ
) ≠1

eÁ0 ≠1
, eÁ0

eÁ0 ≠1

*HSA
(note that by definition of r in Alg. 15, these are the only values it can take), we

have that:

P

1
’(h, s, a), ÂRX(h, s, a) = rh,s,a | X

2

P

1
’(h, s, a), ÂRXÕ (h, s, a) = rh,s,a | X Õ

2 =
Ÿ

h,s,a

A
eÁ0 ≠1
eÁ0 +1

rh1{sh=s,ah=a} + 1
eÁ0 +1

eÁ0 ≠1
eÁ0 +1

rÕ
h1{sÕ

h
=s,aÕ

h
=a} + 1

eÁ0 +1

Byr
h,s,a

◊

◊

Q
a 1 ≠

!
eÁ0 ≠1
eÁ0 +1

rh1{sh=s,ah=a} + 1
eÁ0 +1

"

1 ≠
1

eÁ0 ≠1
eÁ0 +1

rÕ
h1{sÕ

h
=s,aÕ

h
=a} + 1

eÁ0 +1

2

R
b

1≠yr
h,s,a

(3.81)

where for every (h, s, a) œ H ◊S ◊A, we define yr
h,s,a = eÁ0 ≠1

eÁ0 +1
r + 1

eÁ0 +1
belongs to {0, 1} because r œ

) ≠1
eÁ0 ≠1

, eÁ0

eÁ0 ≠1

*HSA
.

Eq. (3.81) can be rewritten as:

(3.81) =
Ÿ

h,s,a

3
(eÁ0 ≠ 1)rh1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a} + 1

4yr
h,s,a

3
eÁ0 ≠ (eÁ0 ≠ 1)rh1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a}

41≠yr
h,s,a

(3.82)
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Then for a given (h, s, a), because rh œ [0, 1] we have:

(eÁ0 ≠ 1)rh1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a} + 1

Æ

Y
__]
__[

eÁ0 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a} = 1

1 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a} = 0

eÁ0 if 1{sh=s,ah=a} = 1 and 1{sÕ
h

=s,aÕ
h

=a} = 0

1 if 1{sh=s,ah=a} = 0 and 1{sÕ
h

=s,aÕ
h

=a} = 1

(3.83)

eÁ0 ≠ (eÁ0 ≠ 1)rh1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a}

Æ

Y
__]
__[

eÁ0 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a} = 1

1 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a} = 0

1 if 1{sh=s,ah=a} = 1 and 1{sÕ
h

=s,aÕ
h

=a} = 0

eÁ0 if 1{sh=s,ah=a} = 0 and 1{sÕ
h

=s,aÕ
h

=a} = 1

(3.84)

Therefore, we can simplify each term in (3.82) by:

(eÁ0 ≠ 1)rh1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a} + 1

Æ exp
1

Á0

1
1{sh=s,ah=a} + 1{sÕ

h
=s,aÕ

h
=a}

22

eÁ0 ≠ (eÁ0 ≠ 1)rh1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)rÕ
h1{sÕ

h
=s,aÕ

h
=a}

Æ exp
1

Á0

1
1{sh=s,ah=a} + 1{sÕ

h
=s,aÕ

h
=a}

22

Hence, using the two inequalities above:

(3.82) Æ
Ÿ

h,s,a

exp

Q
ayr

h,s,aÁ0

Q
a1Ó

sh=s,
ah=a

Ô + 1Ó
sÕ

h
=s,

aÕ
h

=a

Ô
R
b + (1 ≠ yr

h,s,a)Á0

Q
a1Ó

sÕ
h

=s,

aÕ
h

=a

Ô + 1Ó
sh=s,
ah=a

Ô
R
b

R
b

=
Ÿ

h,s,a

exp

Q
aÁ0

Q
a1Ó

sh=s,
ah=a

Ô + 1Ó
sÕ

h
=s,

aÕ
h

=a

Ô
R
b

R
b

= exp (2Á0H)

In addition, let’s consider m œ
) ≠1

eÁ0 ≠1
, eÁ0

eÁ0 ≠1

*H◊S◊A
and y = eÁ0 ≠1

eÁ0 +1
m + 1

eÁ0 +1
œ {0, 1}, we then have that:

P

1
’(h, s, a), ÂNr

X(h, s, a) = mh,s,a | X
2

P

1
’(h, s, a), ÂNr

XÕ (h, s, a) = mh,s,a | X Õ
2 =

Ÿ

h,s,a

A
eÁ0 ≠1
eÁ0 +1

1{sh=s,ah=a} + 1
eÁ0 +1

eÁ0 ≠1
eÁ0 +1

1{sÕ
h

=s,aÕ
h

=a} + 1
eÁ0 +1

Byh,s,a

◊

◊

Q
a 1 ≠

!
eÁ0 ≠1
eÁ0 +1

1{sh=s,ah=a} + 1
eÁ0 +1

"

1 ≠
1

eÁ0 ≠1
eÁ0 +1

1{sÕ
h

=s,aÕ
h

=a} + 1
eÁ0 +1

2

R
b

1≠yh,s,a
(3.85)

Which can be rewritten as:

P

1
’(h, s, a), ÂNr

X(h, s, a) = mh,s,a | X
2

P

1
’(h, s, a), ÂNr

XÕ (h, s, a) = mh,s,a | X Õ
2 =

Ÿ

h,s,a

3
(eÁ0 ≠ 1)1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a} + 1

4yh,s,a

◊

◊
3

eÁ0 ≠ (eÁ0 ≠ 1)1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a}

41≠yh,s,a

(3.86)

Thus for a given (h, s, a):

(eÁ0 ≠ 1)1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a} + 1
=

Y
]
[

1 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a}

eÁ0 if 1{sh=s,ah=a} = 1 and 1{sÕ
h

=s,aÕ
h

=a} = 0

e≠Á0 if 1{sh=s,ah=a} = 0 and 1{sÕ
h

=s,aÕ
h

=a} = 1

(3.87)

eÁ0 ≠ (eÁ0 ≠ 1)1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a}

=

Y
]
[

1 if 1{sh=s,ah=a} = 1{sÕ
h

=s,aÕ
h

=a}

e≠Á0 if 1{sh=s,ah=a} = 1 and 1{sÕ
h

=s,aÕ
h

=a} = 0

eÁ0 if 1{sh=s,ah=a} = 0 and 1{sÕ
h

=s,aÕ
h

=a} = 1

(3.88)
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Therefore, here again we can simplify each term in (3.86) by:

(eÁ0 ≠ 1)1{sh=s,ah=a} + 1

(eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a} + 1
Æ exp

1
Á0

1
1{sh=s,ah=a} ≠ 1{sÕ

h
=s,aÕ

h
=a}

22

eÁ0 ≠ (eÁ0 ≠ 1)1{sh=s,ah=a}

eÁ0 ≠ (eÁ0 ≠ 1)1{sÕ
h

=s,aÕ
h

=a}

Æ exp
1

Á0

1
1{sh=s,ah=a} ≠ 1{sÕ

h
=s,aÕ

h
=a}

22

Therefore:

(3.86) =
Ÿ

h,s,a

exp

Q
ayh,s,aÁ0

Q
a1Ó

sh=s,
ah=a

Ô ≠ 1Ó
sÕ

h
=s,

aÕ
h

=a

Ô
R
b + (1 ≠ yh,s,a)Á0

Q
a1Ó

sÕ
h

=s,

aÕ
h

=a

Ô ≠ 1Ó
sh=s,
ah=a

Ô
R
b

R
b

=
Ÿ

h,s,a

exp
1

(2yh,s,a ≠ 1)Á0

1
1{sh=s,ah=a} ≠ 1{sÕ

h
=s,aÕ

h
=a}

22

Æ exp (2Á0H)

Using the same reasonning we have that for any mÕ œ
)

≠ 1
eÁ0 ≠1

, eÁ0

eÁ0 ≠1

*(H≠1)◊S◊A◊S
:

P

1
’(h, s, a, sÕ), ÂNp

X(h, s, a, sÕ) = mÕ
h,s,a,sÕ | X

2

P

1
’(h, s, a, sÕ), ÂNp

XÕ (h, s, a, sÕ) = mÕ
h,s,a,sÕ | X Õ

2 Æ exp(2Á0H) (3.89)

We conclude the proof the same way as the proof of Prop. 10.

In addition, the precision ck,1, ck,2, ck,3 and ck,4 of the Randomized Response mechanism are still of order
Ô

k just as the
Gaussian and Laplace mechanisms. Contrary to any of those two, the dependence is exponential on Á0 which is closer to the
lower bound of Sec. 3.1.2. Indeed, we have an additional factor S for ck,3 compared to the other mechanisms but those terms
scale with 1/(eÁ0 ≠ 1) instead of the worse dependency 1/Á.

Proposition 14. The Randomized Response mechanism, Alg. 15, with parameter Á0 > 0 satisfies Def. 11 for any ” > 0 and
k œ N

ı with:

ck,1(Á0, ”) = ck,2(Á0, ”) = max

I
1,

2eÁ0 ≠ 1

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2J

ck,3(Á0, ”) = max

I
1,

S(2eÁ0 ≠ 1)

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2J

ck,4(Á0, ”) = max

I
1,

2eÁ0 ≠ 1

eÁ0 ≠ 1

Û
(k ≠ 1)H

2
ln

3
4S2A

”

4J

Proof of Prop. 14: Let’s consider a given state-action-next state tuple, (s, a, sÕ), then when summing over h:
-----

Hÿ

h=1

ÂNr
k (h, s, a) ≠

ÿ

l<k

Hÿ

h=1

1{sl,h=s,al,h=a}

----- =

-----
Hÿ

h=1

ÿ

l<k

ÂNr
Xl

(h, s, a) ≠ 1{sl,h=s,al,h=a}

----- (3.90)

We now construct a filtration (Fk,h)k,h such that ( ÂNr
Xl

(h, s, a) ≠ 1{sl,h=s,al,h=a})l,h is a Martingale Difference Sequence.
For an episode k and step h, define Fk,h = ‡({(sl,j , al,j , rl,j)jÆH , M((sl,j , al,j , rl,j)jÆH)} | l < k} fi {(sk,j , ak,j , rk,j)jÆh})
to be the filtration that contains the history before episode k. Then 1{sk,h=s,ak,h=a} is Fk,h-measurable and thus we have:

E

1
ÂNr

Xk
(h, s, a) ≠ 1{sk,h=s,ak,h=a} | Fk,h

2
=

eÁ0 + 1

eÁ0 ≠ 1

1
E (ÂnXk (h, s, a) | Fk,h) ≠ 1

eÁ0 + 1

2

≠1{sk,h=s,ak,h=a} = 0

where ñXk (h, s, a) is a Randomized Response random variable generated by Alg. 15 for each step h, state s, action a and

trajectory Xk. And
--- ÂNr

Xk
(h, s, a) ≠ 1{sk,h=s,ak,h=a}

--- Æ 2eÁ0 ≠1
eÁ0 ≠1

. Then thanks to Azuma-Hoeffding inequality we have that

with probability at least 1 ≠ ”/(4SA):
-----

Hÿ

h=1

ÂNr
k (h, s, a) ≠

ÿ

l<k

Hÿ

h=1

1{sl,h=s,al,h=a}

----- Æ 2eÁ0 ≠ 1

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2
(3.91)
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With the same reasonning, we have with probability at least 1 ≠ ”/4S2A:

-----
Hÿ

h=1

ÂNp
k (h, s, a, sÕ) ≠

ÿ

l<k

H≠1ÿ

h=1

1{sl,h=s,al,h=a,sl,h+1=sÕ}

----- Æ 2eÁ0 ≠ 1

eÁ0 ≠ 1

Û
(k ≠ 1)H

2
ln

3
4S2A

”

4
(3.92)

Also, we have:
-----

Hÿ

h=1

ÂRr
k(h, s, a) ≠

ÿ

l<k

Hÿ

h=1

rh1{sl,h=s,al,h=a}

----- Æ 2eÁ0 ≠ 1

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2
(3.93)

with ÂRr
k(h, s, a) =

q
l<k

ÂRXl . Finally, with probability at least 1 ≠ ”/4SA:

------

Hÿ

h=1

ÿ

sÕ

ÂNp
k (h, s, a, sÕ) ≠

ÿ

sÕ

ÿ

l<k

H≠1ÿ

h=1

1Ósl,h=s,
al,h=a,

sl,h+1=sÕ

Ô
------

Æ S(2eÁ0 ≠ 1)

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2
(3.94)

Compared to the bounds we derived for previous mechanisms there is an additional factor
Ô

S. This comes from using a
triangular inequality instead of using concentration inequalities like in previous mechanisms. Then thanks to a union bound
over the state-action pair and the state-action-next state tuple we have that the Randomized Response mechanism satisfies
Def. 11 with:

ck,1(Á0, ”) = ck,2(Á0, ”) = max

I
1,

2eÁ0 ≠ 1

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2J
(3.95)

ck,3(Á0, ”) = max

I
1,

S(2eÁ0 ≠ 1)

eÁ0 ≠ 1

Ú
(k ≠ 1)H

2
ln

1
4SA

”

2J
, (3.96)

ck,4(Á0, ”) = max

I
1,

2eÁ0 ≠ 1

eÁ0 ≠ 1

Û
(k ≠ 1)H

2
ln

3
4S2A

”

4J
(3.97)

3.A.6.3 Bounded Noise Mechanism for DP:

Recently, Dagan and Kur (2020) showed how to construct a differential privacy with an almost surely bounded noise mechanism.
This mechanism, M, computes an (Á, ”)-DP approximation of the average of a dataset D = {x1, . . . , xn} µ R

n◊k, for any
Á > 0 and ” œ [exp(≠k/ log(k)8), 1/2] (see Theorem 1.1 in (Dagan and Kur, 2020)). In the local differentially private setting
in RL, we apply this bounded noise mechanism to each user k in order to compute the cumulative reward for each state-action
(s, a), the number of visits to (s, a) and the number of visits to state-action-next state tuple (s, a, sÕ).

This noise mechanism is similar to the Laplace or Gaussian mechanism and add a noise drawn from a well-chosen distri-
bution, µDE,R supported on (≠R, R) for any R, whose density at ÷ œ (≠R, R) is:

exp(≠fDE,R(÷))

ZDE,R
with fDE,R(÷) = exp

3
R2

R2 ≠ ÷2

4
and ZDE,R =

⁄ R

≠R

e≠fDE,R(÷)d÷ (3.98)

Dagan and Kur (2020) shows that when taking ” Ø exp(≠k/ log(k)8) and Á œ (0, 1) there exists a universal constant

C > 0 such that when taking R = C
Án

Ò
k log

!
1
”

"
adding noise from µDE,R ensures (Á, ”)-DP to the average of n data of

dimension k.
Similarly to the previous mechanisms we studied we can show the following proposition, which states the parameter we

need to use to ensure (Á, ”)-DP.

Proposition 15. For any Á œ (0, 1), ”0 Ø exp(≠SA/ log(SA)8) and ”1 Ø exp(≠S2A/ log(S2A)8) then the bounded noise

mechanism, Alg. 16, is (3HÁ, ”Õ)-LDP with ”Õ
0 = ”0

eHÁ≠1
eÁ≠1

, ”Õ
1 = ”1

eHÁ≠1
eÁ≠1

and ”Õ = ”Õ
1e2HÁ +2”Õ

0e2HÁ +2”Õ
0”Õ

1eHÁ +(”Õ
0)2eHÁ +

(”Õ
0)2”Õ

1.

Proof. of Prop. 15
For any Á œ (0, 1) and ”0 Ø exp(≠SA/ log(SA)8), for any r œ R

S◊A and two trajectories X = {(sh, ah, rh)hÆH} and

X Õ = {(sÕ
h, aÕ

h, rÕ
h)hÆH} let’s define RX(s, a) =

qH

h=1
rh1{sh=s,ah=a} the cumulative reward in state-action (s, a) associated

to trajectory X. Finally, let’s define for a set of indexes I µ [H]K the new trajectory XI where for h œ I, (XI)h = (sh, ah, rh)
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Algorithm 16: Bounded Noise Mechanism for LDP

Input: Trajectory: X = {(sh, ah, rh) | h Æ H}, Privacy Parameter: Á, ”, Constant: C

Set R1 = C
Á


SA ln(1/”) and R2 = CS

Á


A ln(1/”)

for (s, a) œ S ◊ A do
Sample Y1,X(s, a) ≥ µDE,R1

ÂRX(s, a) = Y1,X(s, a) +
qH

h=1
rh1{sh=s,ah=a}

Sample Ânr
X(s, a) ≥ µDE,R1

ÂNr
X(s, a) = Ânr

X(s, a) +
qH

h=1
1{sh=s,ah=a}

for sÕ œ S do
Sample Ânp

X(s, a, sÕ) ≥ µDE,R2

ÂNp
X(s, a, sÕ) = Ânr

X(s, a, sÕ) +
qH≠1

h=1
1{sh=s,ah=a,sh+1=sÕ}

ÂNp
X(s, a, sÕ) = Ânr

X(s, a, sÕ) +
qH≠1

h=1
1{sh=s,ah=a,sh+1=sÕ}

Output: ( ÂRX , ÂNr
X , ÂNp

X) œ R
S◊A ◊ R

S◊A ◊ R
S◊A◊S

and for h ”œ I, (XI)h = (sÕ
h, aÕ

h, rÕ
h). Therefore, using Theorem 3.2 from Dagan and Kur (2020), we have that for I = [H ≠1]K

and ÂRX defined as in Alg. 16,

P

1
ÂRX = r

2
Æ exp(Á)P

1
ÂRXI = r

2
+ ”0 (3.99)

Æ exp(Á)
1

exp(Á)P
1

ÂRX[H≠2]
= r

2
+ ”0

2
+ ”0 (3.100)

Therefore repeating the same argument H times, we have that:

P

1
ÂRX = r

2
Æ exp(HÁ)P

1
ÂRXÕ = r

2
+ ”0

H≠1ÿ

h=0

exp(hÁ) (3.101)

= exp(HÁ)P
1

ÂRXÕ = r
2

+ ”0
exp(HÁ) ≠ 1

exp(Á) ≠ 1
(3.102)

In addition, we have with the same reasoning that for any n œ R
S◊A and np œ R

S◊A◊S that:

P

1
ÂNr

X = n
2

Æ exp(HÁ)P
1

ÂNXÕ = n
2

+ ”0
exp(HÁ) ≠ 1

exp(Á) ≠ 1
(3.103)

and for any ”1 Ø exp(≠S2A/ log(S2A)8):

P

1
ÂNp

X = np
2

Æ exp(HÁ)P
1

ÂNp
XÕ = np

2
+ ”1

exp(HÁ) ≠ 1

exp(Á) ≠ 1
(3.104)

Therefore we have that:

P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = np | X

2
= P

1
ÂRX = r | X

2
P

1
ÂNr

X = n | X
2
P

1
ÂNp

X = np | X
2

Æ
3

eHÁ
P

1
ÂRXÕ = r

2
+ ”0

eHÁ ≠ 1

eÁ ≠ 1

4 3
eHÁ

P

1
ÂNXÕ = n

2
+ ”0

eHÁ ≠ 1

eÁ ≠ 1

4
◊

◊
3

eHÁ
P

1
ÂNp

XÕ = np
2

+ ”1
eHÁ ≠ 1

eÁ ≠ 1

4

Æ e3HÁ
P

1
ÂRXÕ = r, ÂNr

XÕ = n, ÂNp
XÕ = np

2
+ ”

Õ
1e2HÁ

P

1
ÂRXÕ = r

2
P

1
ÂNr

XÕ = n
2

+ ”
Õ
0e2HÁ

P

1
ÂNp

XÕ = np
2 1

P

1
ÂNr

XÕ = n
2

+ P

1
ÂRXÕ = r

22

+ ”
Õ
0”

Õ
1eHÁ

1
P

1
ÂNr

XÕ = n
2

+ P

1
ÂRXÕ = r

22
+ (”Õ

0)2eHÁ
P

1
ÂNp

XÕ = np
2

+ (”Õ
0)2

”
Õ
1

with ”Õ
0 = ”0

eHÁ≠1
eÁ≠1

and ”Õ
1 = ”1

eHÁ≠1
eÁ≠1

. Therefore, we have that the mechanism is (3HÁ, ”Õ)-LDP that is to say:

P

1
ÂRX = r, ÂNr

X = n, ÂNp
X = np | X

2
Æ e3HÁ

P

1
ÂRXÕ = r, ÂNr

XÕ = n, ÂNp
XÕ = np

2
+ ”

Õ
1e2HÁ

+ 2”
Õ
0e2HÁ + 2”

Õ
0”

Õ
1eHÁ + (”Õ

0)2eHÁ + (”Õ
0)2

”
Õ
1

with ”Õ
0 = ”0

eHÁ≠1
eÁ≠1

, ”Õ
1 = ”1

eHÁ≠1
eÁ≠1

and ”Õ = ”Õ
1e2HÁ + 2”Õ

0e2HÁ + 2”Õ
0”Õ

1eHÁ + (”Õ
0)2eHÁ + (”Õ

0)2”Õ
1.
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In addition, because the noise is bounded we can apply standard sub-gaussian concentration inequalities to show that
Alg. 16 satisfies Def. 3.

Proposition 16. The bounded noise mechanism, Alg. 16, with parameter Á0 > 0 satisfies Def. 11 for any ” > 0 and k œ N
ı

with:

ck,1(Á0, ”) = ck,2(Á0, ”) = R

Ú
2(k ≠ 1) ln

1
6SA

”

2

ck,3(Á0, ”) = R2

Û
2S(k ≠ 1) ln

3
6S2A

”

4

ck,4(Á0, ”) = R2

Û
2(k ≠ 1) ln

3
6S2A

”

4

with R = 1
Á


SA ln(1/”0) and R2 = S

Á


A ln(1/”0)

Proof. of Prop. 16 For any ” > 0 and at the beginning of episode k, we have thanks to Hoeffding inequality that with
probability at least 1 ≠ ”

3SA
for any state-action (s, a) œ S ◊ A:

--- ÂRk(s, a) ≠ Rk(s, a)
--- =

-----
k≠1ÿ

l=1

Y1,Xl (s, a)

----- Æ R

Ú
2(k ≠ 1) ln

1
6SA

”

2
(3.105)

with (Y1,Xl (s, a))lÆk≠1 are i.i.d distributed according to µDE,R1 . With the same reasonning, we have that with probability at
least 1 ≠ ”

3SA
:

--- ÂNr
k (s, a) ≠ Nr

k (s, a)

--- =

-----
k≠1ÿ

l=1

Ânr
Xl

(s, a)

----- Æ R

Ú
2(k ≠ 1) ln

1
6SA

”

2
(3.106)

Finally, still using Hoeffding inequality, and definning R2 = CS
Á


A ln(1/”), we have that with probability at least 1 ≠ ”

3S2A
:

-----
ÂNp

k (s, a, sÕ) ≠
ÿ

l<k

H≠1ÿ

h=1

1{sl,h=s,al,h=a,sl,h+1=sÕ}

----- Æ R2

Û
2(k ≠ 1) ln

3
6S2A

”

4
(3.107)

And finally with probability at least 1 ≠ ”
3SA

:

-----
ÿ

sÕœS

ÂNp
k (s, a, sÕ) ≠

ÿ

sÕœS

ÿ

l<k

H≠1ÿ

h=1

1{sl,h=s,al,h=a,sl,h+1=sÕ}

----- Æ R2

Û
2S(k ≠ 1) ln

3
6S2A

”

4
(3.108)

3.A.7 Experimental Results:

We show empirical results for three mechanisms discussed in the RandomMDP environment in Figures 3.A.2, 3.A.3 and 3.A.4.
As we have seen in Fig. 3.1.1, the LDP constraint has a significant impact on the regret especially as Á decreases. In

particular for Á = 0.2, LDP-OBI-L, LDP-OBI-G, LDP-OBI-B, LDP-OBI-Bnd have not reached the usual square root
growth phase of the regret usually seen in UCB-VI or other regret minimizing algorithm.

From figures 3.A.2, 3.A.3 and 3.A.4, we can observe that the bounded noise mechanism has a lower impact on the regret
compared to the Laplace, Gaussian and Randomized Response mechanisms. However, this benefit does not appear in the
regret bound of Table 3.1.1. This suggests that the regret analysis of Sec. 4.2.4 may be improved to show this empirically
observed advantage.

3.A.8 Posterior Sampling for Local Differential Privacy

The Posterior Sampling for Reinforcement Learning algorithm (PSRL, Osband et al., 2013) is a Thompson Sampling based
algorithm for Reinforcement Learning. It works by maintaining a Bayesian posterior distribution over MDPs. We focus on a
particular instantiation of PSRL where for each state-action pair (s, a) we have an independent Gaussian prior for the reward
distribution and a Dirichlet prior for the transition dynamics. With those priors, the posterior distributions are Normal-Gamma
and Dirichlet distributions.
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Figure 3.A.4: Á = 20 and ” = 0.1 (only for the Gaussian and bounded noise mechanism)

Let –0(s, a) denote the parameters of the prior distribution over the transition dynamics, so the prior is given by
Dir(–0(s, a)). In addition, let µ0(s, a) œ R, ⁄0(s, a) œ R

ı
+, ‹0(s, a) œ R

ı
+ and —0(s, a) œ R

ı
+ be the parameters of the

Normal-Gamma prior distribution that we place on the rewards. Then, at the beginning of episode k and for a given pair
(s, a) œ S ◊ A, let –k(s, a) œ (Rı

+)S be such that the posterior distribution over the transition dynamics is Dir(–k(s, a)). We
then define µk(s, a) œ R, ⁄k(s, a) œ R

ı
+, ‹k(s, a) œ R

ı
+ and —k(s, a) œ R

ı
+ to the parameters of the Normal-Gamma posterior

distributions. Using standard results from Bayesian Learning we have that, for all state sÕ œ S:

–k(s, a) = –0(s, a) + Nk(s, a, sÕ) (3.109)

⁄k(s, a) = ⁄0(s, a) + Nk(s, a) (3.110)

‹k(s, a) = ‹0(s, a) +
Nk(s, a)

2
(3.111)

µk(s, a) =
⁄0(s, a)µ0(s, a) + Nk(s, a)R̂k(s, a)

⁄0(s, a) + Nk(s, a)
(3.112)

—k(s, a) = —0(s, a) +
1

2
„Var(R(s, a)) +

Nk(s, a)⁄0(s, a)

2(⁄0(s, a) + Nk(s, a))

!
R̂k(s, a) ≠ µ0(s, a)

"2
(3.113)

where –0, µ0, ⁄0, ‹0, —0 are prior parameters provided at the beginning of the algorithm. We denote by Nk(s, a), the number
of visits to the state-action pair (s, a), Nk(s, a, sÕ) the number visits to (s, a, sÕ), R̂k(s, a) the average reward observed for

(s, a) and „Var(R(s, a)) the empirical variance for (s, a).
At each episode k, PSRL samples an MDP from the posterior distributions, then computes the optimal policy and executes

it in the true MDP. (Osband et al., 2013) showed that the Bayesian regret of this algorithm is bounded by Õ
!
HS

Ô
AT

"
.

Locally Differentially Private Posterior Sampling for Reinforcement Learning: We now discuss how to adapt
PSRL to ensure it is locally differentially private. Def. 3 states that LDP is ensured at the collection time of trajectories
therefore it is enough for us to design a LDP posterior sampling algorithm which takes as input the trajectories outputted by a
mechanism similar to Alg. 13. Here, we use the LDP mechanism to pertub the statistics used to define the parameters of the
posterior distribution in PSRL. More precisely, we replace the aggregate counts in Eqs. 3.109-3.113 by noisy counts provided
by an LDP mechanism. In order to do this, we need to modify the initial values of those parameters to guarantee they are
non-negative.

In this appendix, we assume that the privacy-preserving mechanism M is such that for a given trajectory X, M(X) =
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Figure 3.A.5: Evaluation of LDP-PSRL in the RandomMDP environment. Left) Cumulative regret. Right) per-
step regret (k ‘æ Rk/k). Results are averaged over 20 runs and the the confidence intervals are the minimum and
maximum runs. While the regret looks almost linear for Á = 0.2, the decreasing trend of the per-step regret shows
that the algorithms are learning.

( ÂRX , ÂR2,X , ÂNr
X , ÂNp

X) where ÂRX , ÂR2,X , ÂNr
X and ÂNp

X are noisy version of the following aggregate statistics:

RX(s, a) =

Hÿ

h=1

rh1{sh=s,ah=a}, R2,X(s, a) =

Hÿ

h=1

r2
h1{sh=s,ah=a}

Nr
X(s, a) =

Hÿ

h=1

1{sh=s,ah=a}, Np
X(s, a, sÕ) =

H≠1ÿ

h=1

1{sh=s,ah=a,sh+1=sÕ}

In particular, ÂRX , ÂNr
X and ÂNp

X are defined as for the optimistic algorithm in subsection 3.1.3.1 and ÂR2,X is a privatized version

of R2,X(s, a) =
qH

h=1
r2

h1{sh=s,ah=a} for a trajectory X.s
The posterior updates we use in LDP-PSRL are then for all sÕ œ S:

Â–k(s, a) = –0(s, a) + ÂNp
k (s, a, sÕ)

Âµk(s, a) =
⁄0(s, a)µ0(s, a) + ÂRk(s, a)

⁄0(s, a) + ÂNr
k (s, a)

Â⁄k(s, a) = ⁄0(s, a) + ÂNr
k (s, a)

Â‹k(s, a) = ‹̃0(s, a) +
ÂNr

k (s, a)

2

Â—k(s, a) = —0(s, a) +
⁄0(s, a) ÂNr

k (s, a)µ2
0(s, a) ≠ ÂR2

k(s, a)

2(⁄0(s, a) + ÂNr
k (s, a))

+
1

2

ÿ

lÆk≠1

ÂR2,l ≠ µ0(s, a) ÂRk(s, a)

⁄0(s, a) + ÂNr
k (s, a)

(3.114)

In the following, we choose the Laplace mechanism as our privacy-preserving mechanism for LDP-PSRL, although we
believe that it should be possible to use one of the other mechanisms we discussed. For each trajectory X, we add independent
Laplace variables to (RX(s, a), RX,2(s, a), Nr

X(s, a), Np
X(s, a)) with parameter 8H/Á. Following the same argument outlined

in the proof of Thm. 10, we can show that this privacy-preserving mechanism is (Á, 0)-LDP.
To ensure positivity, by concentration of Laplace variables we set the initial values of the parameters of the posterior

distributions to:

–0(s, a, sÕ) = max{
Ô

KS, ln(6S2A/”)}


8 ln (6S2A/”)

Á0
(3.115)

µ0(s, a) = 0 (3.116)

⁄0(s, a) = max{
Ô

K, ln(6SA/”)}


8 ln (6SA/”)

Á0
(3.117)

‹0(s, a) = max{
Ô

K, ln(6SA/”)}


8 ln (6SA/”)

Á0
(3.118)

—0(s, a) = 5 max{
Ô

K, ln(6SA/”)}


8 ln (6SA/”)

Á0
(3.119)

where K is the total number of episodes. The pseudocode of LDP-PSRL is reported in Alg. 17.
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Algorithm 17: LDP-PSRL

Input: Initial values: –0, µ0, ⁄0, ‹0 and —0

for episodes k = 1, . . . , K do
Draw empirical MDP, ◊k from the posterior and compute fik as the optimal policy for MDP ◊k

User uk executes policy fik, collect trajectory Xk = {(sk,h, ak,h, rk,h) | h Æ H}

Update noisy counts with ( ÂRXk (s, a), ÂRXk,2(s, a), ÂNr
Xk

(s, a), ÂNp
Xk

(s, a)) and posterior distribution
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Figure 3.A.6: Aggregate reward for privatized data
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Empirical results We show empirical results for the LDP-PSRL algorithm in the RandomMDP environment in Fig-
ure 3.A.5. While we have shown that this algorithm is Á-LDP and empirically outperforms optimistic approaches, we leave the
regret analysis to future work.

3.A.9 Additional Experiment

In this subsection, we explore a second experiment, in which we use the same the RandomMDP environment with the same
parameters as in Sec. 4.1.5 in order to investigate the effect of differential privacy on the learning process. For this, we run the
UCB-VI algorithm for K = 103 episodes and collect the aggregate noisy statistics, ( ÂRK(s, a))(s,a)œS◊A, ( ÂNr

K(s, a))(s,a)œS◊A

and ( ÂNp
K(s, a, sÕ))(s,a,sÕ)œS◊A◊S that have been generated by using the Laplace mechanism for each episode. We collect those

statistics, 103 times. We compare the histogram of those noisy statistics to that of the noiseless statistics used by UCB-VI
in Fig. 3.A.6. This demonstrates that, as expected, there is much more variation in the statistics provided by the private
mechanism. In Fig. 3.A.7, we applied the Laplace mechanism to two different random trajectories, X and X Õ. We can see
that, after applying the Laplace mechanism, the two distinct trajectories become almost indistinguishable. These two figures
combined demonstrate the difficulty of learning from locally differentially private data.

3.A.10 Privacy Amplification by Shuffling in RL

In recent years, the shuffle model for privacy (Cheu et al., 2019; Feldman et al., 2020; Chen et al., 2021; Balle et al., 2019b;
Erlingsson et al., 2020, 2019) has attracted a lot of attention thanks its amplification property tof the differential privacy
guarantees of locally differential data.

In this model of privacy, we consider n users equipped with a local differential privacy mechanism, each user submits a
locally private report to a random shuffler which computes a random permutation of the users’ reports. Those randomly shuffled
reports are then sent to a analyzer which computes functions of interests based on them. This setting was first introduced
in Bittau et al. (2017) and was named the ESA model (Encode-Shuffle-Analyze) and motivated by need for anonymous data
collection. (Erlingsson et al., 2019) later provided an analysis of the amplification of privacy thanks to the combined use of
shuffling and local differential privacy showing that the shuffling model of privacy is able to strike a middle ground between
the totally decentralized but somewhat sample inefficient local model and the centralized but more sample efficient central
model of privacy.
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Algorithm 18: Shuffling Protocol

Input: number of episodes K, horizon H, failure probability ” œ (0, 1), bias – > 1, private randomizer Msh with
LDP parameters (‘0, ”0)

for k = 1 to K do
Shuffler R sends (Msh(Xu‡k(l)

))lÆk≠1 with ‡k a random permutatioon at each episode

LDP-OBI computes policy fik based on (Msh(Xu‡k(l)
))lÆk≠1

User uk executes policy fik in the environment, collects trajectory Xk = {(sk,h, ak,h, rk,h)hÆH} and sends the
privatized trajectory Msh(Xk) to R

Algorithm 19: Local randomizer R
0/1
p

Input: Randomization probability: p œ [0, 1], x œ {0, 1}
Let b ≥ Ber(p)
if b = 0 then

Return x
else

Return Ber(1/2)

The shuffling model has then been refined to study the impact on the size of the reports sent by users, i.e., how the accuracy
of a shuffling protocol can be improved when user are allowed to have higher communication threshold (Cheu et al., 2019;
Balle et al., 2019a). It has also been studied for different analyzer function, for instance histograms (Balcer and Cheu, 2020) or
summation (Cheu et al., 2019; Balle et al., 2019b), obtaining optimal protocol with better accuracy and lesser communication
costs (i.e., the number of messages or the size of those messages sent by a user). Finally, the shuffle model has inspired a
privacy amplification algorithm for learning in distributed setting without server-initiated communication (Balle et al., 2019b).

Overall, the most attractive feature of this privacy model is that it offers a smooth transition in terms of privacy/utility
tradeoff between stringent LDP requirements and differential privacy requirements (see (Feldman et al., 2020) for an example
of this transition in the problem of estimating a distribution).

Formally, in our RL setting each episode k represents a user uk which completes a trajectory Xuk in the MDP. The user
computes a locally private version of its trajectory thanks to a privacy-preserving mechanism M. The result M(Xuk ) is
passed to a shuffler R. This shuffler stores all the previous privatized trajectories before the current episode k, (M(Xul ))l<k,
computes a random permutation ‡ : [k ≠1] æ [k ≠1] and sends the permuted set of privatized trajectories, (M(Xu‡(l)

))lÆk≠1

to an RL algorithm like LDP-OBI. This interaction protocol is detailed in Alg. 18.
In the specific case of RL, thanks to (Vietri et al., 2020) we know that any regret minimizing algorithm using (Á, ”)-DP

counters, like (Np
k )kÆK is (Á, ”)-joint differentially private.

3.A.10.1 Privacy-preserving mechanism Msh

A trajectory Xu := {(sh, ah, rh) | h Æ H} is a sequence of H states, actions and rewards. In order to build a model of
the MDP, LDP-OBI uses counters of the numbers of occurrences of each tuple of state-action (s, a) and state, actions and
next-state (s, a, sÕ). We adapt to the RL setting, the algorithm for bit-sum protocol presented in (Cheu et al., 2019). The
first step of the process Msh is to apply a one-hot encoding the trajectory for each state-action. Let x œ {0, 1}H◊S◊A and
y œ {0, 1}(H≠1)◊S◊A◊S such that for each (s, a, sÕ) œ S ◊ A ◊ S

’h œ J1, HK, xh,s,a = 1{sh=s,ah=a}, and yh,s,a,sÕ = 1{sh=s,ah=a,sh+1=sÕ} (3.120)

To encode the reward, we first compute the reward for each state-action pair,
!
rh1{sh=s,ah=a}

"
(h,s,a)œJ1,HK◊S◊A

then given

a parameter m œ N
ı for each state-action pair (s, a), we compute bh,s,a œ {0, 1}m such that for j œ J1, mK:

(bh,s,a)j =

I
1 if j < µh,s,a

Ber (ph,s,a) if j = µh,s,a

0 if j > µh,s,a

(3.121)

with µh,s,a =
'
mrh1{sh=s,ah=a}

(
and ph,s,a = mrh1{sh=s,ah=a} ≠ µh,s,a + 1.

It is a well known result, (Cheu et al., 2019) that Alg. 22 with parameter p guarantees ln(2/p ≠ 1) differential privacy.
Finally, the privacy-preserving mechanism Msh is described by Alg. 20.

Using standard analysis, we can show that this local mechanism R
0/1
p is roughly HÁ-LDP for any Á > 0.Upon receiv-

ing the shuffled privatized, the algorithm LDP-OBI computes the different counts (Ñp
k (s, a, sÕ))(s,a,sÕ), (Ñr

k (s, a))(s,a) and
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Algorithm 20: Privacy-preserving mechanism Msh

Input: trajectory · = {(sh, ah, rh)hÆH}, privacy parameter Á > 0, parameter m œ N
ı

Compute x and y as in Eq. (3.120) and (bh,s,a)(s,a)œS◊A as in Eq. (3.121)
Set p = 2

exp(Á)+1

Output: (R
0/1
p (xh,s,a))(h,s,a), (R

0/1
p (yh,s,a,sÕ ))(h,s,a,sÕ) and ((R

0/1
p ((bh,s,a)j)jÆm)(h,s,a)

(R̃k(s, a))(s,a). For any (s, a, sÕ) œ S ◊ A ◊ S, we define the counters as:

Ñr
k (s, a) =

1

1 ≠ p

A
k≠1ÿ

l=1

Hÿ

h=1

Ë
R0/1

p (xh,s,a) ≠ p

2

ÈB
(3.122)

Ñp
k (s, a, sÕ) =

1

1 ≠ p

A
k≠1ÿ

l=1

Hÿ

h=1

Ë
R0/1

p (yh,s,a,sÕ ) ≠ p

2

ÈB
(3.123)

R̃r
k(s, a) =

1

m(1 ≠ p)

A
mÿ

j=1

k≠1ÿ

l=1

Hÿ

h=1

Ë
R0/1

p ((bh,s,a)j) ≠ p

2

ÈB
(3.124)

Therefore, thanks to Claim 4.6 of (Cheu et al., 2019), we have at the beginning of episode k,(Ñr
k (s, a))(s,a) and

(Ñp
k (s, a, sÕ))(s,a,sÕ) are (Ák,c, ”0)-DP with any ”0 > 0 and:

Ák,c =
32 log(4/”0)/


(k ≠ 1)HÚ

p ≠
Ò

2p log(2/”0)
(k≠1)H

3
1 ≠

3
p ≠

Ú
2p log(2/”0)

(k ≠ 1)H

44
(3.125)

with p œ
Ë

14
(k≠1)H

log(4/”0), 1
È
. But we have that with probability at least 1 ≠ ”, for any ” > 0, that:

-----
k≠1ÿ

l=1

Hÿ

h=1

1{sl,h=s,al,h=a} ≠ Ñr
k (s, a)

----- Æ 1

1 ≠ p

3
(k ≠ 1)Hp(1 ≠ p/2) ln(1/”) +

2 ln(1/”)

3

4

------

k≠1ÿ

l=1

H≠1ÿ

h=1

1Ósk,h=s,
ak,h=a

,sk,h+1=sÕ

Ô ≠ Ñp
k (s, a, sÕ)

------
Æ 1

1 ≠ p

3
(k ≠ 1)Hp(1 ≠ p/2) ln(1/”) +

2 ln(1/”)

3

4

The same type of result of result holds for the cumulative reward in each state-action pair (s, a), albeit some small technical
difficulties due the estimated sum being in R and not an integer contrary to the counters for the number of visits.

3.A.10.2 Impact on the Regret

We have mentioned that thanks to the shuffling mechanism the counters (R̃k(s, a))(s,a), (Ñr
k (s, a))(s,a), (Ñp

k (s, a, sÕ))(s,a,sÕ)

enjoy a (Ác, ”)-DP guarantee, in addition to the ‘0-LDP guarantee. But the utility bound in the last subsubsection highlights

that for a strict constraint on the level of local differential privacy the utility of each counters is of order
Ô

kH
exp(Á0)≠1

therefore

using Thm. 7, the regret of LDP-OBI coupled with Msh is bounded with high probability by H2S2A
Ô

KH
exp(Á0/H)≠1

. This result is

similar to the result of (Feldman et al., 2020) of Sec. 5.1 about density estimation where the shuffle model recovers the known
rate of convergence of O(1/Á

Ô
n) under an Á-LDP constraint with n samples.

However, in the reinforcement learning setting the shuffle model might allow to interpolate between LDP setting presented
in this paper and the joint differential privacy setting of Shariff and Sheffet (2018); Vietri et al. (2020). One difficulty here

being that because each user interacts only once with the RL algorithm the probability used by the local randomizer R
0/1
p ha

to be dependent on the number of previous episode to ensure a good (Á, ”)-JDP guarantee. In other words, for the very first
episodes the privacy amplification of the shuffle model is negligible therefore the privacy parameter for those early users has
to be stronger than for the latter ones which are somewhat hidden by the crowd. Albeit this minor issue, a good choice of the
probabilities (pi)kÆK may be able to guarantee (Á, ”)-JDP (for any Á > 0 and ” > 0) and a regret of order O(

Ô
K + log(K)

Á
).

3.B Appendix for Improving Privacy by Shuffling

3.B.1 Local Privatizer MLDP

In this appendix, we present the privacy-preserving mechanism MLDP used in this paper.
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Algorithm 21: Local Privatizer MLDP

Input: context: x œ R
d, reward: r œ [0, 1], context bound: L, privacy parameter: Á0, encoding parameter:

m
//*Encoder*//

Set ỹ = rx
2L + 1

2 and z̃ = xx|

2L2 + 11
|

2
for j = 1, . . . , d do

Compute µj = Áỹj · mË and pj = m · ỹj ≠ µj + 1
for k = 1, . . . , m do

Let bj,k =

Y
]
[

1 if k < µj

Ber(pj) if k = µj

0 if k > µj

for i = 1, . . . , d do
for j = 1, . . . , i do

Compute Ÿi,j = Áz̃i,j · mË and qi,j = m · z̃i,j ≠ Ÿi,j + 1
for k = 1, . . . , m do

Let wi,j,k =

Y
]
[

1 if k < Ÿi,j

Ber(qi,j) if k = Ÿi,j

0 if k > Ÿi,j

Let wj,i,k = wi,j,k

//*Local Randomizer*//

Set probabilities p = 2
exp(2Á0/md(d+3))+1 and compute private values b̃j =

1
R

0/1
p (bj,1), . . . , R

0/1
p (bj,m)

2
for all

j œ J1, dK, w̃i,j =
1

R
0/1
p (wi,j,1), . . . , R

0/1
p (wi,j,m)

2
for all i œ J1, dK, j Æ i

Algorithm 22: Local Randomizer R
0/1
p

Input: probability: p, x œ {0, 1}
Let b ≥ Ber(p);
if b = 0 then

Return x
else

Return Ber(1/2)
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3.B.2 Proofs

In this appendix, we provide the full derivation of the results stated in the main text. We start introducing the notion of central
(Á, ”)-DP that is widely used in the proofs.

Definition 4. A randomized mechanism, M : Rd æ Z, is said to be central (Á, ”) differential private (DP) if for all sequence
of values z œ Rd and zÕ such that there exists a unique i Æ t for which zi ”= zÕ

i and for all j ”= i, zj = zÕ
j then

P (M(z) œ A | z) Æ eÁ
P

!
M(z) œ A | zÕ" + ”

for any A µ Range(M).

Note that the concept of central DP is at the core for proving JDP results, in fact thanks to Claim 7 in (Shariff and Sheffet,

2018) having a sequence (ÂVt, Bt)t is (Á, ”)-DP implies that a bandit algorithm based on this sequence is (Á, ”)-DP.

3.B.2.1 Proof of Lem. 21

Here, we detail how to obtain the confidence intervals around ◊ı using the privatized estimator Â◊j for any batch jS Æ MS

( with MS = T lı the total number of batches from the shuffler side). First, let’s define the sequence of random variables
(Yt,k,l,q)tÆT,k,lÆd,qÆm, (Zt,k,l,q)tÆT,k,lÆd,qÆm two independent sequences of i.i.d. Bernoulli distributed random variable with
parameters p = 2/(exp(2Á0/md(d + 3)) + 1) and 1/2 and such that for all k, l Æ d, Yt,k,l,q = Yt,l,k,q and Zt,k,l,q = Zt,l,k,q.
For every (t, k, l, q) œ [T ] ◊ [d] ◊ [d] ◊ [m], Yt,k,l,q is sampled by Alg. 22 if Yt,k,l,q = 1 then it return the random variable
Zt,k,l,q otherwise it returns the true data.

In addition, let’s define (At,k,l = wt,k,l,Ÿt,k,l )tÆT,k,lÆd a sequence of Bernoulli random variable with parameter (qt,k,l)tÆT,k,lÆd

defined by the two sequences (Âzt,k,l)tÆT,k,lÆd and (Ÿt,k,l)tÆT,k,lÆd in the mechanism MLDP, Alg. 21. Finally, let’s note the
sequence of data computing by the encoding part of Alg. 21.

For any batch jA Æ MS , we can write the approximate design matrix and vector Bj as follows for every coordinate k, l Æ d:

ÂVj,k,l =
1

m(1 ≠ p)

tjÿ

t=1

mÿ

q=1

Yt,k,l,qZt,k,l,q ≠ p

2
+

tjÿ

t=1

xt,at x|

t,at

2L2
+ +2⁄j1{k=l}

+
1

m

tjÿ

t=1

At,k,l ≠ (mÂzt,k,l ≠ Ÿt,k,l + 1) +
1

m(1 ≠ p)

tjÿ

t=1

mÿ

q=1

(p ≠ Yt,k,l,q)wt,k,l,q

(3.126)

where ⁄j is defined in Eq. (3.14).

ÂBj,k =
1

m(1 ≠ p)

tjÿ

l=1

mÿ

q=1

1
b̃l,i,q ≠ p

2

2
≠ tj

2
(3.127)

Now, given an well-chosen regularization ⁄j the approximate design matrix ÂVj can be written as the sum of the true design
matrix

q
t
xt,at x|

t,at
and a time-varying regularizer similar to (Shariff and Sheffet, 2018). We just need to bound with high

probability the deviation of the eigenvalues of ÂVj ≠
qtj

t=1

xt,at x
|

t,at
2L2 ≠ ⁄jId.

Let’s consider a vector v œ R
d such that ÎvÎ2 = 1 then for any time tj Æ T and ” œ (0, 1) we have with probability at

least 1 ≠ ”: -----

K
v,

A
tjÿ

t=1

mÿ

q=1

Yt,.,.,qZt,.,.,q ≠ p11|

2

B
v

L----- Æ 2


2tjm ln(2/”) (3.128)

Therefore because the matrix
1qtj

t=1

qm

q=1
Yt,.,.,qZt,.,.,q ≠ p11|

2

2
is symmetric we have that with high probability:

max

I -----⁄min

Aÿ

t,q

Yt,.,.,qZt,.,.,q ≠ p11|

2

B ----- , ⁄max

Aÿ

t,q

Yt,.,.,qZt,.,.,q ≠ p11|

2

BJ
Æ 2


2tjm ln(2/”)

where ⁄min and ⁄max are the minimum and maximum eigenvalues. Similarly, using the martingale difference structure,we
have that for any v œ R

d, ÎvÎ2 Æ 1 and ” œ (0, 1), we have with probability at least 1 ≠ ”:

-----

K
v,

A
tj+1ÿ

t=1

mÿ

q=1

(p11| ≠ Yt,.,.,q)wt,.,.,q

B
v

L----- Æ 2


2tj+1m ln(2/”) (3.129)
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and -----

K
v,

A
tj+1ÿ

t=1

At ≠ (mÂzt ≠ Ÿt + 1)

B
v

L----- Æ 2


2tj+1 ln(2/”) (3.130)

Indeed, for every t Æ T , let’s define the filtration Ft which is the filtration generated by all the history up to time t included
except for the noise added by the mechanism MLDP that is to say Ft = ‡((xl,al , rl)lÆt, (Yl,i,j,q)l<t≠1,i,jÆd,qÆm, (Zl,i,j,q)l<t≠1,i,jÆd,qÆm, (wt,k,l,q

Therefore, we have that:

E ((p ≠ Yt,k,l,q)wt,k,l,q | Ft) = E(p ≠ Yt,k,l,q)E (wt,k,l,q | Ft) = 0

E (At,k,l ≠ (mÂzt,k,l ≠ Ÿt,k,l + 1) | Ft) = E(At,k,lFt) ≠ (mÂzt,k,l ≠ Ÿt,k,l + 1) = 0
(3.131)

because Yt is independent of Ft and wt. The second equality comes from the fact that given Ft, At,k,l is a Bernoulli random
variable with parameter mÂzt,k,l ≠ Ÿt,k,l + 1.

Hence, when choosing ⁄j =

Ô
8tj ln(2tj /”)

m
+

2
Ô

8tj ln(2tj /”)

(1≠p)
Ô

m
, we have that with probability at least 1 ≠ ”:

’j Æ MS , ⁄min

A
ÂVj ≠

tjÿ

t=1

xt,at x|

t,at

2L2

B
Ø

Ú
8tj ln

1
2tj

”

2

m
+

2

Ú
8tj ln

1
2tj

”

2

(1 ≠ p)
Ô

m
+ (3.132)

⁄max

A
ÂVj ≠

tjÿ

t=1

xt,at x|

t,at

2L2

B
Æ

2

Ú
8tj ln

1
2tj

”

2

m
+

4

Ú
8tj ln

1
2tj

”

2

(1 ≠ p)
Ô

m
(3.133)

In addition, with the same reasoning, we have with probability at least 1 ≠ ”:

.....

tj+1ÿ

l=1

rlxl,al

2L
≠ Bj

..... Æ 2

Ú
dp

1
1 ≠ p

2

2
tjm log

1
2tj

”

2
+

4

3

Ô
d log

1
2tj

”

2
+

2

m

Ú
dtj log

1
2tj

”

2
(3.134)

Therefore, using Prop. 5 in (Shariff and Sheffet, 2018), we have that the result.

3.B.2.2 Proof of Prop. 7

We now move to prove the following proposition which implies Prop. 7;

Proposition 17. For any encoding parameter m œ N
ı and LDP parameter Á0 > 0, MLDP(x, r) is Á0-LDP for any ÎxÎ Æ L

and r œ [0, 1].

Proof. For any x, xÕ œ R
d and r, rÕ œ [0, 1] such that ÎxÎ Æ L and ÎxÕÎ Æ L let’s note MLDP(x, r) =

!
(w̃i,j)i,jÆd, (b̃j)jÆd

"
œ

{0, 1}d2m◊dm and MLDP(xÕ, rÕ) =
!
(w̃Õ

i,j)i,jÆd, (b̃Õ
j)jÆd

"
œ {0, 1}d2m◊dm. Therefore, let’s consider a tuple (W0, B0) œ

{0, 1}d2m◊dm then we want to show that:

P (MLDP(x, r) = (W0, B0)) Æ eÁ0P
!
MLDP(xÕ, rÕ) = (W0, B0)

"
(3.135)

But we have:

P
!
’i, j Æ d, w̃i,j = W0,i,j , b̃j = B0,j

"
= P (’i, j Æ d, w̃i,j = W0,i,j)P

!
’j Æ d, b̃j = B0,j

"
(3.136)

In addition, because the mechanism R
0/1
p is an example of a randomized response mechanism (Dwork et al., 2010a), we have

that for all j Æ d, q Æ m, P(R
0/1
p (bj,m) | bj,m) Æ (2/p ≠ 1)P(R

0/1
p (bÕ

j,m) | bÕ
j,m). Therefore, because of the independence of

the sequence (b̃j)j :

P
!
’j Æ d, b̃j = B0,j

"
=

Ÿ

j,q

P
!
b̃j,q = B0,j,q

"

Æ
Ÿ

j,q

P
!
b̃Õ

j,q = B0,j,q

" 3
2

p
≠ 1

4
=

3
2

p
≠ 1

4dm

P
!
’j, b̃Õ

j = B0,j

" (3.137)
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For all i, j Æ d, we have that w̃i,j = w̃j,i therefore:

P (’i, j Æ d, w̃i,j = W0,i,j) =
Ÿ

i,jÆi,q

P (w̃i,j,q = W0,i,j,q)

Æ
Ÿ

i,jÆi,q

3
2

p
≠ 1

4
P

!
w̃Õ

i,j,q = W0,i,j,q

"

=

3
2

p
≠ 1

4md(d+1)/2

P
!
’i, j Æ d, w̃Õ

i,j = W0,i,j

"

(3.138)

Hence the resulting when setting p = 2

exp
!

Á0
md(d+3)/2

"
+1

.

3.B.2.3 Proof of Thm. 8

Before proving the JDP guarantees of our algorithm, that is to say Thm. 8. We first prove the following proposition that is a
consequence of Thm. 5.4 in (Cheu et al., 2019).

Proposition 18. For any ”0, ” œ (0, 1), number of batch MS and length l, encoding parameter m, LDP parameter 0 <

Á0 Æ ln
1

l
(7 ln(8m/”0))

≠ 1)
2

and for all batch j Æ MS of length l, the statistics (Zj , Uj) computed by the shuffler (with

p = 2/(e2Á0/md(d+3) + 1))) are (Áj,c, ” + ”0)-DP with

Áj,c

2d(d + 3)


8m log(8m/”0)
=

A
1 ≠

A
p ≠

Ú
2p log

!
2m
”0

"

l

BB ı̂ııÙ
32 log(8m/”0)

l

3
p ≠

Ò
2p log(8”0/m)

l

4 (3.139)

of Prop. 18. Let’s consider ” œ (0, 1) and define

E” =

+Œ‹

T =1

I .....
1

m(1 ≠ p)

Tÿ

t=1

mÿ

q=1

Yt,.,.,qZt,.,.,q ≠ p

2
11

|

.....

+

.....
1

m

Tÿ

t=1

At ≠ (mÂzt ≠ Â◊t + 1)

.....

+

.....
1

m(1 ≠ p)

Tÿ

t=1

mÿ

q=1

(p ≠ Yt,.,.,q)wt,.,.,q

..... Æ


8T ln(2T/”)

m
+

2


8T ln(2T/”)

(1 ≠ p)
Ô

m

J

This event is such that P(E”) Ø 1 ≠ ”. Therefore for a batch j and any event A, we have that:

P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A

4
=

P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A, E”

4

+ P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A, Ec

”

4

Therefore, we have that:

P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A

4
Æ

P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A, E”

4
+ ”

And thanks to the definition of privacy with shuffling we have that:

P

31
MLDP (x‡j (t)x

|

‡j (t), r‡j (t)x‡j (t)))
2

tœJtj +1,tj+1K
œ A

4
Æ

P

1!
MLDP (xÕ

‡j (t)(x
Õ
‡j (t))

|, r‡j (t)x‡j (t)))
"

tœJtj +1,tj+1K
œ A

2
exp(Áj,c) + ”0 + ”
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where Áj,c is such that:

Áj,c

2d(d + 3)
Ò

8m log
!

8m
”0

" =

A
1 ≠

A
p ≠

Ú
2p log

!
2m
”0

"

l

BB ı̂ııÙ
32 log(8m/”0)

l

3
p ≠

Ò
2p log(8”0/m)

l

4
(3.140)

according to Thm. 5.4 in (Cheu et al., 2019).

Now let’s consider a set of parameters ”0, ” œ (0, 1) and Á, Á0 œ (0, 1) and a length l that satisfies Eq. (3.9). Such length
l exists for any p œ [0, 1] as

limlæ+Œ2

Ú
2 log(2m/”0)

l
+

A
lÁ

25d(d + 3) log(8m/”0)


2T ln(1/”0)

B2

≠
ı̂ıÙ

A
2 +

A
lÁ

25d(d + 3) log(8m/”0)


2T ln(1/”0)

B2B2

≠ 4 = ≠2

(3.141)

Therefore, thanks to Prop. 18, we have that each update to the design matrix is
1

Á
Ô

lÔ
T

, ”0 + ”

2
-DP. Therefore, using advanced

composition yields the result.

3.B.2.4 Proof of Thm. 9

Let’s now move on to the proof of the main theorem, Thm. 9. Let’s note lı = T/MS where MS is the number of batch from
the shuffler point of view, this parameter is given to the shuffler. Now let’s consider a shuffler batch j Æ MS , sent to the
bandit algorithm, let’s note then qj < j the last shuffler batch where Alg. 12 has updated the estimate Â◊. Therefore, if Alg. 12

decides to update the parameter Â◊ after receiving the data from the shuffler batch j, we have that:

det(Ṽj) Ø (1 + ÷)det(Ṽqj ) (3.142)

Let’s consider any bandit batch r, between time tr + 1 and tr+1 we can then decompose the interval {tr + 1, . . . , tr+1}
into successive shuffler batches and we note the last of them jr. That is to say, upon receiving the shuffler batch jr and
tjr the time step at which this batch begins, Alg. 12 updates the parameter Â◊, so increasing the bandit batch from r to

r + 1. Therefore, for all shuffler batch j Æ jr ≠ 1, we have that det(ÂVj) Æ (1 + ÷)det(ÂVr) therefore for any vector x œ R
d,---È◊ı ≠ Â◊r, xÍ

--- Æ Ô
1 + ÷—rÎxÎÂV ≠1

r
(see App. D in (Abbasi-Yadkori et al., 2011)). In addition, for any time step t during a

batch j, ÎxÎÂV ≠1
j

Æ ÎxÎÂV ≠1
t

where ÂVt is the design matrix computed with only data from the first t time steps. In addition for

t œ {tjr , . . . , tr+1}, we have that the norm ÎxÎÂV ≠1
r

can not be related to the norm of ÎxÎÂV ≠1
t

but we have that:

---È◊ı ≠ Â◊r, xÍ
--- Æ —rÎxÎÂV ≠1

r
Æ —rÎxÎ2

⁄min(Vr)
(3.143)

Therefore, we can write the regret as:

RT =

Tÿ

t=1

È◊ı, xt,aı
t

≠ xt,at Í =

MRÿ

p=0

tp+1ÿ

t=tp+1

È◊ı, xt,aı
t

≠ xt,at Í (3.144)

where MR is the number of batch of Alg. 12. Using the reasoning above, we have:

RT Æ
MR≠1ÿ

p=0

tjpÿ

t=tp+1

2—p


1 + ÷Îxt,at ÎÂV ≠1

t

+

tp+1ÿ

t=tjp +1

2—pÎxt,at ÎÂV ≠1
tp

(3.145)

Æ 2—T

Tÿ

t=1


1 + ÷Îxt,at ÎÂV ≠1

t

+

MR≠1ÿ

p=0

2—pLlı

Ò
⁄min(ÂVp)

(3.146)
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where lı is the length of a shuffler batch. In addition, the design matrix ÂVp is regularized to ensure that its minimum eigenvalues
grows at a rate of

Ô
tp. Therefore we have that for any bandit algorithm batch r:
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Ò
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A
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Ò
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2
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+ 2 log(2/”)
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tr log
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2
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"2

⁄r

B

Therefore using (Carpentier et al., 2020), the regret can be bounded by:
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Ú
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We now proceed to bound each term individually. First, we have:

MR≠1ÿ

r=0

2
Ô

3LlıS Æ 2
Ô

3LSlıMR (3.148)

This is because the shuffler sends data on a fix length schedule. Also, we have:

MR≠1ÿ
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Finally,
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Therefore with probability at least 1 ≠ ” the regret is bounded by:
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Bounding a�. Given the expression of —T , we have that:

a� Æ ‡
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(3.152)

Now, we are left with bounding the remaining of the right hand part of Eq. (3.151). The first step to do so is to notice
that the number of bandit algorithm batch is bounded by roughly O (log(T )), more precisely:

MR Æ 1 +
d log

1
L2T

d
+ 16

Ô
T log(2T/”)
(1≠p)

2

log(1 + ÷)
(3.153)
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In addition, if lı satisfies Eq. (3.9) then we have that:

lı Æ max
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8 log(2m/”0)

p2
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J
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In Eq. (3.154) we have that the regret is bounded with probability at least 1 ≠ ”:
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Therefore, we can differentiate two different scenarios:

• If p2(1 ≠ p) Æ 7T ≠1/2Á
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• If p2(1 ≠ p) Ø 7T ≠1/2Á
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The last step now is to choose the parameter Á0 to optimize the regret. Therefore, if Á Æ 1

27T 1/4 , so in a high privacy

regime, when choosing p = 1 ≠ Á2/3T 1/6 we are in the second scenario above and:
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3.B.3 Regret with Scheduled Update Algorithm

In this appendix, we present a bandit algorithm using a fixed schedule update instead of the determinant based condition used
in Alg. 12. The main consequence of using a fixed batch bandit algorithm is a worse regret compared to Alg. 12. That is
a consequence of the inflated bonus needed by the use of the local randomizer algorithm MLDP. Let’s consider the batched
algorithm described in Alg. 23.

In terms of privacy Alg. 23 enjoys the same guarantees as Alg. 12. For any ” œ (0, 1), we have that with probability at
least 1 ≠ ”:

RT =

Tÿ

t=1

È◊ı, xt,aı
t

≠ xt,at Í =

Mÿ

j=1

tj+1ÿ

t=tj +1

È◊ı, xt,aı
t

≠ xt,at Í (3.159)
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Algorithm 23: FixedBatchedShuffling-LinUCB

Input: LDP parameter: Á0, privacy parameter: Á, ”Õ, regularization parameter:⁄, context bound:L, failure
probability:”, low switching parameter: ÷, encoding parameter:m, dimension: d

Initialize jS = jA = 0, Â◊0 = 0, ÂV0 = ⁄Id, p = 2
exp(2Á0/(md(d+3)))+1

for t = 0, 1, . . . do

User receives Â◊jA , ÂVjA and —jA and selects at œ arg maxaœ[K]Èxt,a, Â◊jAÍ + —jAÎ xt,aÎÂV ≠1

jA

Observe reward rt and compute private statistics (Âbt, Âwt) = MLDP((xt,at
, rt), p, m, L)

Communication with the shuffler

BS
jS = BS

jS fi (Âbt, Âwt)

if |BS
jS | = l then

Set tjS+1 = t, compute a permutation ‡ of JtjS + 1, tjS+1K and compute aggregate statistics

’i Æ d, k Æ i, ZjS ,i =

lÿ

n=1

mÿ

q=1

b̃‡(n),i,q and UjS ,i,k =

lÿ

n=1

mÿ

q=1

Âw‡(n),i,k,q

Set UjS ,i,k = UjS ,k,i, BjS+1 = ÿ and jS = jS + 1
Communication with the bandit algorithm
Receives (ZjS≠1, UjS≠1) and compute candidate statistics

ÂBjA+1 = ÂBjA+1 +
ZjS≠1

m(1 ≠ p)
≠ lS

2(1 ≠ p)

ÂVjA+1 = ÂVjA+1 +
UjS≠1

m(1 ≠ p)
≠ lS

2(1 ≠ p)
+ 2(⁄jA+1 ≠ ⁄jA)Id

Compute ◊jA+1 = 1
L

ÂV ≠1
jA+1

ÂBjA+1

Set tjA+1 = t, —jA+1 and ⁄jA+1 as in Eq. (3.13) and Eq. (3.14)

Set jA = jA + 1, ÂBjA+1 = ÂBjA and ÂVjA+1 = ÂVjA
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But using Lem.3 in (Han et al., 2020), we have that for any batch j:
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where M is the total number of batch. Therefore, the regret is bounded with high probability by:

RT Æ 2—M
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Á

4
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Where we used the fact that M is defined in Eq. (3.154). Therefore, using a fixed schedule algorithm the trade-off highlighted
in Thm. 9 does not appear.
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Chapter 4

Secure Reinforcement Learning

The last chapter of this thesis deals with the problem of security in Reinforcement Learning and the associated constraints. We
consider two different aspects of this problem. The first one is adversarial attacks on linear contextual bandit. The objective is
to understand how sensitive to perturbation in the observed rewards and contexts standard algorithms like Thompson Sampling
or UCB are. That is to say, we aim to answer to the different questions of what happens when an attacker can control the
rewards observed by the bandit algorithm (while minimizing the total change between the true rewards and the ones observed
by the bandit algorithm) or when the attacker can modify the contexts but not the reward. The second problem (and potential
solution to the problem mentioned above) is about encryption in linear contextual bandit. Indeed, most software uses end-to-
end encryption to secure the communication between the users and the servers. Some application go even further by providing
a service to the users without observing the true data but only an encrypted version of it. Combined with the previous result
about attackers able to perturb the algorithm feedback, we aim to design a secure bandit algorithm leveraging homomorphic
encryption to prevent any outside attackers to modify the reward and context sent to the algorithm. But also, to prevent
the bandit algorithms to observe true contexts and rewards, solely encrypted version of it. The resulting algorithm designed
around homomorphic encryption for linear contextual bandit has to trade-off constraints like being able to perform a finite
number of multiplication before making the data indecipherable and minimizing regret. To do so, we leverage techniques from
the slow-switching in bandit literature and present an algorithm with a regret similar to the non-encrypted case.

This chapter is based on the two following articles:

• Evrard Garcelon, Baptiste Roziere, Laurent Meunier, Jean Tarbouriech, Olivier Teytaud, Alessandro Lazaric, and Matteo
Pirotta. Adversarial attacks on linear contextual bandits. In H. Larochelle, M. Ranzato, R. Hadsell, M.F. Balcan, and
H. Lin, editors, Advances in Neural Information Processing Systems, volume 33, pages 14362–14373. Curran Associates,
Inc., 2020c. URL https://papers.nips.cc/paper/2020

• Evrard Garcelon, Matteo Pirotta, and Vianney Perchet. Encrypted linear contextual bandit. In Gustau Camps-Valls,
Francisco J. R. Ruiz, and Isabel Valera, editors, Proceedings of The 25th International Conference on Artificial Intelligence
and Statistics, volume 151 of Proceedings of Machine Learning Research, pages 2519–2551. PMLR, 28–30 Mar 2022c.
URL https://proceedings.mlr.press/v151/garcelon22a.html
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4.1 Attacks on Linear Contextual Bandit

Recommender systems are at the heart of the business model of many industries like e-commerce or video streaming (Davidson
et al., 2010; Gomez-Uribe and Hunt, 2015). The two most common approaches for this task are based either on matrix
factorization (Park et al., 2017) or bandit algorithms (Li et al., 2010), which both rely on a unaltered feedback loop between
the recommender system and the user. In recent years, a fair amount of work has been dedicated to understanding how
targeted perturbations in the feedback loop can fool a recommender system into recommending low quality items.

Following the line of research on adversarial attacks in supervised learning (Biggio et al., 2012; Goodfellow et al., 2014;
Jagielski et al., 2018; Li et al., 2016; Liu et al., 2017), attacks on recommender systems have been focused on filtering-based
algorithms (Christakopoulou and Banerjee, 2019; Mehta and Nejdl, 2008) and offline contextual bandits (Ma et al., 2018).
The question of adversarial attacks for online bandit algorithms has only been studied quite recently (Jun et al., 2018; Liu and
Shroff, 2019; Immorlica et al., 2018; Guan et al., 2020), and solely in the multi-armed stochastic setting. Although the idea of
online adversarial bandit algorithms is not new (see Exp3 algorithm in Auer et al. (2002b)), the focus is different from what
we are considering in this article. Indeed, algorithms like Exp3 or Exp4 (Lattimore and Szepesvári, 2018) are designed to find
optimal actions in hindsight in order to adapt to any rewards stream.

The opposition between adversarial and stochastic bandit settings has sparked interests in studying a middle ground. In
Bubeck and Slivkins (2012), the learning algorithm has no knowledge of the type of feedback it receives (either stochastic or
adversarial). In Lykouris et al. (2018); Li et al. (2019); Gupta et al. (2019); Lykouris et al. (2019); Kapoor et al. (2019), the
rewards are assumed to be corrupted by adversarial rewards. The authors focus on building algorithms able to find the optimal
actions even in the presence of some non-random perturbations. This setting is different from what is studied in this article
because those perturbations are bounded and agnostic to arms pulled by the learning algorithm, i.e., the adversary corrupt the
rewards before the algorithm chooses an arm.

In the broader Deep Reinforcement Learning (DRL) literature, the focus is placed on modifying the observations of different
states to fool a DRL system at inference time (Hussenot et al., 2019; Sun et al., 2020) or the rewards (Ma et al., 2019).
In this chapter, we first follow the research direction opened by Jun et al. (2018) where the attacker has the objective of
fooling a learning algorithm into taking a specific action as much as possible. For example in a news recommendation problem,
as described in Li et al. (2010), a bandit algorithm chooses between K articles to recommend to a user, based on some
information about them, called context. We assume that an attacker sits between the user and the website, they can choose
the reward (i.e., click or not) for the recommended article observed by the recommending algorithm. Their goal is to fool the
bandit algorithm into recommending some articles to most users. The contributions of our work can be summarized as follows:

• We extend the work of Jun et al. (2018); Liu and Shroff (2019) to the contextual linear bandit setting showing how to
perturb rewards for both stochastic and adversarial algorithms, forcing any bandit algorithms to pull a specific set of
arms, o(T ) times for logarithmic cost for the attacker.

• We analyze, for the first time, the setting in which the attacker can only modify the context x associated with the
current user (the reward is not altered). The goal of the attacker is to fool the bandit algorithm into pulling arms of
a target set for most users (i.e., contexts) while minimizing the total norm of their attacks. We show that the widely
known LinUCB algorithm (Abbasi-Yadkori et al., 2011; Lattimore and Szepesvári, 2018) is vulnerable to this new type
of attack.

• We present a harder setting for the attacker, where the latter can only modify the context associated to a specific user.
This situation may occur when a malicious agent has infected some computers with a Remote Access Trojan (RAT).
The attacker can then modify the history of navigation of a specific user and, as a consequence, the information seen by
the online recommender system.We show how the attacker can attack the two very common bandit algorithms LinUCB
and Linear Thompson Sampling (LinTS) Agrawal and Goyal (2012); Abeille et al. (2017) and, in certain cases, force
them to pull a set of arms most of the time when a specific context (i.e., user) is presented to the algorithm (i.e., visits
a website).

4.1.1 Linear Contextual Bandit

We consider the standard contextual linear bandit setting with K œ N arms and feature independent arms described in
Section 1.2.2. At each time t, the agent observes a context xt œ R

d, selects an action at œ J1, KK and observes a reward:
rt,at = È◊at , xtÍ + ÷t

at
where for each arm a, ◊a œ R

d is a feature vector and ÷t
at

is a conditionally independent zero-mean,
‡2-subgaussian noise. The contexts are assumed to be sampled stochastically except in App. 4.A.4.

Assumption 13. There exist L > 0 and D µ R
d, such that for all t, xt œ D and, ’x œ D, ’a œ J1, KK, ÎxÎ2 Æ L and È◊a, xÍ œ

(0, 1]. In addition, we assume that there exists S > 0 such that Î◊aÎ2 Æ S for all arms a.

The agent minimizes the cumulative regret after T steps RT =
qT

t=1
È◊aı

t
, xtÍ ≠ È◊at , xtÍ, where aı

t := arg maxaÈ◊a, xtÍ.
A bandit learning algorithm A is said to be no-regret when it satisfies RT = o(T ), i.e., the average expected reward received by
A converges to the optimal one. Classical bandit algorithms (e.g.,LinUCB and LinTS) compute an estimate of the unknown
parameters ◊a using past observations. Formally, for each arm a œ [K] we define St

a as the set of times up to t ≠ 1 (included)
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where the agent played arm a. Then, the estimated parameters are obtained through regularized least-squares regression as
‚◊t

a = (Xt,aX€
t,a + ⁄I)≠1Xt,aYt,a, where ⁄ > 0, Xt,a = (xi)iœSt

a
œ R

d◊|St
a| and Yt,a = (ri,ai )iœSt

a
œ R

|St
a|. Denote by

Vt,a = ⁄I + Xt,aX€
t,a the design matrix of the regularized least-square problem and by ÎxÎV =

Ô
x€V x the weighted norm

w.r.t. any positive matrix V œ R
d◊d. We define the confidence set:

Ct,a =
Ó

◊ œ R
d :

..◊ ≠ ‚◊t,a

..
Vt,a

Æ —t,a

Ô
(4.1)

where —t,a = ‡

Ò
d log

!
(1 + L2(1 + |St

a|)/⁄)/”
"

+ S
Ô

⁄,

which guarantees that ◊a œ Ct,a, for all t > 0, w.p. 1 ≠ ”. This uncertainty is used to balance the exploration-exploitation
trade-off either through optimism (e.g.,LinUCB) or through randomization (e.g., LinTS).

4.1.2 Online Adversarial Attacks on Rewards

The ultimate goal of a malicious agent is to force a bandit algorithm to perform a desired behavior. An attacker may simply
want to induce the bandit algorithm to perform poorly—ruining the users’ experience—or to force the algorithm to suggest a
specific arm. The latter case is particularly interesting in advertising where a seller may want to increase the exposure of its
product at the expense of the competitors. Note that the users’ experience is also compromised by the latter attack since the
suggestions they will receive will not be tailored to their needs. Similarly to Liu and Shroff (2019); Jun et al. (2018), we focus
on the latter objective, i.e., to fool the bandit algorithm into pulling arms in A†, a set of target arms, for T ≠ o(T ) time steps
(independently of the user).

A way to obtain this behavior is to dynamically modify the reward in order to make the bandit algorithm believe that a†

is optimal, for some a† œ A†. Clearly, the attacker has to pay a price in order to modify the perceived bandit problem and
fool the algorithm. If there is no restriction on when and how the attacker can alter the reward, the attacker can easily fool
the algorithm. However, this setting is not interesting since the attacker may pay a cost higher than the loss suffered by the
attacked algorithm. An attack strategy is considered successful when the total cost of the attack is sublinear in T .

In this subsection , we show that under Assumption 13, there exists an attack algorithm that is successful against any
bandit algorithm, stochastic or adverserial.

Setting. We assume that the attacker has the same knowledge as the bandit algorithm A about the problem (i.e., knows
‡ and L). The attacker is assumed to be able to observe the context xt, the arm at pulled by A, and can modify the reward
received by A. When the attacker modifies the reward rt,at into Ârt,at the instantaneous cost of the attack is defined as
ct :=

--rt,at ≠ Ârt,at

--. The goal of the attacker is to fool algorithm A such that the arms in A† are pulled T ≠ o(T ) times andqT

t=1
ct = o(T ). We also assume that the action for the arms in the target set is strictly positive for every context x œ D.

That is to say that ∆ := minxœD

Ó
Èx, ◊

a
†
ı(x)

Í ≠ max
aœA†,a”=a

†
ı(x)

Èx, ◊aÍ
Ô

> 0 where a†
ı(x) = arg maxaœA† Èx, ◊aÍ for every

x œ D.
Attack idea. We leverage the idea presented in Liu and Shroff (2019) and Jun et al. (2018) where the attacker lowers

the reward of arms a /œ A† so that algorithm A learns that an arm of the target set is optimal for every context. Since A is
assumed to be no-regret, the attacker only needs to modify the rewards o(T ) times to achieve this goal. Lowering the rewards
has the effect of shifting the vectors (◊a)a/œA† to new vectors (◊Õ

a)a/œA† such that for all arms a /œ A† and all contexts x œ D,
there exists an arm a† œ A† such that È◊Õ

a, xÍ Æ È◊a† , xÍ. Since rewards are assumed to be bounded (see Asm. 13), this
objective can be achieved by simply forcing the reward of non-target arms a /œ A† to the minimum value. Contextual ACE
(see Fig. 25) implements a soft version of this idea by leveraging the knowledge of the reward distribution. At each round t,
Contextual ACE modifies the reward perceived by A as follows:

Âr1
t,at

= ÷
Õ
t1{at /œA†} + rt,at1{atœA†} (4.2)

where ÷Õ
t is a ‡-subgaussian random variable generated by the attacker independently of all other random variables.

Contextual ACE transforms the original problem into a stationary bandit problem in which there is a targeted arm that is
optimal for all contexts and all non targeted arms have expected reward of 0. The following propostion shows that the
cumulative cost of the attack is sublinear.

Proposition 1. For any ” œ (0, 1/K], when using Contextual ACE algorithm (Fig. 24) with perturbed rewards Âr1, with
probability at least 1 ≠ K”, algorithm A pulls an arm in A† for T ≠ o(T ) time steps and the total cost of attacks is o(T ).

The proof of this proposition is provided in App. 4.A.1.1. While Prop. 1 holds for any no-regret algorithm A, we can
provide a more precise bound on the total cost by inspecting the algorithm. For example, we can show (see App. 4.A.5), that,
with probability at least 1 ≠ K”, the number of times LinUCB Abbasi-Yadkori et al. (2011) pulls arms not in A† is at most
q

j /œA† Nj(T ) Æ 64K‡2⁄S2

∆2

1
d log

1
⁄+ T L2

d
”2

222

. This directly translates into a bound on the total cost.
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Comparison with ACE Liu and Shroff (2019). In the stochastic setting, the ACE algorithm Liu and Shroff (2019)
leverages a bound on the expected reward of each arm in order to modify the reward. However, the perturbed reward process
seen by algorithm A is non-stationary and in general there is no guarantee that an algorithm minimizing the regret in a
stationary bandit problem keeps the same performance when the bandit problem is not stationary anymore. Nonetheless,
transposing the idea of the ACE algorithm to our setting would give an attack of the following form, where at time t, Alg. A

pulls arm at and receives rewards Âr2
t,at

:

Âr2
t,at

= (rt,at + max(≠1, min(0, Ct,at )))1{at /œA†} + rt,at1{atœA†}

with Ct,at = (1 ≠ “) mina†œA† min◊œC
t,a† È◊, xtÍ ≠ max◊œCt,at

È◊, xtÍ. Note that Ct,a is defined as in Eq. 4.1 using the

non-perturbed rewards, i.e., Yt,a = (ri,ai )iœSt
a
.

Bounded Rewards. The bounded reward assumption is necessary in our analysis to prove a formal bound on the total
cost of the attacks for any no-regret bandit algorithm, otherwise we need more information about the attacked algorithm. In
practice, the second attack on the rewards, Âr2, can be used in the case of unbounded rewards for any algorithms. The difficulty
for unbounded reward is that the attacker has to adapt to the environment reward but in order to do so the reward process
observed by the bandit algorithm becomes non-stationary under the attack. Thus, there is no guarantee that an algorithm like
LinUCB will pull a target arm as the proof relies on the environment observed by the bandit algorithm being stationary. We
observe empirically that the total cost of attack is sublinear when using Âr2.

Jun et al. (2018) does not assume that rewards are bounded but focus on attacking algorithms in the stochastic multi-
armed setting. That is to say they study attacks only designed for Á-greedy and UCB while we provide an efficient attack for
any algorithms in the linear contextual case. We can extend their work, and thus remove the bounded reward assumption, in
the linear contextual case by using the following attack, designed only for LinUCB:

Âr3
t,at

=

3
rt,at + min

a†œA†
min

◊œC
t,a†

È◊, xtÍ ≠ max
◊œCt,at

È◊, xtÍ
4
1{at /œA†} + rt,at1{atœA†} (4.3)

with Ct,a defined as in Eq. (4.1). Although, the attack Âr3 is not stationary, it is possible to prove that the total cost of attack
is O(log(T )) because we know that the attacked bandit algorithm is LinUCB.

Constrained Attack. When the attacker has a constraint on the instantaneous cost of the attack, using the perturbed
reward Âr1 may not be possible as the cost of the attack at time t is not decreasing over time. Using the perturbed reward Âr2

offers a more flexible type of attack with more control on the instantaneous cost thanks to the parameter “. But it still suffers
from a minimal cost of attack from lowering rewards of arms not in A†.

Defense mechanism. The attack based on reward Âr1 is hardly detectable without prior knownledge about the problem.
In fact, the reward process associated to Âr1 is stationary and compatible with the assumption about the true reward (e.g.,
subgaussian). While having very low rewards is reasonable in advertising, it can make the attack easily detectable in some
other problems. On the other hand, the fact that Âr2 is a non-stationary process makes this attack easier to detect. When
some data are already available on each arm, the learner can monitor the difference between the average rewards per action
computed on new and old data.

4.1.3 Online Adversarial Attacks on Contexts

In this subsection , we consider the attacker to be able to alter the context xt perceived by the algorithm rather than the
reward. The attacker is now restricted to change the type of users presented to the learning algorithm A, hence changing its
perception of the environment. We show that under the assumption that the attacker knows a lower-bound to the reward of
the target set, it is possible to fool LinUCB.

Setting. As in Sec. 4.1.2, we consider the attacker to have the same knowledge about the problem as A. The main
difference with the previous setting is that the attacker attacks before the algorithm. We adopt a white-box Goodfellow et al.
(2014) setting attacking LinUCB. The goal of the attacker is unchanged: they aim at forcing the algorithm to pull arms
in A† for T ≠ o(T ) time steps while paying a sublinear total cost. We denote by Âxt the context after the attack and by
ct = Îxt ≠ ÂxtÎ2 the instantaneous cost.

Difference between attacks on contexts and rewards. Perturbing contexts is fundamentally different from perturbing
the rewards. The attacker only modifies the context that is shown to the bandit algorithm. The true context, which is used
to compute the reward, remains unchanged. In other words, the attacker cannot modify the reward observed by the bandit
algorithm. Instead, the attack algorithm described in this subsection fools the bandit algorithm by making the rewards appear
small relative to the contexts and requires more assumptions on the bandit algorithm than in Sec. 4.1.2.
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Attack Idea. The idea of the attack in this setting is similar to the attack of Sec. 4.1.2. The attacker builds a bandit
problem where arm an a† œ A† is optimal for all contexts by lowering the perceived value of all other arms not in A†. The
attacker cannot modify the reward but, thanks to the linear reward assumption, they can scale the contexts to decrease the
predicted rewards in the original context.

At time t, the attacker receives the context xt and computes the attack. Thanks to the white-box setting, it computes
the arm at that algorithm A would pull if presented with context xt. If at /œ A† then the attacker changes the context to
Âxt = –at xt with –at > maxxœD mina†œA† È◊at , xÍ/È◊a† , xÍ.This factor is chosen such that for a ridge regression computed
on the dataset (–xi, È◊, xiÍ)i outputs a parameter close to ◊/– therefore the attacker needs to choose – such that for every
context x œ D, Èx, ◊/–Í Æ maxa†œA† Èx, ◊a† , xÍ. In other words, the attacker performs a dilation of the incoming context
every time algorithm A does not pull an arm in A†. The fact that the decision rule used by LinUCB is invariant by dilation
guarantees that the attacker will not inadvertently lower the perceived rewards for arms in A†. Because the rewards are
assumed to be linear, presenting a large context –x and receiving the reward associated with the normal context x will skew
the estimated rewards of LinUCB. The attack protocol is summarized in Fig. 25.

In order to compute the parameter – used in the attack, we make the following assumption concerning the performance
of the arms in the target set:

Assumption 14. For all x œ D, there exists a† œ A†, such that 0 < ‹ Æ Èx, ◊a† Í and ‹ is known to the attacker.

Knowing ‹. For advertising and recommendation systems, knowing ‹ is not problematic. Indeed in those cases, the reward
is the probability of impression of the ad (r œ [0, 1]). The attacker has the freedom to choose one of multiple target arms
with strictly positive click probability in every context. This freedom is an important aspect for the attacker since it allows the
attacker to cherry pick the target ad(s). In particular, the attacker can estimate ‹ based on data from previous campaigns
(only for the target ad). For instance, a company could have run many ad campaigns for one of their products and try to get
the defender’s system to advertise it.

An issue is that the norm of the attacked context can be greater that the upper bound L of Assumption 13. To prevent
this issue, we choose a context-dependent multiplicative constant –(x) = min{2/‹, L/ÎxÎ2} which amounts to clip the norm
of the attacked context to L. In Sec. 4.1.5, we show that this attack is effective for different size of target arms sets. We also
show that in the case of contexts such that ÎxÎ2 Æ ‹L/2 that the cost of attacks is logarithmic in the horizon T .

Algorithm 24: Contextual ACE algorithm

for time t = 1, 2, ..., T do
Alg. A chooses arm at based on context xt

Environment generates reward:
rt,at = È◊at , xtÍ + ÷t with ÷t

at
conditionally

‡2-subgaussian
Attacker observes reward rt,at and feeds the
perturbed reward Âr1

t,at
(or Âr2

t,at
) to A

Algorithm 25: ConicAttack algorithm.

Input: attack parameter: –

for time t = 1, 2, ..., T do
Attacker observes the context xt, computes potential
arm aÕ

t and sets Âxt = xt + (–(xt) ≠ 1)xt 1{aÕ
t

/œA†}

Alg. A chooses arm at based on context Âxt

Environment generates reward: rt,at = È◊at , xtÍ + ÷t

with ÷t conditionally ‡2-subgaussian
Alg. A observes reward rt,at

Proposition 2. Using the attack described in Alg. 25 and assuming that ÎxÎ2 Æ ‹L/2 for all contexts x œ D, for any
” œ (0, 1/K], with probability at least 1 ≠ K”, the number of times LinUCB does not pull an arm in A† before time T

is at most
q

j /œA† Nj(T ) Æ 32K2
1

⁄
–2 + ‡2d log

1
⁄d+T L2–2

d⁄”

223

with Nj(T ) the number of times arm j has been pulled

during the first T steps, The total cost for the attacker is bounded by:
qT

t=1
ct Æ 64K2

‹

1
⁄

–2 + ‡2d log
1

⁄d+T L2–2

d⁄”

223

with

– = 2/‹.

The proof of Proposition 2 (see App. 4.A.1.2) assumes that the attacker can attack at any time step, and that they can
know in advance which arm will be pulled by Alg. A in a given context. Thus it is not applicable to random exploration
algorithms like LinTS Agrawal and Goyal (2012) and Á-greedy. We also observed empirically that thowe two randomized
algorithms are more robust to attacks (see Sec. 4.1.5) than LinUCB.

Norm Clipping. Clipping the norm of the attacked contexts is not beneficial for the attacker. Indeed, this means that an
attacked context was violating the assumption (used by the bandit algorithm) that contexts are bounded by L. The attack
could then be easily detectable and may succeed only because it is breaking an underlying assumption used by the bandit
algorithm. Prop. 2 provides a theoretical grounding for the proposed attack when contexts are bounded by ‹L/2 and not only
L. Although, we can not prove a bound on the cumulative cost of attacks in general, we show in Sec. 4.1.5 that attacks are
still successful for multiple datasets where contexts are not bounded by ‹L/2.
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4.1.4 Offline attacks on a Single Context

Previous subsection s focused on the man-in-the-middle (MITM) attack either on reward or context. The MITM attack allows
the attacker to arbitrarily change the information observed by the recommender system at each round. This attack may be
hardly feasible in practice, since the exchange channels are generally protected by authentication and cryptographic systems.
In this subsection , we consider the scenario where the attacker has control over a single user u. As an example, consider
the case where the device of the user is infected by a malware (e.g., Trojan horse), giving full control of the system to the
malicious agent. The attacker can thus modify the context of the specific user (e.g., by altering the cookies) that is perceived
by the recommender system. We believe that changes to the context (e.g., cookies) are more subtle and less easily detectable
than changes to the reward (e.g., click). Moreover, if the reward is a purchase, it cannot be altered easily by taking control
of the user’s device. Clearly, the impact of the attacker on the overall performance of the recommender system depends on
the frequency of the specific user, that is out of the attacker’s control. It may be thus difficult to obtain guarantees on the
cumulative regret of algorithm A. For this reason, we mainly focus on the study of the feasibility of the attack.

The attacker targets a specific user (i.e., the infected user) associated to a context x†. Similarly to Sec. 4.1.3, the objective
of the attacker is to find the minimal change to the context presented to the recommender system A such that A selects
an arm in A†. A observes a modified context Âx instead of x†. After selecting an arm at, A observes the true noisy reward
rt,at = È◊at , x†Í + ÷t

at
. We still study a white-box setting: the attacker can access all the parameters of A.

In this subsection , we show under which condition it is possible for an attacker to fool both an optimistic and posterior
sampling algorithm.

4.1.4.1 Optimistic Algorithm: LinUCB

We consider the LinUCB algorithm which chooses the arm to pull by maximizing an upper-confidence bound on the expected
reward. For each arm a and context x, the UCB value is given by max◊œCt,a Èx, ◊Í = Èx, ◊̂t

aÍ + —t,aÎxÎÂV ≠1
t,a

(see Sec. 4.1.1).

The objective of the attacker is to force LinUCB to pull an arm in A† once presented with context x†. This means to find a
perturbation of context x† that makes any arm in A† the most optimistic arm. Clearly, we would like to keep the perturbation
as small as possible to reduce the cost for the attacker and the probability of being detected. Formally, the attacker needs to
solve the following non-convex optimization problem:

min
yœRd

ÎyÎ2 s.t max
a/œA†

max
◊œÂCt,a

Èx† + y, ◊Í + › Æ max
a†œA†

max
◊œÂC

t,a†

Èx† + y, ◊Í
(4.4)

where › > 0 is a parameter of the attacker and ÂCt,a :=
)

◊ | Î◊ ≠ ◊̂t
aÎÂVt,a

Æ —t,a

*
is the confidence set constructed by

LinUCB. We use the notation ÂC, ÂV to stress the fact that LinUCB observes only the modified context. In contrast to
Sec. 4.1.2 and 4.1.3, the attacker may not be able to force the algorithm to pull any of the target arms in A†. In other words,
Problem 4.4 may not be feasible. However, we are able to characterize the feasibility of (4.4).

Theorem 11. Problem (4.4) is feasible at time t iff.

÷◊ œ fia†œA† ÂCt,a† , ◊ ”œ Conv
1

fia/œA† ÂCt,a

2
(4.5)

The condition given by Theorem 11 says that this attack can be done when there exists a vector x for which an arm in A†

is assumed to be optimal according to LinUCB. The condition mainly stems from the fact that optimizing a linear product on
a convex compact set will reach its maximum on the edge of this set. In our case this set is the convex hull of the confidence
ellipsoids of LinUCB. Although it is possible to use an optimization algorithm for this class of non-convex problems—e.g.,
DC programming Tuy (1995)—they are still slow compared to convex algorithms. Therefore, we present a simple convex
relaxation of the previous problem for a single target arm a† œ A† that still enjoys some empirical performance compared to
Problem (4.4). The final attack can then be computed as the minimum of the attacks obtained for each a† œ A†. The relaxed
problem is the following for each a† œ A†:

min
yœRd

ÎyÎ2 s.t max
a”=a†,a”œA†

max
◊œCt,a

Èx† + y, ◊ ≠ ◊̂
t
a† Í Æ ≠› (4.6)

Since the RHS of the constraint in Problem (4.4) can be written as max◊œC
t,a† È◊, x† +yÍ for any y, the relaxation here consists

in using È◊, x† + yÍ as a lower-bound to this maximum for any ◊ œ Ct,a† .
For the relaxed Problem (4.6), the same type of reasoning as for Problem (4.4) gives that Problem (4.6) is feasible if and

only if ◊̂a† (t) ”œ Conv
1t

a”=a†,a”œA† Ct,a

2
.

If Condition (4.5) is not met, no arm a† œ A† can be pulled by LinUCB. Indeed, the proof of Theorem 11 shows that
the upper-confidence of every arm in A† is always dominated by another arm for any context. In other words, if any arm in
A† is optimal for some contexts then the condition is satisfied a linear number of times for LinUCB (for formal proof of this
fact see App. 4.A.1.4).
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4.1.4.2 Random Exploration Algorithm: LinTS

The previous subsubsection focused on LinUCB, however we can obtain similar guarantees for algorithms with random
exploration such as LinTS. In this case, it is not possible to guarantee that a specific arm will be pulled for a given context
because of the randomness in the arm selection process. The objective is to guarantee that an arm from A† is pulled with
probability at least 1 ≠ ”. Similarly to the previous subsubsection , the problem of the attacker can be written as:

min
yœRd

ÎyÎ s.t P

1
÷a† œ A†, ’a ”œ A†, Èx† + y, Â◊a ≠ Â◊a† Í Æ ≠›

2
Ø 1 ≠ ” (4.7)

where the Â◊a for different arms a are independently drawn from a normal distribution with mean ◊̂a(t) and covariance

matrix ‚2V̄ ≠1
a (t) with ‚ = ‡


9d ln(T/”). Solving this problem is not easy and in general not possible, even for a single

arm. For a given x and arm a, the random variable Èx, Â◊aÍ is normally distributed with mean µa(x) := È◊̂a(t), xÍ and variance

‡2
a(x) := ‹2||x||2

V̄ ≠1
a (t)

. We can then write Èx, Â◊aÍ = µa(x) + ‡a(x)Za with (Za)a ≥ N (0, IK). For the sake of clarity, we

drop the variable x when writing µa(x) and ‡a(x).
Let’s imagine (just for this paragraph) that A† = {a†}, then the constraint in Problem (4.7) becomes:

Ë
1 ≠ EZ

a†

1
Πa”œA† Φ

1
‡a† Za† + µa† ≠ µa

‡a

22È
Æ ”

EZ
a†

1
Πa”=a† Φ

1
‡a† Za† + µa† ≠ µa

‡a

22
Ø 1 ≠ ”

where Φ is the cumulative distribution function of a normally distributed Gaussian random variable. Unfortunately, computing
exactly this expectation is an open problem.

In the more general case where |A†| Ø 1, rewriting the constraints of Problem (4.7) is not possible. Following the idea
of Liu and Shroff (2019), for every single target arm a† œ A†, a possible relaxation of the constraint in Problem (4.7) is, to
ensure that there exists an arm a† œ A† such that for every arm a ”œ A†, 1 ≠ Φ

!
(µa† ≠ µa ≠ ›)/(


‡2

a + ‡2
a† )

"
Æ ”

K≠|A†|
,

where |A†| is the cardinal of A†. Thus the relaxed version of the attack on LinTS for a single arm a† is:

min
yœRd

ÎyÎ s.t. ’a ”œ A†, Èx† + y, ◊̂a† ≠ ◊̂aÍ ≠ › Ø ‹Φ
≠1

1
1 ≠ ”

K≠|A†|

2 ..x† + y
..

V̄ ≠1
a +V̄ ≠1

a†

(4.8)

Problem (4.8) is similar to Problem (4.6) as the constraint is also a Second Order Cone Program but with different parameters
(see App. 4.A.3). As in subsection 4.1.4.1, we compute the final attack as the minimum of the attacks computed for each
arm in A†.

4.1.5 Experiments

In this subsection , we conduct experiments on the attacks on contextual bandit problems with simulated data and two real-
word datasets: MovieLens25M Harper and Konstan (2015) and Jester Goldberg et al. (2001). The synthetic dataset and the
data preprocessing step are presented in App. 4.A.2.1.

4.1.5.1 Attacks on Rewards

We study the impact of the reward attack for 4 contextual algorithms: LinUCB, LinTS, Á-greedy and Exp4. As parameters,
we use L = 1 for the maximal norm of the contexts, ” = 0.01, ‚ = ‡


d ln(t/”))/2, Át = 1/

Ô
t at each time step t and

⁄ = 0.1. We choose only a unique target arm a†. For Exp4, we use N = 10 experts with N ≠ 2 experts returning a random
arm at each time, one expert choosing arm a† every time and one expert returning the optimal arm for every context. With
this set of experts the regret of bandits with expert advice is the same as in the contextual case. To test the performance of
each algorithm, we generate 40 random contextual bandit problems and run each algorithm for T = 106 steps on each. We
report the average cost and regret for each of the 40 problems. Figure 4.1.1 (Top) shows the attacked algorithms using the
attacked reward Âr1 (reported as “stationary CACE”) and the rewards Âr2 (reported as CACE).

These experiments show that, even though the reward process is non-stationary, usual stochastic algorithms like LinUCB
can still adapt to it and pull the optimal arm for this reward process (which is arm a†). The true regret of the attacked
algorithms is linear as a† is not optimal for all contexts. In the synthetic case, for the algorithms attacked with the rewards
Âr2, over 1M iterations and “ = 0.22, the target arm is drawn more than 99.4% of the time on average for every algorithm and
more than 97.8% of the time for the stationary attack Âr1 (see Table 4.A.1 in App. 4.A.2.2). The dataset-based environments
(see Figure 4.1.1 (Left)) exhibit the same behavior: the target arm is pulled more than 94.0% of the time on average for all our
attacks on Jester and MovieLens and more than 77.0% of the time in the worst case (for LinTS attacked with the stationary
rewards) (see Table 4.A.1).
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Figure 4.1.1: Total cost of attacks on rewards for the synthetic (Left, “ = 0.22), Jester (Center, “ = 0.5) and
MovieLens (Right, “ = 0.5) environments. Bottom, total cost of ContextualConic attacks on the synthetic (Left),
Jester (Center) and MovieLens (Right) environments.

4.1.5.2 Attacks on Contexts

We now illustrate the effectiveness of the attack in Alg. 25. We study the behavior of attacked LinUCB, LinTS, Á-greedy
with different size of target arms set (|A†|/K œ {0.3, 0.6, 0.9} with K the total number of arms). We test the performance
of LinUCB with the same parameters as in the previous experiments. Yet since the variance is much smaller in this case, we
generate a random problem and run 20 simulations for each algorithm. The target arms are chosen randomly and we use the
exact lower-bound on the reward of those arms to compute ‹.

Table 4.1.1: Percentage of iterations for which the algorithm pulled an arm in the target set A† (with a target set
size of 0.3K arms) (Left) Online attacks using ContextualConic (CC) algorithm. Percentages are averaged over 20
runs of 1M iterations. (Right) Offline attacks with exact (Full) and Relaxed optimization problem. Percentages are
averaged over 40 runs of 1M iterations.

Synthetic Jester Movilens

LinUCB 28.91% 26.59% 31.13%
CC LinUCB 98.55% 98.36% 99.61%
Á-greedy 25.7% 25.85% 31.78%
CC Á-greedy 89.71% 99.85% 99.92%
LinTS 27.2% 26.10% 33.24%
CC LinTS 30.93% 97.26% 98.82%

Synthetic Jester MovieLens

LinUCB 0.07% 0.01% 0.39%
LinUCB Relaxed 13.76% 97.81% 4.09%
LinUCB Full 88.30% 99.98% 99.99%
Á-greedy 0.01% 0.00% 0.03%
Á-greedy Full 99.98% 99.95% 99.97%
LinTS 0.02% 0.01% 0.05%
LinTS Relaxed 18.21% 80.48% 5.56%

Table 4.1.1 (Left) shows the percentage of times an arm in A†, for |A†| = 0.3K, has been selected by the attacked
algorithm. We see that, as expected, CC LinUCB reaches a ratio of almost 1, meaning the target arms are indeed pulled
a linear number of times. A more surprising result (at least not covered by the theory) is that Á-greedy exhibits the same
behavior. Similarly to LinTS, Á-greedy exhibits some randomness in the action selection process. It can cause an arm
a† œ A† to be chosen when the context is attacked and interfere with the principle of the attack. We suspect that is what
happens for LinTS. Fig. 4.1.1 (Bottom) shows the total cost of the attacks for the attacked algorithms . Despite the fact
that the estimate of ◊a† can be polluted by attacked samples, it seems that LinTS can still pick up a† as being optimal for
some dataset like MovieLens and Jester but not on the simulated dataset.

4.1.5.3 Offline attacks on a Single Context

We now move to the setting described in Sec. 4.1.4 and test the same algorithms as in Sec. 4.1.5.2. We run 40 simulations for
each algorithm and each attack type. The target context x† is chosen randomly and the target arm as the arm minimizing the
expected reward for x†. The attacker is only able to modify the incoming context for the target context (which corresponds to
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the context of one user) and the incoming contexts are sampled uniformly from the set of all possible contexts (of size 100).
Table 4.1.1 (Right) shows the percentage of success for each attack. We observe that the non-relaxed attacks on Á-greedy
and LinUCB work well across all datasets. However, the relaxed attack for LinUCB and LinTS are not as successful, on
the synthetic dataset and MovieLens25M. The Jester dataset seems to be particularly suited to this type of attacks because
the true feature vectors are well separated from the convex hull formed by the feature vectors of the other arms: only 5% of
Jester’s feature vectors are within the convex hull of the others versus 8% for MovieLens and 20% for the synthetic dataset.
As expected, the cost of the attacks is linear on all the datasets (see Figure 4.A.4 in App. 4.A.2.4). The cost is also lower for
the non-relaxed than for the relaxed version of the attack on LinUCB. Unsurprisingly, the cost of the attacks on LinTS is
the highest due to the need to guarantee that a† will be chosen with high probability (95% in our experiments).

4.1.6 Concluding Remarks and Extensions

We presented several settings for online attacks on contextual bandits. We showed that an attacker can force any contextual
bandit algorithm to almost always pull an arbitrary target arm a† with only sublinear modifications of the rewards. When
the attacker can only modify the contexts, we prove that LinUCB can still be attacked and made to almost always pull
an arm in A† by adding sublinear perturbations to the contexts. When the attacker can only attack a single context, we
derive a feasibility condition for the attacks and we introduce a method to compute some attacks of small instantaneous cost
for LinUCB, Á-greedy and LinTS. To the best of our knowledge, this paper was the first to describe effective attacks
on the contexts of contextual bandit algorithms. Our numerical experiments, conducted on both synthetic and real-world
data, validate our results and show that the attacks on all contexts are actually effective on several algorithms and with more
permissible settings.

In the next section, we focus on building an end-to-end encrypted linear contextual algorithm. That is to say all the contexts
and rewards are encrypted using homomorphic encryption. Using this encryption method we design a bandit algorithm that
does not need to observe the true contexts and rewards of the users but only encrypted version of it. Offering some protection
against adversarial attacks especially on rewards but also and maybe more importantly prevent any privacy issue when the
users do not trust the bandit algorithm.

4.2 Encryption in Linear Contextual Bandit

Contextual bandits have become a key part of several applications such as marketing, healthcare and finance; as they can
be used to provide personalized e.g., adaptive service (Bastani and Bayati, 2020; Sawant et al., 2018). In such application,
algorithms receives as input users’ features, i.e. the “contexts”, to tailor their recommendations. Those features may disclose
sensitive information, as personal (e.g., age, gender, etc.) or geo-localized features are commonly used in recommendation
systems. Privacy awareness has increased over years and users are less willing to disclose information and are more and
more concerned about how their personal data is used (Das et al., 2021). For example, a user may be willing to receive
financial investment suggestion but not to share information related to income, deposits, properties owned and other assets.
However, without observing this important information about a user, a service provider may not be able to provide meaningful
investment guidance to the user. This example extends to many other applications. For instance, suppose an user is looking
for a restaurant nearby, if the provider has no access to even a coarse geo-location, it would not be able to provide meaningful
suggestions to the user. An effective approach to address these concerns is to resort to end-to-end encryption to guarantee
that data is readable only by the users (Kattadige et al., 2021). In this scenario, the investment company or the service
provider observes only an encrypted version of user’s information and have no ability to decrypt it. While this guarantee high
level of privacy, it is unclear whether the problem remains learnable and how to design effective online learning algorithms in
this secure scenarios.

In this paper, we introduce - and analyze - the setting of encrypted contextual bandit to model the mentioned scenarios. At
each round, a bandit algorithm observes encrypted features (including e.g., geo-location, food preferences, visited restaurants),
chooses an action (e.g., a restaurant) and observes an encrypted reward (e.g., user’s click), that is used to improve the quality
of recommendations. While it is possible to obtain end-to-end encryption –i.e., the bandit algorithm only observes encrypted
information that is not able to decrypt– using standard encryption methods (e.g., AES, RSA, TripleDES), the provider may
no longer be able to provide a meaningful service since may not be able to extract meaningful information from encrypted
features. We thus address the following question:

Is it possible to learn with encrypted contexts and rewards? And what is the associated computational and learning cost?

Homomorphic Encryption (Halevi, 2017, HE) is a powerful encryption method that allows to carry out computation of encrypted
numbers. While this is a very powerful idea, only a limited number of operations can be performed, notably only addition
and/or multiplication. While HE has been largely investigated in supervised learning (Badawi et al., 2020; Graham, 2015), little
is known about online learning. In this paper we aim to look into this direction. We approach the aforementioned question
via HE and from a theoretical point-of-view. We consider the case of linear rewards and investigate the design of a “secure”
algorithm able to achieve sub-linear regret in this setting. There are several challenges in the design of bandit algorithms that
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makes the application of HE techniques not easy. First, it is not obvious that all the operations required by a bandit algorithm
(notably optimism) can be carried out only through additions and multiplications. Second, errors or approximations introduced
by the HE framework to handle encrypted data may compound and prevent to achieve provably good performance. Finally, a
careful algorithmic design is necessary to limit the total number of HE operations, which are computationally demanding.

Contributions. Our main contributions can be summarized as follows: 1) We introduce and formalize the problem of
secure contextual bandit with homomorphic encryption. 2) We provide the first bandit algorithm able to learn over encrypted
data in contextual linear bandits, a standard framework that allows us to describe and address all the challenges in leveraging
HE in online learning. Leveraging optimism (e.g., Abbasi-Yadkori et al., 2011) and HE, we introduce HELBA which balances

security, approximation error due to HE and computational cost to achieve a ÂO(
Ô

T ) regret bound. This shows that i) it is
possible to learn online with encrypted information; ii) preserving users’ data security has negligible impact on the learning
process. This is a large improvement w.r.t. Á-LDP which has milder security guarantees and where the best known bound is
ÂO(T 3/4/Á). 3) We discuss practical limitations of HE and ways of improving the efficiency of the proposed algorithm, mainly
how the implementation of some procedures can speed up computations and allow to scale dimension of contexts. We report
preliminary numerical simulations confirming the theoretical results.

Related work. To prevent information leakage, the bandit literature has mainly focused on Differential Privacy (DP) (e.g.,
Shariff and Sheffet, 2018; Tossou and Dimitrakakis, 2016). While standard (‘, ”)-DP enforces statistical diversity of the output
of an algorithm, it does not provide guarantees on the security of user data that can be accessed directly by the algorithm.
A stronger privacy notion, called local DP, requires data being privatized before being accessed by the algorithm. While it
may be conceptually similar to encryption, i) it does not provide the same security guarantee as encryption (having access to
a large set of samples may allow some partial denoising Cheu et al. (2021)); and ii) it has a large impact on the regret of the
algorithm. For example, Zheng et al. (2020) recently analyzed Á-LDP in contextual linear bandit and derived an algorithm

with ÂO(T 3/4/Á) regret bound to be compared with a ÂO(
Ô

T ) regret of non-private algorithms. Homomorphic Encryption (e.g.
Halevi, 2017) has only been merely used to encrypt rewards in bandit problems (Ciucanu et al., 2019), but in some inherently
simpler setting than the setting considered here (see App. 4.B.2).

4.2.1 Homomorphic Encryption

Homomorphic Encryption (Halevi, 2017) is a probabilistic encryption method that enables an untrusted party to perform some
computations (addition and/or multiplication) on encrypted data. Formally, given two original messages m1 and m2 œ R, the
addition (resp. multiplication) of their encrypted versions (called ciphertexts) is equal to the encryption of their sum m1 + m2

(resp. m1 ◊ m2), hence the name “homomorphic”.1 We consider a generic homomorphic schemes that generate a public key
pk (distributed widely and used to encrypt messages), and private keys sk (used for decryption of encrypted messages). This
private key is, contrary to the public key, obviously assumed to be kept private.

More precisely, we shall consider Leveled Fully Homomorphic encryption (LFHE) schemes for real numbers. This type
of schemes supports both additions and multiplications but only for a fixed and finite number of operations, referred to as
the depth. This limitation is a consequence of HE’s probabilistic approach. Although noisy encryption allows to achieve high
security, after a certain number of operations the data is drown in the noise (e.g., Albrecht et al., 2015), resulting in an
indecipherable ciphertext (the encrypted message). In most LFHE schemes, the depth is the maximum number of operations
possible before losing the ability to decrypt the message. Often multiplications have a significantly higher noise growth than
addition and the depth refers to the maximum number of multiplication between ciphertexts possible. The security of a LFHE
schemes is defined by Ÿ œ N, usually Ÿ œ {128, 192, 256}. A Ÿ-bit level of security means that an attacker has to perform
roughly 2Ÿ operations to break the encryption scheme, i.e., to decrypt a ciphertext without the secret key.

Formally, an LFHE scheme is defined by:
• A key generator function KeyGen(N, D, Ÿ): takes as input the maximum depth D (e.g., max. number of multiplications), a

security parameter Ÿ and the degree N of polynomials used as ciphertexts (App. 4.B.3.1). It outputs a secret key sk and a
public key pk .

• An encoding function Encpk(m): encrypts the message m œ R
d with the public key pk. The output is a ciphertext ct, a

representation of m in the space of complex polynomials of degree N .

• A decoding function Decsk(ct): decrypts the ciphertext ct of m œ R
d using the secret key sk and outputs message m.

• An additive operator Add(ct1, ct2): for ciphertexts ct1 and ct2 of messages m1 and m2, it outputs ciphertext ctadd of

m1 + m2: Decsk

1
Add

!
Encpk(m1), Encpk(m2)

"2
= m1 + m2.

• A multiplicative operator Mult(ct1, ct2): similar to Add but for ciphertexts ct1 and ct2 of messages m1 and m2 and output
ciphertext ctmult of m1 · m2.

To avoid to complicate the notation we will use classical symbols to denote addition and multiplication between ciphertexts.
Choosing D as small as possible is essential, as it is the major bottleneck for performance, in particular at the keys generation
step. This cost comes from the fact that the dimension of a ciphertext N needs to grow with D for a given security level Ÿ:

1Most schemes also support Single Instruction Multiple Data (SIMD), i.e., the same operation on multiple data points in parallel.
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Algorithm 26: Encrypted Contextual Ban-
dit (Server-Side)

Input: Agent: A, public key: pk, horizon: T
for t = 1, . . . , T do

Agent A observes encrypted context
(xt,a)aœ[K] = (Encpk(st,a))aœ[K]

Agent A computes the next action as a
function of the encrypted history and
(xt,a)aœ[K] and outputs an encrypted
action ut = Encpk(at)

Agent A observes encrypted reward
yt = Encpk(rt)

Algorithm 27: Encrypted Contextual Ban-
dit (User-Side)

Input: Public key: pk, Secret key: sk
for t = 1, . . . , T do

User t observes features (st,a)aÆK and
sends (xt,a)aœ[K] = (Encpk(st,a))aœ[K] to
the server

User t receives encrypted action ut

User t decrypts action at = Decsk(ut)
User t observes reward rt = r(st,at ) + ÷t

and sends Encpk(rt) to the server

namely N Ø Ω(ŸD) (refer to App. 4.B.3.1 for more details). In this paper, we choose to use the CKKS scheme (Cheon et al.,
2017) because it supports operations on real numbers.

Other HE schemes. Most HE schemes (ElGamal, 1985; Paillier, 1999; Rivest et al., 1978) are Partially Homomorphic
and only support either additions or multiplications, but not both. Other schemes that support any number of operations are
called Fully Homomorphic encryption (FHE) schemes. Most LFHE schemes can be turned into FHE schemes thanks to the
bootstrapping technique introduced by Gentry and Boneh (2009). However, the computational cost is extremely high. It is thus
important to optimize the design of the algorithm to minimize its multiplicative depth and (possibly) avoid bootstrapping (Acar
et al., 2018; Ducas and Micciancio, 2015; Zhao and Wang, 2018).

4.2.2 Contextual Bandit And Encryption

Let’s consider the contextual bandit problem with arm dependent features described in Section 1.2.2 with K œ N+ arms
and horizon T œ N+ (e.g., Lattimore and Szepesvári, 2020). At each time t œ [T ] := {1, . . . , T }, a learner first observes
a set of features (st,a)aœ[K] µ R

d2, selects an action at œ [K] and finally observes a reward rt = r(st,at ) + ÷t where ÷t is
a conditionally independent zero-mean noise. We do not assume anything on the distribution of the features (st,a)a. The
performance of the learner A over T steps is measured by the regret, that measures the cumulative difference between playing
the optimal action and the action selected by the algorithm. Formally, let aı

t = arg maxaœ[K] r(st,a) be the optimal action at
step t, then the pseudo-regret is defined as:

RT =

Tÿ

t=1

r(st,aı
t
) ≠ r(st,at ). (4.9)

To protect privacy and avoid data tempering, we introduce end-to-end encryption to this protocol. Contexts and rewards
are encrypted before being observed by the learner; we call this setting encrypted contextual bandit (Alg. 26). Formally, at
time t œ [T ], the learner A observes encrypted features xt,a = Encpk(st,a) for all actions a œ A, and the encrypted reward
yt = Encpk(rt) associated to the selected action at. The learner may know the public key pk but not the secure key sk. The
learner is thus not able to decrypt messages and it never observes the true contexts and rewards. We further assume that both
the agent A and the users follow the honest-but-curious model, that is to say each parties follow their protocol honestly but
try to learn as much as possible about the other parties private data. 3 As a consequence, the learner can only do computation
on the encrypted information. As a result, all the internal statistics used by the bandit algorithm are now encrypted. On user’s
side (see Alg. 27), upon receiving an encrypted action ut = Encpk(at) and decrypting it at = Decsk(ut) using the secure key
sk, the user generates a reward rt = r(st,at )+÷t and sends to the learner the associated ciphertext yt. The learning algorithm
is able to encrypt the action since the public key is publicly available. See App. 4.B.3 for additional details.

We focus on the well-known linear setting where rewards are linearly representable in the features. Formally, for any feature
vector st,a, the reward is r(st,a) = Èst,a, ◊ıÍ, where ◊ı œ R

d is unknown. For the analysis, we rely on the following standard
assumption:

Assumption 15. There exists S > 0 such that Î◊ıÎ2 Æ S and there exists L Ø 1 such that, for all time t œ [T ] and arm
a œ [K], Îst,aÎ2 Æ L and rt = Èst,a, ◊ıÍ + ÷t œ [≠1, 1] with ÷t being ‡-subGaussian for some ‡ > 0 .

2Contrary to the notation in Section 1.2.2, the unencrypted features are denoted by st as they are not observed by the agent. The
encrypted features observed by the agent are still denoted by xt

3A trusted third party can be used to generate a public and secret keys. Those keys are then sent to the users but not to the agent
A (see Sec. 4.2.5).
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4.2.3 An Algortihm For Encrypted Linear Contextual Bandits

In the previous subsection , we have introduced a generic framework for contextual bandit with encrypted information. Here,
we provide the first algorithm able to learn with encrypted observations.

Algorithm 28: Simplified HELBA

for t = 1, . . . , T do
if Update (Step π) then

Step ∂: Estimate encrypted parameter using {xl,al , yl}lœ[t≠1]

Observe encrypted contexts (xt,a)aœ[K] = (Encpk(st,a))aœ[K]

Step ∑: Compute encrypted indexes (fla(t))aœ[K]

Step ∏: Compute arg maxa{fla(t)}

In the non-secure protocol, algorithms based on the optimism-in-the-face-of-uncertainty (OFU) principle such as Lin-
UCB (Chu et al., 2011) and OFUL (Abbasi-Yadkori et al., 2011) have been proved to achieve the regret bound O

!
Sd

Ô
T ln(T L)

"
.

Clearly, they will fail to be used as is in the secure protocol and need to be rethinked around the limitations of HE (mainly
approximations in most operations). As mentioned in the introduction, there are many, both theoretical and practical, chal-
lenges to leverage HE in this setting. Indeed, 1) computing an estimate of the parameter ◊ı from ridge regression is extremely
difficult with HE as finding the inverse of a matrix is not directly feasible for a leveled scheme (Esperança et al., 2017). 2)
Similarly, computing the bonus for the optimistic action selection requires invoking operations that are not naturally available
in HE hence incurring a large computational cost. Finally, 3) computing the maximum element (or maximum index) of a list
of encrypted values is non-trivial for the algorithm alone, as it cannot observe the values to compare. In this subsection , we
will provide HE compatible operations addressing these three issues. Each step is highly non-trivial and correctly combining
them is even more challenging due to error compounding. We believe the solution we provide for each individual step may be
of independent interest.

Alg. 28 report a simplified version of our HE bandit algorithm. Informally, at each round t, our algorithm HELBA
(Homomorphically Encrypted Linear Bandits) builds an HE estimate Êt of the unknown ◊ı (Êı = Encpk(◊ı)) using the
observed encrypted samples, compute HE optimistic indexes (fla(t))a for each action and select the action maximizing the
index. We stress that all the mentioned statistics (Êt and fla(t)) are encrypted values. Indeed, HELBA operates directly in
the encrypted space, i.e., the space of complex polynomials of degree N . Let’s analyze those three steps.

Step ∂: HE Friendly Ridge Regression

The first step is to build an estimate of the parameter ◊ı. In the non-encrypted case, we can simply use ◊t = V ≠1
t

qt≠1

l=1
sl,al rl,

where Vt =
qt≠1

l=1
sl,al s

T
l,al

+ ⁄I. With encrypted values (xl,al , yl)lœ[t≠1], it is possible to compute an encrypted matrix

Λt =
qt≠1

l=1
xl,al x

T
l,al

+ ⁄Encpk(I) = Encpk(Vt) and vector
qt≠1

l=1
xl,al yl as these operations (summing and multiplying) are

HE compatible. The issue resides in the computation of Λ
≠1
t . An approximate inversion scheme can be leveraged though.

Given a matrix V œ R
d with eigenvalues ⁄1 Ø . . . Ø ⁄d > 0 and c œ R such that for all i œ [d], ⁄i œ Conv ({z œ R | |z ≠ c| Æ c}, 2c)\

{0, 2c}4, we define the following sequence of matrices (Guo and Higham, 2006)

Xk+1 = Xk(2Id ≠ Mk), Mk+1 = (2Id ≠ Mk)Mk, (4.10)

initialized at X0 = 1
c
Id and M0 = 1

c
V . We can show that this sequence converges to V ≠1.

Proposition 19. If V œ R
d◊d is a symmetric positive definite matrix, c Ø Tr(V ) and for some precision level Á > 0, the iterate

in (4.10) satisfies ÎXk ≠ V ≠1Î Æ Á for any k Ø k1(Á) with k1(Á) = 1
ln(2)

ln
1

ln(⁄)+ln(Á)

ln(1≠ ⁄
c )

2
, where ⁄ Æ ⁄d is a lower bound to

the minimal eigenvalue of V and Î · Î is the matrix spectral-norm.

Since Vt is a regularized matrix, it holds that ⁄d Ø ⁄ > 0 and by setting c = ⁄d+L2t we get that c Ø Tr(Vt) Ø maxi{⁄i},
for any step t œ [T ]. Therefore, we can apply iterations (4.10) to Λt = Encpk(Vt) since are all HE compatible operations
(additions and matrix multiplications). For Át > 0, iterations (4.10) gives a Át-approximation At := Xk1(Át) of V ≠1

t , i.e.,
ÎDecsk(At) ≠ V ≠1

t Î Æ Át. As a consequence, an encrypted estimate of the unknown parameter ◊ı can be computed by mere
simple matrix multiplications Êt = At

qt≠1

l=1
xl,al yl. Leveraging the concentration of the inverse matrix, the following error

bound for the estimated parameter holds.

Corollary 3. Setting Át =
1

Lt3/2
Ô

L2t + ⁄

2≠1

in Prop. 19, then ÎDecsk(Êt) ≠ ◊tÎVt Æ t≠1/2, ’t.

This result, along with the standard concentration for linear bandit (Abbasi-Yadkori et al., 2011, Thm. 2), implies that, at
all time steps t, with probability at least 1 ≠ ”:

◊
ı œ ÂCt := { ◊ œ R

d | ÎDecsk(Êt) ≠ ◊ÎVt Æ Â—t}, (4.11)

4Conv(E) is the convex hull of set E.
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where ÎaÎB =
Ô

a€Ba and Â—t = t≠1/2 + S
Ô

⁄ + ‡


d (ln (1 + L2t/⁄) + ln(fi2t2/(6”))) is the inflated confidence interval

due to the approximate inverse (see Prop. 23 in App. 4.B.4.4). Note that Â—t is a plain scalar, not an encrypted value.
Step ∑: Computing The Optimistic Index

Once solved the encrypted ridge regression, the next step for HELBA is to compute an optimistic index fla(t) such that
r(st,a) / Decsk(fla(t)). For any feature vector st,a, by leveraging the confidence interval in (4.11), the optimistic (unencrypted)

index is given by max
◊œÂCt

È◊, st,aÍ = ÈDecsk(Êt), st,aÍ + Â—tÎst,aÎ
V ≠1

t
. Leveraging Prop. 19, the definition of Át in Cor. 3 and

Îst,aÎ2 Æ L, it holds that:

’st,a, Îst,aÎ2

V ≠1
t

≠ Îst,aÎ2
Decsk(At) Æ L2ÎV ≠1

t ≠ Decsk(At)Î

Æ Lt≠ 3
2 (⁄ + L2t)≠1/2

which leads to max
◊œÂCt

È◊, st,aÍ Æ ÈDecsk(Êt), st,aÍ +

Ò
Îst,aÎ2

Decsk(At)
+ L

!
t3/2

Ô
⁄ + L2t

"≠1
. As a consequence, we can

write that the encrypted optimistic index is given by:

fla(t) ¥ ÈÊt, xt,aÍ + Â—tsqrtHE

1
x€

t,aAtxt,a + L
!
t3/2


⁄ + L2t

"≠1

¸ ˚˙ ˝
C

2
(4.12)

where sqrtHE is an approximate root operator in the encryption space. Unfortunately, computing the root is a non-native
operation in HE and we need to build an approximation of it.

For a real value z œ [0, 1], we define the following sequences (Cheon et al., 2020)

qk+1 = qk

1
1 ≠ vk

2

2
, vk+1 = v2

k

1
vk ≠ 3

4

2
(4.13)

where q0 = z and v0 = z ≠ 1. It is possible to show that this sequence converges to
Ô

z.

Proposition 20. For any z œ R+, c1, c2 > 0 with c2 Ø z Ø c1 and a precision Á > 0, let qk be the result of k iterations of
Eq. (4.13), with q0 = z

c2
and v0 = z

c2
≠1. Then, |qk

Ô
c2≠Ô

z| Æ Á for any k Ø k0(Á) := 1
ln(2)

!
ln (ln (Á) ≠ ln (

Ô
c2)) ≠ ln

!
4 ln

!
1 ≠ c1

4c2

"""
.

Therefore, by setting z = Îxt,aÎ2
At

+c1 (i.e., as C in Eq. (4.12)), c1 = L(t3/2
Ô

⁄ + L2t)≠1, c2 = c1+L2⁄≠1/2
!
1 + ⁄≠1/2

"

and Á = t≠1, we set

fla(t) = ÈÊt, xt,aÍ + Â—t

1Ô
c2qk0(1/t) +

1

t

2
, (4.14)

which implies that r(st,a) / max
◊œÂCt

È◊, st,aÍ Æ Decsk(fla(t)). Note that while Êt, xt,a and qi are encrypted values, Â—t, c1, c2

and t are plain scalars.
Step ∏: HE Approximate Argmax

The last challenge faced by the learning algorithm is to compute arg maxaœ[K]{fla(t)}. Although, it is theoretically possible to
compute an argmax procedure operating on encrypted numbers (Gentry and Boneh, 2009), it is highly non practical because it
relies on bootstrapping. Recently, Cheon et al. (2020) introduced an homomorphic compatible algorithm (i.e., approximate),
called NewComp, that builds a polynomial approximation of Comp(a, b) = 1{a>b} for any a, b œ [0, 1]. This algorithm
allows to compute an HE friendly approximation of max{a, b} for any a, b œ [0, 1]. We leverage this idea to derive acomp,
a homomorphic compatible algorithm to compute an approximation of the maximum index (see Alg. 39 in App. 4.B.4.5).
Precisely, acomp does not compute arg maxaœ[K]{fla(t)} but an approximate vector bt u (1{a=arg maxi fli(t)})aœ[K]. The
maximum index is the value a such that (bt)a is greater than a threshold accounting for the approximation error.

The acomp algorithm works in two phases. First, acomp computes an approximation M of maxiœ[K]{fli(t)} by comparing
each pair (fli(t), flj(t)) with i < j Æ K. Second, each value fla(t) is compared to this approximated maximum value M to
obtain (bt)a, an approximate computation of 1{fla(t)>M}. Cor. 4 shows that if a component of bt is big enough, the difference

between maxa fla(t) and any arm with 4(bt)a Ø t≠1 is bounded by ÂO(1/t) (proof in App. 4.B.4.5).

Corollary 4. At any time t œ [T ], any arm a œ [K] satisfying (bt)a Ø 1
4t

is such that:

fla(t) Ø max
aÕœ[K]

{flaÕ (t)} ≠ 1

t
≠

Â—t

t

C
2

t
+

Ú
L

t3/2
Ô

⁄ + L2t
+ L

Ú
1

⁄
+

1Ô
⁄

D
(4.15)

Cor. 4 shows that while an action a such that 4t(bt)a Ø 1 may not belong to arg maxaœ[K]{flt(a)}, it can be arbitrarily
close, hence limiting the impact on the regret. As shown later, this has little impact on the final regret of the algorithm as the
approximation error decreases fast enough. Since bt is encrypted, the algorithm does not know the action to play. bt is sent to
the user who decrypts it and selects the action to play (the user is the only one having access to sk). bt ¥ (1{a=maxiœ[K] fli(t)}

indicates to the user which action to take which is necessary by design of the bandit problem. However, if the user is able to
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invert the polynomial functions used to compute bt thanks to the rescaling of the estimates (fla(t))a the latter can only learn
a relative ranking for this particular user and not the actual estimates.

Step π: Update Schedule

Thanks to these steps, we can prove (see App. 4.B.5) a
Ô

T regret bound for HELBA when Êt is recomputed at each step t.
However, this approach would be impractical due to the extremely high number of multiplications performed. In fact, inverting
the design matrix at each step incurs a large multiplicative depth and computational cost. The most natural way of reducing
this cost is to reduce the number of times the ridge regression is solved. The arm selection policy will not be updated at
each time step but rather only when necessary. Reducing the number of policy changes is exactly the aim of low switching
algorithms (see e.g., Abbasi-Yadkori et al., 2011; Perchet et al., 2016; Bai et al., 2019; Calandriello et al., 2020; Dong et al.,
2020). We focus on a dynamic, data-dependent batching since

Ô
T regret is not attainable using a fixed known-ahead-of-time

schedule (Han et al., 2020).
Abbasi-Yadkori et al. (2011) introduced a low switching variant of OFUL (RSOFUL) that recomputes the ridge regression

only when the following condition: det(Vt+1) Ø (1 + C)det(V ) is met, with V the design matrix after the last update. The

regret of RSOFUL scales as ÂO(d


(1 + C)T ). In the secure setting, computing the determinant of an encrypted matrix
is costly (see e.g. Kaltofen and Villard, 2005) and requires multiple matrix multiplications. The complexity of checking
the above condition with HE outweights the benefits introduced by the low switching regime, rendering this technique non
practical. Instead of a determinant-based condition, we consider a trace-based condition, inspired by the update rule for
GP-BUCB (Desautels et al., 2014; Calandriello et al., 2020).

The “batch j” is defined as the set of time steps between j-th and (j + 1)-th updates of Ê, and we denote by tj the first
time step of this batch. The design matrix is now denoted by Λj = ⁄Encpk(I) +

qtj ≠1

l=1
xl,al x

|

l,al
, and more importantly is

only updated at the beginning of each batch j (and similarly for the inverse Aj and vector Êj). The current batch j is ended
if and only if the following trace-based condition is met at some time t:

C Æ Tr

A
t≠1ÿ

l=tj +1

Ajxl,al x
|

l,al

B
=

t≠1ÿ

l=tj +1

Îxl,al Î2

Aj
(4.16)

The intuition behind this condition is that the trace of V j = ⁄I +
qtj ≠1

l=1
sl,al s

|

l,al
is enough to directly control the regret.

The following proposition shows that the error due to the computation in the encrypted space remains small.

Proposition 21. Let Áj =
1

Lt
3/2
j


⁄ + L2tj

2≠1

and Aj = Xk1(Áj ) as in Eq. (4.10) starting from M0 = Λj/c with c Ø

⁄ + tjL2. Then, for any j > 0:

---Tr
1 qt≠1

l=tj +1

1
Decsk(Aj) ≠ V

≠1
j

2
sl,al s

|

l,al

2--- Æ L2Áj(t ≠ 1 ≠ tj).

Since the switching condition involves data-dependent encrypted quantities, we leverage a similar procedure as to compare
indexes. We compute an (encrypted) homomorphic approximation of the sign function thanks to the acomp algorithm. The
result is an encryption of the approximation of 1{}. Similarly to computing the argmax of (fla(t))a, the algorithm cannot
access the result, thus it relies on the user to decrypt and send the result of the comparison to decide whenever the algorithm
needs to update the approximate inverse Āj , . However, to prevent any information leakage, that is to say the algorithm or
the user learning about the features of other users, we use a masking procedure which obsfucates the result of the decryption
to the user (detailed in App. 4.B.5.1 and App. 4.B.5.1).

In non-encrypted setting, Cond. 4.16 can be used to dynamically control the growth of the regret, that is bounded by

O
! qMT

j=0

qtj+1

t=tj +1
ÎV

≠1/2
j st,at Î2

"
. But in the secure setting, the regret can not be solely bounded as before. The condition

for updating the batch has to take into account the approximation error introduced by all the approximate operations. Let MT

be the total number of batches, then the contribution of the approximations to the regret scales as
qMT ≠1

j=0
ÂO((tj+1 ≠ tj)2Áj).

We thus introduce an additional condition aiming at explicitly controlling the length of each batch. Let ÷ > 0, then a new
batch is started if Cond. (4.16) is met or if: t Ø (1 + ÷)tj . This ensures that the additional regret term grows proportionally
to the total number of batches MT . Note that tj and t are not encrypted values and the comparison is “simple”. The full
algorithm is reported in App. 4.B.1.

4.2.4 Theoretical Guarantees

The regret analysis of HELBA is decomposed in two parts. First, we show that, the number of batches is logarithmic in T .
Then, we bound the error of approximations per batch.

Proposition 22. For any T > 1, if C ≠ L÷Ô
⁄+L2

> 1
4
, the number of episodes MT of HELBA (see Alg. 28) is bounded by:

MT Æ 1 +
d ln

1
1 + L2T

⁄d

2

2 ln
1

3
4

+ C ≠ L÷Ô
⁄+L2

2 +
ln(T )

ln(1 + ÷)
(4.17)
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The total number of multiplications to compute Êj is T/MT -times smaller thanks to the low-switching condition. This
leads to a vast improvement in computational complexity. Note that at each round t, HELBA still computes the upper-
confidence bound on the reward and the maximum action. Leveraging this result, when any of the batch conditions is satisfied,
the regret can be controlled in the same way as the non-batched case, up to a multiplicative constant.

Theorem 12. Under Asm. 15, for any ” > 0 and T Ø d, there exists constants C1, C2 > 0 such that the regret of HELBA
(Alg. 28) is bounded with probability 1 ≠ ” by:

RT Æ C1—
ı

AÚ
(1.25 + C) dT ln

1
T L

⁄d

2
+

L3/2

Ô
⁄

ln(T )

B
+ C2—

ıMT max

;Ô
L +

÷Ô
L

, ÷
2 +

L
Ô

⁄ + L2
3

<

with —ı = 1 +
Ô

⁄S + ‡

Ò
d

!
ln

!
1 + L2T

⁄d

"
+ ln

!
fi2T 2

6”

""
and MT as in Prop. 22.

The first term of the regret highlights the impact of the approximation of the square root and maximum that are computed
at each round. The second term shows the impact of the approximation of the inverse. It depends on the number of batches
since the inverse is updated only once per batch. By Prop. 22, we notice that this term has a logarithmic impact on the regret.
Finally, the last term is the regret incurred due to low-switch of the optimistic algorithm. We can notice that the parameter
C regulates a trade-off between regret and computational complexity. This term is also the regret incurred by running OFUL
with trace condition instead of the determinant-based condition. This further stress that the cost of encryption on the regret is
only logarithmic, leading to a regret bound of the same order of the non-secure algorithms. But the computationnal complexity
of HELBA is multiple orders higher than any non-encrypted bandit algorithm. For example the complexity of computing a
scalar product with HE now scales with the ring dimension N and not the dimension of the contexts anymore d π N .

4.2.5 Discussion And Extensions

In this subsection , a numerical validation of the proposed algorithm in a secure linear bandit problem is privded as well as a
discussion about the limitations of the current setting and possible extensions.
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Figure 4.2.1: Regret on a toy prob-
lem with 4 random uniform con-
texts.

Numerical simulation. Despite the mainly theoretical focus of the paper, we
illustrate the performance of the proposed algorithm on a toy example, where we
aim at empirically validating the theoretical findings. We consider a linear contextual
bandit problem with 4 contexts in dimension 2 and 2 arms. As baselines, we consider
OFUL, RSOFUL and RSOFUL-Tr (a version of RSOFUL where the determinant-
based condition is replaced by the trace-condition in (4.16)). We run these baselines
on non-encrypted data and compare the performance with HELBA working with
encrypted data. In the latter case, at each step, contexts and rewards are encrypted
using the CKKS (Cheon et al., 2017) scheme with parameter Ÿ = 128, D = 100 and
N = 216, a modulus log(q0) = 4982 and a cyclotomic degree of M = 131072 chosen
automatically by the PALISADE library (PAL, 2020) used for the implementation.
The size of the ciphertext is not allowed to grow and a relinearization is performed
after every operation. The variance of the noise in the reward is ‡ = 0.5. Finally,
we use C = 1 and ÷ = 0.1 in HELBA. The regularization parameter is set to 1 and
L = 5.5. Fig. 4.2.1 shows the regret of the algorithms averaged over 25 repetitions.
We notice that while the non-encrypted low-switching algorithms (i.e., RSOFUL
and RSOFUL-Tr) recompute the ridge regression only 11 times on average, their
performance is only slightly affected by this and it is comparable to the one of OFUL.

The reduced number of updates is a significant improvement in light of the current limitation in the multiplicative depth of
homomorphic schemes. This was the enabling factor to implement HELBA. Note that the update condition in HELBA
increases the number of updates to about 20 on average. As expected, the successive approximations and low-switching
combined worsen the regret of HELBA. However, this small loss in performance comes with a provable guarantee on the
security of users’ data.

Computational Complexity. Even though we reduced the number of multiplications and additions, the total runtime
of HELBA is still significant, several orders of magnitude higher compared to the unencrypted setting, the total time for
T = 130 steps and Ÿ = 128 bits was 20 hours and 39 minutes. We believe that a speed up can be obtained by optimizing how
matrix multiplication is handled. For example, implementation optimization can increase the speed of computation of logistic
regression (Blatt et al., 2020). However, we stress that HELBA is almost (up to the masking procedure) agnostic to the
homomorphic scheme used, hence any improvement in the HE literature can be leveraged by our algorithm. Bootstrapping
procedures (Gentry and Boneh, 2009) can be used for converting a leveled schema into a Fully HE scheme. This mechanism,
together with the low-switching nature of our algorithm, can be the enabling tool for scaling this approach to large problems
as the multiplicative depth scales linearly with the dimension.
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Discussion. Many other approaches are possible to increase the computational efficiency, for example using a trusted
execution environment (Sabt et al., 2015) or leveraging user-side computational capacities. We decided to design an algorithm
where the major computation (except for comparisons) are done server-side, having in mind cloud-computing or recommenda-
tions running on mobile phone. The objective was to make as secure as possible this protocol so that the server can leverage
the information coming from all users. However, if we assume that users have greater computation capabilities, the algorithm
can delegate some computations (see e.g., Blatt et al., 2020). For example, for the inverse, the algorithm can generate a
random (invertible) matrix Nt, homomorphically compute VtNt and sends the masked matrix, VtNt to the user. The latter
decrypts, inverts, re-encrypts the inverse and sends it to the algorithm (see (Bost et al., 2015, Sec. 8) for more details). A
similar scenario, can be imagined for computing a square root or a matrix multiplication. This protocol requires users to
perform computationally heavy operations (inverting a matrix) locally. To ensure security with this delegation, a verification
step is needed (see e.g., Bost et al., 2015) further increasing communications between the user and the bandit algorithm.
We believe that an interesting direction for future work is to integrate this protocol in a distributed setting (i.e., federated
learning). Using a server-side trusted execution environment can speed up computations as operations are executed in the
clear in private regions of the memory.

Multi-users Setting. Usually contexts represent different users, described by their features st and some users may want
to use their own public key pkt (and secret key skt) to encrypt those features. In that case, HELBA can be used with a
KeySwitching Fan and Vercauteren; Brakerski (2012); Brakerski et al. (2014) component. This operation takes a ciphertext
c1 decipherable by a secret key sk1 and output a ciphertext c2 decipherable by a secret key sk2. A user send the encrypted
context/reward to the bandit algorithm which perform a key switching (see App. 4.B.3.2) with the help of trusted third party
who generate the set of keys used by the learning algorithm such that all ciphertexts received are decipherable by the same
key and compatible for homomorphic operations. KeySwitching can be performed without accessing the data and with some
(or all) users using their own set of private/public keys for encryption/decryption.

4.3 Conclusion

In the last chapter of this thesis, we explored the security aspect of linear contextual bandit that is to say, if and how bandit
algorithms are sensitive to adversarial attacks but also how to leverage advance in the E2E encryption technology to design a
bandit algorithm with an almost optimal regret only using encrypted data. As discussed in this chapter, there are still many
questions left to explore around those topics. For example, in the case of adversarial attacks on contexts a question left
unanswered is to get a lower bound on the percentage of contexts needed to force a linear regret, similar to results in the
literature of asynchronous deterministic consensus systems (Fischer et al., 1985). An other interesting question in encrypted
linear contextual bandits is if it is possible to derive a regret bound that explicitly trade-off the computational capacity and the
regret bound. That is to say, if the algorithm can perform M operations per iteration in average how does the regret changes.
This question would also be of interest for a general bandit problem especially when trying to use those in real systems.
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Appendix

4.A Appendix for Attacks on Linear Contextual Bandit

4.A.1 Proofs

In this appendix, we present the proofs of different theoretical results presented in the paper.

4.A.1.1 Proof of Proposition 1

Proposition 1. For any ” œ (0, 1/K], when using Contextual ACE algorithm (Alg. 24) with perturbed rewards r̃1, with
probability at least 1 ≠ K”, algorithm A pulls an arm in A† for T ≠ o(T ) time steps and the total cost of attacks is o(T ).

Proof. Let us consider the contextual bandit problem A1, with K arms with contexts x œ D such that every arm in a† œ A† has
mean reward È◊a† , xÍ and all other arms has mean 0. Then the regret of algorithm A for this bandit problem is upper-bounded
with probability at least 1 ≠ ” by a function fA(T ) such that fA(T ) = o(T ). In addition, the reward process fed to Alg. A

by the attacker is a stationary reward process with ‡2-subgaussian noise. Therefore, the number of times algorithm A pulls
an arm not in A† is upper-bounded by fA(T )/ minxœD ∆(x) where for every context x œ D, let a†

ı(x) := arg maxaœA† Èx, ◊aÍ
and ∆(x) = Èx, ◊

a
†
ı(x)

Í ≠ max
aœA†,a”=a

†
ı(x)

Èx, ◊aÍ.
In addition, the total cost of the attack is upper-bounded by maxaœJ1,KK maxxœD |Èx, ◊aÍ|(T ≠ NA† (T )) where NA† (T )

is the number of times an arm in A† has been pulled up to time T . Thanks to the previous argument, T ≠ NA† (T ) Æ
fA(T )/ minxœD ∆(x).

4.A.1.2 Proof of Proposition 2

Proposition 2. Using the attack described in Alg. 25, for any ” œ (0, 1/K], with probability at least 1 ≠ K”, the number of
times LinUCB does not pull an arm in A† is at most:

ÿ

j /œA†

Nj(T ) Æ 32K2

3
⁄

–2
+ ‡

2d log

3
⁄d + T L2–2

d⁄”

443

with Nj(T ) the number of times arm j has been pulled after T steps, ||◊a|| Æ S for all arms a, ⁄ the regularization parameter
of LinUCB and for all x œ D, ||x||2 Æ L. The total cost for the attacker is bounded by:

Tÿ

t=1

ct Æ 64K2

‹

3
⁄

–2
+ ‡

2d log

3
⁄d + T L2–2

d⁄”

443

Proof. Let at be the arm pulled by LinUCB at time t. For each arms a, let ◊̃a(t) be the result of the linear regression with
the attacked context and ◊̂a(t, ⁄/–2) the one with the unattacked context and a regularization of ⁄

–2 . At any time step t, we

can write, for all a ”œ A†:

◊̃a(t) =

A
⁄Id +

tÿ

l=0,al=a

–
2xlx

|

l

B≠1 tÿ

k=0,ak=a

rk–xk =
1

–

A
⁄

–2
Id +

tÿ

k=0,ak=a

xkx|

k

B≠1 tÿ

k=0,ak=a

rkxk =
◊̂a(t, ⁄/–2)

–

We also note that, since the contexts are not modified for arms in a† œ A†: ◊̃a† (t) = ◊̂a† (t, ⁄). In addition, for any context x
and arm a /œ A†, the exploration term used by LinUCB becomes:

||x||
Ṽ ≠1

a,t
=

1

–
||x||

V̂ ≠1
a,t

(4.18)

154



where Ṽa,t = ⁄Id +
qt

l=0,al=a
–2xlx

|

l and V̂ ≠1
a,t = ⁄/–2Id +

qt

k=0,ak=a
xkx|

k. For a time t, if presented with context xt

LinUCB pulls arm at /œ A†, we have:

–

3+
◊̂a† (t), xt

,
+ —a† (t)||xt||V ≠1

a†,t

4
Æ

+
◊̂at (t, ⁄/–

2), xt

,
+ —at (t)||xt||V̂ ≠1

at,t

As – = 2
‹

Ø mina†œA†
2

È◊
a† ,xtÍ , we deduce that on the event that the confidence sets (Theorem 2 in Abbasi-Yadkori et al.

(2011)) hold for arm aı:

2 Æ
+
◊̂at (t, ⁄/–

2), xt

,
+ —at (t)||xt||V̂ ≠1

at,t
Æ È◊at , xtÍ + 2—at (t)||xt||V̂ ≠1

at,t

Thus, 1 Æ 2 ≠ È◊at , xtÍ Æ 2—at (t)||xt||V̂ ≠1
at,t

. Therefore,

Tÿ

t=1

1{at /œA†} Æ
Tÿ

t=1

min(2—at (t)||xt||V̂ ≠1
at,t

, 1)1{at /œA†} Æ
ÿ

j /œA†

2—j(T )

ı̂ıÙ
Tÿ

t=1

1{at=j}

Tÿ

t=1,at=j

min(1, ||xt||2
V̂ ≠1

j,t

)

But using Lemma 11 from Abbasi-Yadkori et al. (2011) and the bound on the —j(T ) for all arms j, we have with Jensen
inequality:

Tÿ

t=1

1{at /œA†} Æ4

ı̂ıÙK

Tÿ

t=1

1{at /œA†}d log

3
1 +

–2T L2

⁄d

41
⁄/–2S + ‡

Ú
2 log(1/”) + d log(1 +

–2T L2

⁄d
)
2

4.A.1.3 Proof of Theorem 11

Theorem. For any › > 0, Problem (4.4) is feasible if and only if:

÷◊ œ
€

a†œA†

Ct,a† , ◊ ”œ Conv

A €

a/œA†

Ct,a

B
(4.19)

where for every arm a, Ct,a :=
)

◊ | ||◊ ≠ ◊̂a(t)||Ṽa,t
Æ —a(t)

*
with ◊̂a(t) the least squares estimate for arm a built by LinUCB

and

Ṽa,t = ⁄Id +

tÿ

l=1,xl ”=x†

1{al=a}xlx
|

l +

tÿ

l=1,xl=x†

1{al=a}x̃lx̃
|

l

the design matrix of LinUCB at time t for all arms a (where x̃l is the modified context)

Proof. The proof of Theorem 11 is decomposed in two parts.
First, let us assume that Equation (4.19) is satisfied. Then, let us define a† œ A† such that ◊ œ Ct,a† \ Conv

!t
a/œA† Ct,a

"
,

then by the theorem of separation of convex sets applied to Ct,a† and {◊}. There exists a vector v and c1 < c2 such that for

all y œ Conv
1t

a”=a† Ct,a

2
:

Èy, vÍ Æ c1 < c2 Æ È◊, vÍ .

Hence, for › > 0 we have that for ṽ = ›

c2≠c1
v that:

Èy, ṽÍ + › Æ È◊, ṽÍ

So the problem is feasible.
Secondly, let us assume that an attack is feasible. Then there exists a vector y such that:

max
a†œA†

max
◊œC

t,a†

Èy, ◊Í > c1 := max
a/œA†

max
◊œCt,a

Èy, ◊Í (4.20)

Let us reason by contradiction. We assume that
t

aœA† Ct,a† µ Conv
!t

a/œA† Ct,a

"
and consider

◊
ú œ

€

aœA†

Ct,a† such that Èy, ◊
úÍ = max

a†œA†
max

◊œC
t,a†

Èy, ◊Í
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As we assumed
t

aœA† Ct,a† µ Conv
!t

a/œA† Ct,a

"
, there exists n œ N

ı, ⁄1, · · · , ⁄n Ø 0 and ◊1, · · · , ◊n œ
t

a/œA† Ct,a

such that

◊
ú =

nÿ

i=1

⁄i◊i and

nÿ

i=1

⁄i = 1

Thus

Èy, ◊
úÍ =

ÿ

i

⁄i Èy, ◊iÍ Æ c1

nÿ

i=1

⁄i = c1 (4.21)

We assumed that the problem is feasible, so c1 < Èy, ◊úÍ according to Eq. 4.20. It contradicts Eq. 4.21.

4.A.1.4 Condition of Sec. 4.1.4

θ̂1

θ̂2

θ̂4

θ̂3

θ1

θ2

θ3
θ4

Figure 4.A.1: Illustrative example of condition (4.5). The target arm is arm 3 or 5 and the dashed black line is the
convex hull of the other confidence sets. The ellipsoids are the confidence sets Ct,a for each arm a. If we consider
only arms {1, 2, 4, 5}, and we use 5 as the target arm, the condition (4.5) is satisfied as there is a ◊ outside the
convex hull of the other confidence sets. On the other hand, if we consider arms {1, 2, 3, 4} and we use 3 as the
target arm, the condition is not satisfied anymore.

Let us assume that there is an arm in a† œ A† which is optimal for some contexts. More formally, there exists a subspace
V µ D such that:

’x œ V, ÷a†
ı(x) œ A†, ’a œ J1, KK \ {a†

ı(x)} Èx, ◊
a

†
ı(x)

Í > Èx, ◊aÍ .

We also assume that the distribution of the contexts is such that, for all t, µ := P (xt œ V ) > 0. Then, the regret is
lower-bounded in expectation by:

E(RT ) = E

A
Tÿ

t=1

1{xtœV }

! e
xt, ◊

a
†
ı(xt)

≠ ◊at

f "
B

Ø µm(T ) min
xœV

max
a”=a

†
ı(x)

È◊
a

†
ı(x)

≠ ◊a, xÍ

where m(T ) is the expected number of times t Æ T such that condition (4.5) is not met. LinUCB guarantees that

E(RT ) Æ O(
Ô

T ) for every T . Hence, m(T ) Æ O

3
Ô

T
µ minxœV max

a ”=a
†
ı(x)

È◊
a

†
ı(x)

≠◊a,xÍ

4
. This means that, in an unattacked

problem, condition (4.5) is met T ≠ O(
Ô

T ) times. On the other hand, when the algorithm is attacked the regret of LinUCB
is not sub-linear as the confidence bound for the target arm is not valid anymore. Hence we cannot provide the same type of
guarantees for the attacked problem.

4.A.2 Experiments

4.A.2.1 Datasets and preprocessing

We present here the datasets used in the article and how we preprocess them for numerical experiments conducted in subsection
4.1.5.
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Figure 4.A.2: Total cost of attacks and number of draws of the target arm at T = 106 as a function of “ on synthetic
data

We consider two types of experiments, one on synthetic data with a contextual MAB problems with K = 10 arms such
that for every arm a, ◊a is drawn from a folded normal distribution in dimension d = 30. We also use a finite number of
contexts (10), each of them is drawn from a folded normal distribution projected on the unit circle multiplied by a uniform
radius variable (i.i.d. across all contexts). Finally, we scale the expected rewards in (0, 1] and the noise is drawn from a
centered Gaussian distribution N (0, 0.01).

The second type of experiments is conducted in the real-world datasets Jester Goldberg et al. (2001) and MovieLens25M
Harper and Konstan (2015). Jester consists of joke ratings on a continuous scale from ≠10 to 10 for 100 jokes from a total
of 73421 users. We use the features extracted via a low-rank matrix factorization (d = 35) to represent the actions (i.e., the
jokes). We consider a complete subset of 40 jokes and 19181 users . Each user rates all the 40 jokes. At each time, a user
is randomly selected from the 19181 users and mean rewards are normalized in [0, 1]. The reward noise is N (0, 0.01). The
second dataset we use is MovieLens25M. It contains 25000095 ratings created by 162541 users on 62423 movies. We perform
a low-rank matrix factorization to compute users features and movies features. We keep only movies with at least 1000 ratings,
which leave us with 162539 users and 3794 movies. At each time step, we present a random user, and the reward is the scalar
product between the user feature and the recommend movie feature. All rewards are scaled to lie in [0, 1] and a Gaussian noise
N (0, 0.01) is added to the rewards.

4.A.2.2 Attacks on Rewards

In this appendix, we present empirical evolution of the total cost and the number of draws for a unique target arm as a function
of the attack parameter “ for the Contextual ACE attack with perturbed rewards r̃2 on generated data.

Fig. 4.A.2 (left) shows that the total cost of attacks seems to be quite invariant w.r.t. “ except when “ æ 0 because
the difference between the target arm and the other becomes negligible. This is also depicted by the total number of draws
(Fig. 4.A.2, Right) as the number of draws plummets when “ æ 0.

4.A.2.3 Attacks on all Contexts

Fig. 4.A.3 shows the regret for all the attacks. This figure shows that even though the total cost of attacks is linear for
algorithms like LinTS in the synthetic dataset, the regret is linear. More generally, we observe that the regret is linear for all
attacked algorithms on all datasets.

4.A.2.4 Attack on a single context

The attacks are computed by solving the optimization problems 4.4 and 4.6 (Sec. 4.1.4). We choose the libraries according to
their efficiency for each problem we need to solve. For Problem (4.6) and Problem (4.8) we use cvxpy Agrawal et al. (2018)
and the ECOS solver. For Problem (4.4) we use the SLSQP method from the Scipy optimize library Virtanen et al. (2019)
to solve the full LinUCB problem (Equation 4.4) and quadprog to solve the quadratic problem to attack Á-greedy.
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Table 4.A.1: Number of draws of the target arm a† at T = 106, for the synthetic data, “ = 0.22 for the Contextual
ACE algorithm and for the Jester and MovieLens datasets “ = 0.5.

Synthetic Jester Movilens

LinUCB 86, 731.6 23, 548.16 25, 017.31
CACE LinUCB 996, 238.6 921, 083.69 944, 721.28
Stationary CACE LinUCB 995, 578.88 862, 095.67 931, 531.6
Á-greedy 111, 380.44 21, 911.54 3, 165.81
CACE Á-greedy 999, 812.92 999, 755.72 999, 776.82
Stationary CACE Á-greedy 999, 806.32 999, 615.98 999, 316.76
LinTS 91, 664.8 23, 398.3 30, 189.84
CACE LinTS 998, 997.04 976, 708.9 990, 250.67
Stationary CACE LinTS 977, 850.96 784, 715.62 845, 512.98
Exp4 93, 860.4 29, 147.01 17, 985.78
CACE Exp4 992, 793.36 989, 214.36 936, 230.4
Stationary CACE Exp4 993, 673.24 988, 463.56 934, 304.23

Attacked LinUCB, |A| = 0.3K

Attacked LinUCB, |A| = 0.6K

Attacked LinUCB, |A| = 0.9K

Attacked ε-greedy, |A| = 0.3K

Attacked ε-greedy, |A| = 0.6K

Attacked ε-greedy, |A| = 0.9K

Attacked LinTS, |A| = 0.3K

Attacked LinTS, |A| = 0.6K

Attacked LinTS, |A| = 0.9K
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Figure 4.A.3: Total cost of attacks and number of draws of the target arm at T = 106 as a function of “ on synthetic
data

4.A.3 Problem (4.8) as a Second Order Cone (SOC) Program

Problem (4.6) and Problem (4.8) are both SOC programs. We can see the similarities between both problems as follows. Let
us define for every arm a ”œ A†, the ellipsoid:

C
Õ
t,a :=

Ó
y œ R

d | ||y ≠ ◊̂a(t)||
A≠1

a (t)
Æ ‚Φ

≠1

3
1 ≠ ”

K ≠ |A†|

4 Ô

with Aa(t) = Ṽ ≠1
a (t) + Ṽ ≠1

a† (t) with Ṽa(t) and Ṽa† (t) the design matrix built by LinTS and ◊̂a(t) the least squares

estimate of ◊a at time t. Therefore for an arm a, the constraint in Problem (4.8) can be written for any y œ R
d and some

arm a† œ A† as:

+
xı + y, ◊̂a† (t)

,
≠ › Ø max

zœC
Õ
t,a

Èz, xı + yÍ
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Figure 4.A.4: Total cost of the attacks for the attacks one one context on our synthetic dataset, Jester and MovieLens.
As expected, the total cost is linear.

Indeed for any x œ R
d,

max
yœC

Õ
t,a

Èy, xÍ =
+
x, ◊̂a(t)

,
+ ‚Φ

≠1

3
1 ≠ ”

K ≠ |A†|

4
◊ max

||A
≠1/2
a (t)u||2Æ1

Èu, xÍ

=
+
x, ◊̂a(t)

,
+ ‚Φ

≠1

3
1 ≠ ”

K ≠ |A†|

4
max

||z||2Æ1

+
z, A1/2

a (t)x
,

=
+
x, ◊̂a(t)

,
+ ‚Φ

≠1

3
1 ≠ ”

K ≠ |A†|

4
ÎA1/2

a (t)xÎ2

Thus, the constraint is feasible if and only if:

◊̂a† (t) ”œ Conv

Q
a €

a”œA†

C
Õ
t,a

R
b

4.A.4 Attacks on Adversarial Bandits

In the previous subsection s, we studied algorithms with sublinear regret RT , i.e., mainly bandit algorithms designed for
stochastic stationary environments. Adversarial algorithms like Exp4 do not provably enjoy a sublinear stochastic regret
RT (as defined in the introduction) 5. In addition, because this type of algorithms are, by design, robust to non-stationary
environments, one could expect them to induce a linear cost on the attacker. In this subsection , we show that this is not the
case for most contextual adversarial algorithms. Contextual adversarial algorithms are studied through the reduction to the
bandit with expert advice problem. This is a bandit problem with K arms where at every step, N experts suggest a probability
distribution over the arms. The goal of the algorithm is to learn which expert gets the best expected reward in hindsight

after T steps. The regret in this type of problem is defined as Rexp
T = E

1
maxmœJ1,NK

qT

t=1

qK

j=1
E

(t)
m,jrt,j ≠ rt,at

2
where

E
(t)
m,j is the probability of selecting arm j for expert m. In the case of contextual adversarial bandits, the experts first observe

the context xt before recommending an expert m. Assuming the current setting with linear rewards, we can show that if
an algorithm A, like Exp4, enjoys a sublinear regret Rexp

T , then, using the Contextual ACE attack with either r̃1 or r̃2, the
attacker can fool the algorithm into pulling arm a† a linear number of times under some mild assumptions. However, attacking
contexts for this type of algorithm is difficult because, even though the rewards are linear, the experts are not assumed to use
a specific model for selecting an action.

Proposition 3. Suppose an adversarial algorithm A satisfies a regret Rexp
T of order o(T ) for any bandit problem and that there

exists an expert mı such that T ≠
qT

t=1
E

3
E

(t)

mı,a
†
t,ı

4
= o(T ) with a†

t,ı the optimal arim in A† at time t. Then attacking alg.

A with Contextual ACE leads to pulling arm a†, T ≠ o(T ) of times in expectation with a total cost of o(T ) for the attacker.

5Exp4 enjoys a sublinear hindsight regret though. Showing a sublinear upper-bound for the stochastic regret of Exp4 is still an open
problem (see subsection 29.1 in Lattimore and Szepesvári (2018))
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Proof. Similarly to the proof of Proposition 1, let’s define the bandit with expert advice problem, Ai, such that at each time t

the reward vector is (r̃i
t,a)a (with i œ {1, 2}). The regret of this algorithm is: R̃i,exp

T = E

1
maxmœJ1,NK

qT

t=1
E

(t)
m r̃i

t ≠ r̃i
t,at

2
œ

o(T ). The regret of the learner is: E

1
maxmœJ1,NK

qT

t=1
E

(t)
m rt ≠ rt,at

2
where at are the actions taken by algorithm Ai to

minimize R̃i,exp
T . Then we have:

R̃i,exp
T Ø E

A
Tÿ

t=1

Kÿ

j=1

(E
(t)
mı,j ≠ 1

{j=a
†
t,ı

}
)r̃i

t,j +

Tÿ

t=1

r̃i

t,a
†
t,ı

≠ r̃i
t,at

B

Therefore,

E

A
Tÿ

t=1

r̃i

t,a
†
t,ı

≠ r̃i
t,at

B
Æ R̃i,exp

T + E

A
Tÿ

t=1

Kÿ

j=1

(1
{j=a

†
t,ı

}
≠ E

(t)
mı,j)r̃i

t,j

B

Æ R̃i,exp
T + E

A
Tÿ

t=1

(1 ≠ E
(t)

mı,a
†
t,ı

)r̃i
t,j

B

Æ R̃i,exp
T + E

A
Tÿ

t=1

(1 ≠ E
(t)

mı,a
†
t,ı

)

B

For strategy i = 1, we have:

E

A
Tÿ

t=1

r̃1

t,a
†
t,ı

≠ r̃1
t,at

B
=

Tÿ

t=1

E

1
r

t,a
†
t,ı

≠ 1{atœA†}

2
Ø

A
T ≠ E

A
Tÿ

t=1

1
{at=a

†
t,ı

}

BB
∆

where ∆ := minxœD

)
È◊a†(x), xÍ ≠ maxaœA†,a”=a†(x)È◊aÕ , xÍ

*
with a†(x) := arg maxaœA† È◊a, xÍ. Then, as R̃1,exp

T œ o(T ) and

E

3qT

t=1
(1 ≠ E

(t)

mı,a
†
t,ı

)

4
œ o(T ), we deduce that E(

q
t
1

{at=a
†
t,ı

}
) = T ≠ o(T ).

For strategy i = 2, and ” > 0, let us denote by E” the event that all confidence intervals hold with probability 1 ≠ ”. But
on the event E”, for a time t where at ”= a†

t,ı and such that ≠1 Æ Ct,at Æ 0:

r̃2
t,at

= rt,at + Ct,at = (1 ≠ “) min
a†œA†

min
◊œC

t,a†

È◊, xtÍ + ÷at,t + È◊a, xtÍ ≠ max
◊œCt,at

È◊, xtÍ

Æ (1 ≠ “)È◊
a

†
t,ı

, xtÍ + ÷at,t

when Ct,at > 0 (still on the event E”):

r̃2
t,at

= rt,at Æ (1 ≠ “)È◊
a

†
t,ı

, xtÍ + ÷at,t

because Ct,at > 0 means that (1 ≠ “)È◊
a

†
t,ı

, xtÍ Ø (1 ≠ “) mina†œA† min◊œC
t,a† È◊, xtÍ Ø max◊œCt,at

È◊, xtÍ Ø È◊a, xtÍ. But

finally, when Ct,at Æ ≠1, r̃2
t,at

= rt,at ≠ 1 Æ ÷at,t Æ (1 ≠ “)È◊
a

†
t,ı

, xtÍ + ÷at,t. But on the complementary event Ec
” ,

r̃2
t,at

Æ rt,at . Thus, given that the expected reward is assumed to be bounded in (0, 1] (Assumption 13):

E

A
Tÿ

t=1

r̃2

t,a
†
t,ı

≠ r̃2
t,at

B
= E

A
Tÿ

t=1

(rt,a† ≠ r̃2
t,at

)1
{at ”=a

†
t,ı

}

B
Ø E

A
Tÿ

t=1

min{“ min
xœD

Èx, ◊
a

†
t,ı

Í, ∆}1
{at ”=a

†
t,ı

}
1{E”}

B
≠ T ”

Finally, putting everything together we have:

E

A
Tÿ

t=1

“ min
xœD

Èx, ◊
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†
t,ı

Í1
{at ”=a

†
t,ı

}

B
Æ R̃2,exp

T + E
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(1 ≠ E
(t)

mı,a
†
t,ı

)

B
+ ”T

3
min{“ min

a†œA†
min
xœD

Èx, ◊a† Í, ∆} + 1

4

Hence, because R̃1,exp
T = o(T ) and E

1qT

t=1
(1 ≠ E

(t)

mı,a† )
2

= o(T ) we have that for ” Æ 1/T , the expected number of pulls

of the optimal arm in A† is of order o(T ). In addition, the cost for the attacker is bounded by:

E

A
Tÿ
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= E
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1
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†
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†
t,ı

}
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The proof is similar to the one of Prop. 1. The condition on the expert in Prop. 3 means that there exists an expert which
believes an arm a† œ A† is optimal most of the time. The adversarial algorithm will then learn that this expert is optimal.
Algorithm Exp4 has a regret Rexp

T bounded by


2T K log(N), thus the total number of pulls of arms not in A† is bounded

by


2T K log(M)/“. This result also implies that for adversarial algorithms like Exp3 Auer et al. (2002b), the same type of

attacks could be used to fool A into pulling arms in A† because the MAB problem can be seen as a reduction of the contextual
bandit problem with a unique context and one expert for each arm.

4.A.5 Contextual Bandit Algorithms

In this appendix, we present the different bandit algorithms studied in this paper. All algorithms we consider except Exp4
uses disjoint models for building estimate of the arm feature vectors (◊a)aœJ1,KK. Each algorithm (except Exp4) builds least
squares estimates of the arm features.

Algorithm 29: Contextual LinUCB

Input: regularization ⁄, number of arms K, number of rounds T , bound on context norms: L, bound on norms ◊a: D
Initialize for every arm a, V̄ ≠1

a (t) = 1
⁄

Id, ◊̂a(t) = 0 and ba(t) = 0
for t = 1, . . . , T do

Observe context xt

Compute —a(t) = ‡

Ú
d log

1
1+Na(t)L2/⁄

”

2
with Na(t) the number of pulls of arm a

Pull arm at = arg maxaÈ◊̂a(t), xtÍ + —a(t)||xt||V̄ ≠1
a (t)

Observe reward rt and update parameters ◊̂a(t) and V̄ ≠1
a (t) such that:

V̄at (t + 1) = V̄at (t) + xtx
|

t , bat (t + 1) = bat (t) + rtxt, ◊at (t + 1) = V̄ ≠1
at

(t + 1)bat (t + 1)

Algorithm 30: Linear Thompson Sampling with Gaussian prior

Input: regularization ⁄, number of arms K, number of rounds T , variance ‚

Initialize for every arm a, V̄ ≠1
a (t) = ⁄Id and ◊̂a(t) = 0, ba(t) = 0

for t = 1, . . . , T do
Observe context xt

Draw ◊̃a ≥ N (◊̂a(t), ‚2V̄ ≠1
a (t))

Pull arm at = arg maxaœJ1,KK

+
◊̃a, xt

,

Observe reward rt and update parameters ◊̂a(t) and V̄ ≠1
a (t)

V̄at (t + 1) = V̄at (t) + xtx
|

t , bat (t + 1) = bat (t) + rtxt, ◊at (t + 1) = V̄ ≠1
at

(t + 1)bat (t + 1)

Algorithm 31: Á-greedy

Input: regularization ⁄, number of arms K, number of rounds T , exploration parameter (Á)t

Initialize, for all arms a, V̄ ≠1
a (t) = ⁄Id and ◊̂a(t) = 0, Át = 1, ba(t) = 0 for t = 1, . . . , T do

Observe context xt

With probability Át, pull at ≥ U (J1, KK), or pull at = arg maxÈ◊a, xtÍ
Observe reward rt and update parameters ◊̂a(t) and V̄ ≠1

a (t)

V̄at (t + 1) = V̄at (t) + xtx
|

t , bat (t + 1) = bat (t) + rtxt,

◊at (t + 1) = V̄ ≠1
at

(t + 1)bat (t + 1)
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Algorithm 32: Exp4

Input: number of arms K, experts: (Em)mœJ1,NK, parameter ÷

Set Q1 = (1/N)jœJ1,NK

for t = 1, . . . , T do

Observe context xt and probability recommendation (E
(t)
m )mœJ1,NK

Pull arm at ≥ Pt where Pt,j =
qN

k=1
Qt,kE

(t)
j,k

Observe reward rt and define for all arms i r̂t,i = 1 ≠ 1{at=i}(1 ≠ rt)/Pt,i

Define X̃t,k =
q

a
E

(t)
k,ar̂t,a

Update Qt+1,j = exp(÷Qt,i)/
qN

j=1
exp(÷Qt,j) for all experts i

4.A.6 Semi-Online Attacks

Liu and Shroff (2019) studies what they call the offline setting for adversarial attacks on stochastic bandits. They consider a
setting where a bandit algorithm is successively updated with mini-batches of fixed size B. The attacker can tamper with some
of the incoming mini-batches. More precisely, they can modify the context, the reward and even the arm that was pulled for
any entry of the attacked mini-batches. The main difference between this type of attacks and the online attacks we considered
in the main paper is that we do not assume that we can attack from the start of the learning process: the bandit algorithm
may have already converged by the time we attack.

We can still study the cumulative cost for the attacker to change the mini-batch in order to fool a bandit algorithm to
pull a target arm a† (here we take A† = {a†}). Contrarily to Liu and Shroff (2019), we call this setting semi-online. We first
study the impact of an attacker on LinUCB where we show that, by modifying only (K ≠ 1)d entries from the batch B, the
attacker can force LinUCB to pull arm a†, M ÕB ≠ o(M ÕB) times with M Õ the number of remaining batches updates. The
cost of our attack is

Ô
MB with M the total number of batches.

Cost of an attack: If presented with a mini-batch B, with elements (xt, at, rt) composed of the context xt presented at
time t, the action taken at and the reward received rt, the attacker modifies element i, namely (xi

t, ai
t, ri

t) into (x̃i
t, ãi

t, r̃i
t).

The cost of doing so is ci
t = ||xi

t ≠ x̃i
t||2 +

--r̃i
t ≠ ri

t

-- +1{ai
t
”=ãi

t
} and the total cost for mini-batch B is defined as cB =

q
iœB

ci
t.

Finally, we consider the cumulative cost of the attack over M different mini-batches B1, . . . , BM ,
qM

l=1
cBl . The interaction

between the environment, the attacker and the learning algorithm is summarized in Alg. 33.

Algorithm 33: Semi-Online Attack Setting.

Input: Bandit alg. A, size of a mini-batch: B
Set t = 0
while True do

A observe context xt

A pulls arm at and observes reward rt

Interaction (xt, at, rt) is saved in mini-batch B

if
--B

-- = B then

Attacker modifies mini-batch B into B̃

Update alg. A with poisoned mini-batch B̃

The attack presented here is based on the Ahlberg–Nilson–Varah bound Varah (1975), which gives a control on the sup
norm of a matrix with dominant diagonal elements. More precisely, when presented with a mini-batch B, the attacker needs
to modify the contexts and the rewards. We assume that the attacker knows the number of mini-batch updates M and has
access to a lower-bound on the reward of the target arm, ‹ as in Assumption 14.

The attacker changes (K ≠ 1) ◊ d rows of the first mini-batch to rewards of 0 with a context ”aei for each arm a ”= a†

with (ei) the canonical basis of Rd. Moreover, ”a is chosen such that:

”a > max

AÚ
2MBL2d

‹
+ dMB,

Ú
4—2

maxL2d

‹2
+ dMB

B
(4.22)

with —max = maxMB
t=0 —a(t) and M the number of mini-batch updates.

Proposition 4. After the first attack, with probability 1 ≠ ”, LinUCB always pulls arm a†,
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Proof. After having poisoned the first mini-batch B, the latter can be partitioned into two subsets, Bc (with non-perturbed
rows) and Bnc (with the poisoned rows). The design matrix of arm a ”= a† for every time t after the poisoning is:

Vt,a = ⁄Id +

tÿ

l=1,al=a

xlx
|

l + ”
2
a

dÿ

i=1

eie
|

i (4.23)

For every time t, non diagonal elements of Vt,a = (vi,j)i,j are bounded by:

’i, ri :=
ÿ

j ”=i

vi,j Æ
ÿ

j ”=i

tÿ

l=1,al=a

Îxlx
|

l ÎŒ Æ dNa(kB) (4.24)

Whereas for all diagonal elements, vi,i Ø ”2
a > ri. Thus Vt,a is strictly diagonal dominant and by the Ahlberg–Nilson–Varah

bound Varah (1975):

ÎV ≠1
t,a ÎŒ Æ 1

mini (Îvi,iÎ ≠ ri)
Æ 1

”2
a ≠ dMB

(4.25)

Then, for every arm a ”= a† and any context x œ D and any time t after the attack:

È◊̂a,t, xÍ + —a(t)||x||
V ≠1

t,a
Æ

tÿ

l=1,al=a

rt(V
≠1

t,a xt)
|x + —a(t)||x||1

Ò
ÎV ≠1

t,a ÎŒ

Æ ÎV ≠1
t,a ÎŒdNt(a) sup

yœD

||y||22 + —max

Ô
d sup

yœD

||y||2

Ò
ÎV ≠1

t,a ÎŒ < ‹

We have shown that for any arm a ”= a† and any time step t after the attack, the upper confidence bound computed by
LinUCB is upper-bounded bu ‹ the arm a†. Then, with probability 1 ≠ ”, the confidence set for arm a† holds and, for all
x œ D, arm a† is chosen by LinUCB. The total cost of this attack is d

q
a ”=a† ”aL = O(

Ô
MB)

4.B Appendix for Encrypted Linear Contextual Bandits

4.B.1 Slow-Switching Algorithm

In this subsection , we present the detailed algorithm of Sec. 4.2.3.

Algorithm 34: Low-Switching HELBA ( Server-Side)

Input: horizon: T , regularization factor: ⁄, failure probability: ”, feature bound: L, ◊ı norm bound: S, dimension: d,
batch growth: ÷, trace condition: C

Set w1 = Encpk(0), Λ1 = Encpk(⁄I), Ā1 = Encpk(⁄≠1I), V̌1 = Encpk(⁄I), ǧ0 = 0, j = 0 and t0 = 1
for t = 1, . . . , T do

Set Â—(t) = ‡

Ú
d ln

11
1 +

L2tj

⁄

21
fi2t2

6”

22
+ t

≠1/2
j + S

Ô
⁄ and ‘j = L(t

3/2
j


⁄ + L2tj)≠1

Observe encrypted contexts (xt,a)aœ[K] = (Encpk(st,a))aœ[K]

for a = 1, . . . , K do

Compute approximate square root sqrtHE

1
x€

t,aĀjxt,a + Áj

2

Compute encrypted indexes fla(t) = Èxt,a, wjÍ + Â—(t)
1

sqrtHE

1
x€

t,aĀjxt,a + Áj

2
+ t≠1

2
(Step ∑)

Rescale encrypted indexes ‚fla(t) =
fla(t)≠rmin
flmax≠rmin

with flmax = rmax + 2Â—(t)

Ë
2
t

+ L

t3/2
Ô

⁄+L2t
+ L2

1
1
⁄

+ 1Ô
⁄

2 È

Compute comparison vector bt œ R
K using acomp (see Alg. 39 in App. 4.B.4.5) with precision ÁÕ

t = (4.1t)≠1

(Step ∏)
Observe encrypted reward yt and encrypted context xt,at

Update V̌t+1 = V̌t + xt,at x|

t,at
and ǧt+1 = ǧt + ytxt,at

Compute Cond. (4.16) by computing ”t with Á = 0.45 and ÁÕ
t = L2( 1

⁄
+ 1Ô

⁄
)(t ≠ 1 ≠ tj)) (see App. 4.B.5.1).

Use masking procedure on ”t (Alg. 40) and sends the masked ciphertext to the user
if ”t Ø 0.45 or t Ø (1 + ÷)tj then

Set tj+1 = t, j = j + 1 and Λj+1 = V̌t

Compute Āj+1 = Xk1(Áj+1/L2) as in Prop. 19 (V = Λj+1, c = ⁄d + L2tj+1) and wj+1 = Āj+1ǧtj+1
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4.B.2 Additional Related Work

In Federated Learning (a.k.a., collaborative multi-agent), DP and LDP guarantees can provide a higher level of privacy at a
small regret cost, leveraging collaboration between users Wang et al. (2020); Zhu et al. (2020). Another collaborative approach
to privacy-preserving machine learning, called Secure Multi-Party Computation (MPC) (e.g. Damg̊ard et al., 2012), divides
computations between parties, while guarantying that it is not possible for any of them to learn anything about the others.
This has been recently empirically investigated in the bandit framework Hannun et al. (2019). However, there is an additional
strong assumption, that each party provides a subset of the features observed at each round.

Finally, Homomorphic Encryption (HE) (e.g. Halevi, 2017) aims at providing a set of tools to perform computation on
encrypted data, outsourcing computations to potentially untrusted third parties (in our setting the bandit algorithm) since
data cannot be decrypted. HE has only been merely used to encrypt rewards in bandit problems Ciucanu et al. (2019), but
in some inherently simpler setting: i) contexts are not considered and arms’ features are not encrypted; ii) a trusted party
decrypts data. In particular, the second point makes algorithm design much easier but requires users to trust the third party
which, in turn, can lead again to privacy/security concerns. In the supervised learning literature, HE has been used to train
neural networks (Badawi et al., 2020) achieving 77.55% classification accuracy on CIFAR-10 (compared to a state-of-the-art
accuracy of 96.53% (Graham, 2015)) highlighting the potentially high impact of the approximation error due to HE.

4.B.3 Protocol Details

The learning algorithm may try to break encryption by inferring a mapping between ciphertexts and values or by storing all
data. HE relies on the hardness of the Learning With Error problem (Albrecht et al., 2015) to guarantee security. To break
an HE scheme, an attacker has to perform at least 2Ÿ operations to be able to differentiate noise from messages in a given
ciphertext. We refer to (Albrecht et al., 2018) for a survey on the actual number of operations needed to break HE schemes
with most of the known attacks. Although collecting multiple ciphertexts may speedup some attacks, the security of any HE
scheme is still guaranteed as long as long the number of ciphertexts observed by an attacker is polynomial in N (Regev, 2009).

4.B.3.1 CKKS Encryption Scheme

In this subsection , we introduce the CKKS scheme Cheon et al. (2017). This scheme is inspired by the BGV scheme Brakerski
et al. (2014) but has been modified to handle the encryption of real numbers. The security of those schemes relies on the
assumption of hardness of the Learning With Errors (LWE), ring-LWE (RLWE) Regev (2009). The scheme can be divided into
2 parts: encoding/decoding and encryption/decryption.

Encoding and Decoding of Messages. In CKKS, the space of message is defined as C
N/2 for some big even integer

N œ N. This integer is a parameter of the scheme chosen when generating the private and secret keys. CKKS scheme
does not work directly on the space C

N/2 but rather on an integer polynomial ring R = Z[X]/
!
XN + 1

"
(the plaintext

space) Seidenberg (1978). Encoding a message m œ C
N/2 into the plaintext space R is not as straightforward as using a

classical embedding of a vector into a polynomial because we need the coefficients of the resulting polynomial to be integers.
To solve this issue the CKKS scheme use a more sophisticated construction that the canonical embedding, based on the
subring H = {z œ C

N | zj = z̄N≠j , j Æ N/2} which is isomomorphic to C
N/2. Finally, using a canonical embedding

‡ : R æ ‡(R) µ H and the coordinate-wise random rounding technique developed in Lyubashevsky et al. (2013b), the CKKS
scheme is able to construct an isomorphism between C

N/2 and R.

Encryption and Decryption of Ciphertexts. Most public key scheme relies on the hardness of the Learning with Error
(LWE) problem introduced in Regev (2009). The LWE problem consists in distinguishing between noisy pairs (ai, Èai, sÍ +
ei)iÆn µ (Z/qZ)n ◊ Z/qZ and uniformly sampled pairs in (Z/qZ)n ◊ Z/qZ where (ei)iÆn are random noises and q œ N.
However, building a cryptographic public key system based on LWE is computationally inefficient. That’s why CKKS relies
on the Ring Learning with Error (RLWE) introduced in Lyubashevsky et al. (2013a) which is based on the same idea as LWE
but working with polynomials Zq[X]/(XN + 1) instead on integer in Z/qZ. RLWE (and LWE) problem are assumed to be
difficult to solve and are thus used as bases for cryptographic system. The security of those problems can be evaluated thanks
to Albrecht et al. (2015) which gives practical bounds on the number of operations needed for known attacks to solve the
LWE (RLWE) problem.

The CKKS scheme samples a random s on R and defines the secret key as sk = (1, s). It then samples a vector a uniformly
on R/qLR (with qL = 2Lq0 where L is the depth of the scheme and q0 its modulus) and an error term e sampled on R (usually
each coefficient is drawn from a discrete Gaussian distribution). The public key is then defined as pk = (a, ≠a.s + e). Finally,
to encrypt a message m œ C

N/2 identified by a plaintext m œ R the scheme samples an encrypting noise ‹ ≥ ZO(0.5)6. The
scheme then samples e0, e1 œ Z

N two independent random variable from any distribution on R, usually a discrete Gaussian
distribution. The ciphertext associated to the message m is then [(‹ · pk + (m + e0, e1))]qL with [.]qL the modulo operator

6A random variable X ≥ ZO(0.5) such that X œ {0, 1, ≠1}N , (Xi)iÆN are i.i.d such that for all i Æ N P(Xi = 0) = 1/2,P(Xi =
1) = 1/4 and P(Xi = ≠1) = 1/4
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and qL = 2L. Finally, to decrypt a ciphertext c = (c0, c1) œ R2
ql

(with l the level of the ciphertext, that is to say the depth of
the ciphertext), the scheme computes the plaintext mÕ = [c0 + c1s]ql

7 and returns the message mÕ associated to the plaintext
m

Õ.

4.B.3.2 Key Switching

Homomorphic Encryption schemes needs all ciphertexts to be encrypted under the same public key in order to perform additions
and multiplications. As we mentioned in Sec. 4.2.5 one way to circumvent this issue is to use a KeySwitching operation. The
KeySwitching operation takes as input a cyphertext c1 encrypted thanks to a public key pk1 associated to a secret key sk1

and transform it into a cyphertext encrypting the same message as c1 but under a different secret key sk2.
The exact KeySwitching procedure for each scheme is different. We will use the CKKS scheme, inspired by the BGV

scheme Brakerski et al. (2014), where KeySwitching relies on two operations BitDecomp and PowerOf2, described below,

1. BitDecomp(c, q) takes as input a ciphertext c œ R
N with m the size of the ring dimension used in CKKS and an integer q.

This algorithm decomposes c in its bit representation (u0, . . . , uÁlog2(q)Ë) œ R
N◊Álog2(q)Ë such that c =

qÂlog2(q)Ê
j=0

2juj

2. PowerOf2(c, q) takes as input a ciphertext c œ R
N and an integer q. This algorithm outputs (c, 2c, . . . , 2Âlog2(q)Êc) œ

R
m◊Álog2(q)Ë

The KeySwitching operation can then be decomposed as:

• the first party responsible for sk1 generates a new (bigger, in the sense that the parameter N is bigger than sk1) public
key p̃k1 still associated to sk1

• the owner of secret key sk2 computes PowerOf2(sk2) and add it to p̃k1. This object is called the KeySwitchingKey.

• the new cyphertext is computed by mulitiplying BitDecomp(c1) with the KeySwitchingKey. This gives a new cyphertext
decryptable with the secret key sk2 and encrypted under a new public key pk2

Algorithm 35: KeySwitching Procedure

Input: Cyphertext: c, User: u, User public key/secret key: pku, sku, Bandit Algorithm: A, Trusted Third Party: B,
integer q

Alg. A receives cypthertext c encrpyted with key pku

B sends public key pk to u
u computes Encpku

(ksku) = Encpku
(PowerOf2(sku, q) + pk)

u sends Encpku
(ksku) to A

A computes the new cyphertext cÕ = Encpku
(BitDecomp(c, q)|)Encpku

(ksku) = Encpku
(Encpk(c))

u decrypts cÕ and sends the result to A

Alg. 35 allows us to perform the KeySwitching in a private manner for the CKKS scheme. Indeed, the key switch operation
requires to decompose a secret key thanks to the PowerOf2 procedure. If not done in a secure fashion this could lead to a
leak of the frist private key. It is thus necessary to ensure that this key is not distributed in the clear. However, our private
procedure requires communication between the bandit algorithm A and the user u. In particular, the user still needs to receives
the public key from the trusted third party. However, the user does not need to be known ahead of time as previously.

4.B.4 Toward An Encrypted OFUL

In this subsection , we provide the proof of the results of Step ∂, ∑ and ∏, i.e., the speed of convergence of iterating Eq. (4.10)
or Eq. (4.13), how to build a confidence intervals around ◊ı and how the approximate argmax is computed in Alg. 28.

4.B.4.1 Computing an Approximate Inverse

First, we prove Prop. 19. The proof of convergence the Newton method for matrix inversion is rather standard but the proof
of convergence for the stable method (Eq. (4.10)) is often not stated. We derive it here for completeness. First, we recall
Prop. 19.

Proposition. Given a symmetric positive definite matrix V œ R
d◊d, c Ø Tr(V ) and a precision level Á > 0, the iterate in (4.10)

satisfies
ÎXk ≠ V ≠1Î Æ Á

for any k Ø k1(Á) with

k1(Á) =
1

ln(2)
ln

A
ln(⁄) + ln(Á)

ln
!
1 ≠ ⁄

c

"
B

, where ⁄ Æ ⁄d is a lower bound to the minimal eigenvalue of V and Î · Î is the matrix spectral-norm.

7for any n œ N, [.]n is the remainder of the division by n
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Proof. of Prop. 19. After k iterations of Eq. (4.10), we have that V Xk = Mk. Indeed we proceed by induction:

• For k = 0, M0 = 1
c
V = V X0

• For k + 1 given the property at time k, V Xk+1 = V Xk(2Id ≠ Mk) = Mk(2Id ≠ Mk) = Mk+1

Let’s note Ek = Xk ≠ V ≠1 and Ẽk = Mk ≠ Id then:

Ek+1 = (Xk+1V ≠ Id) V ≠1 = (Mk+1 ≠ Id) V ≠1

= ≠
!
M2

k ≠ 2Mk + Id

"
V ≠1

= ≠ (Mk ≠ Id)2 V ≠1 = ≠Ẽ2
kV ≠1

where the second equality is possible because V and (Xk)kœN commute as for all k œ N, Xk is a polynomial function of V .
Therefore, we have for any k œ N:

ÎEk+1Î = ÎẼ2
kV ≠1Î Æ ÎV ≠1Î ◊ ÎẼkÎ2 (4.26)

But at the same time:

ÎẼk+1Î = ÎMk+1 ≠ IdÎ = ÎMk(2Id ≠ Mk) ≠ IdÎ = Î ≠ (Mk ≠ Id)2Î Æ ÎẼkÎ2 (4.27)

thus iterating Eq. (4.27), we have that for all k œ N, ÎẼkÎ Æ ÎẼ0Î2k

. And then ÎẼkÎ Æ ÎẼ0Î2k ÎV ≠1Î, therefore using that
any V symmetric definite positive ÎV ≠1Î = ÎV Î≠1 then for all k œ N:

ÎEkÎ Æ
...V

c
≠ Id

...
2k

ÎV Î≠1 (4.28)

But ÎẼ0Î =
.. 1

c
V ≠ Id

.. = maxiœ[d]

-- ⁄i
c

≠ 1
-- where ⁄1 Ø ⁄2 Ø . . . Ø ⁄d Ø 0 are the (ordered) eigenvalues of V . However

c Ø Tr(V ) thus 0 Æ ⁄i/c Æ 1 for all i Æ d. Therefore ÎẼ0Î Æ 1 ≠ ⁄d
c

. We also have that ÎV Î = ⁄1. Using Eq. (4.28), we
have for all k:

ÎEk Î Æ
1

1 ≠ ⁄d

c

22k

⁄
≠1
1 Æ

1
1 ≠ ⁄

c

22k

⁄
≠1 (4.29)

for any 0 Ø ⁄ Æ ⁄d. Finally, Eq. (4.29) implies that ÎEkÎ Æ Á as soon as:

k Ø 1

ln(2)
ln

A
ln(⁄) + ln(Á)

ln
!
1 ≠ ⁄

c

"
B

(4.30)

for any 0 Ø ⁄ Æ ⁄d and ⁄Á Æ 1.

4.B.4.2 Computing an Approximate Square Root

The proof of Prop. 20 is very similar to the proof of Prop. 19 thanks the analysis of the convergence speed in Cheon et al.
(2019). First, let us recall Prop. 20.

Proposition. For any z œ R+, c1, c2 > 0 with c2 Ø z Ø c1 and a precision Á > 0, let qk be the result of k iterations of

Eq. (4.13), with q0 = z
c2

and v0 = z
c2

≠ 1. Then, |qk
Ô

c2 ≠ Ô
z| Æ Á for any k Ø k0(Á) := 1

ln(2)
ln

3
ln(Á)≠ln(

Ô
c2)

4 ln
!

1≠ c1
4c2

"
4

.

Proof. of Prop. 20. Because 0 Æ c1 < x < c2, we have that x
c2

œ (0, 1), hence thanks to Lemma 2 of Cheon et al. (2019),
we have that after k iterations:

----qk ≠
Ú

x

c2

---- Æ
1

1 ≠ x

4c2

22k+1

(4.31)

where qk is the k-th iterate from iterating Eq. (4.13) with q0 = x
c2

and v0 = q0 ≠ 1. Then because x Ø c1, we have that
1 ≠ x

4c2
Æ 1 ≠ c1

4c2
. Stated otherwise, ----qk ≠

Ú
x

c2

---- Æ
1

1 ≠ c1

4c2

22k+1

(4.32)

Therefore, for k Ø 1
ln(2)

ln

3
ln(Á)≠ln(

Ô
c2)

2 ln
!

1≠ c1
4c2

"
4

, the result follows since:

Ô
c2

----qk ≠
Ú

x

c2

---- Æ Á (4.33)
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4.B.4.3 Computing an Optimistic Ellipsoid Width.

The next step to build an optimistic algorithm is to compute a confidence ellipsoid around the estimate Â◊t such that the true
parameter ◊ı belongs to this confidence ellipsoid with high probability. First, we need an estimate of the distance between ◊ı

and Â◊t that is the object of Cor. 3. The proof of Cor. 3, is based on the fact that the approximated inverse is closed enough
to the true inverse. Let’s recall Cor. 3 first.

Corollary. Setting Át =
1

Lt3/2
Ô

L2t + ⁄

2≠1

in Prop. 19, then ÎDecsk(Êt) ≠ ◊tÎVt Æ t≠1/2, ’t.

Proof. of Cor. 3. Let’s note Āt, the result of iterating Eq. (4.10), k1(Át) times with V = Vt and c = ⁄d + L2t. Thanks to
the definition of Decsk(wt) and ◊t = V ≠1

t bt, we have:

ÎDecsk(wt) ≠ ◊tÎVt =

.....V
1/2

t

!
V ≠1

t ≠ Decsk(Āt)
" t≠1ÿ

l=1

rlsl,al

.....
2

(4.34)

=

.....
!
V ≠1

t ≠ Decsk(Āt)
"

V
1/2

t

t≠1ÿ

l=1

rlsl,al

.....
2

(4.35)

Æ ÎDecsk(Āt) ≠ V ≠1
t Î

.....V
1/2

t

t≠1ÿ

l=1

rlsl,al

.....
2

(4.36)

But Tr(Vt) Æ ⁄d + L2t and ⁄min(Vt) Ø ⁄. Therefore thanks to Prop. 19 Āt is such that:

ÎDecsk(Āt) ≠ V ≠1
t Î Æ Át (4.37)

We also have that:
.....V

1/2
t

t≠1ÿ

l=1

rlsl,al

.....
2

Æ Î
Ô

VtÎ
.....

t≠1ÿ

l=1

rlsl,al

.....
2

(4.38)

Æ Lt


ÎVtÎ Æ Lt


⁄ + L2t (4.39)

because rl œ [≠1, 1] for all l Æ t and ⁄max(Vt) Æ ⁄ + L2t. Finally, we have that:

Î◊t ≠ ◊̃tÎVt Æ ÁtLt


⁄ + L2t Æ t≠1/2 (4.40)

4.B.4.4 Approximate Confidence Ellipsoid

Finally thanks to Cor. 3, we can now prove that with high probability ◊ı belongs to the inflated confidence intervals C̃t for all
time t. That is the object of Prop. 23.

Proposition 23. For any ” > 0, we have that with probability at least 1 ≠ ”:

◊
ı œ

+Œ‹

t=1

Ct(”) :=
Ó

◊ | Î◊ ≠ Decsk(wt)ÎVt
Æ Â—(t)

Ô
(4.41)

with Â—(t) = t≠1/2 +
Ô

⁄S + ‡


d(ln(1 + L2t/(⁄d)) + ln(fi2t2/(6”))

Proof. of Prop. 23. Using Cor. 3 and Thm. 2 in Abbasi-Yadkori et al. (2011), we have that for any time t that with probability
at least 1 ≠ ”:

Î◊
ı ≠ Decsk(wt)ÎVt Æ Î◊t ≠ Decsk(wt)ÎVt + Î◊

ı ≠ ◊tÎVt (4.42)

Æ t≠1/2 +
Ô

⁄S + ‡


d(ln(1 + L2t/(⁄d)) + ln(1/”)) (4.43)

where wt computed as in Alg. 34 and ◊t is the ridge regression estimate computed at every time step in OFUL. Taking a
union bound with high-probability event means that with probability at least 1 ≠ 6”

fi2 , we have:

Î◊
ı ≠ ◊tÎVt Æ Î◊t ≠ Decsk(wt)ÎVt + Î◊

ı ≠ ◊tÎVt (4.44)

Æ t≠1/2 +
Ô

⁄S + ‡


d(ln(1 + L2t/(⁄d)) + ln(fi2t2/(6”))) (4.45)
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4.B.4.5 Homomorphic Friendly Approximate Argmax

As mentioned in Sec. 4.2.3, an homomorphic algorithm can not directly compute the argmax of a given list of values. In this
work, we introduce the algorithm Alg. 39 to compute the comparison vector bt u

!
1{a=arg maxiœ[K] fli(t)}

"
with (fla(t))aœ[K]

the UCBs defined in Sec. 4.2.3. This algorithm is divided in two parts. First, it computes an approximate maximum, M of
(fla(t))aœ[K] thanks to Alg. 38 and then compares each values (fla(t))aœ[K] to this approximate maximum M thanks to the
algorithm NewComp of Cheon et al. (2020) (recalled as Alg. 36).

Algorithm 36: NewComp

Input: Entry numbers: a, b œ [0, 1], n and depth d
Set x = a ≠ b
for k = 1, . . . , d do

Compute x = fn(x) =
qn

i=0
1
4i

!
2i
i

"
x(1 ≠ x2)i

Output: (x + 1)/2

Algorithm 37: NewMax

Input: Entry numbers: a, b œ [0, 1], n and depth d
Set x = a ≠ b, y = a+b

2

for k = 1, . . . , d do

Compute x = fn(x) =
qn

i=0
1
4i

!
2i
i

"
x(1 ≠ x2)i

Output: y + a+b
2

· x

Algorithm 38: amax

Input: Entry numbers: (ai)iÆK , n and depth d
Set m = a1

for i = 2, . . . , K do
Compute m = max{m, ai} thanks to NewMax in Cheon et al. (2020) with parameter a = m, b = ai, n and d

Algorithm 39: acomp

Input: Entry numbers: (ai)iÆK , precision Á

Set depth d = 1 +

7
3.2 + ln(1/Á)

ln(3/2)
+

ln
!

ln(1/Á)
ln(2)

≠2
"

ln(2)

8
and depthmax dÕ = 1

ln(3/2)
ln

1
– ln( 1

Á )
ln(2)

≠ 2
2

with

– = 3
2

+ 5.2 ln(3/2)
ln(4)

+ ln(3/2)
2 ln(2)

Compute M = amax((ai)iÆK , n, d)
for i = 2, . . . , K do

Set bi = NewComp(ai, M, n, dÕ)

Rescaling the UCB index: In order to use the HE-friendly algorithms of Cheon et al. (2020), we need to rescale the
UCB-index to lies in [0, 1]. Determining the range of those indexes is the purpose of the following proposition.

Proposition 24. For every time t Ø 1, assuming rl œ [≠1, 1] for any l Æ t and L Ø 1 then for any ” > 0 we have that with
probability at least 1 ≠ ”:

≠1 Æ fla(t) Æ 1 + 2Â—(t)

5
2t≠1 + L

Ú
1

⁄
+

1Ô
⁄

+

Ú
L

t3/2
Ô

⁄ + L2t

6
(4.46)

where fla(t) = ÈÂ◊t, xt,aÍ + Â—(t)
#
qk0(t≠1) + t≠1

$
the UCB index of arm a at time t.

Proof. of Prop. 24. For ” > 0, we denote E =
u+Œ

l=1

)
◊ı œ C̃l(”)

*
so that, using Prop. 23, P(E) Ø 1 ≠ ”. Under the event

E, we have for any arm a:

≠1 Æ Èxt,a, ◊
ıÍ Æ fla(t) Æ Èxt,a, ◊

ıÍ + 2Â—(t)
#
qk0(1/t) + t≠1

$
(4.47)

On the other hand thanks to Prop. 20, we have that qk0(t≠1) Æ
Ò

ÎxÎ2
Decsk(At) + L

t3/2
Ô

⁄+L2t
+ t≠1. and also ÎxÎ2

At
Æ

L2
1

1
⁄

+ 1Ô
⁄

2
.

Indeed because Decsk(At) is a polynomial function of Vt, we have that Decsk(At) is symmetric and Decsk(At)Vt =
VtDecsk(At), hence Decsk(At) and V ≠1

t are diagonalizable in the same basis therefore ÎDecsk(At)≠V ≠1
t Î = maxiÆd |⁄i(Decsk(At))≠
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⁄i(V
≠1

t )| with ⁄i(M) the i-th biggest eigenvalue of M . Hence:

⁄1(Decsk(At)) Æ 1

⁄
+

1

Lt3/2
Ô

⁄ + L2t
(4.48)

and:

⁄d(Decsk(At)) Ø 1

⁄ + L2t
≠ 1

Lt3/2
Ô

⁄ + L2t
> 0 (4.49)

for t Ø 2. Therefore, we have that for any arm a:

fla(t) Æ È◊ı, xt,aÍ + 2Â—(t)

5
2t≠1 + L

Ú
1

⁄
+

1Ô
⁄

+

Ú
L

t3/2
Ô

⁄ + L2t

6
(4.50)

Computing the Comparaison Vector: The algorithm Alg. 39 operates on values in [0, 1] therefore using Prop. 24, we
can compute rescaled UCB index, noted fl̃a(t) œ [0, 1]. We are then almost ready to prove Cor. 4, we just need two lemmas
which relates the precision of Alg. 39 and Alg. 38 to the precision of NewComp and NewMax of Cheon et al. (2020).

The first lemma (Lem. 23) gives a lower bound on the depth needed for Alg. 38 to achieve a given precision.

Lemma 23. For any sequences (ai)iÆK œ [0, 1]K , for any precision 0 < Á < K/4, n œ N
ı and

d(Á, n) Ø
ln

1
ln( K

Á )
ln(2)

≠ 2
2

ln(cn)
(4.51)

with cn = 2n+1
4n

!
2n
n

"
. Noting M the result of Alg. 38 with parameter (ai)i, n and d(Á, n), we have that:

---M ≠ max
i

ai

--- Æ Á (4.52)

Proof. of Lemma 23. Thanks to Corollary 4 in Cheon et al. (2020), we have that for any n and depth d Ø
ln

!
ln(1/Á)

ln(2)
≠2

"
ln(cn)

(with

cn = 2n+1
4n

!
2n
n

"
) and number a, b:

|NewMax(a, b, n, d) ≠ max{a, b}| Æ Á (4.53)

Let’s note mk the iterate m of Alg. 38 at step k œ [K] in the for loop. We show that by induction
--mk ≠ maxiœ[k] ai

-- Æ kÁ.

• By definition m1 = a1 and |m1 ≠ maxiÆ1 ai| = 0

• Using that |max{a, c} ≠ max{b, c}| Æ |a ≠ b| for any a, b, c œ R, we have:

----mk+1 ≠ max
iÆk+1

ai

---- =
---NewMax(mk, ak+1, n, d) ≠ max{mk, ak+1}

+ max{mk, ak+1} ≠ max{max
iÆk

ai, ak+1}
---

Æ |NewMax(mk, ak+1, n, d) ≠ max{mk, ak+1}|

+ | max{mk, ak+1} ≠ max{max
iÆk

ai, ak+1}|

Æ Á + |mk ≠ max
iÆk

ai| Æ (k + 1)Á

Finally, because M = mK , we just need to choose d Ø
ln

!
ln(K/Á)

ln(2)
≠2

"
ln(cn)

to get the result.

The next lemma (Lem. 24) has the same purpose of Lem. 23 but this time for Alg. 39. The proof is based on properties
of the polynomial function used by the algorithm NewComp in order to predict the result of the comparison when the margin
condition of NewComp (that is to say the result of the comparison of a, b œ [0, 1] is valid if and only if |a ≠ b| Ø Á for some
Á > 0) is not satisfied.
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Lemma 24. For Á œ (0, 1/4) and sequence (ai)iÆK œ [0, 1]K , let’s denote (bi)iÆK te result of Alg. 39 ruuned with parameter
(ai)iÆK , n = 1, dÕ = d2(Á) and d = d3(Á) with:

d2(Á) =

E
3.2 +

ln(1/Á)

ln(cn)
+

ln
!
ln

!
1
Á

"
/ ln(2) ≠ 2

"

ln(n + 1)

F
+ 1 (4.54)

d3(Á) Ø 1

ln(cn)
ln

A
– ln

!
1
Á

"

ln(2)
≠ 2

B
(4.55)

where – = 3
2

+ 5.2 ln(cn)
ln(4)

+ ln(cn)
2 ln(n+1)

. Then selecting any i Æ K such that bi Ø Á (and there is at least one such index i), we
have that ai Ø maxk ak ≠ 2Á

Proof. of Lemma 24. Thanks to Corollary 1 in Cheon et al. (2019), we have that for each i Æ K, |bi ≠ Comp(ai, M)| Æ Á as

soon as |ai ≠ M | > Á and dÕ =
Í

3.2 + ln(1/Á)
ln(cn)

+
ln(ln( 1

Á )/ ln(2)≠2)
ln(n+1)

Î
+ 1. For i œ [K], we have that:

• If maxkÆK ak Ø ai Ø M + Á then Comp(ai, M) = 1, |bi ≠ 1| Æ Á and ai Ø maxkÆK ak ≠ | maxkÆK ak ≠ M | ≠ Á

• If ai Æ M ≠ Á then Comp(ai, M) = 0, thus |bi| Æ Á and ai Æ maxkÆK ak + | maxkÆK ak ≠ M | ≠ Á

Therefore for any ai such that |ai ≠ M | > Á then the resulting bi is either bounded by 1 ≠ Á or Á.
The second option is if |ai ≠ M | Æ Á then the NewComp algorithm provides no guarantee to the result of the algorithm.

However the algorithm applies a function fn
8 multiple times to its input. For every x œ [≠1, 1]:

|fn(x)| Æ cn|x| and fn([≠1, 1]) µ [≠1, 1] (4.56)

with cn = 2n+1
4n

!
2n
n

"
. Hence:

’x œ [≠1, 1] |f (dÕ)
n (x)| Æ cn|f (dÕ≠1)

n (x)| Æ cd”
n |x| (4.57)

But if |ai ≠ M | Æ Á, f
(dÕ)
n (ai ≠ M) Æ cdÕ

n |ai ≠ M | Æ cdÕ
n Á thus

--bi ≠ 1
2

-- Æ cdÕ
n Á

2
.

Finally for each i, we only three options for bi:

• If |ai ≠ M | Æ Á then
--bi ≠ 1

2

-- Æ cdÕ
n Á

2
and ai Ø maxk ak ≠ (Á + | maxk ak ≠ M |) Ø maxk ak ≠ 2Á

• If |ai ≠ M | Ø Á and ai Æ M ≠ Á then |bi| Æ Á and ai Æ maxk ak + |M ≠ maxk ak| ≠ Á Æ maxk ak

• If |ai ≠ M | Ø Á and ai Ø M + Á then |bi ≠ 1| Æ Á and ai Ø maxk ak ≠ (|M ≠ maxk ak| + Á) Ø maxk ak ≠ 2Á

To finish the proof, we just need to ensure that there exists at least one i such that bi Ø Á. Noting iı = arg maxk ak, if the
amax algorithm is used with depth d such that:

d Ø 1

ln(cn)
ln

A
– ln

!
1
Á

"

ln(2)
≠ 2

B
(4.58)

where – = 3
2

+ 5.2 ln(cn)
ln(4)

+ ln(cn)
2 ln(n+1)

, we have |aiı ≠ M | Æ Á– Æ Á and biı Ø 1
2

≠ cdÕ
n Á–

2
> Á. Hence there always exists an

index i such that bi Ø Á.

Finally, thanks to Lem. 24, we can finally prove Cor. 4. The proof of this corollary simply amounts to choose the right
precision for NewComp algorithm at every step of Alg. 39. First let’s recall Cor. 4.

Corollary. For any time t, selecting any arm a such that (bt)a Ø 1
4t

then:

fla(t) Ø max
kÆK

flk(t) ≠ 1

t

1
1 + Â—ı(t)

2
(4.59)

where Â—ı(t) = Â—(t)

5
2t≠1 +

Ò
L

t3/2
Ô

⁄+L2t
+ L

Ò
1
⁄

+ 1Ô
⁄

6

Proof. of Cor. 4. Using Lem. 24 with Á = 1
4t

yields the following result:

fl̃i(t) Ø max
kÆK

fl̃k(t) ≠ 1

2t
(4.60)

But for any i Æ K, fl̃i(t) = (fli(t) + 1)/

3
2 + 2Â—(t)

5
2t≠1 +

Ò
L

t3/2
Ô

⁄+L2tj

+ L
Ò

1
⁄

+ 1Ô
⁄

64
. Hence the result.

8For all x œ [≠1, 1], fn(x) =
qn

i=0
1
4i

!
2i
i

"
x(1 ≠ x2)i.
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4.B.5 Slow Switching Condition and Regret of HELBA

In this appendix, we present the analysis of the regret of HELBA. The proof is decomposed in two steps. The first one is
the analysis of the number of batches for any time T . That is the object of the Sec. 4.B.5.1. The second part of the proof
amounts to bounding the regret as a function of the number of batches (Sec. 4.B.5.2).

4.B.5.1 Number of batches of HELBA (Proof of Prop. 22)

We first prove Prop. 22 which states that the total number of batches for HELBA is logarithmic in T contrary to HELBA
where the parameter are updated a linear number of times. The proof of this proposition is itself divided in multiple steps.

First, we show how using NewComp to compare the parameter C and Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
(for any batch j)

relate to the comparison of C and Tr
1

V̄ ≠1
j

qt≠1

l=tj +1
sl,al s

|

l,al

2
. Then, we show how Condition 4.16 relates to the det-based

condition used in RSOFUL which allows us to finish the proof of Prop. 22 following the same reasoning as in Abbasi-Yadkori
et al. (2011).

Homomorphically Friendly Comparison for Condition 4.16 We first prove the following proposition, bounding the

error made by our algorithm when using Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
instead of Tr

1
V̄ ≠1

j

qt≠1

l=tj +1
sl,al s

|

l,al

2
.

Proposition 25. For an batch j, time t Ø tj + 1, Á < 1/2 and ÁÕ > 0, let’s note ”t the result of NewComp applied with

parameters a =
Tr

1
Decsk(Āj )

qt≠1

l=tj +1
sl,al

s
|

l,al

2

L2
!

1
⁄

+ 1Ô
⁄

"
(t≠1≠tj )

, b = C

L2
!

1
⁄

+ 1Ô
⁄

"
(t≠1≠tj )

9, n = 1 and d5(Á) such that:

d5(Á) Ø 3.2 +
ln(1/ÁÕ)

ln(cn)
+

ln
!
ln

!
1
Á

"
/ ln(2) ≠ 2

"

ln(n + 1)
(4.61)

then:

• if ”t > Á:

C ≠ Á
ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj) Æ Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b (4.62)

• else if ”t Æ Á:

Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b Æ C + Á

ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj) (4.63)

Proof. of Prop. 25. We consider the two cases, depending if ”t is bigger than Á or not.
If ”t > Á: we proceed by separation of cases.

• If
---Tr

1
Decsk(Āj)

qt≠1

l=tj +1
sl,al s

|

l,al

2
≠ C

--- > ÁÕL2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj):

------
”t ≠ Comp

Q
aTr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b , C

R
b

------
Æ Á

thanks to Cor. 1 in Cheon et al. (2020) for the precision of NewComp. We also used the fact that for any x, y œ R

and z œ R
ı
+, Comp(x/z, y/z) = Comp(x, y). Using the equation above:

Comp

Q
aTr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b , C

R
b Ø ”t ≠ Á > 0

because we assumed here that ”t > Á. This readily implies that Comp
1

Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
, C

2
= 1

because Comp(a, b) œ {0, 1} for any a, b œ [0, 1]. But, because we are in the case that:
------
Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b ≠ C

------
> Á

ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj)

9with the convention that 0/0 = 0 and C/0 = 1
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we have that either Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
> C+ÁÕL2

1
1
⁄

+ 1Ô
⁄

2
(t≠1≠tj) or Tr

1
Decsk(Āj)

qt≠1

l=tj +1
sl,al s

|

l,al

2
<

C ≠ ÁÕL2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj). Hence, because Comp

1
Tr

1
Decsk(Āj)

qt≠1

l=tj +1
sl,al s

|

l,al

2
, C

2
= 1, we have that

Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
> C that is to say:

Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b Ø C + Á

ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj)

Ø C ≠ Á
ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj)

• If
---Tr

1
Decsk(Āj)

qt≠1

l=tj +1
sl,al s

|

l,al

2
≠ C

--- Æ ÁÕL2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj): We can not use Cor. 4 from Cheon et al.

(2020). However, in this case we directly have by definition of the absolute value that:

≠Á
ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj) Æ Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b ≠ C (4.64)

If ”t Æ Á: Again, we distinguish the two different cases possible.

• If
---Tr

1
Decsk(Āj)

qt≠1

l=tj +1
sl,al s

|

l,al

2
≠ C

--- > ÁÕL2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj): Using Cor. 1 from Cheon et al. (2020), we

have once again that: ------
”t ≠ Comp

Q
aTr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b , C

R
b

------
Æ Á

Therefore Comp
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al
, C

2
Æ ”t + Á Æ 2Á < 1 (because Á < 1/2). But Comp(a, b) œ {0, 1}

for any a, b œ [0, 1] which means that Comp
1

Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
, C

2
= 0. But we assumed that

---Tr
1

Decsk(Āj)
qt≠1

l=tj +1
sl,al s

|

l,al

2
≠ C

--- > ÁÕL2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj), in other words:

Tr

Q
aDecsk(Āj)

t≠1ÿ

l=tj +1

sl,al s
|

l,al

R
b > C + Á

ÕL2

3
1

⁄
+

1Ô
⁄

4
(t ≠ 1 ≠ tj) Ø C or

Tr

Q
aDecsk(Āj)
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In this case, by definition we have
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The previous proposition ensures that when a batch is ended because ”t > 0.45 then we have, for a small enough ÁÕ, that,

Tr
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xl,al x

|
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2
Ø CÕ for some constant CÕ. However, thanks to Prop. 19 we have that for any batch j,
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that for all l œ {tj + 1, . . . , t ≠ 1}:
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j

≠ ÎxÎ2
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
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(4.66)

Summing over all time steps l œ [tj + 1, t ≠ 1], we have that:
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(4.67)

Therefore when ”t > 0.45, we that:
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but ÁÕ
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But if ”t Æ 0.45:
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or using the definition of ÁÕ
t:
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(4.71)

Masking Procedure: In order to prevent any leakage of information when the user decrypts the result of this approximate
comparison, we use a masking procedure where the algorithm adds a big noise to the bit encrypting the approximation of the
comparison, somehow masking its value to the user. In order for this procedure to be secure, the algorithm needs to sample
the noise from a distribution such the resulting distribution of the result observed by the user is independent of the value of
”t (see Prop. 25). Formally, we add a noise › ≥ Ξ such that for any x, xÕ œ [0, 1]:

P (Decsk(› + x)) = P
!
Decpk(› + xÕ)

"
(4.72)

Finding such distribution is highly dependent on the encryption scheme used and its parameters. In our implementation, we
used the CKKS scheme with depth D = 100, level of security Ÿ = 128 and a log size of modulus log2(q0) = 4982. Therefore,
for a cyphertext ct at a given level l encrypting a number x œ [0, 1] with a pair of public and secret key (pk, sk) we have that:

Decsk(ct) = Èct, skÍ(modql) (4.73)

with ql = 2lq0. When sampling an integer r uniformly in {0, . . . , ql ≠ 1}, we have that for any k œ {0, . . . , ql ≠ 1} the
distribution of r + k(modql) is uniform over {0, . . . , ql ≠ 1}. We leverage this result to creates a masking procedure detailed
in Alg. 40

Algorithm 40: Masking Procedure

Input: ciphertext: ct, modulus factor: ql, cyclotomial polynomial degree: M
Sample uniformly r in {0, . . . , ql ≠ 1}

Compute the polynomial Âr œ Z[X]/(XM + 1) such that Âr(X) = r
Output: ct + Âr
Upon receiving the decryption of ct + Âr, the unmasking procedure is consists in simply subtracting r.
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Impact on the Growth of the determinant: In this subsection , we study the impact on the determinant of the design
matrix when Condition 4.16 is satisfied for some constant CÕ. Our result is based on the classic following lemma.

Lemma 25. For any positive definite symmetric matrix A, B and symmetric semi-positive definite matrix C such that A =
B + C we have that:

det(A)

det(B)
Ø 1 + Tr

!
B≠1/2CB≠1/2

"
(4.74)

Proof. of Lemma 25. Using that A = B + C:

det(A)

det(B)
= det

!
Id + B≠1/2CB≠1/2

"
Ø 1 + Tr

!
B≠1/2CB≠1/2

"
= 1 + Tr

!
B≠1C

"
(4.75)

The last inequality is a consequence of the following inequality:

’n œ N
ı, ’a œ R

n
+, 1 +

nÿ

i=1

ai Æ
nŸ

i=1

(1 + ai) (4.76)

Indeed Id + B≠1/2CB≠1/2 is symmetric definite positive hence its eignevalues are positive.

Therefore, using the lemma above applied to the design matrix, Vt = V̄j +
qt≠1

l=tj +1
sl,al s

|

l,al
for t Ø tj + 1, we have that:
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l,al

R
b

R
b det(V̄j) (4.77)

Putting Everything Together: We are finally, ready to prove an upper-bound on the number of batches. First, let’s
recall Prop. 22.

Proposition. If C ≠ L÷Ô
⁄+L2

> 1
4
, the number of episodes in Alg. 34, MT for T steps, is bounded by:

MT Æ 1 +
d ln

1
1 + L2T

⁄d

2

2 ln
1

3
4

+ C ≠ L÷Ô
⁄+L2

2 +
ln(T )

ln(1 + ÷)
(4.78)

Proof. of Lem. 22. Let’s define for i Ø 1, the macro-episode:

ni = min {t > ni≠1 | ”t > Át} (4.79)

with n0 = 0. In other words, macro-episodes are episodes such that the norm of the context has grown too big. It means
that for all episodes between two macro-episodes the batches are ended because the current batch is too long. Therefore for
macro-episode i, thanks to Eq. (4.67) and Prop. 25:
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R
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where ÁÕ
ni

=
1

4niL
2

1
1
⁄

+ 1Ô
⁄

2
(ni ≠ 1 ≠ tj)

2≠1

as defined in Alg. 34. But the batch j for which ni = tj+1 is such that

tj+1 ≠ tj Æ ÷tj + 1 (thanks to the second if condition in Alg. 34). Hence:

L(ni ≠ 1 ≠ tj)

t
3/2
j


⁄ + L2tj

Æ L÷
tj(⁄ + L2tj)

Æ L÷Ô
⁄ + L2

(4.81)

Therefore by Lem. 25 we have that:

det V̄j+1 Ø
3

1 + C ≠
3

1

4
+

L÷Ô
⁄ + L2

44
det V̄j (4.82)

because for all t, ÁÕ
tL

2
1

1
⁄

+ 1Ô
⁄

2
(t ≠ 1 ≠ tj) Æ 1

4
and because for any episode j between two macro-episodes i and i + 1

the determinant of the design matrix is an increasing function of the episode (because for two matrices M, N symmetric
semi-definite positive det(M + N) Ø det(M)).
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Thus det V̄ji Ø ( 3
4

+ C ≠ L÷Ô
⁄+L2

) det V̄ji≠1 where ji is the episode such that ni = tji+1. Therefore the number of

macro-episodes M1 is such that:

3
3

4
+ C ≠ L÷Ô

⁄ + L2

4M1≠1

Æ det(V̄MT )

det(V̄0)
(4.83)

where V̄MT is the design matrix after T steps (or MT batches) and V̄0 = ⁄Id. This upper bound gives that:
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)

det(V̄0)
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2 (4.84)

if 3
4

+ C ≠ L÷Ô
⁄+L2

> 1. Moreover, thanks to Lemma 10 in Abbasi-Yadkori et al. (2011), the log-determinant of the design

matrix is bounded by: ln
1

det(V̄MT
)

det(V̄0)

2
Æ d ln

1
1 + T L2

⁄d

2
. In addition, there is at most 1 +

ln(ni+1/ni)

ln(1+÷)
batches between

macro-episode i and i + 1. Therefore:
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4.B.5.2 Regret Upper Bound (Proof of Thm. 12)

Now that we have shown an upper-bound on the number of bathes for the HELBA algorithm, we are ready to prove the
regret bound of Thm. 12. The proof of this theorem follows the same logic as the regret analysis of OFUL. That is to say,
we first show a high-probability upper bound on the regret thanks to optimism and then proceed to bound each term of the
bonus used in HELBA.

We first show the following lemma giving a first upper bound on the regret relating the error due to the approximation of
the argmax and optimism.

Lemma 26. For any ” > 0, the regret of Alg. 34 is bounded with probability at least 1 ≠ ” by:
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where for every time step t, aı
t = arg maxaœ[K]Èxt,a, ◊ıÍ, MT is the number of batches and RT (HELBA) =

qT

t=1
È◊ı, st,aı

t
≠

st,at Í.

Proof. of Lem. 26. First, let’s define E the event that all confidence ellipsoids, C̃j , contain ◊ı with probability at least 1 ≠ ”.

That is to say E =
Ó

◊ı œ
u+Œ

j=1
C̃j(”)

Ô
. Thanks to Prop. 23, P (E) Ø 1 ≠ ”. Because E is included in the event described

by Prop. 23.
Therefore conditioned on the event E, after T steps the regret can be decomposed as:
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aÆK
Decsk(fla(t)) + max
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+ Decsk(flat (t)) ≠ È◊ı, st,at Í
(4.86)
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where fla(t) is the optimistic upper bound on the reward of arm a computed by Alg. 34 and aı
t = arg maxaœ[K]È◊ı, st,aı

t
Í.

Now for any t Æ T , under the event E, È◊ı, st,aı
t
Í Æ maxaÆK Decsk(fla(t)). But thanks to Cor. 4, for any t Ø 1 inside batch
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In addition, we have that under event E:
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Putting the last two equations together, for every step t Æ T :
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Bounding 1�. We now proceed to bound each term in Eq. (4.85). The following lemma is used to 1�.

Lemma 27. For all t Ø 1:
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Proof. of Lem. 27. Because tj Ø 1:
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Bounding each component of the sum of 1� in Eq. (4.85) individually, we get:
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Lem. 27 shows that the error from our procedure to select the argmax induces only an additional logarithmic cost in T
compared with the regret of directly selecting the argmax of the UCBs (fla(t))aÆK .
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Bounding 2�. We are now left with bounding the second term in Eq. (4.85). This term is usually the one that appears in
regret analysis for linear contextual bandits. First, 2� can be further broke down thanks to the following lemma.

Lemma 28. For all t Ø 1,
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Proof. of Lem. 28. For any time t Ø 1 thanks to Prop. 20, we have:
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Decsk(Āj)st,at +

L

t
3/2
j


⁄ + L2tj

B
Æ 1

t
+

Û
Îst,at Î2

Decsk(Āj )
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We proceed to bound each term a�, b�, c�. Bounding b� is similar to the analysis of OFUL. On the other hand, bounding
neatly c� is the reason why we introduced the condition that a new episode is started is t Ø (1 + ÷)tj .

The following lemma bounds a� which is simply a numerical error due to the approximation of the square root.

Lemma 29. For any T Ø 1,
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Proof. of Lem. 29. Using the upper bound on the Â—(j) shown in the proof of Lem. 27, we get the result.

We are finally left with the two terms b� and c�. The first term, b�, will be compared to the bonus used in OFUL so that
we can use Lemma 11 in Abbasi-Yadkori et al. (2011) to bound it. But first, we need to show how the norm for two different
matrices A and B relates to each other.

Lemma 30. For any context x œ R
d and symmetric semi-definite matrix A,B and C such that A = B + C then:

ÎxÎ2
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!
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!
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""
ÎxÎ2

A≠1 (4.94)

where ⁄max(.) returns the maximum eigenvalue of a matrix.

Proof. of Lemma 30. We have by definition of A and B:

Èx, A≠1xÍ = Èx, (B + C)≠1xÍ = Èx, B≠1/2(Id + B≠1/2CB≠1/2)≠1B≠1/2xÍ (4.95)

= ÈB≠1/2x, (Id + B≠1/2CB≠1/2)≠1(B≠1/2x)Í (4.96)

Ø ⁄min
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Hence:

ÎxÎ2
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!
Id + B≠1/2CB≠1/2

"
ÎxÎ2

A≠1 (4.99)

The result follows from Weyl’s inequality Horn and Johnson (1991), that is to say for all symmetric matrix M, N ⁄max(M +
N) Æ ⁄max(M) + ⁄max(N). And the fact that all eigenvalues of B≠1/2CB≠1/2 are positive hence ⁄max(B≠1/2CB≠1/2) Æ
Tr(B≠1/2CB≠1/2) = Tr(CB≠1).

We are now able to bound b� using Lemma 11 in Abbasi-Yadkori et al. (2011).
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Proof. of Lem. 31. For any time t in batch j, we have thanks to Lem. 30 that:
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with Vt = ⁄Id +
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To sum up, for all tj + 1 Æ t Æ tj+1:
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Overall, we have that:
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where the last inequality is due to Cauchy-Schwarz inequality. The first term in inequality Eq. (4.106) is bounded by using
Lemma 29 in Ruan et al. (2020),
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In addition, the last term in Eq. (4.106) is bounded by:
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But a consequence of the second condition is that the length of batch j satisfies tj+1 ≠ tj Æ ÷tj + 1. Therefore:
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Putting everything together we get:
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Hence the result using the upper bound on Â—(j) proved in Lem. 27.

Finally, the last term to bound is c�, that we do similarly to the end of the proof of Lem.31.
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Proof. of Lem. 32. We have:
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But the condition on the length of the batch ensures that for any batch j, tj+1 ≠ tj Æ ÷tj + 1, thus equation above can be
bounded by:
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Hence the result.

Finally, we can finish the proof of Thm. 12, but we first recall its statement.

Theorem. Under Asm. 15, for any ” > 0 and T Ø d, there exists universal constants C1, C2 > 0 such that the regret of
HELBA (Alg. 34) is bounded with probability at least 1 ≠ ” by:
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Proof. of Thm. 12. For any ” > 0, let’s define the event E as in the proof of Lem. 26. Then conditioned on this event, we
have using Lem. 26:
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But using Lem. 27 to bound the first term of the RHS equation above but also Lem. 28, 29, 31 and 32 to the bound the
second term, we get:
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4.B.6 Implementation Details

In this subsection , we further detail how HELBA is implemented. In particular, we present the matrix multiplication and
matrix-vector operations.

For the experiments, we used the PALISADE library (development version v1.10.4) PAL (2020). This library automatically
chooses most of the parameters used for the CKKS scheme. In particular the ring dimension of the ciphertext space is chosen
automatically. In the end, the user only need to choose four parameters: the maximum multiplicative depth (here chosen at
100), the number of bits used for the scaling factor (here 50), the batch size that is to say the number of plaintext slots used
in the ciphertext (here 8) and the security level (here chosen at 128 bits for Fig. 4.2.1).
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4.B.6.1 Matrix/Vector Encoding

Usually, when dealing with matrices and vectors in homomorphic encryption there are multiple ways to encrypt those. For
example, with a vector y œ R

d one can create d ciphertexts encrypting each value yi for all i Æ d. This approach is nonetheless
expensive in terms of memory. An other approach is to encrypt directly the whole vector in a single ciphertext. A ciphertext
is a polynomial (X ‘æ

qN

i=0
aiX

i) where each coefficient is used to encrypt a value of y (ai = yi for i Æ d). This second
method is oftentimes preferred as it reduce memory usage.

It is possible to take advantage of this encoding method in order to facilitate computations, e.g., matrix multiplication,
matrix-vector operation or scalar product. In this work, we need to compute the product of square matrices of size d ◊ d,
thus we choose to encrypt each matrix/vector as a unique ciphertext (assuming d Æ N). We have two different encoding for
matrices and vectors. For a matrix A = (ai,j)iœ{0,...,p≠1},jœ{0,...,q≠1} with p, q œ N, we first transform A into a vector of
size pq, ã = (a0,0, a0,1, . . . , a0,q≠1, . . . , a1,0, . . . , a1,q≠1, . . . , ap≠1,q≠1). This vector is then encrypted into a single ciphertext.
But for a vector y œ R

q, we create a bigger vector of dimension pq (here p is a parameter of the encoding method for
vectors), ỹ = (yj)iœ{0,...,p≠1},jœ{0,...,q≠1} = (y0, . . . , yq≠1, y0, . . . , yq≠1, . . . , yq≠1). We choose those two encodings because
the homomorphic multiplication operation of PALISADE only perform a coordinate-wise multiplication between two ciphertexts.
Therefore, using this encoding, a matrix-vector product for a matrix A œ R

p◊q, a vector y œ R
q, a public key pk can be

computed as:

cA ◊ cy = Encpk(ã · ỹ) = Encpk

AA
a0,0y0, a0,1y1, . . . , a0,q≠1yq≠1, a1,0y0, a1,1y1, . . . , a1,q≠1yq≠1,

. . . , ap≠1,q≠1yq≠1

BB

with ã the encoding of A, cA = Encpk(ã), ỹ the encoding of y of dimension pq and cy = Encpk(ỹ), ◊ the homomorphic
multiplication operation and ã · ỹ the element-wise product. Then using EvalSumCol (an implementation of the SumColVec
method from Han et al. in the PALISADE library) to compute partial sums of the coefficients of cA ◊ cy, we get:

EvalSumCol(cA ◊ cy, p, q) = Encpk

AA
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Finally, the matrix-vector product Ay is computed by EvalSumCol(cA ◊ cy, p, q) taking the coefficient at (j + j · p)jœ[p].

4.B.6.2 Matrix Multiplication

Using the encoding of App. 4.B.6.1 we have a way to compute a matrix-vector product therefore computing the product
between two square matrices M, N œ R

p◊p can be done using a series of matrix-vector products. However, this approach
requires p ciphertexts to represent a matrix. We then prefer to use the method introduced in Sec. 3 of Jiang et al. (2018).
This method relies on the following identity for any matrices M, N œ R

p◊p and i, j œ {0, . . . , p ≠ 1}:

(MN)i,j =

p≠1ÿ

k=0

Mi,kNk,j =

p≠1ÿ

k=0

Mi,[i+k+j]p N[i+k+j]p,j

=

p≠1ÿ

k=0

‡(M)i,[j+k]p ·(N)[i+k]p,j =

p≠1ÿ

k=0

(„k ¶ ‡(M))i,j(Âk ¶ ·(N))i,j

(4.119)

where we define ‡, ·, Â and „ as: and [.]p is the modulo operator. Therefore, using Eq. (4.119) we have that computing the

• ‡(M)i,j = Mi,[i+j]p

• ·(M)i,j = M[i+j]p,j

• Â(M)i,j = Mi,[i+1]p

• „(M)i,j = M[i+1]p,j

product between M and N can simply be done by computing a component-wise multiplication between („k ¶ ‡(M))i,j and
(Âk ¶ ·(N))i,j for all k œ {0, . . . , p ≠ 1}. Those quantities can in turn be easily computed thanks to a multiplication between
a plaintext and a ciphertext (this does not impact the depth of the ciphertext).
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Figure 4.B.1: Regret of HELBA for Ÿ œ {128, 192, 256}

Table 4.B.1: Ratio of running time for HELBA as a function of Ÿ for the bandit problem of Sec. 4.2.5. We use the
running time with Ÿ = 128 bits and T = 130 steps as a reference to compute the ratio between this time and the
total time for Ÿ œ {192, 256}.

Ÿ (Bits) Ratio Execution Time

128 1
192 1.016
256 1.026

4.B.6.3 Influence of the Security Level

Finally, we investigate the influence of the security level Ÿ on the running time and regret of HELBA. As mentioned in
Sec. 4.2.5 the security parameter Ÿ ensures that an attacker has to perform at least 2Ÿ operations in order to decrypt a
ciphertext encrypted using an homomorphic encryption scheme. But, the security parameter also has an impact on the
computational efficiency of our algorithm. Indeed the dimension N of the ciphertext space, i.e., the degree of the polynomials
in Z[X]/(XN + 1), increases with the multiplicative depth D and Ÿ. However, this means that our algorithm has to compute
operations with polynomials of higher dimensions hence more computationally demanding.

The library PALISADE allows us to choose Ÿ œ {128, 192, 256}. We executed HELBA with the same parameter and
the same environment of Sec. 4.2.5 except for the parameter Ÿ which now varies in {128, 192, 256}. First, we investigate the
regret of for each parameter Ÿ, this parameter should have no impact on the regret HELBA, as showed in Fig. 4.B.1.

Second, we investigate the running time for each Ÿ œ {128, 192, 256}. Table 4.B.1 shows the ratio between the total
computation time of 130 steps using the environment described in Sec. 4.2.5 with HELBA for different security parameters
and Ÿ = 128 bits. In order to investigate only the effect of the parameter Ÿ, the results in Table 4.B.1 are expressed as a ratio.
For reference, the total time for T = 130 steps and Ÿ = 128 bits was 20 hours and 39 minutes. As we observe in Table 4.B.1
the impact on the security parameter is around 1% and 2% of the total computation time for 128 bits. This increase in
computation time represents between 20 and 40 minutes of computation which in some applications can be prohibitive.
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Chapter 5

Final Conclusion and Perspectives

5.1 Conclusion and Contributions of this Thesis

The goal of this thesis was to study different critical constraints in deploying Reinforcement Learning algorithms in different
application. While the three problems we focused on are different in nature, they all involve a tight control on the exploration
process done by standard RL algorithms.

In the first chapter, we focused on controlling the performance of the bandit/RL algorithm. The first constraint we studied,
see Section 2.1, is a bandit problem where the algorithm can not observe true features but only scores produced by different
models. The goal was then to be able to get a better performance than simply taking the actions with the best scores
(potentially biased) computed by other machine learning models. We showed in this section that under some assumptions
on the reward it is possible to recover a O

!Ô
T

"
regret. In the next two sections, Section 2.2 and Section 2.3, we studied

the problem of conservative exploration in bandits and Reinforcement Learning. In the former, we improved the empirical
performance of existing algorithms (at the time) and improved the regret in terms of constant quantities. In Section 2.3, we
extended this notion of conservative exploration to Reinforcement Learning both in the Average Reward setting and Finite-
Horizon setting. The main lesson from this work is that conservative exploration is more difficult in the Average Reward setting
than in the Finite-Horizon one, as the regret scales differently with the parameter – of conservativeness.

In the second chapter, we focused on the challenge of privacy on Reinforcement Learning algorithms. We defined the notion
of Local Differential Privacy in the Finite-Horizon setting, showed a regret lower-bound for this constraint and proposed two
different privacy-compliant algorithms, LDP-OBI and LDP-PSRL. We finally showed a regret upper-bound for LDP-OBI.
This upper-bound is weaker than in the non-private case but matches the optimal dependence in the privacy parameter Á. In
the Section 3.2, we used a recent advances in Differential Privacy to bridge the gap between two notions of Joint Differential
Privacy and Local Differential Privacy in the linear contextual bandit case. We showed a regret that interpolates the two
existing results in JDP and LDP.

In the final chapter of this thesis, we looked into the security aspect of Reinforcement Learning algorithms. In particular,
we first focused, see Section 4.1, on adversarial attacks in linear contextual bandit algorithms. We showed that for a small
price an adversary can break a typical bandit algorithm like LinUCB or LinTS, forcing them to have a linear regret when
controlling the reward or all the contexts presented to the algorithm. Finally, we focused on building an E2E encrypted bandit
algorithm using homomorphic encryption, with the objective that the bandit algorithm can not access the data of the different
users but still provide value to them in the recommended action. We showed that with a small increase in the regret and an
increased computational complexity, it is possible to build an E2E encrypted linear contextual bandit algorithm.

In this thesis, we only focused on three different constraints but there is a myriad of other constraints when deploying a
RL algorithm. For instance something we did not focused on in this thesis but is also a fundamental aspect to deploy RL
algorithms is safety. The safe RL literature has been very active in the recent years and a lot of work trying to bring safety to
real-world algorithms has been made.
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Chapter 6

Résumé étendu
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6.1 Aperçu

L’apprentissage supervisé a alimenté une quantité substantielle d’applications (Sharma et al., 2017; Wang et al., 2016; Ghaz-
anfar and Prugel-Bennett, 2010) dont certaines où d’aucuns pourraient prétendre que les algorithmes dit en ligne pourraient
être plus adaptés (Sikka et al., 2012; Netflix). Cependant, ces dernières années, de nombreux efforts ont été déployés pour
adapter et utiliser des algorithmes en ligne pour des applications telles que les problèmes de recommandation (Spotify; Ie et al.,
2019). À l’avant-garde de cette poussée, il y a l’apprentissage par renforcement (RL) et les algorithmes de bandits1 (Shi et al.,
2018; Zhao et al., 2019; Guo et al., 2020). En effet, ces paradigmes d’apprentissage permettent aux praticiens de prendre
en compte la valeur à long terme d’un client (Wang et al., 2019a), ou d’autres objectifs qui sont fonction des interactions
précédentes d’un utilisateur donné avec un produit. Néanmoins, ce changement n’est pas sans difficulté. Une des principales
différences, sur laquelle nous nous concentrons dans cette thèse, entre les algorithmes basés sur l’apprentissage supervisé et
ceux basés sur le RL est l’exploration.

Pour comprendre ce qu’est l’exploration dans les algorithmes de bandits et RL, considérons l’exemple classique, décrit dans
(Lattimore and Szepesvári, 2020), où l’on fait face à deux machines à sous différentes avec des probabilités de gain différentes.
Nous pouvons jouer à l’une des deux machines 10 fois dans le but de maximiser le nombre total de gains après 10 tirages.
Imaginez qu’après 6 tirages aléatoires, vous observiez que la première machine a un taux de gain plus élevé que la seconde.
Comment doit-on répartir les tirages restants? Doit-on s’engager à ne tirer que sur la première machine ou essayer la deuxième
machine à nouveau? Le premier choix exploite les résultats passés et prend une décision gloutonne basée sur ceux-ci. Alors que
la deuxième option implique que l’on continue d’explorer toutesles actions potentielles, peut-être en supposant que les résultats
actuels sont dus au hasard. Le compromis entre l’optimisation du nombre de tirages gagnants et la collecte du plus de données
possible sur le taux de gain de chaque machine est nommé, dans la littérature, the explore-exploit tradeoff. Lors du déploiement
d’un algorithme RL, l’exploration peut être problématique pour différentes raisons. Par exemple, même si cela peut conduire
à de meilleurs résultats à long terme, l’exploration peut conduire à de moins bons résultats à court terme. On peut penser à

1Dans cette thèse, nous pouvons parfois utiliser le terme d’algorithmes de RL pour désigner à la fois des algorithmes d’apprentissage
par renforcement et des algorithmes de bandits
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l’exemple où un algortihme recommande un film en allemand (sans sous-titres) à un spectateur parlant uniquement français.
Dans le pire des cas, l’exploration peut même être nocive lorsqu’elle pousse un algorithme à recommander un film interdit au
moins de 18 ans à un enfant de 13 ans. Ceci illustra la nécessité de limiter l’exploration lors du déploiement d’algorithmes RL.

Cette thèse est motivée par les questions autour du processus d’exploration pour l’Apprentissage par Renforcement et de
bandits. Nous espérons qu’à travers les différentes contributions présentées ici, nous avons clarifié certaines questions pour le
déploiement d’algorithmes de RL pour des applications réelles mais aussi présenté des directions de recherche prometteuses
pour faciliter d’avantage l’utilisation du RL.

6.2 Bandits et Bandits contextuels

Avant toute choses, nous proposons une introduction à l’apprentissage par renforcement tabulaire et aux bandits contextuels
qui sont les deux principaux scénario d’apprentissage étudiés dans cette thèse. Nous commençons par une brève introduction
aux Multi-Armed Bandit qui est le cadre de base pour comprendre le scénario d’interaction entre l’algorithme d’apprentissage
et le reste de son environnement.

6.2.1 Bandits à plusieurs bras

Un problème de bandits à plusieurs bras est un problème de prise de décision en ligne. Un algorithme (souvent appelé agent)
doit choisir une action parmi un ensemble de K œ N

ı actions possibles pour chaque instant t Ø 1 Chaque action génère
une récompense, rt,a (qui peut être stochastique ou fixé par un adversaire) l’objectif de l’apprenant est de maximiser les
récompenses cumulées. Dans cette thèse, nous nous concentrons sur le bandit stochastique ou problème d’apprentissage par
renforcement. C’est-à-dire que nous supposons que pour chaque action a Æ K et étape t, la récompense rt,a ≥ ‹a où ‹a est
une distribution inconnue (pour l’algorithme) sur R. L’objectif de l’algorithme est alors de maximiser la récompense cumulée,q

t
Er≥‹at

(r). Ou de manière équivalente de minimiser le regret,R(T ) =
qT

t=1
Er≥‹aı (r) ≠ Er≥‹at

(r) pour tout T Ø 1, où
aı := arg maxaœ{1,...,K} Er≥‹a (r) est la meilleure action en ayant connaissance des distributions (‹a)a.

Comme expliqué dans la section précédente, minimiser le regret nécessite que l’apprenant trouve un équilibre entre
l’exploration des bras et l’exploitation des meilleurs bras jusqu’à présent. Il existe une grande variété d’hypothèses qui rendent
le problème du bandit à plusieurs bras plus ou moins complexe. Par exemple, nous pouvons supposer que la distribution des
récompenses est sous-gaussienne ou avec des queues de distributions lourdes (Bubeck and Cesa-Bianchi, 2012; Zhuang and Sui,
2021). De façon générale, nous faisons l’hypothèse que les distributions (‹a)aÆK sont ‡ > 0 sous gaussiennes. C’est-à-dire
que pour tout ⁄ œ R,

’a Æ K, EX≥‹a

!
e⁄(X≠µa)

"
Æ e

⁄2‡2

2 (6.1)

où µa = EX≥‹a (X) for all a Æ K. Nous supposons de plus que l’algorithme connâıt la constante ‡.
Les deux algorithmes les plus connus pour résoudre ce problème sont l’algorithme Upper Confidence Bound (UCB), Alg. 41,

et Thompson Sampling (TS), Alg. 42.

Upper Confidence Bound. L’algorithme UCB tiens son nom du fait que ce dernier construit des intervalles de confiance
autour des moyennes des distributions de chaque bras et selectionne le bras qui maximise la partie supérieur de l’interval de
confiance associé. Aprés t étapes, notons Na(t) le nombre de fois oû l’algorithme a décidé de selectionner le bras a, il est alors
possible de montrer (Lattimore and Szepesvári, 2018) aue pour tout ” œ (0, 1) on a:

P

A-----
1

Na(t)

tÿ

l=1

1{al=a}rl,a ≠ EX≥‹a (X)

----- Ø
Ú

2‡2 ln(2/”)

Na(t)

B
Æ ” (6.2)

Ainsi en se basant sur cette equation nous avons qu’avec probabilité au moins 1 ≠ ”:

EX≥‹a (X) œ
C

1

Na(t)

tÿ

l=1

1{al=a}rl,a ≠
Ú

2‡2 ln(2/”)

Na(t)
,

1

Na(t)

tÿ

l=1

1{al=a}rl,a +

Ú
2‡2 ln(2/”)

Na(t)

D
(6.3)

Ce type d’algorithme est dit optimistique car il construit une evaluation positivement biaisée de la vraie moyenne de la
distribution des récompenses.

Thompson Sampling (TS). Le second type d’algortihmes souvent utilisés pour les problémes de bandits à plusieurs bras
sont des algorithmes bayésien dont le plus connu est Thompson Sampling (Thompson, 1933). Étant donné un prior P sur les
distributions (‹a)a puis génère un posterior Qt grâce aux différentes données collectées . Pour selectionner un bras, Thompson
Sampling genere un nouveau problème de bandit à partir du posterior Qt puis selectionne le meilleur bras selon ce nouveau
problème.
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Algorithm 41: Algorithme Upper Confidence Bound (UCB)

Input: Horizon: T , paramètre de sous-gaussianité: ‡ > 0, probabilité: ” œ (0, 1), nombre de bras: K
Pour chaque bras, a Æ K definir Na = 0 et Ra(t) = 0
for a = 1, . . . , K do

Tirer le bras a, recevoir la récompense ra,a, incrémente Na = Na + 1 et Ra = Ra + ra,a

for t = K + 1, . . . , T do

Pour chaque bras a calculer l’index Ia(t) = Ra
Na

+

Ò
8‡2 ln(2t/”)

Na

Selectionner le bras at = arg maxa Ia(t), observer récompense rt,at , incrémenter Nat = Nat + 1 et
Rat = Rat + rt,at

Algorithm 42: L’algorithme Thompson Sampling (TS)

Input: Nombre de bras: K, Prior: P , Horizon: T
Initialiser le posterior Q1 = P
for t = 1, . . . , T do

Genérer le problème de bandits (‹t,a)aÆK ≥ Qt(. | a1, . . . , at≠1, r1,a1 , . . . rt≠1,at≠1 )
Selectionner at = arg maxa EX≥‹t,a (X), observer la récompense rt,at

Il est possible de prouver que Thompson Sampling tout comme UCB sont presque optimal. C’est-à-dire que le regret,

RT =

Tÿ

t=1

EX≥‹aı (X) ≠ EX≥‹at
(X) Æ O

!Ô
T

"

, où aı = arg maxa EX≥‹a (X). Ce qui est la meilleur dépendence possible en T comme plusieurs résulats l’ont montrés
(Abbasi-Yadkori et al., 2011; Abeille et al., 2017).

La preuve de ce résultat pour UCB est une bonne exercice de compréhension de l’interaction entre l’algorithme et
l’environnement. En effet la première étape est de décomposer le regret comme:

RT =

Tÿ

t=1

EX≥‹aı (X) ≠ EX≥‹at
(X) (6.4)

=

Kÿ

a=1

∆aE(Na(T )) (6.5)

où ∆a = EX≥‹aı (X) ≠EX≥‹a (X) est la différence d’espérance de gain entre le bras a et le bras optimal aı (supposé unique
dans la suite). Il reste maintenant à borner l’espérance du nombre de fois où le bras est selectionné. Or cette esperance peut
se réecrire comme:

E(Na(T )) =

Tÿ

t=1

E
!
1{at=a}

"
(6.6)

Mais pour un instant t si l’algorithme sélectionne le bras a à la place du bras aı cela siginifie que:

Ia(t) Ø Iaı (t) …

Ra

Na
+

Ú
8‡2 ln (2t/”)

Na
Ø Raı

Naı
+

Ú
8‡2 ln (2t/”)

Naı
…

Mais dans l’évènement où tout les intervalles de confiances tiennent c’est-à-dire

Wt =

K‹

a=1

;----
Ra(t)

Na(t)
≠ EX≥‹a (X)

---- Æ
Ú

8‡2 ln (2t/”)

Na(t)

<
(6.7)
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avec c une constante numérique. Dans cet évènement, nous avons que

Ra

Na
+

Ú
8‡2 ln (2t/”)

Na
Ø Raı

Naı
+

Ú
8‡2 ln (2t/”)

Naı
… (6.8)

Ra

Na
≠ EX≥‹a (X) + EX≥‹a (X) +

Ú
8‡2 ln (2t/”)

Na
Ø Raı

Naı
≠ EX≥‹aı (X) + EX≥‹aı (X) +

Ú
8‡2 ln (2t/”)

Naı
∆ (6.9)

EX≥‹a (X) + 2

Ú
8‡2 ln (2t/”)

Na
Ø EX≥‹aı (X) ∆ (6.10)

Na(t) Æ
32‡2 ln

!
2t
”

"

∆2
a

(6.11)

Ainsi nous avons que:

Na(T ) = 1 +

Tÿ

t=K+1

1{ at=a} (6.12)

Æ 1 +
32‡2 ln

!
2T
”

"

∆2
a

+

Tÿ

t=K+1

1

{ at=a,Na(t)Ø
32‡2 ln( 2t

” )
∆2

a
}

(6.13)

(6.14)

Mais par le raisonnement précédent, nous avons que:

I
at = a, Na(t) Ø

32‡2 ln
!

2t
”

"

∆2
a

J
µ W c

t

Par conséquent,

E (Na(T )) Æ 1 +
32‡2 ln

!
2T
”

"

∆2
a

+

Tÿ

t=K+1

P(W c
t )

Æ 1 +
32‡2 ln

!
2T
”

"

∆2
a

+

Tÿ

t=K+1

Kÿ

a=1

”

8t4

Æ 1 +
32‡2 ln

!
2T
”

"

∆2
a

+ cK”

avec c une constante numéirque. Ainsi le regret est obtenu en multipliant l’équation ci-dessus par ∆a et en sommant sur les
bras a.

6.2.2 Bandits contextuels linéaire

Le développement des bandits contextiuel est un point cardinal de la théorie des bandits grâce à l’ajout d’informations sec-
ondaires appelées contextes qui modifient le processus de génération de récompense permettant par exemple la personnalisation
dans certaines applications. En général dans les bandits contextuels, la récompense est fonction d’un contexte et une action
donnés à l’algorithme sans autre hypothèse sur la relation entre la récompense et le contexte/action (Beygelzimer et al., 2010,
2011; Bietti et al., 2018). Dans ce travail, nous nous intéressons au cas où cette relation est linéaire. Le problème de bandits
contextuel linéaire est l’une des versions les plus étudiées du problème de bandits contextuel. Il existe deux formulations
légèrement différentes du problème qui sont équivalentes mais plus ou moins confortables selon les applications.

Contextes différents selon l’action Considérons le problem de bandits linéaire contextuel standard avec K œ N bras.
A chaque instant t, l’agent observe un contexte xt œ R

d◊K , sélectionne une action at œ J1, KK et observe une récompense:
rt,at = È◊ı, xt,at Í + ÷t

at
où ◊ı œ R

d est un vecteur inconnu et ÷t
at

est une bruit ‡2-sous-gaussien de moyenne nulle condition-
nellement indépendante par rapoort à l’historique. Aucune hypothèse n’est faite sur la façon dont les contextes sont présentés
à l’agent. C’est-à-dire qu’ils pourraient être échantillonnés de manière stochastique ou selectionnés par un adversaire. Dans la
plupart des cas, les contextes sont supposés avoir tous une norme majorée par une constante connue L et l’algorithme a aussi
accès à une borne supérieure sur la norme du vecteur inconnu ◊ı. Le but de l’agent est de minimiser le regret cumulé après
les étapes T RT =

qT

t=1
È◊ı, xt,aı

t
Í ≠ È◊ı, xt,at Í, où aı

t := arg maxaÈ◊ı, xt,aÍ.
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Contextes independant de l’action Dans cette formulation à chaque instant t, l’agent reçoit un contexte xt œ R
d. La

principale différence avec le formalisme ci-dessus est que lorsque l’agent sélectionne une action at œ J1, KK, il observe une
récompense: rt,at = È◊at , xtÍ + ÷t

at
où pour chaque bras a, ◊a œ R

d est un vecteur inconnu et ÷t
at

est une bruit ‡2-sous-
gaussien de moyenne nulle conditionnellement indépendante par rapoort à l’historique. Le regret peut maintenant être écrit
comme, RT =

qT

t=1
È◊aı

t
, xtÍ ≠ È◊at , xtÍ, où aı

t := arg maxaÈ◊a, xtÍ.

Or il est possible de montrer (Lattimore and Szepesvári, 2018) que ces deux formulations sont équivalentes. En effet si l’on
a des contextes indépendant de l’action il suffit de définir ◊star comme la concaténation des vecteurs (◊ı

a)aÆK et les nouveaux
contextes en plongeant le contexte original dans un espace de dimension plus grande en ajoutant des zéros. Si l’on est dans le
scénario contraire, il suffit de transformer la matrice xt en un vecteur et définir les vecteurs ◊ı

a en concaténant le vecteur ◊ı

et des vecteurs nulles au bonnes coordonées. Dans cette thèse nous utilisons indiféremment l’une ou l’autre des formulations.
Comme pour les bandits à plusieurs les deux algorithmes les plus connnus pour ce type de problème sont basés sur

l’optimisme et une formulation bayésienne. Il s’agit de LinUCB (voir Alg.43) et LinTS (voir Alg. 44). Tous les algorithmes
que nous considérons utilisent des modèles disjoints pour construire l’estimation des vecteurs (◊ı

a)aœJ1,KK.

Algorithme LinUCB. L’algortihme LinUCB construit une ellipsöıde de confiance autour de chacun des vecteurs ◊ı
a en

utilisant une régression Ridge. Cet algorithme se base sur un résultat démontrer dans Lattimore and Szepesvári (2018) qui
montre qu’il est possible de construire une ellipsöıde de confiance pour tout niveau de confiance ”.

Algorithm 43: Algorithme LinUCB

Input: Régularisation: ⁄, Nombre de bras: K, Horizon: T , Norme contextes maximale: L, Norme maximale (◊ı
a)a:D

Initialiser pour chaque bras a, V̄ ≠1
a (t) = 1

⁄
Id, ◊̂a(t) = 0 et ba(t) = 0

for t = 1, . . . , T do
Observer le contexte xt

Calculer —a(t) = ‡

Ú
d log

1
1+Na(t)L2/⁄

”

2
avec Na(t) le nombre de tirages du bras a

Tirer le bras at = arg maxaÈ◊̂a(t), xtÍ + —a(t)||xt||V̄ ≠1
a (t)

Observez la récompense rt et mettez à jour les paramètres ◊̂a(t) et V̄ ≠1
a (t) tels que :

V̄at (t + 1) = V̄at (t) + xtx
|

t , bat (t + 1) = bat (t) + rtxt, ◊at (t + 1) = V̄ ≠1
at

(t + 1)bat (t + 1)

Algorithme LinTS. L’algortihme LinTS que nous présentons ici se base lui aussi sur une régression lineaire afin d’estimer
les paramètres du posterior car nous supposons un prior gaussien sur les vecteurs (◊ı

a)a.

Algorithm 44: Linear Thompson Sampling avec un prior gaussien

Input: régularisation ⁄, nombre de bras K, horizon T , variance ‚

Initialiser pour chaque bras a, V̄ ≠1
a (t) = ⁄Id et ◊̂a(t) = 0, ba(t) = 0

for t = 1, . . . , T do
Observer le contexte xt

Dessinez ◊̃a ≥ N (◊̂a(t), ‚2V̄ ≠1
a (t))

Tirer le bras at = arg maxaœJ1,KK

+
◊̃a, xt

,

Observez la récompense rt et mettez à jour les paramètres ◊̂a(t) et V̄ ≠1
a (t)

V̄at (t + 1) = V̄at (t) + xtx
|

t , bat (t + 1) = bat (t) + rtxt, ◊at (t + 1) = V̄ ≠1
at

(t + 1)bat (t + 1)

Il est possible de prouver que ces deux algorithmes, tout comme dans le cas des bandits à plusieurs bras, ont un regret
sous-linéaire, c’est-à-dire

RT =

Tÿ

t=1

È◊aı
t
, xtÍ ≠ È◊at , xtÍ Æ O

!Ô
T

"

Or il s’agit d’un résultat connu dans la littérature que la dépence en racine carré en T est optimale pour les problèmes de
bandits contextuels lineaire.
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6.3 Apprentissage par Renforcement

L’apprentissage par renforcement (RL) est une généralisation du cadre des bandits en incorporant une notion d’état, similaire
aux contextes dans le cas du bandit contextuel. Au fil des ans, différentes formulations de RL ont été développées. La plupart
des travaux sur l’apprentissage par renforcement profond, c’est-à-dire utilisant des réseaux de neurones, se déroulent dans un
cadre appelé l’horizon infini pondéré (Mnih et al., 2013). Dans cette thèse, nous nous concentrons sur deux scénarios souvent
plus utilisés dans la littérature théorique d’apprentissage par renforcement: l’horizon fini (dans la section 3.1 et section 2.C.3)
et l’apprentissage par renforcement à récompense moyenne (dans la section 2.3).

6.3.1 Apprentissage par Renforcement à Horizon Fini

Considérons un processus décision Markovien à horizon fini (Puterman, 1994, Chp. 4) M = (S, A, p, r, H) avec espace
d’état S et espace d’action A. Chaque paire état-action est caractérisée par une distribution de récompense d’espérance
r(s, a) à support dans [0, 1] ainsi qu’une distribution de transition des états p(·|s, a). L’interaction entre l’algorithme et
l’environnement à lieu sous forme d’épisodes. Au début de chaque un état s0 est générée selon une distribution µ puis
l’algorithme recommande une action, a0, pour l’état s0. Celui-ci obtient une récompense r0(s0, a0). L’état evolue alors vers
un état s1 tel que s1 ≥ p(. | s0, a0). Ce processus dure pendant H étapes avant la fin de l’épisode.

On note S = |S| et A = |A| le nombre d’états et d’actions, et H l’horizon d’un épisode. L’objectif d’un algorithme est
alors de calculer une règle de décision d’action pour chaque état. Une règle de décision markovienne randomisée d : S æ P (A)
fait correspondre les états aà une distribution sur l’espace d’actions. Une politique fi est une séquence de règles de décision,
i.e., fi = (d1, d2, . . . , dH). On note Π

MR (resp.ΠMD) l’ensemble des politiques markovienne randomisées (resp. déterministes).
Afin d’ordonner les différentes politiques nous utilisons une fonction appelé fonction valeur, V fi

1 , définie par:

’t œ [H], ’s œ S V fi
t (s) = E

fi

C
Hÿ

l=t

rl(sl, al) | st = s

D

où l’espérance est prise par rapporrt à l’aléatoire du modèle et la politique (c’est-à-dirw al ≥ dl(sl)). Cette fonction donne la
récompense totale attendue que l’on pourrait obtenir en suivant la politique fi à partir de l’état s, au temps t. L’un des résultats
fondamental dans ce scénario d’apprentissage est l’existence d’une politique deterministe optimale fiı œ Π

MD (Puterman, 1994,
Sec. 4.4) pour lequel V ı

t = V fiı

t satisfait les équations d’optimalité:

’t œ [H], ’s œ S, V ı
t (s) = max

aœA

)
rt(s, a) + p(·|s, a)TV ı

t+1

*
:= Lı

t V ı
t (6.15)

où V ı
H+1(s) = 0 pour tout état s œ S. Lorsque la récompense et les transitions sont connues, la fonction valeur peut être

calculée en utilisant un algorithme de programmation dynamique (e.g., Puterman, 1994; Bertsekas, 1995). Étant donné une
politique fi œ Π

MD, la fonction de valeur associée satisfait les équations d’évaluation V fi
t (s) := Lfi

t V fi
t+1(s) = r(s, dt(s)) +

p(·|s, dt(s))TV fi
t+1. La politique optimale est ainsi définie comme fiı = arg maxfiœΠMD {Lfi

t V ı
t }, ’t œ [H].

Dans ce qui suit, nous supposons que l’agent d’apprentissage connâıt S, A et rmax = 1, tandis que la récompense et la
distribution du prochain état sont inconnues et doivent être estimées en ligne. Étant donné un nombre fini d’épisodes K, on
évalue les performances d’un algorithme d’apprentissage A par son regret cumulé

R(A, K) =

Kÿ

k=1

V ı
1 (s1,k) ≠ V

fik
1 (s1,k)

où fik est la politique exécutée par l’algorithme à l’épisode k.
Un algorithme classique pour résoudre ce problème d’apprentissage par renforcement est l’algorithme UCB-VI (Azar et al.,

2017b). Ce dernier se base sur le principe de l’optimisme tout comme UCB. Pour cela, l’algorithme construit deux intervalles
de confiance. Un autour des récompenses de chaque pair état-action et de chaque distribtion de transition d’eétats. Pour tout
” œ (0, 1),

’(s, a) œ S ◊ A ’v œ R
S |(p(·|s, a) ≠ ‚pk(·|s, a))Tv| Æ —

k
p (s, a) et |r(s, a) ≠ ‚rk(s, a)| Æ —

k
r (s, a)

où —k
r (s, a) et —k

p (s, a) sont les tailles des intervalles de confiance. De plus, ‚pk et ‚rk sont les moyennes empiriques des
probabilités de transition et des récompenses observés par l’algorithme au début du kème épisode, c’est-à-dire après k ≠ 1
épisodes. En notant,

Hk =
Ó

s1,0, a1,0, r1,0(s1,0, a1,0), . . . , s1,H≠1, a1,H≠1, r1,H≠1(s1,H≠1, a1,H≠1),

. . . , sk≠1,0, ak≠1,0, rk≠1,0(sk≠1,0, ak≠1,0), . . . , sk≠1,H≠1, ak≠1,H≠1, rk≠1,H≠1(sk≠1,H≠1, ak≠1,H≠1)
Ô
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l’ensemble des états, actions et récompenses observés par l’algorithme après k ≠ 1 épisodes, whpk et ‚rksont définis comme

’sÕ œ S ’(s, a) œ S ◊ A ‚pk(sÕ | s, a) =

qk≠1

l=1

qH≠2

h=0
1{sl,h+1=sÕ,sl,h=s,al,h=a}qk≠1

l=1

qH≠1

h=0
1{sl,h=s,al,h=a}

’(s, a) œ S ◊ A ‚rk(s, a) =
1qk≠1

l=1

qH≠1

h=0
1{sl,h=s,al,h=a}

k≠1ÿ

l=1

H≠1ÿ

h=0

rl,h(sl,h, al,h)1{sl,h=s,al,h=a}

À ce stade, nous devons définir explicitement l’inégalité de concentration utilisée pour construire les ensembles de confiance
Bk

r et Bk
p . Pour chaque (s, a) œ S ◊ A, on définit —k

r (s, a) tel que:

’k Ø 1, Bk
r (s, a) µ [‚rk(s, a) ≠ —

k
r (s, a), ‚rk(s, a) + —

k
r (s, a)] (6.16)

où ‚rl(s, a) est la moyenne empirique de la récompense reçue lors de la visite des paires état-action (s, a) au début de l’épisode
l. Pour chaque (s, a) œ S ◊ A, nous définissons —l

p(s, a) comme:

Bk
p (s, a) =

)
p œ ∆S : Îp(·|s, a) ≠ ‚pk(·|s, a)Î1 Æ —

k
p (s, a)

*
(6.17)

avec ‚pl est la moyenne empirique des transitions observées. Le choix de ces —l
r et —l

p se fait grâce à des inégalités de
concentration telles que l’événement Γ

c est vrai avec une probabilité suffisamment élevée. Dans ce qui suit, nous utilisons:

’s, a —
k
r (s, a) =

Û
21SA ln

!
5SAkH

”

"

2 max{1, Nk(s, a)}
(6.18)

—
k
p (s, a) = S

Û
28A ln

!
5SAkH

”

"

max{1, Nk(s, a)}
(6.19)

où Nk(s, a) =
qk≠1

l=1

qH≠1

h=0
1{sl,h=s,al,h=a}. Pour d’autres choix de —l

r et —l
p, voir (Lazaric et al., 2019).

Algorithm 45: Algorithme UCB-VI

Input: ” œ (0, 1), S, A, H
Définir H = ÿ, S0 = ÿ et Sc

0 = ÿ
for Épisodes k = 1, 2, ... do

Définir VH(s) = 0 pour tout les états s œ S
for h = H ≠ 1, . . . , 0 do

Calculer Vh(s) = maxa ‚rk(s, a) + —k
r (s, a) + ‚p(· | s, a)TVh+1 + —k

p (s, a)

Définir la règle de décision fik,h(s) = arg maxa ‚rk(s, a) + —k
r (s, a) + ‚p(· | s, a)TVh+1 + —k

p (s, a)

for h = 0, . . . , H ≠ 1 do
Exécutez ak,h = fik,h(sk,h), obtenez la récompense rk,h et observez sk,h+1.

Le regret de cet algorithme tout comme UCB et LinUCB pour les bandits, est optimal dans sa dépendence vis-à-vis du
nombre d’épisodes. Azar et al. (2017b) montre que le regret de UCB-VI est borné avec très grande probabilité par:

RK =

Kÿ

k=1

V ı
0 (sk,0) ≠ V

fik
0 (sk,0) Æ O

!Ô
K

"
(6.20)

L’apprentissage pqr renforcement à horizon fini procure un scénario d’apprentissage versatile qui correspond à plusieurs
applications. Cependant comme expliqué dans Puterman (1994) certaines applications tel que le contrôle d’inventaire peuvent
nécessiter un formalisme plus complexe appelé Apprentissage par Renforcement à Récompense Moyenne.

6.3.2 Apprentissage par Renforcement à Récompense Moyenne

Le scénaro d’apprentissage par renforcement à récompense moyenne est défini par un processus de décision de Markov (Puter-
man, 1994, Sec. 8.3) (MDP) M = (S, A, p, r) avec espace d’état S et espace d’action A. Chaque couple état-action (s, a) est
caractérisé par une distribution de récompense de moyenne r(s, a) et à support dans [0, rmax], et une distribution de transition
p(·|s, a) sur les états suivants. On note S = |S| et A = |A| le nombre d’états et d’actions.

Une politique aléatoire de Markov stationnaire fi : S æ P (A) associe les états aux distributions sur les actions. L’ensemble
des politiques stationnaires randomisées (resp. déterministes) est noté Π

SR (resp. Π
SD).
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La principale différence entre ce scénario et le précédent est l’absence de notion d’épisodes. C’est-à-dire que les états
évoluent toujours seulement en fonction de l’état précédent et de l’action précédente. Il n’y a pas comme préceddment une
distribution µ pour générer un état initiale à l’épisode. Ainsi, une mauvaise décision de l’algorithme peut le mner à rester
coincé dans une région de l’espace d’état à faible récompense.

Toute politique fi œ Π
SR a une récompense moyenne à long terme (ou gain) associée et une fonction de biais définie

comme

gfi(s) := lim
T æ+Œ

E
fi
s

5
1

T

Tÿ

t=1

r(st, at)

6
et

hfi(s) := C- lim
T æ+Œ

E
fi
s

5 Tÿ

t=1

!
r(st, at) ≠ gfi(st)

"6
,

où E
fi
s désigne l’espérance sur les trajectoires générées à partir de s1 = s avec at ≥ fi(st). Le biais hfi(s) mesure la différence

totale attendue entre la récompense et la récompense stationnaire par une limite de Cesaro (noté par C- lim). On note
sp(hfi) := maxs hfi(s) ≠ mins hfi(s) le span (ou range) de la fonction de biais.

Dans cette thèse nous faisons ue hypothèse cruciale à propos du processus de décision markovien sous-jacent.

Assumption 16. Le MDP M est ergodique. C’est-à-dire que pour toute politique de décision fi il est possible de rejoindre
deux états différents en suivant la politique fi.

Pour un MDP ergodique, toute politique fi œ Π
SR a un gain constant, i.e., gfi(s) = gfi pour tout s œ S. Il existe une

politique fiı œ arg maxfi gfi pour laquelle (gı, hı) = (gfiı

, hfiı

) satisfont les équations d’optimalité,

hı(s) + gı = Lhı(s) := max
aœA

{r(s, a) + p(·|s, a)Thı},

où L est l’opérateur de Bellman optimal. On utilise D = maxs ”=sÕ minfiœΠSD E[·fi(sÕ|s)] pour dénoter le diamètre de M , où
·fi(sÕ|s) est le temps de frappe de sÕ à partir de s. Nous introduisons le diamètre du “pire cas”

Υ = max
s ”=sÕ

max
fiœΠSD

E
#
·fi(sÕ|s)

$
, (6.21)

qui définit le temps qu’il faut dans le pire des cas pour qu’une politique fi passe de n’importe quel état s à sÕ. Asm. 16 garantit
que D Æ Υ < Œ.

Encore une fois, un algorithme très repandu pour ce type de scénario d’apprentissage repose sur l’optimisme. Cet algorithme
porte le nom d’UCRL (Jaksch et al., 2010b) (Alg. 47). Tout comme UCB-VI précedemment il utilise les mêmes intervalles de
confiance définis par les équations (6.16), (6.17) et (6.18).

Algorithm 46: Algorithme dit ”Extended Value Iteration” (EVI)

Input: Opérateur à itérer L : RS æ R
S et précision ‘ > 0

Définir v0 = 0, v1 = Lv0, n = 0
while sp(vn+1 ≠ vn) > ‘ do

n = n + 1
vn+1 = Lvn

Output: gn = 1
2

!
maxs{vn+1(s) ≠ vn(s)} + mins{vn+1(s) ≠ vn(s)}

"
and vn

UCRL bénificie lui aussi d’un regret quasi-optimal en fonction du nombre d’interactions T . C’est-à-dire,

RT = T gı ≠
Tÿ

t=1

rt Æ O(
Ô

T ) (6.25)

6.4 Contributions

Dans cette thèse, nous explorons les implications théoriques ou comment concilier le processus d’exploration dans les algorithmes
d’apprentissage par renforcement et de bandits avec des contraintes pratiques qui, à première vue, nécessiteraient de limiter
ou même de supprimer l’exploration. Dans chacun des chapitres, nous explorons une contrainte en montrant son effet sur le
regret. Les résultats théoriques sont illustrés par des expériences sur des ensembles de données synthétiques et des ensembles
de données du monde réel. Les preuves techniques se trouvent dans les annexes à la fin de chaque chapitre.
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Algorithm 47: Algorithme UCRL

Input: ” œ (0, 1), rmax, S, A
Définir t = 0 et observer l’état initial s1

for Épisodes k = 1, 2, ... do
Définir l’étape de départ de l’épisode k, tk = t
Pour tout (s, a) œ S ◊ A initialiser les comptuers pour l’épisode k, ‹k(s, a) = 0.
Définir le nombre de visites à (s, a) dans les épisodes précédents:

Nk(s, a) = #{· > tk | s· = s, a· = a} (6.22)

Pour tout (s, a, sÕ) œ S ◊ A ◊ S initialiser les compteurs de récompenses accumulées en (s, a) et le
nombre de transitions vers sÕ depuis (s, a)

Rk(s, a) =

tk≠1ÿ

·=1

r·1{ s· =s,a· =a} (6.23)

Pk(s, a, sÕ) = #{{· > tk | s· = s, a· = a}, s·+1 = sÕ} (6.24)

Calculer les moyennes empiriques, rk(s, a) = Rk(s,a)
max{1,Nk(s,a)} et pk(sÕ | s, a) = Pk(s,a,sÕ)

max{1,Nk(s,a)}

Définir l’ensemble des MDPs Mk avec les mêmes états, S, et les mêmes actions, A, et dont les
probabilités de transition p̃(. | s, a) sont proches de pk(. | s, a) et les récompenses r̃(s, a) proches de
rk(s, a). C’est-à-dire:

|r̃(s, a) ≠ rk(s, a)| Æ —k
r (s, a)

Îp̃(. | s, a) ≠ pk(. | s, a)Î1 Æ —k
p (s, a)

Utiliser l’algorithme EVI (Alg. 46) afin de calculer une politique de décision fik et un MDP optimiste
M̃k tel que:

gı ≠ 1Ô
tk

Æ g(M̃k, fik)

où g(M̃k, fik) est le gain de la politique fik dans le MDP M̃k.
while ‹k(st, fik(st)) Æ max{1, Nk(st, fik(st)) do

Selectionner l’action at = fik(st), obtenir la récompense rt, et observer l’état st+1.
Mettre à jour ‹k(st, at) = ‹k(st, at) + 1.
Incrémenter t = t + 1.

6.4.1 Bandits avec évaluations bruitées et Exploration conservatrice

Le premier type de contrainte, qui fait l’objet de la Section 2.1 du Chapitre 2, peut être vu comme un type de contrainte
de performance. Dans un implémentation ML de recommandation standard, il n’est pas rare que des objets soient notées
par un ensemble de modèles spécialisés avant d’être envoyées à l’algorithme en charge de la recommandation finale. Les
raisons de cette conception sont multiples. Dans certains cas, cela est simplement dû à des contraintes de puissance de calcul
et de latence. Pour les problèmes avec des millions d’éléments à recommander, il est plus efficace d’obtenir un classement
approximatif de tous les éléments, puis de calculer une estimation plus précise d’un nombre réduit d’éléments. Une autre raison
peut être que la nature des objets à classer est hétérogène c’est-à-dire que l’algorithme peut avoir à classer des images et
des données textuelles. Dans ce cas, il est souvent recommandé d’utiliser des algorithmes de scoring spécialisés. La seconde
contrainte de performance, étudiée dans les Sections 2.2 et 2.3 du Chapitre 2 traite de la perte de récompense à court terme
due à l’exploration dans les algorithmes RL et Bandits. Comme indiqué ci-dessus, en raison de l’exploration, les algorithmes
RL prennent des actions qui ne sont pas optimales afin de les éliminer rapidement et de se concentrer sur les autres actions.
Cependant, souvent lors du déploiement d’un algorithme RL, il existe un algorithme de base (qui repose peut-être sur des règles
artisanales) résolvant le même problème que l’algorithme RL mais potentiellement sous-optimal. Si cet algorithme existant est
effectivement sous-optimal, l’algorithme RL le surpassera à long terme. Dans le pire des cas, l’écart de performance peut être
en grave défaveur de l’algorithme RL pendant une durée indeterminée. Cette situation est à éviter à tout prix et nécessite de
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contrôler l’exploration de l’algorithme de manière à ce qu’il n’entreprenne de mauvaises actions que s’il a construit un ”budget”
pour cela. C’est-à-dire que nous voulons introduire un paramètre contrôlant la différence maximale entre les performances
de l’algorithme existant et celui de RL alors que ce dernier est moins performant que le premier. Ce problème est appelé
exploration conservatrice2.

6.4.2 Confidentialité des données dans l’apprentissage par renforcement

Le deuxième type de contraintes auxquelles nous nous attaquons est motivé par la poussée récente pour plus de confidentialité
dans les services en ligne. En effet, la question de la confidentialité dans les algorithmes d’apprentissage automatique est
une question de longue date (Dwork et al., 2010a). Récemment, la notion de Confidentialité Différentielle a néanmoins été
acceptée comme définition par défaut de la vie privée dans la littérature ML (Abadi et al., 2016). Dans la section 3.1 du
chapitre 3, nous examinons comment cette définition a été adaptée au scénario RL tabulaire. La principale conséquence de la
confidentialité dans le RL est une contrainte sur la séquence d’actions pouvant être selectioné par l’agent. Nous proposons le
premier algorithme pour imposer une définition plus forte de la confidentialité, une définition décentralisée (Bebensee, 2019), et
montrons comment cela affecte le regret en prouvant une borne inférieure et en présentant un algorithme faisant correspondre
cette borne inférieure à des termes polynomiaux dans la taille de l’espace d’états et la taille de l’espace des actions. De plus,
dans la Section 3.2 du Chapitre 3 nous montrons comment relier une avancée récente dans la théorie de la Confidentialité
Différentielle (Feldman et al., 2020), qui permet de réaliser un équilibre entre une forte confidentialité et une dégradation des
performances, à un problème de bandit contextuel linéaire.

6.4.3 Sécurité dans l’apprentissage par renforcement.

Le dernier type de contrainte que nous considérons dans cette thèse est une contrainte de sécurité. Dans le Chapitre 4, nous
étudions deux aspects différents de la sécurité. Tout d’abord, dans la section 4.1, nous étudions la sensibilité des bandits
contextuels linéaires aux attaques d’adversaires. Dans ces attaques, les attaquants sont autorisés à modifier les informations
envoyés à l’algorithme. Leur objectif étant de minimiser le changement cumulatif dans la rétroaction tout en s’assurant que
l’algorithme de bandit est incapable de trouver les meilleures actions. Dans la section 4.2, nous explorons un deuxième aspect de
la sécurité selon lequel toutes les informations envoyées et reçues par l’algorithme sont chiffrées de bout en bout. L’algorithme
ne peut pas décrypter les données mais peut effectuer des calculs sur les données cryptées. Ce cryptage s’accompagne de
sérieux inconvénients et limitations de calcul. C’est-à-dire qu’il y a un nombre limité d’additions ou de multiplications possibles
avant de rendre les données indéchiffrables. Malgré cette limitation, nous montrons comment construire un algorithme de
bandit contextuel linéaire avec un regret comparable aux algorithmes de bandit contextuel linéaire standard.

6.4.4 Liste des publications dans les conférences internationales avec journal.

La liste ci-dessous contient les publications auxquelles j’ai participé durant cette thèse. Le chapitre 2 est basé sur (Garcelon
et al., 2022c, 2020a,b). Le chapitre 3 est basé sur (Garcelon et al., 2021, 2022b) et le dernier chapitre, Chapter 4 est basé
sur (Garcelon et al., 2020c, 2022c).

Publications presented in this thesis:

• Evrard Garcelon, Vashist Avadhanula, Alessandro Lazaric, and Matteo Pirotta. Top k ranking for multi-armed bandit
with noisy evaluations. In Gustau Camps-Valls, Francisco J. R. Ruiz, and Isabel Valera, editors, Proceedings of The
25th International Conference on Artificial Intelligence and Statistics, volume 151 of Proceedings of Machine Learning
Research, pages 6242–6269. PMLR, 28–30 Mar 2022a. URL https://proceedings.mlr.press/v151/garcelon22b.

html

• Evrard Garcelon, Mohammad Ghavamzadeh, Alessandro Lazaric, and Matteo Pirotta. Improved algorithms for conser-
vative exploration in bandits. Proceedings of the AAAI Conference on Artificial Intelligence, 34(04):3962–3969, Apr.
2020a. doi: 10.1609/aaai.v34i04.5812. URL https://ojs.aaai.org/index.php/AAAI/article/view/5812

• Evrard Garcelon, Mohammad Ghavamzadeh, Alessandro Lazaric, and Matteo Pirotta. Conservative exploration in
reinforcement learning. In Silvia Chiappa and Roberto Calandra, editors, Proceedings of the Twenty Third International
Conference on Artificial Intelligence and Statistics, volume 108 of Proceedings of Machine Learning Research, pages
1431–1441. PMLR, 26–28 Aug 2020b. URL https://proceedings.mlr.press/v108/garcelon20a.html

• Evrard Garcelon, Vianney Perchet, Ciara Pike-Burke, and Matteo Pirotta. Local differential privacy for regret mini-
mization in reinforcement learning. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman Vaughan,
editors, Advances in Neural Information Processing Systems, volume 34, pages 10561–10573. Curran Associates, Inc.,
2021. URL https://proceedings.neurips.cc/paper/2021/

2Pour chaque type de contraintes, une discussion plus approfondie sur les travaux connexes est fournie dans le chapitre correspondant.
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• Evrard Garcelon, Kamalika Chaudhuri, Vianney Perchet, and Matteo Pirotta. Privacy amplification via shuffling for
linear contextual bandits. In Sanjoy Dasgupta and Nika Haghtalab, editors, International Conference on Algorithmic
Learning Theory, 29-1 April 2022, Paris, France, volume 167 of Proceedings of Machine Learning Research, pages
381–407. PMLR, 2022b. URL https://proceedings.mlr.press/v167/garcelon22a.html

• Evrard Garcelon, Baptiste Roziere, Laurent Meunier, Jean Tarbouriech, Olivier Teytaud, Alessandro Lazaric, and Matteo
Pirotta. Adversarial attacks on linear contextual bandits. In H. Larochelle, M. Ranzato, R. Hadsell, M.F. Balcan, and
H. Lin, editors, Advances in Neural Information Processing Systems, volume 33, pages 14362–14373. Curran Associates,
Inc., 2020c. URL https://papers.nips.cc/paper/2020

• Evrard Garcelon, Matteo Pirotta, and Vianney Perchet. Encrypted linear contextual bandit. In Gustau Camps-Valls,
Francisco J. R. Ruiz, and Isabel Valera, editors, Proceedings of The 25th International Conference on Artificial Intelligence
and Statistics, volume 151 of Proceedings of Machine Learning Research, pages 2519–2551. PMLR, 28–30 Mar 2022c.
URL https://proceedings.mlr.press/v151/garcelon22a.html

Other publications not presented in this thesis:

• Rémy Degenne, Evrard Garcelon, and Vianney Perchet. Bandits with side observations: Bounded vs. logarithmic
regret. In Amir Globerson and Ricardo Silva, editors, Proceedings of the Thirty-Fourth Conference on Uncertainty in
Artificial Intelligence, UAI 2018, Monterey, California, USA, August 6-10, 2018, pages 467–476. AUAI Press, 2018. URL
http://auai.org/uai2018/proceedings/supplements/Supplementary-Paper182.pdf

• Jean Tarbouriech, Evrard Garcelon, Michal Valko, Matteo Pirotta, and Alessandro Lazaric. No-regret exploration in
goal-oriented reinforcement learning. In Hal Daumé III and Aarti Singh, editors, Proceedings of the 37th International
Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pages 9428–9437. PMLR,
13–18 Jul 2020. URL https://proceedings.mlr.press/v119/tarbouriech20a.html

• Yunchang Yang, Tianhao Wu, Han Zhong, Evrard Garcelon, Matteo Pirotta, Alessandro Lazaric, Liwei Wang, and
Simon Shaolei Du. A reduction-based framework for conservative bandits and reinforcement learning. In International
Conference on Learning Representations, 2022. URL https://openreview.net/forum?id=AcrlgZ9BKed
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Peterson, Warren Weckesser, Jonathan Bright, Stéfan J. van der Walt, Matthew Brett, Joshua Wilson, K. Jarrod Millman,
Nikolay Mayorov, Andrew R. J. Nelson, Eric Jones, Robert Kern, Eric Larson, CJ Carey, İlhan Polat, Yu Feng, Eric W.
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Yifan Wu, Roshan Shariff, Tor Lattimore, and Csaba Szepesvári. Conservative bandits. In ICML, volume 48 of JMLR Workshop
and Conference Proceedings, pages 1254–1262. JMLR.org, 2016.

Lin F. Yang and Mengdi Wang. Reinforcement leaning in feature space: Matrix bandit, kernels, and regret bound. CoRR,
abs/1905.10389, 2019.

Luting Yang, Jianyi Yang, and Shaolei Ren. Multi-feedback bandit learning with probabilistic contexts. In IJCAI, pages
3087–3093. ijcai.org, 2020.

Yunchang Yang, Tianhao Wu, Han Zhong, Evrard Garcelon, Matteo Pirotta, Alessandro Lazaric, Liwei Wang, and Si-
mon Shaolei Du. A reduction-based framework for conservative bandits and reinforcement learning. In International
Conference on Learning Representations, 2022. URL https://openreview.net/forum?id=AcrlgZ9BKed.

Min Ye and Alexander Barg. Optimal schemes for discrete distribution estimation under locally differential privacy. IEEE Trans.
Inf. Theory, 64(8):5662–5676, 2018.

Se-Young Yun, Jun Hyun Nam, Sangwoo Mo, and Jinwoo Shin. Contextual multi-armed bandits under feature uncertainty.
CoRR, abs/1703.01347, 2017.

Andrea Zanette and Emma Brunskill. Tighter problem-dependent regret bounds in reinforcement learning without domain
knowledge using value function bounds. In ICML, volume 97 of Proceedings of Machine Learning Research, pages 7304–7312.
PMLR, 2019.

X. Zhao and Ailan Wang. Generalized bootstrapping technique based on block equality test algorithm. Secur. Commun.
Networks, 2018:9325082:1–9325082:8, 2018.

Xiangyu Zhao, Changsheng Gu, Haoshenglun Zhang, Xiwang Yang, Xiaobing Liu, Jiliang Tang, and Hui Liu. Dear: Deep
reinforcement learning for online advertising impression in recommender systems, 2019. URL https://arxiv.org/abs/

1909.03602.

205

https://openreview.net/forum?id=AcrlgZ9BKed
https://arxiv.org/abs/1909.03602
https://arxiv.org/abs/1909.03602


Kai Zheng, Tianle Cai, Weiran Huang, Zhenguo Li, and Liwei Wang. Locally differentially private (contextual) bandits learning.
CoRR, abs/2006.00701, 2020.

Zhaowei Zhu, Jingxuan Zhu, Ji Liu, and Yang Liu. Federated bandit: A gossiping approach. CoRR, abs/2010.12763, 2020.

Vincent Zhuang and Yanan Sui. No-regret reinforcement learning with heavy-tailed rewards, 2021. URL https://arxiv.org/

abs/2102.12769.

206

https://arxiv.org/abs/2102.12769
https://arxiv.org/abs/2102.12769


Titre : Exploration sous Contrainte dans l’Apprentissage par Renforcement

Mots clés : Bandits, Exploration sous Contrainte, Apprentissage par Renforcement

Résumé : Une application majeure de l’apprentis-

sage machine automatisée est la personnalisation

de contenu recommandé à différents utilisateurs.

Généralement, les algorithmes étant à la base de

ces systèmes sont dit supervisé. C’est-à-dire que

les données utilisées lors de la phase d’apprentis-

sage proviennent de la même distribution. Cepen-

dant, les données sont générées par des interac-

tions entre un utilisateur et ces mêmes algorithmes.

Ainsi, les recommandations pour un utilisateur à un

instant t peuvent modifier l’ensemble des recom-

mandations pertinentes à un instant ultérieur. Il est

alors nécessaire de prendre en compte ces inter-

actions afin de produire un service de la meilleure

qualité possible. Ce type d’interaction est réminiscent

du problème d’apprentissage en ligne. Parmi les al-

gorithmes dit en ligne, les algorithmes de bandits

et d’apprentissage par renforcement (RL) semblent

être les mieux positionnés afin de remplacer les

méthodes d’apprentissage supervisé pour des appli-

cations nécessitant un certain degré de personnali-

sation. Le déploiement en production d’algorithmes

d’apprentissage par renforcement présente un cer-

tain nombre de difficultés tel que garantir un cer-

tain niveau de performance lors des phases d’ex-

ploration ou encore comment garantir la confidentia-

lité des données collectées. Dans cette thèse, nous

considérons différentes contraintes freinant l’utilisa-

tion d’algorithmes d’apprentissage par renforcement,

en fournissant des résultats à la fois empirique et

théorique sur la vitesse d’apprentissage en présence

de différentes contraintes.

Title : Constrained Exploration in Reinforcement Learning

Keywords : Bandits, Constrained Exploration, Reinforcement Learning

Abstract : A major application of machine learning is

to provide personnalized content for different users. In

general, the algorithms providing those recommanda-

tion are supervised learning algorithm. That is to say,

the data used to train those algorithms are assumed

to be sampled from the same distribution. However,

those data are generated through interactions bet-

ween the users and the recommendation algorithms.

Thus, recommendations for a user at time t can have

an impact on the set of pertinent recommandation at

a later time. Therefore, it is necessary to take those

interactions into account. This setting is reminiscent

of the online learning setting. Among online learning

algorithms, Reinforcement Learning algorithms (RL)

are the most promising to replace supervised learning

algorithms for applications requiring a certain degree

of personnalization. The deployement in production

of RL algorithms presents some challenges such as

being able to guarantee a certain level of performance

during exploration phases or how to guarantee privacy

of the data collected by RL algorithms. In this thesis,

we consider different constraints limiting the use of RL

algorithms and provides both empirical and theoreti-

cal results on the impact of those constraints on the

learning process.
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