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" 
We don’t quit, we don’t cower, we don’t run. 

We endure and we conquer. 
“ 

- Kobe Bryant 
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Ziyin, and the future me
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Preface 
 

 

Chapter 2, in full, is a reprint of the material “X-ray Nanocomputed Tomography in Zernike 

Phase Contrast for Studying 3D Morphology of Li−O2 Battery Electrode” as it appears in ACS 

Applied Energy Materials, 2020, 3, 4093−4102. Zeliang Su, Vincent De Andrade, Sorina Cretu, 

Yinghui Yin, Michael J. Wojcik, Alejandro A. Franco, and Arnaud Demortière. The dissertation 

author was the primary investigator and author of this paper.  

 

Chapter 3, in part, is currently on submission for publication of the material “Facile 

synthesis of a self-standing and recyclable binder-free cathode for Li-O2 battery”. The dissertation 

author was the primary investigator and author of this paper. 

 

Chapter 4, in full, is an adapted reprint of an in reviewing publication “Towards a Local In-

situ X-ray nano-Computed Tomography under realistic cycling condition for Battery Research”. 

The dissertation author was the primary investigator and author of this paper. 

 

Chapter 5, in part, is an adapted reprint of an in reviewing publication “Artificial Neural 

Network Approach for Multiphase Segmentation of Battery Electrode Nano-CT Images”. The 

dissertation author was the primary investigator and author of this paper. 
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Summary 
 

To meet the challenge of energy demand for the total decarbonization of the society, 

greener and higher energy density technology must be developed. The Li-O2 battery (LOB), 

considered as one of the most promising post Li-ion technologies, has been investigated. More 

specifically, 3D imaging technique using X-ray tomography has been developed to study the 

electrochemical reaction and transport phenomena in the cathode of this battery. 

 

To overcome the transparency of the light elements in the cathode of LOB under X-ray, 

we deployed the in-line Zernike Phase Contrast during the acquisition. With this technique, the 

pore networks in the cathode at different state of discharge have been extracted. The non-

dissolution of discharged products can also be observed in 3D. 

 

A simple synthesis of a binder-free self-standing was developed. This material is self-

standing and easily upscalable. A study of recyclability of this material was conducted. We showed 

that this material can be fully recovered by inexpensive solvent after the cycling. 

 

We pushed forward our 3D investigation into 4D with time steps to understand the 

dynamics within the Li-O2 battery. An in-house coin-cell like in situ cell was designed. The time-

resolved volumes of the new material have been analyzed by a particle tracking algorithm. 

 

Massive data has been collected during this work. The segmentation has become the most 

time-consuming in our data processing workflow. We have employed the deep learning to tackle 

this problem. The hyperparameters optimization problem has been discussed and some 

reflections on the ground truth have been brought out. We attempted to further generalize our 

neural network to a broader range of material. For this, the technique transfer learning has been 

employed. 
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Résumé 
 

Pour relever le défi de la demande d'énergie pour la décarbonation totale de la société, 

une technologie plus verte et plus énergétique doit être développée. La batterie Li-O2, considérée 

comme l'une des technologies post-Li-ion prometteuses, a été étudiée. Plus précisément, une 

technique d'imagerie 3D utilisant la tomographie par rayons X a été développée pour étudier la 

réaction électrochimique et les phénomènes de transport dans la cathode de cette batterie. 

 

Pour s'affranchir de la transparence des éléments lumineux en cathode sous rayons X, 

nous avons déployé le Zernike Phase Contrast durant l’acquisition. Les réseaux de pores de la 

cathode à différents états de décharge ont été extraits. Une non-dissolution des produits rejetés 

a été étudiée en 3D. 

 

Une synthèse facile d'un autoportant sans liant a été développée. Ce matériau est 

autonome et facilement évolutif. Une étude de sa recyclabilité a été menée. Nous avons montré 

que ce matériau peut être entièrement récupéré après le cyclage par un solvant peu coûteux. 

 

Nous avons avancé notre enquête 3D en 4D avec des pas de temps pour comprendre la 

dynamique de la batterie Li-O2. Une pile bouton interne comme une cellule in situ a été conçue. 

Les volumes résolus en temps ont été analysés par un algorithme de suivi des particules. 

 

Des données massives ont été recueillies au cours de ce travail. La segmentation est 

devenue la plus chronophage dans notre workflow de traitement des données. Nous avons utilisé 

l'apprentissage en profondeur pour résoudre ce problème. Le problème d'optimisation des 

hyperparamètres a été discuté et quelques réflexions sur la vérité terrain ont été mises en 

évidence. Nous avons tenté de généraliser davantage notre réseau de neurones à un plus large 

éventail de matériaux. Pour cela, la technique d'apprentissage par transfert a été employée. 
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1.1. The Earth in ‘fever’ 
 

By the time I am writing this thesis manuscript, the pandemic Covid-19 has hit globally over 

125 millions of people and 2.5 million people have lost their lifes, and many countries are in the 

3rd wave of lockdown. The US has changed a president, who cares about the climate and is willing 

to invest in greener energy. Meanwile, Tesla car company has sold in the globe 499 k electric 

vehicles within a year and Audi has announced stopping henceforth the R&D of combustion 

engine and become a fully EV manufacturer within 10 years. The global investment in battery 

manufacturing surges to 500 billions and the global battery production surpasses 500 GWh. To 

make it an affordable technology for everyone, many efforts have been devoted in lowering the 

price of Li-ion battery (LIB). For the first time in 2020, it has gone below 100 $ per kWh in massive 

production in China for the electric buses1. 

 

Although some climato-sceptics and politicians distort and devaluate the scientific 

evidences of the global warming for their own interests2, it is an indisputable fact that the climate 

has been changed by anthropogenic activities3–5. In the past 70 years since the second world war, 

our world has been beneficial from the 2nd industrial revolution and the blooming technologies. 

From the combustion engine in the late 19th to computers and Internet of the 21st centuries, these 

technologies have revolutionized the way of transport, exchange and communication and 

accelerated the modernization of the society.  

 

However, if we take a glimpse throughout today’s society, the present economic system is 

built upon the petroleum, gas, and coal since the mid 50s of 20th centuries. Despite the efforts on 

the vulgarization of global warming in the last two decades, there are still up to 93% (Fig 1a) of 

the worldwide energy consumption in 2019 are from fossil energy. The crucial fact is that this 

partition of consumption tends to increase with the total energy consumption and seems not to be 

diminishing. The accompanied CO2 emission has thus skyrocketed. According to the world’s most 

reliable NASA Hawaiian Observatory, the CO2 content in the atmosphere has increased by 32% 

since 1950 (in Figure 1a, data acquired and re-organized from Lüthi et al.6) and the monthly 

temperature of the Earth (in Figure 1b land and ocean included, data acquired and re-organized 

from7) in average has surpassed 1 degree since the beginning of the last centuries. Our planet 

has launched several warnings. Figure 1c shows the surface area of the Glaciers in north pole 

has substantially retreated. According to Aschwanden et al.8, the sea level will increase by 7 

meters, if all the glaciers in Greenland melts. They also predicted there will be 8-45% of melting 

by the end of this centuries, which contributes up to 33 cm of the lift of sea level. This is only an 
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iceberg of the whole apocalyptic scenario of global warming. It is thus urgent to ‘chill down’ our 

planet to dodge the worst scenario by limiting the temperature below 2 degrees (Fig 1d) before 

the end of the 21st centuries as announced in the Paris Agreement in 20163,9. 

 

 

Figure 1. a) the skyrocking concentration of CO2 in the atmosphere b) the increasing global average 

temperature since 18th centuries c) a stark comparison of the rapidly retreating surface area of the Glaciers of northern 

pole. (images source: U.S. G Global Change Research Program3) d) different scenarios of temperatures by the end of 

this centuries (Adapted from source: 3 and 9) 

 

Recent studies10–12 have opposed the traditional ‘Richer is Greener’ thought13 of an N-

shape economy. They have found that the reality is a U-shape correlation between the GDP 

growth and the CO2 emission, where developed countries emit more carbon dioxide than the 
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developing ones. The outcomes of this are that digitalization and tertiarization did not help 

decreasing the emission. The climate is still being ‘kidnapped’ mainly due to the economic growth 

momentum that had been established upon the fossil fuel since long time. And unfortunately, the 

capital always sought to maximize the interests and assets. This should not be continued as our 

planet keep ‘hitting the wall’ and the anomaly climate events and disasters became more and 

more frequent (Fig 2, data adapted from EM-DAT14). 

 

The past 2020 is an unforgettable year, not only because of the virus Covid-19 that took 

away world widely millions of lives but also all the tragic pictures of the climate that circulates on 

the internet. Wildfires did not halt this year all over the world (still in Brazil, in North America, and 

in Australia Fig 2a-c) burning down thousands of hectares of forest. The drought has caused the 

worst locust infestation in Africa and rapidly spread to India and China, ‘looted’ countless crop field 

(Fig 2d). The warmest winter of north pole (Fig 2e) ever recorded that changed the phenology and 

extinct species. And the floods inundated a lot of regions in east Asia (Fig 2f). The curves of the 

global warming and the number of disasters look familiar to the one of the Covid-19 burst out, 

remind us the catastrophe that might be ahead. Ignoring the gravity of the global warming is 

equivalent to the ignorance of the Covid-19 in early 2020, which brewed a disaster and finally 

inflicted irreversible damages. 

 

 

Figure 2. Heart-wrenching pictures of meteorological and climatological disasters in 2020 caused by the 

unstable climate due to the global warming. a) the apocalyptic view in San Francesco of west coast of USA due to the 

forest fire in this region, as well as the 2020 nationwide wildfires in b) Amazon rainforest in Brazil (which was still going 

on in 2020, but less mediatized compared in 2019) and c) in Australia. d) the worst locust infestation in the past 70 

years spread from Middle-Orient to Asia. e) the famous emaciated and starving polar bear capture by National-
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geographic photographer f) the heavy rains that leads to the severe flood in the central China (Images from Google and 

Bing, and data were adapted from EM-DAT the international disaster database) 

 

1.2. Global energy consumption 
 

After signing the Paris Agreement in 2016, where are we exactly now in the reduction of 

greenhouse gas emission? The CO2 emission has decreased by 7 % in 2020, but at a cost of 4 % 

of GDP retreat globally15. According to a Union-Nation report (UN Environment Program) in 2019, 

we should reduce 7.6 % of emission16 every year between 2020 and 2030 to meet the goal of the 

Paris Agreement. Hence, without finding substitution for the fossil fuel energy (as the GDP and 

the CO2 is to some extend correlated), an economic activity reduction equivalent to every year a 

Covid should be achieved to make it possible of maintaining the planet under an increase of 1.5 

ºC by the end of this century. This is a daunting challenge. 

 

 

Figure 3. Partitions of the global energy production and consumption evolution of the different primary energy 

consumption of the last two centuries, and on the right-hand side the evolution of the renewable energies  

 

From Fig 3a, we see the global energy consumption is rocketing since the 1950’. A clear 

progress of the utilization of clean energies can be seen. However, the part of clean and renewable 

energies generated by the solar, wind, hydro is still insignificant compared with the total 

consumption. Knowing that the exploitable clean solar and wind energy on earth is a magnitude 

above the global GDP17–19, the room for the progress is immense. Due to the intermittent 

characters of these energy resources, the daily peaks of energy demand and production are not 

superposed. The excess energy generated should be converted into electrochemical (e.g., battery) 

or chemical (e.g., hydrogen) storage systems to allow to redistribute during the absence of sun 

and wind19. The only way to reverse CO2 emission is to accelerate this economic transition of 

fossil fuel energy to the renewable one. 
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1.3. Analysis of EV market, richness of resources 
 

Apart from the zero emission, the EVs have other advantages such as higher energy 

conversion rate and lower consumption (Table 1). Although the range of EVs in one charge can 

roughly catch up with the gasoline vehicles, up to date the time of charging and the number of 

charger facilities are still the main concerns of people to choose the EVs. However, the 

accelerations and the silence interior of the cockpit in EVs are the main attractive points. In some 

region, where the electricity is cheap, commute with EVs is more beneficial than a gasoline car. 

 

 

Table 1. Comparison of EV and combustion vehicle. The prices here is estimated with the 2019 US territory data and 

can vary according to the region. 

 

In 2020, the car sales are 280 M, 220 M, 273 M in EU, China, and US respectively. If 

replacing all these cars in these three regions by EVs that are equipped with 100 kWh battery 

packs, it represents a potential market of 77 TWh of battery. However, it is reported that 60 M of 

vehicles enter the market every year (Figure 4) but merely 2.5 M (4%) of them are EVs. Highlight 

that the number one seller Tesla have delivered in worldwide an unprecedent score of 499 550 

cars, with a total around 50 GWh of battery. 

 

The forecast of the demand of Li-ion battery will surge from 285 GWh in 2019 to 2000 GWh 

in horizon 2030, production expands from 564 GWh to 2068 GWh by 2028 to equip 40 million 

  EV (Tesla 3) Combustion Engine (2020) 

Consumption 
(kWh/100km) 

11.9 83.66 
(9.4L gasoline 
1L gasoline = 8.9 kWh) 

Energy Price 
($/100km) 

1.57 6.35 

Capacity (kWh) 100 400 – 580 
(Average tank size 45 – 65 L) 

Power  260 - 430 kW (349 
- 644 hp) 

250 - 375 kW (340 - 503hp) 

Power-to-weight-
ratio (kW/kg) 

0.12 0.65 

Propulsion system 
weight (kg) 

480 381 

Weight (kg) 1612 - 1847 1200 - 2000 
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EVs20. Several countries have launched billions dollars production projects to meet this immense 

demand of battery in the coming years21. Nonetheless, we see that the current production is still 

in GWh range, which is a magnitude below the total potential TWh market. This is already 

challenging by decarbonizing the transport sector. Moreover, from the chart in Figure 4, we see 

that the decarbonization hinges not only on the electrification of vehicles but also in other sectors. 

The transport sector represents only 14% of the global energy consumption not even considering 

other energy intensive sectors such as agriculture and industry. In a word, the production of Li-ion 

battery (LIB) is currently in strong deficit and cannot satisfy the demand in the next few years.  

 

 

Figure 4. The structure of energy consumption in different domains. The graph on the right shows the total 

car sales in blue and the electric vehicles sales evolution in green. The graph shows that the electrification starts to take 

off but still represents a small portion of the global car sales 

 

So why is it difficult the decarbonization? Part of it is because the scarcity of raw materials 

in the current Li-ion technology. It is well known that elements such as the cobalt is important in 

the Nickel-Manganese-Oxide cathode in Li-ion battery technology for the thermal stability and 

cyclability. This metal is a side-product from the mining of copper and nickel22,23. The main 

producer of cobalt locates in central-Africa, where its extraction is strongly dependent of the 

regional stability and geopolitics. With the expanding market of EVs, the surging demand of Li-ion 

battery will require more cobalt in the next few years. The price of battery will become more 

sensitive to the production of cobalt. Nowadays, the battery cost represents almost a third of the 

EV and is a main discriminator for the customer acceptance. Lowering the dependency of cobalt 

and the price of battery is a common goal of the EV manufacturers.  

 

1.4. Heading to new chemistry for battery 
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Indeed, after 20 years of development since the 90s the Li-ion battery has almost reached 

the ceiling of its theoretical capacity. To accelerate the electrification, new battery technologies 

must be cheap, safe, low-carbon footprint during manufacturing in a large-scale, and a realizable 

unexpensive way of after lifespan treatement. To lessen the dependency of scarce elements and 

to break through the ceiling of existing LIB technology, new chemistries such as all-solid-state, Li-

sulfur, and Li-O2 batteries emerged as promising alternatives.  

 

 

Figure 5. (left) the Ragone plot of different battery technologies. Graph from K. G. Gallagher et al24. (right) the 

schema of principle of the Li-O2 battery (LOB) adapted from Z. Su et al.25. 

 

Some of these technologies are in the phase of maturation for upscaling and might be 

seen in certain applications in the next few years. For instances, start-ups like Solid Power have 

announced an all-solid-state battery prototype of 330 Wh/kg and is aiming for 400 Wh/kg by 2022. 

Another company, QuantumScape endosed by Nobel Prize Laureate Prof. Wittingham, has gone 

in public with their oxide-based electrolyte combining with the NMC cathode and the lithium foil. 

On the other hand, Oxis is an UK Li-sulfur company has already commercialized several models 

of Li-sulfur battery pack around 400-500 Wh/kg. However, with the highest specific energy among 

the mentioned technologies, the LOB (Figure 5 right), invented in 1996 by Abraham et al.26, 

remains unready for upscaling. There is still a lot of unknown and debates in LOB. We will provide 

an overview of the issues in LOB in the following section. 

 

1.5. State-of-the-art of Lithium-Oxygen Battery (LOB) 
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There are still a lot of challenges not solved in each part of LOB. Starting from the anode, 

the oxygen can cross over the electrolyte and react chemically with the lithium foil. The protection 

of lithium metal is hence necessary. The dendrite is also a concern for longer lifespan. The 

challenges with the electrolyte design are as difficult as for the anodic one. The well-studied and 

common electrolytes such as glymes for LOB have a O2 solubility in range of mmol/L27,28 at 1 

atmosphere, which is unsignificant compared to the concentration of lithium cation. This limiting 

solubility of oxygen is the hindering factor for high C-rate application of LOB. People also search 

mediator for29–31 the OER of cathode during the charge since the discharge product Li2O2 is hard 

to be electrochemically decomposed. For the same purpose, catalyst is used in the cathode. 

Franco et al. had carried out modeling32–34 and qualitative studies to understand the mass 

transport within the cathode. And they further proposed sophisticated material structure to 

overcome the pore clogging problem35,36. 

 

 

Figure 6. a) text-mining categorized 1803 LOB articles according to 6 different topics between 1996-2018. b) 

from these articles, the extracted specific energies calculated by the mass of the porous matrix cathode material. Graphs 

in a) and b) are copied from A.Torayev et al.37 c) the curve of conversion from mAh/gmatrix to the real specific energy 

expressed in mAh/gtotal taking into account the mass of Li2O2. This conversion approaches the asymptote expressed 

as 
𝟐×𝑭

𝑴𝑳𝒊𝟐𝑶𝟐

= 𝟏𝟏𝟔𝟖	𝒎𝑨𝒉/𝒈. It is highlighted by the green dash line in c). And the equivalent specific energy is 2920Wh/kg 

with an average operating plateau at 2.5V. 

 

In the research field, scientists have deeply investigated in LOB in the past decades. Figure 

6a plots the number of LOB publications per year in the last two decades from a work of Torayev 

et al.37. They analyzed the topic of 1803 papers by a text mining algorithm. We see that the main 
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direction of investigation and the most difficult obstacle of LOB is the cyclability, the catalyst and 

the stability. Among the 1.8 k articles analyzed by Torayev et al., they have extracted the capacity 

in each article and have identified several articles, which reported striking discharge capacity (Fig 

6b). 

To elucidate the real capacity of LOB, they also pointed out that in contrast of the typical 

Li-ion battery, the real capacity of LOB should consider the mass of the product lithium peroxide 

as shown in Figure 6c, not the mass of matrix material like in most LOB papers. The carbon or 

other material are only served as a conductive matrix, hosting the discharge product Li2O2. The 

real active material is the oxygen dissolved in the electrolyte. Hence, more peroxide the matrix 

material can host, closer will approach the specific energy of lithium peroxide, which is 1168 

mAh/g. 

 

Table 2 lists non exhaustively the main challenges and topics in each part of LOB. At the 

anode part, at high current density, the lithium ion will be reduced and deposited at some 

preferential area forming dendrite38–40 or inactive lithium41. The dendrite can perforate the 

separator causing an internal short circuit. The second issue of the anode stems from the 

dissolved oxygen in the electrolyte, which can react chemically with the lithium or causing more 

complex electrochemical reaction during the cycling. Scientists used to develop film or other 

protection materials for limiting the access of oxygen onto the lithium.  

 

On the electrolyte side, problems were often linked to the solubility of oxygen, which limits 

the high-rate application. Researchers are also looking for additives as redox mediator to facilitate 

the dissolution of peroxide during the charge. Other salts or additives such as LiNO3 (chemically 

react with lithium forming Li2O)42 can form protective layer on the anode to prevent the passivation 

of oxygen.  

 

Anode Separator | Electrolyte Cathode* 

Dendrite 
Li protection 
O2 crossover 
… 

Mediator 
O2 solubility 
O2 diffusivity and permeability 
… 

Catalyst 
Mass transport* 
Pore clogging* 
Cyclability* 
Side reaction / by-product 
… 

Table 2. A non-exhaustive table listing the problematics and topics in the LOB. The aspects that we investigated in this 

thesis are marked in red. 

 

On the cathode, the formed lithium peroxide is insulating43,44. And dissolving it during the 

charging is often difficult resulting in high over-potential. It is often believed that the ‘sudden death’ 

of LOB is due to the pore clogging by the accumulative non-dissolved lithium peroxide along the 
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cycling. Recent research focuses on developing porous materials and those with OER catalytic 

characteristic. It is well known that the porosity of the cathode material plays important role on the 

mass transport45 in LOB. The other aspects, such as side reactions and by-products46 during the 

cycling, are also frequently discussed in the literature. 

 

For the above issues in LOB, there are promising work arounds reported in the recent 

literatures. We give herein a general overview on the latest works of LOB. The reversibility issue 

of lithium has been clearly reported in the references47,48. In these works, the irreversible formation 

of a transition layer on the lithium can be clearly seen by X-ray micro-CT (Fig 7a). A layer 

composed mainly by LiOH, lithium carbonate and some dead lithium that lost contact is formed 

during the cycling. This layer accumulates on thickness during the cycling and can reach few 

hundred µm. Hence, the cell failure is induced by this thick passivation layer, blocking the access 

in the volume of the lithium ions. To prevent the formation of this passivation layer, several groups 

use the ceramic ionic conductor49 ceramic membrane and other gel or solid electrolyte26,50 to 

isolate the lithium from the oxygen. However, this ceramic is monopolized by the Japanese and is 

extremely expensive and impossible to use in a large scale. Simple protections of lithium can be 

using the boric acid51, and the 1,4-dioxacyclohexane (DOA)52 that polymerize chemically at the 

surface of the lithium. Additives such as indium iodide53 or salt LiTFSI31 with weak fluorine 

bounding can form a protective layer in situ and electrochemically during the cycling. Other groups 

proposed also physical barrier against the moisture and oxygen such in (Fig 7b). 
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Figure 7. Latest outstanding papers attempted to solve different issues in LOB. a) Menke et al.48 used the 

micro-CT to show the irreversible layer formed on the anode lithium, which is harmful for the performance and often 

been ignored by the LOB community. b) A hydrophobic protection layer for the anode developed by Wu et al.54  

 

The addition of redox mediators is well known promoting the dissolution of Li2O2 in 

charging. The redox mediator firstly gets oxidized at the surface of carbon. It then diffuses in the 

electrolyte and further reacts with the peroxide, giving oxygen and lithium cation. For instances, 

TEMPO29,31 and LiI30,55 (Fig 8) are redox mediators that frequently reported in the literature. 

However, another critical review56 have pinpointed the disadvantages of using RMs such as the 

corrosivity and the stability window. Elsewhere, Y. Ein-Eli et al.57,58 has attempted to increase the 

oxygen intakes at high C-rate by adding perfluorocarbon in the electrolyte. 

 

Ruthenium and ruthenium oxide59–61 are often used as catalysts for OER to decorate the 

cathode. The advantages of ruthenium and its oxide is that their deposition can be done in sol-gel 

way. The catalytic mechanism on these noble metal doped materials is believed to be principally 

on the metal site. In contrast, with the N-doped materials62–64, the catalytic area are on the doped 

material. Thanks to small size and higher density of catalyst sites62, the catalytic effect is believed 

to be more outstanding. Carbon-free materials are also developed as it was shown in the early 

studies of LOB65 that the carbon can react with superoxide at high voltage. Other side-reactions 

such as the polymer binder decomposition due to the presence of superoxide66 and auto-

decomposition of electrolyte67 can hamper the cyclability of LOB. 

 



 

 

 23 

 

Figure 8. The combination of a highly porous CNT material and the redox mediator to enable a long lifespan 

LOB by Lim et al.55 

 

Other latest topics in LOB includes making an anode/lithium-free LOB68, starting by a Li3N 

filled porous cathode and then charging the Li3N giving the lithium on the anode. Teams found the 

light can catalyze the OER/ORR and designed photo-assisted LOB69–71. In addition, as the oxygen 

intake is slow in common electrolyte, to increase the areal energy capacity, one has developed 

flowing catholyte strategy72 or adding perfluorocarbon73 as additive to increase the reaction rate. 

People also attempted recently to cycle the LOB in more realistic condition including with presence 

of CO2
74, moisture75 (cycling in 2000 ppm forming the LiOH), and even within the nitrogen76.  

 

1.6. Frequently used characterization techniques in LOB 
 

In the literature, many techniques of characterization have been used for studying the LOB. 

Imagery techniques such as SEM and TEM are mostly for the lithium peroxide morphology 

characterization. X-ray/electronic diffraction47,77 and Raman78 are frequently used for identifying 

the discharge products. And the thiosulfate with starch titration79 is a chemical method for 

quantifying the Li2O2 amid all other by-products. Pressure monitoring and DEMS/OEMS65,75 were 

used for dynamically determining the reaction and gas exchange rate. 

 

To date, two techniques were used to characterize the mass transport in LOB: 1) 

Electrochemical Impedance Spectroscopy80 2) PFG-NMR81. In this manuscript, we introduce a 

third more robust technique : X-ray tomography25,47,48 to visualize the cathode material, which give 
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intuitive insight of the electrode and enable the determination of bulk transport properties. Previous 

studies47,48 using micro-scale resolution X-ray tomography have already shown great interests for 

characterizing the LOB. For investigating the cathode of LOB, which is the core topic in LOB, the 

resolution must be higher as the material contains sub-microscale pores and discharge species. 

In this manuscript, we will see the development of nano X-ray tomography in LOB, how it helps 

extracting species distribution and transport properties for different materials, and attempt to in 

situ 4D tomography for LOB. 

 

1.7. Thesis structure 
 

In this thesis, chapters are almost independent and can be read individually.  

 

(Chapter 2) We first introduce the development of 3D imaging by synchrotron X-ray 

tomography for characterizing the cathode of the Li-O2 battery (LOB). For tackling the low contrast 

issue between the carbon and the discharge product lithium peroxide, we coupled phase contrast 

techniques with the nanometric resolution transmission X-ray microscope (TXM) during the 

tomography acquisition.  

 

(Chapter 3) We have developed a highly porous binder-free electrode with the multi-wall 

carbon nanotube (MWCNT). The synthesize is facile and easily scalable. Moreover, we will show 

in the last chapter a method to fully recycle this porous carbon material. This material was cycled 

until 500mAh/g at 40mA/g of CNT, which is 358mAh/g considering the mass of Li2O2 and 

equivalent to 875Wh/kg of energy density. The ‘sudden death’ occurred after several cycles and 

the material was reconditioned and recycled.  

 

(Chapter 4) Using this cathode, we have pushed further the investigation of the LOB 

cathode by an in-situ X-ray tomography study. The cell design and the experimental details 

including beam alignment for the in house cell are detailed.  

 

(Chapter 5) We have investigated in a convolutional neural network (CNN) for segmenting 

the different phases in the 3D volumes and carried experiments to understand the uncertainty in 

the semi-automatic supervised-learning way of segmentation. An open-source graphical software 

without coding acquirement has been put in place for training the CNNs for such a task. Within 

this software, users can visualize the outputs of the neural layers and transfer the neurons from a 

well-trained CNN model to improve the accuracy of a CNN onto new data.  
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(Chapter 6) We will summarize the achievements of this project and give some outlook of 

LOB in a modelling perspective  
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Chapter 2  

 

Nano X-ray Computed-Tomography 

for Li-O2 battery 
 

 

In Li-O2 battery, the transport property of ions and oxygen in LOB are determinant and 

directly linked to the performance of the battery. To obtain this properties such as tortuosity, typical 

approaches could be 1) using SEM to qualitatively comment on the opening of the pores and 

cannels in the material 2) or using pycnometer, BET, or other porosimeters to obtain the average 

porosity, then give an estimation of the global tortuosity by the Bruggman correction: 

tortuosity~porosity!".$  3) or using a blocking electrolyte (to prevent other electrochemical 

reactions overriding the signal of transport phenomena that skews the results) in electrochemical 

impedance spectroscopy.  

 

The X-ray Computed-Tomography can provide both (porosity and tortuosity, and the local 

ones). In this chapter, we will present how to use nano-XCT with the phase contrast technique to 

characterize the cathode of LOB and discuss the transport properties of a typical carbon black 

electrode. 
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2.1. Related works in determining transport properties in LOB 
 

The discharge process of non-aqueous Li-O2 battery undergoes the following overall 

electrochemical deposition reaction (Figure 1a) on the cathode side: 2𝐿𝑖% + 2𝑒! +	𝑂&
'()*+,-./1⎯⎯⎯⎯⎯⎯3 𝐿𝑖&𝑂& ↓ (E0 = 2.96 V vs Li+/Li). The recharge reaction is hardly reversible essentially due 

to the insulating nature of the discharge product Li2O2, the high electrolyte instability, the limited 

O2 diffusivity in electrolyte and highly dependent of electrode architecture.9,10 

 

The growth of Li2O2 can proceed following generally two parameters: current density and 

type of solvent utilized. High current density often issues thin film like lithium peroxide solution 

whereas the low one particle or toroid like. The solvent can also have an impact on the morphology 

of the Li2O2. A high donor number electrolyte conducts to a higher solution of the intermediate 

product LiO2, which will further disproportionate to peroxide in the solution resulting in bigger Li2O2 

particles size. Bao et al.11 and Torayev et al.12,13 highlighted with different modelling approaches 

the pore clogging impact on cycling. Explicit pristine carbon electrode structures (FIB-SEM by the 

first paper and X-ray tomography by the second) were used to simulate this peroxide evolution 

inside the pores. Latter suggested by their model the interconnectivity of pores plays a major role 

in the battery performance while the solution mechanism is implicated. The X-ray tomography is 

a useful characterization tool for more solid and direct characterization supports on this complex 

discussion. 

 

In the literature, common imaging characterizations such as SEM14,15 and TEM16,17 are 

often used. One could barely directly interpret pore-clogging as the origin of sudden death due to 

the limitation of these techniques (outermost surface observation of SEM or structural degradation 

by dispersion during the sample preparation of TEM). Bardenhagen et al.18 reported an in-situ 

impedance (PEIS) to probe indirectly the clogging by ascribing it to an increasing resistance and 

decreasing capacitance at mid-frequencies during the discharge. There is also an antecedent 

attempt by Nanda et al.19 of tracking Li2O2 distribution inside a discharged cathode material by 

neutron tomography, which is highly sensitive to lithium. However, limited by the several dozen 

micrometers of resolution, authors make use of an unrealistic low specific surface graphite 

cathode.  

 

We introduce the advanced X-ray computed tomography in synchrotron source to study 

architecture of Li-O2 battery electrode from different cells at different states of discharge and 

charge. This technique has been widely applied in last decade in the battery and fuel cell field, 
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which exhibits a great potential for the characterization as well as refining or supporting the 

simultions.20–24 The investigation of the Li-O2 battery with the pure absorption X-ray tomography 

is extremely difficult due to the transparency of light elements. Nonetheless, several studies have 

demonstrated the phase imaging technique permits the observation on low absorbent components 

in batteries.25–27 

 

2.2. Coupling phase contrast technique in XCT 
 

Zernike phase contrast (ZPC) is one of the phase imaging techniques which is generally 

used in biological and medicine X-ray imaging for enhancing contrast among so-called phase 

objects containing light elements.28–30 Figure 1b illustrates the optical line of a synchrotron X-ray 

Full Field Transmission Microscope. A parallel monochromatic beam is firstly converged onto the 

sample by a monocapillary condenser then passes through Fresnel Zone Plate (FZP) objective 

lens to magnify radiographies. By adding a gold phase ring objective (Figure 1b3) in the outcoming 

photon pathway, the phase retardation is added onto the transmittance. Two materials with the 

same absorbance but inducing different phase shifts will hence exhibit changes in amplitude which 

can be visualized as differences in image contrast.  

 

There are four main unique advantages that X-ray Zernike Phase Contrast (ZPC) nano-

tomography provides for the research of Li-O2 battery: (a) enhanced contrast between carbon and 

discharge product Li2O2, (b) advanced resolution and large field of view, (c) quantitative studies 

on the 3D structure can be complemented by various algorithms and (d) non-destructive technique 

in favor of Operando experiment development.  

 

In conventional X-ray transmission microscope, observing low absorption and similar 

contrast of carbon and Li2O2 is difficult (Figure 1c). These two materials have weak transmittance 

discrepancy for X-ray at 8 keV, applying phase contrast techniques is therefore mandatory. Figure 

1d shows the flagrant contrast improvement of raw projections from the same sample of 

discharged electrode by pure absorption mode and Zernike Phase Contrast mode. We can see 

that signal-to-noise ratio is clearly enhanced with the Zernike mode (Figure 1e), which proves the 

technique efficiency in terms of contrast in our specific case. 
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Figure 1. (a) Schematic of different components in typical Li-O2 battery Swagelok setup: O2 source, carbon-

based porous cathode, nonaqueous electrolyte with lithium salt, separator and, Li foil anode. (b) Optical line of Full Field 

Transmission X-ray Microscopy with in-line Zernike Phase Contrast technique (APS Synchrotron ID-32-C beamline). In 

this description, a zone-plate type condenser is placed after the annular aperture of the beam-stop to converge an 

upstream coherent incident X-ray of Synchrotron onto the sample. And two downstream rays-paths respectively through 

low X-ray absorption lithium peroxide and carbon are shown. The direct ray (darker path) and the deviated rays (lighter 

path) are converged by another Zone plate. Only the direct rays are phase shifted by the gold phase ring. All rays 

interfere before the back focal plan. Phase discrepancy (Li2O2 vs C) is embedded into the initially similar transmission 

term of both materials which therefore displays better contrast. Inset SEM images expose the zone-plate optics utilized 

in the beamline. (c,d) Nano-CT images of Li-O2 electrode  (carbon + Li2O2) with 50 nm of spatial resolution in pure 

absorption mode (c) and in Zernike Phase Contrast mode (d). (e) Comparison of line-profiles of projection of the same 

object in absorption mode and Zernike Phase Contrast mode. 

 

2.3. Experimental methods 
 

2.3.a. Electrode preparation and electrochemical cycling 

 

Carbon Super-P (industrial grade), PVdF (industrial grade) and NMP (Alfa Aesar) are 

mixed with a weight ratio of 9:1:30. The mixture is then alternatively mechanically stirred 2h and 

sonicated dispersed 30 minutes for 3 times. The homogeneous slurry obtained is drop-coated 

onto a metallic mesh (316L stainless steel 500µ) which is then dried on the hot-plate at 120°C 
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over 4 hours. The humidity is totally removed before battery assembling in a Büchy at 120°C over 

10h with a liquid trap of Nitrogen liquid. Whatman Glassy Fiber Separators, Mylar foil, Swagelok 

and home-made O2 environmental container ‘Parfait’ are all dried in oven at 70 °C before being 

entered into the argon filled Glovebox where H2O and O2 levels are lower than 0.1 ppm.  

 

Scratched lithium foil, separator and cathode material are stacked in the home-made open 

Swagelok. 200µL of dimethyl sulfoxide DMSO (Alfa Aesar) with 1M of LiClO4 (Alfa Aesar) 

concentration is added before being screwed together tightly. Entire is sealed in a home-made 

airtight ‘Parfait’ container. We saturated the electrolyte by half hour of O2 flushing. The cell 

pressure is controlled at 1 bar. The battery is stabilized for 1 hour (OCV) then cycled in a rate of 

40 mA per gram of carbon. VMP3 is used for the cycling.  

 

2.3.b. Nano-CT sample preparation 

 

The sample holder is pre-fabricated by well carving a mine (0.35 mm) under an optical 

microscope and glued vertically by epoxy onto a metallic needle. Pristine and cycled samples are 

chopped into tiny pieces. Under an optical microscope, one applies a tiny quantity of epoxy on the 

tip of the mine. A small piece with a size smaller than 0.05mm of cathode is lifted off by adhesive 

force of epoxy. The mounted sample is then airtightly sealed in a capillary Kapton tube in dry room. 

 

2.3.c. SEM/TEM sample preparation 

 

SEM and TEM samples are prepared in the Glovebox. The cathodes in different states-of-

charge were washed by the pure electrolyte DMSO without salt. To yield a surface closed to 

current collector and far from the oxygen environment, we press the O2-cathode onto the carbon 

tape then peel off the metallic grid. Inner surface is thus exposed. They were transferred with a 

damp-proof sample holder. All preparations are conducted in argon-filled glovebox. ASTAR and 

electron diffraction are detailed in the Annexes SI7. 

 

2.3.d. Nano-Computed Tomography projections acquisition 

 

The Nano-CT is performed in 32-ID-C station of Advanced Photon Sourced Synchrotron. 

Zone Plate condenser, in-line Zernike Phase ring, 8keV energy and a working distance of 3.4m 

are used which provides a pixel resolution of 27nm. More than 1900 projections with a uniform 
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angle tilt steps with total 180 degree have been collected using a scintillator (CdWO4, LuAG, GGG, 

Yag:Ce CCD) coupled with a CCD camera (Grasshopper3 5.0 MP GS3-U3-51S5M-C).  

 

2.3.e. Tomography workflow 

 

Image processing and tomographic reconstruction are performed with TomoPy Library. 

Notice that a supplementary image pre-processing step improve the quality of tomographic 

reconstruction is introduced in Annexes S1. All volumes are then reconstructed by GPU 

accelerated SIRT methode82 for 200 iterations as a oversampling of number of projections thus 

no binning is used. A 3D median-filter is automatically applied for all volumes after reconstruction. 

For the segmentation and the visualization, we use respectively WEKA trainable segmentation 

(presented in Fig S4) implemented in Fiji and Avizo software.  

 

 

Scheme 1. X-ray Zernike Phase Contrast nano-CT workflowX-ray Zernike Phase Contrast nano-CT workflow 

 

2.4. Theoretical study of contrast in Zernike phase contrast 
 

The Li2O2-carbon contrast index, which is proportional to the signal-to-noise-ratio for both 

absorption and Zernike, was calculated by constructing a wave-propagation model83 (Annexes 2). 

This model simulates the pathway of X-ray and its interactions with carbon/Li2O2 as well as the 

phase shifting by Zernike phase ring. The figure 2a shows the evolution of the contrast indicator 

in both imaging mode as a function of the X-ray energy. The humane eyes accept Signal-to-Noise 

Ratio (SNR) of 5. We can see that at 8 keV the in-line Zernike Phase Contrast provides 81 times 

stronger contrast index between the carbon and Li2O2 than pure absorption which explains the 

improvement of SNR in Figure 1e. One should bear in mind that there is a compromise on the 

working energy. At lower energy, both imaging modes gives superior contrast, but the field of view 

(or depth of focus) is too small for battery materials and the strong value alternation between both 

modes induces difficulties in setting. We aim to observe the lithium peroxide distribution and 

morphology in the bulk. A slight tradeoff on an acceptable contrast by using a higher energy can 

gain on a larger field of view of 50 µm, which is more relevant for the present study.  

 

Tomography 

acquisition

Projections pre-

treatement

Reconstruction 

& post-

treatment

Segmentation 

by machine 

learning

3D Visualization 

& analysis



 

 

 32 

 

Figure 2.  (a) Contrast-energy simulation plot for pure absorption and in-line Zernike Phase Contrast shows 81 

times higher contrast between Li2O2-Carbon at 8 keV energy and in the latter imaging mode. (b) Contrast-gold phase 

ring (assumed zero/weak absorption) thickness simulation plot indicating an optimal contrast at p/2 phase shift. (c) 

Contrast-Li2O2 thickness plot for both complete model and approximative one display for both a linearly contrast 

increasing while the lithium peroxide grows thicker. 

 

The contrast model demonstrates that the accessible optimal contrast is obtained for a p/2 

phase ring corresponding to a phase ring thickness of 0.84 µm which we use for the experiment 

(Figure 2b). Figure 2c illustrates the Li2O2 thickness influence on the contrast: thicker the lithium 

peroxide is, better the contrast is versus the carbon. With the electrolyte DMSO and salt LiClO4 

used in this work, previous studies demonstrated large lithium peroxide formation with particle size 

can exceed several micrometers. The contrast-peroxide-thickness plot shows that the contrast 

remains largely superior to the absorption mode at all particle sizes of Li2O2 no matter the state-

of-discharge. 

 

2.5. Lithium peroxide spatial distribution 
 

For preparing the tomography experiments, cathodes are beforehand cycled and 

dissembled then airtightly sealed in a capillary Kapton tube in dry room (detailed in Experimental 

Methods). The batteries start with an open circuit voltage around 3 V, which immediately followed 

by a long plateau at ~2.5 V as a function of current regiment until the cut-off voltage at 1.8 V 

(Figure 3b).  

 

Tomography data are acquired within ID-32-C station of APS then reconstructed in house 

using Tomopy Library84 with a workflow described in part 2.3.e of Experimental Methods. Some 

experimental parameter tunings for an image preprocessing that we called Pseudo-Phase-

Retrieval (PPR) and a study of influence of different reconstruction algorithms are carried out 

(Annexes 1) in order to improving reconstruction quality. The PPR is a Fourier domain low-pass 

filter applied on projections before tomographic reconstruction for suppressing the border 

halo/shadow effect induced by ZPC. Furthermore, during the segmentation step in the 



 

 

 33 

tomographic workflow, we substitute the classical threshold by a machine learning method. The 

classical threshold which is inaccurate splits phases simply on grayscale level in ignorance of all 

other image features, which induces errors such as severe edge confounding and is penalized 

easily by the presence of noise. The drawback of the direct threshold mode is overtaken by the 

use of WEKA trainable segmentation, which is shown and compared in Fig S4. This method 

intrinsically implemented local high-pass filter (such as bilateral and anisotropy diffusion) enhance 

the edge detection but less sensitive to the noise. The Figure 3a & 3c show respectively 

reconstructed intersection in the volume of the pristine and fully discharged cathode. The brighter 

and continuous domain is associated to the Li2O2 whereas the darker and grainy particles 

correspond to the carbon basing on the simulation then confirmed by TEM results (Fig S6-7). A 

stunning accuracy between raw image and segmented by a raindom forest approach in the plug-

in of WEKA in Fiji are represented by a translucent color mask on the right half of Figure 3a&c. 

 

A set of structures with 50 nm resolution (25 nm voxel size) and 500 pixels side length are 

depicted: the pristine electrode without cycling and the fully discharged cathode after the cut-off 

voltage. The pristine carbon framework is made of granular carbon particle bonded with the 

Polyvinylidine Floride (PVdF). It has a homogeneity of porosity at a large scale revealed by Figure 

3d. But the inset zooms indicate that some intrinsic macro pores (>1 µm) are initially present in 

the structure. Regardless of several studies reported85–87 such bi-porous structure tends to 

facilitate the mass transport; the premature cell death still occurs in our case at around the capacity 

of 1700 mAh/g.  

 

Figure 3e shows the volume of the O2-cathode after the collapse of voltage. The Li2O2 

precipitates massively inside the electrode despite of the lack of space but with a heterogenous 

distribution. In contrast to the previous SEM studies88, one can notice first and foremost that the 

mostly reported elongated or disk-like particles are both present. In the alongside inset zoom 

volume, the central peroxide particle even exceeds several micrometers. The surface of these 

particles is generally rough compared to the already described single particles on the surface of 

the electrode. This morphology seems to be a fusion of multiple Li2O2 particles and the growth of 

these Li2O2 particles might be constrained by the shape of the pores and curvature of carbon 

surface.  
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Figure 3.  (a) Tomographic reconstructed intersection of pristine cathode its right half covered with a mask of 

segmentation result by machine learning segmentation approach (green represents the carbon and purple the pore). 

(b) Electrochemical curve of the studied stainless-steel mesh drop-coated pristine O2-cathode with carbon to binder 

weight ratio 9:1. The discharge is performed with a ~C/20 current density (40mA/gcarbon. The C-rate is arbitrarily chosen 

to be calculated by mAh/gcarbon, because all electrodes are from the same patch so similar surface area density). (c) 

Reconstructed intersection of the discharged cathode and its segmentation mask (red/green/purple: Li2O2/C/pore). The 

following 3D structures are with same colors code: red for lithium peroxide and transparent gray for carbon and void for 

pore. Two individual ex situ electrodes from different depth of discharge with its alongside zoom-ins are depicted. (d) 

The volume rendering of the pristine O2-cathode and the zooms showing the initial presence of macropores. (e) 

Tomographic volume rendering of an O2-cathode from the same patch as the previous one but independently and fully 

discharged. Top right zoom shows a massive lithium peroxide deposit and the bottom right intact zone without Li2O2. 

 

The current observation gives a direct indication and is in agreement of the aforementioned 

pore-clogging point of view87,89. In our cell configuration, the low current density at about C-rate of 

over 20 (40 mA/gcarbon) and the high donor number electrolyte DMSO are used. It is prone to a 

huge Li2O2 particle formation on the surface according to previous study88. In a high donor number 

electrolyte, lithium superoxide LiO2 are firstly formed and escaped from the surface then 

disproportionate into O2 and Li2O2 in the bulky pore space. The latter non-soluble product 

decreases the accessibility of ions and O2 lead to a brisk and local mass depletion hindering the 

reaction. It explains the origin of the sudden death and there are still zones without peroxide even 

the reaction stops. 
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2.6. Analysis of extracted pore network from the tomography volumes 
 

Besides, there is evidence of modification of carbon framework (gray color) before and 

after the discharge (between figure 4d and 4e). If one removes all the Li2O2 from the discharged 

volume and compare it with the pristine (Annexes 4), the pore sizes are clearly larger. According 

to recent studies of the oxygen reduction mechanism9091,92, the LiO2 is generated from the carbon-

Li2O2 interface instead of a traditional explanation that Li2O2 are deposited from outside of the 

particle. A hypothesis could be that the expansion of the Li2O2 conducts to a morphology change 

of the carbon. And it is possible that at some area with less mechanical resistance, for example 

closed to the surface or areas where less binder is distributed, the structural deformation could be 

harsher.  

 

 

Figure 4. (a) Pore Size Distributions (PSDs) of the pristine carbon and (b) of the discharged cathode with each 

an inset image of a zoom of the Pore Network Model (PNM). The latest is depicted by red spheres for pores of which 

diameter are as a function of its size and grey rods for length of connection between pores. Full Pore Network Model of 

(c) pristine and (d) discharged cathodes. 

 

To further quantify this modification, the pore network is extracted using the method of 

Dong et al9394 by fitting spheres in pores. In the volumes depicted (Figure 4c-d or inset zooms in 

4a-b), the red spheres and grey rod represent the pores and its connection. The diameter of the 

sphere is proportional to the pore size and length of the rods to the distance between two pores. 
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The pore size distributions of pristine and discharged cathode retrieved from the model are plotted 

in Figure 4a and 4b. The pristine has more than 70% of pore size population lower than 250 nm 

whereas the same proportion is shifted to 750 nm for the discharged one. It demonstrates directly 

that the pores get bigger after the discharge process. This valuable information on microscopic 

structural is impossible to obtain by SEM or TEM. This steric expansion effect is likewise observed 

in other types of battery95,96 driving to the loss of connectivity between particles and the reactivity. 

Herein, we bring out with nano-CT that the Li-O2 battery also suffers the structural modification 

during cycling due to the formation of Li2O2. Such expansion is believed to generate local 

constraint and a rearrangement of carbon domain resulting in irreversibility of the battery cycling. 

 

2.7. Revealing the implied modification of material during 

electrochemical reaction 
 

For a complementary study of volume expansion, SEM investigations of the cathode 

material using EDX element mapping have been carried out on Li2O2 particles inside the bulk 

electrode. Figure 5a exhibits Li2O2 particle of 2 µm long with a similar sharpened morphology that 

those previously observed by nano-CT. Here, it is worth to notice that an empty space and crack 

was developed close around Li2O2, which can be associated to a volume expansion consequence. 

The present results are thus consistent with Operando studies97 that have already proved the 

mobility of the carbon matrix during the formation of Li2O2. In order to accurately quantify the 

carbon volume changes and determine the extent that the growth and dissolution of Li2O2 impact 

the microstructural electrode architecture, but also the binder degradation, further investigation is 

required. 

 

The interface is a crucial parameter for electrochemical reactions inside Li-O2 battery 

electrode that can be quantified by tomography technique at nanoscale. Figure 5b & 5c present 

respectively total interface of carbon/Li2O2 and carbon/porosity from the 3D architecture. From 3D 

analysis, we were able to quantify the carbon surface covered by Li2O2 and potentially that in 

contact with liquid electrolyte. The Li2O2 surface passivation is only of 28% on the carbon surface 

(Figure 4b), which reveals an under-use of electrode/electrolyte interface having as origin the 

clogging pores and limited O2 diffusion. This local quantification of coverage brings to light on that 

a carbon electrode architecture having less tortuous pore network or a lower donor number 

electrolyte should be preferably used to avoid this local mass transport depletion. Furthermore, 

Li2O2 particles occupy 21% of pore volume, which explains also the n-folders lower effective 

capacity then the theoretical one. Using nano-CT Zernike phase contrast, we retrieve such import 
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information about interfacial states, with which experiment/theoretical discrepancy in terms of 

capacity can be better understood.  

 

Figure 5.  (a) EDS-SEM element mapping of a Li2O2 particle deep inside the O2-cathode peeled off from the 

current collector surface. Green color is oxygen signals and purple carbon. The associated EDS spectrum is in Annexes 

5 (b) 28% of the carbon surface covered by Li2O2 of the discharged air-cathode and (c) the rest without Li2O2 occupancy 

which shows the inefficiency of surface usage. 

 

Finally, another cathode undergoes the same condition of discharge then recharged to 

4.3V with the same C-rate. Reconstructed raw slices of the O2-cathode are showed in the Figure 

6a & 6c and the machine learning segmentation result are superimposed on the right half to 

compare.  

 

Interestingly, the brighter domain associate with lithium peroxide becomes even larger 

than the discharged sample. We can explain it by the fact that the formation/decomposition of 

Li2O2 during charge is often accompanied by parasitic side reactions. It’s well known and proved 

by several techniques65,98,99 (NMR, DEMS) the instability of the main battery components 

(cathode, electrolyte) under high voltage recharge process. The Li2CO3 is reported as major 

byproduct in DMSO or ether electrolytes. The electron diffraction (Fig S7b) confirms the presence 

of Li2CO3 and huge quantity of Li2SO4 in our sample which is in agreement with the reported 

decomposition of the electrolyte and the carbon electrode65. The total tomographic volume of the 

recharge cathode is split into two parts with their small zooms beside and depicted in Figure 6d&e.  

 

We can see that there is important amount of non-dissolve Li2O2 (mixture with Li2CO3 and 

Li2SO4) and an inhomogeneity of these residues from volume to volume. This mixture displays a 

slightly stronger brightness and more uniform morphology in X-ray Zernike Phase Contrast 

tomography then Li2O2 showed previously. The lithium carbonate and sulfate are difficult to filter 

out from other species in tomography due to its miniature quantity and the complexity of the overall 

system contrast (Annexes 2). We consider and segment these species as an entity of recharged 

product. Figure 6d displays frontier between the dissolve and non-dissolve domains. A gradient of 
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lithium peroxide vanishing from the bottom to the top indicates that the discharged product can 

dissolve faster than in some area others.  

 

Obviously, the byproducts and the non-dissolved Li2O2 continue to occupy the porosity at 

the end charge and limit the accessibility of the oxygen reducing the capacity for the following 

discharge. These results in the hysteresis of the electrochemical curve (Figure 6b) of a 1.5V high 

polarization since the carbonate, sulfate and peroxide are all insulting which increase the ohmic 

drop in the system. It remains a crucial issue to resolve with new materials which imped the 

electrolyte/cathode decomposition on the recharge process. For this purpose, the current 

technique will be a robust tool for characterizing the Li-O2 recharge process. 

 

 

Figure 6.  (a) Reconstructed image of intersection and right half the segmentation mask of a recharged cathode. 

(b) Full electrochemical curve showing the hysteresis of the cycling with a 1.5V high polarization. (c) in contrast of (a), 

an area with severe degradation of electrode. (d) 3D visualization of an O2-cathode recharged to 4.3 V depicting a 

gradient of the non-dissolution of lithium peroxide. The inset volumes illustrate the imbalanced residual distribution (e) 

volume with intense Li2O2 residuals and by products that occupy the majority of the pores. 

 

Interestingly, Table 1 shows changes of porosity and tortuosity. One can see in Fig 7 that 

the pristine structure is more compact with numerous tiny pores, whereas the discharged structure 

has clearly larger pores. The ion pathway in the electrolyte phase is wider after the fully discharge. 

On the other hand, the pore-clogging causes an abnormal tortuosity of 32.8. This finding seems 

to suggest that the deposition of lithium peroxide could deteriorate the material structure. To 
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confirm this postulate, a larger sampling should be done in the future, and we try to pursue this 

investigation in the chapter 4: in situ tomography for LOB. 

 

 Pristine Fully 
discharged 

Recharged (with 
less concentrated 

residual) 

Recharged 

Porosity 19% 33% 36% 42% 
Tortuosity by 

diffusion 
simulation 

 

29.97 4.80 5.14 32.8 

Table 1. Porosity and tortuosity values obtained by Taufactor software. Porosity and tortuosity measurements are calculated by 
Matlab software Taufactor in different directions then averaged.  

 

 

 

Figure 7. 3D structures of carbon matrix of (a) pristine (b) discharged cathode. Diffusion simulations 

visualization on the same structures c-d with Geodict. The flux of electrolyte is represented by green and red colors with 

respect to the flux density. Red areas are those with intense tightening of funnel and increases the flux intensity. White 

colors represent Li2O2 and dark color carbon as well as void for pores. c) & d) The diffusion simulation is performed with 

Geodict on these structures a) and b) and the results are shown in c) & d), respectively. Red colors represent areas 

that fluids tighten with a more tortuous pathway. The ion pathways are more extensive in the discharged cathode than 

in the pristine. 

 

2.8. Conclusions and Perspectives 
 



 

 

 40 

In summary, we report the characterization of Li-O2 battery using the coupling of the 

Transmission X-ray Microscopy with Zernike Phase Constrast X ray nano-tomography. The 

advanced resolution (50 nm), large field of view (50 µm) and contrast enhancement between light 

elements provide a unique opportunity to visualize phenomena in the bulky realistic cathode. We 

observe a pronounced inhomogeneity of formation of Li2O2 probably due to highly tortuous 

electrode and low diffusivity of oxygen. A massive degradation during the recharge is brought out 

which is origin of the decreasing cyclability of the battery. In this work, we demonstrated two 

disadvantages by using a high donor number electrolyte. First, the expansion of reduction product 

could deteriorate locally the structure which reduces the lifespan of the battery. The Li2O2 particles 

seem to preferentially aggregate at the same place. Second, thanks to the interface area and the 

pore network studies, we point out that pore clogging, occurring at local scale, could conduct to 

the inefficient usage of cathode. Hierarchical and well-arranged with lower tortuosity structures of 

electrode might make better benefit to the capacity. 

 

Throughout the present paper, the powerful X-ray Zernike Phase Contrast nano-

tomography for Li-O2 battery provides intuitive visualizations and valuable quantitative information 

of lithium peroxide deposition. Besides, this technique can be also used in other part of the battery, 

for example lithium foil anode, separator for investigating transport properties. Finally, we will see 

in the following chapters the non-abrasive property and no-vacuum-needed environment of X-ray 

tomography is relevant to develop in situ experiments.  
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✅ Important takeaways : 

We investigated the lithium peroxide (Li2O2) and pore size distribution in lithium−O2 

battery electrodes at different states of charge using transmission X-ray microscopy coupled 

with Zernike phase contrast to carry out nanocomputed tomography. We report that such a 

technique enables us, at the nanoscale, to distinguish light elements such as carbon and Li2O2 

in Li− O2 battery cathode electrodes. We verified by wave-propagation simulation that this 

approach efficiently improves the contrast of images in comparison with pure absorption. The 

Li2O2 distribution and thickness, interphases, and pore network are visualized and quantified, 

giving a valuable insight into our cathode architecture. From this 3D analysis, we highlight 

modifications of the air-cathode morphology and the Li2O2 spatial organization as well as their 

potential implication in terms of carbon surface passivation and pore-clogging. After the full 

recharge process, this technique can also reveal the spatial distribution of the residual Li2O2 

and other byproducts.  

 

• Contrast Enhancement by Zernike Phase Contrast in nano-XCT for characterizing LOB 

• In-line technique without adding acquisition time 

• Enabled 3D characterizing in meso-scale in LOB 
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2.9. Annexes 
 

Present Annexes provides firstly, a model demonstration for calculating the contrast in 

absorption and in Zernike Phase Contrast. Afterward, an empirical single distance phase retrieval 

image technique on nano-CT, which improves the signal-to-noise ratio, will be introduced. The 3D 

tomographic reconstruction for projections is then performed with versatile Tomopy Python Library. 

The study of impact with different algorithms in Tomopy is provided. The contact surface area, 

porosity, and tortuosity studies are performed by in-home code or Taufactor/Geodict software1. 

The 3D visualization is achieved by Avizo 9.5 (Thermo Fisher Scientific). The SEM and ASTAR 

TEM experiments will also be described. 

 

2.9.a. Annexes 1: 

We complete herein information of the workflow of image processing and tomography 

reconstruction with TomoPy library. Previous studies showed that low pass filter on the Fourier 

domain can correct Zernike Actifacts2,3. We apply a Fourier domain low pass filter which is based 

on a single image phase-retrieval algorithm implemented in Tomopy. We will call it pseudo-phase-

retrieval (PPR) here. Applying the exact experimental parameters will drive to a memory leakage. 

We strategically fit parameters one by one and use the best combination to filter the projections 

then reconstruct the whole stack of images. One should pay attention to the name of the 

parameters that here doesn’t have actual physical meanings which just aim to guide reader to 

match up the parameter in the Tomopy Library.  

 

Increasing both the alpha and the energy smears the filter shape and enlarge the mid-height width. Thus, 

high frequency and edges with a large gradient are conserved. However, increasing the energy risks to induce noises 
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as showed in the case of 35keV. On the other hand, the mid-height width of the filter is inversely proportional to the 

distance. Low distance value is preferential. 

 

 

Comparison of line profile on the top-left hand side of the PPR form in Fourier domain, line profile of filtered 

reconstruction and reconstructed image as a function of (a)internal alpha parameter with an inset of normalized filter 

form(b) distance parameter (c) energy parameter 

 

Several methods of reconstructions are compared. Gridrec and Filtered Back Procjection 

(FBP) which belongs to the family of analytical reconstructions are reconstructed without binning 

as we have deliberately over-sampling during acquisition. All these techniques (Gridrec, FBP, 

Conjugated Gradient Least Squares (CGLS), Maximum Entropy (EM), Simultaneous Algebraic 

Reconstruction Technique (SART), Simultaneous Iterative Reconstruction Technique (SIRT). 
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These methods are referred to 4–6) display different charateristics. However, considering noise 

quantity and a better signal-to-noise ratio, we chose the SIRT for the final reconstruction.  

 

 

Comparison of different Tomopy built-in reconstructions (a-f) Gridrec, CGLS (200 iterations), EM (200 

iterations), FBP, SART (200iterations), SIRT (200 iterations) (middle) row profile of image of the same slice of carbon 

Super P/PVdF with these methods. 

 

After the whole stack reconstruction, the WEKA trainable segmentation is used to distribute 

Li2O2, carbon-binder, and pores domains. The WEKA plug-in can be found in FIJI. An image of 

tomography is firstly loaded in the interface. The experimenter put labels thereafter onto the image, 

as shown in Figure S2-3. A model is trained with tomography raw image and user’s labels as 

ground truth. The random forest classification is run underground and preceded by feature filtering 

with FIJI implemented kernel. The following figure illustrates the advantages of WEKA while the 

overlapping of grayscale histogram happens. We can see from the bottom histogram the gray-

level of each phase superimposes one into another, which is difficult to segment. In this case, the 

borders can only be coarsely segmented by the traditional threshold where the accuracy is low, 

as compared in the right part of S2-3. The machine learning-based method is more robust because 

morphological filters are applied, and the algorithm classifies phases from the filtered-out features. 

However, one should note that every segmentation has an intrinsic and inevitable error induced 

by the experimenter as a supervised machine learning method is used. Such error can vary from 

one experimenter to another depending on his knowledge and familiarity on the material. Herein, 

authors are familiar with the morphology and the composition of the material. Moreover, with the 
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interactive functionality, authors have spent sufficient time to correct and double-check the 

segmentation to ensure the minimum of error. We estimate the segmentation error should be the 

minority but do not rule out the possibility. 

 

 

(left) from top to the bottom reconstructed raw images of highly contrasted pristine, discharged GDE and 

recharged GDE. (green) interface and results of WEKA segmentation. (blue) classical threshold results. The scale bar 

of all images is 5µm. 

 

2.9.b. Annexes 2: 

In this model, we assume that the pore has no effect of the wave on the amplitude and 

phase and a simple geometry by placing the lithium peroxide within a framework of carbon.  

 

 

illustrates the wave-propagation model of the interaction between x-ray and material.  

The refractive index of a material traversed by x-ray beam can be expressed: 

𝑛 = 1 − 𝛿 − 𝑖𝛽 (1) 
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With the real part 1-d and imagery part b 

Contrast in absorption mode: 

We refer to the Lambert-Beer relation to calculate the contrast. The attenuation is thus 

written: 

𝐼 = 𝐼0𝑒!1%&'()*&2%&'()*& (2) 

With µ the linear absorption, where 𝜇 = 345

6
. The outcoming intensities of the beam through 

the carbon and lithium peroxide surrounded by carbon are: 

𝐼7(&8&,,:) = 𝐼0𝑒!1+,-.-2+,-.-𝑒!1/1/ (3) 

𝐼;,,:) = 𝐼0𝑒!1/(2/%2+,-.-) (4) 

The contrast can thus be expressed as following: 

Θ,:) = |𝐼7(&8& − 𝐼;|?𝐼7(&8& + 𝐼; =
@𝐼0𝑒!1+,-.-2+,-.-𝑒!1/1/ − 𝐼0𝑒!1/(2/%2+,-.-)@?𝐼0𝑒!1+,-.-2+,-.-𝑒!1/1/ + 𝐼0𝑒!1/(2/%2+,-.-) 

(5) 

Supposing a weak absorbance of Li2O2 and carbon, where 𝜇7(&8&𝑡7(&8& ≪ 1  and 

𝜇;𝑡7(&8& ≪ 1, and taking the limits of the exponential lim
>→0

𝑒> = 1 + 𝑥: 

𝐼7(&8&,,:) = 𝐼0(1 − 𝜇7(&8&𝑡7(&8&)𝑒!1/1/ (6) 

𝐼;,,:) = 𝐼0(1 − 𝜇;𝑡7(&8&)𝑒!1/1/ (7) 

Θ,:) = |𝜇7(&8&𝑡7(&8& − 𝜇;𝑡7(&8&|?𝜇7(&8&𝑡7(&8& − 𝜇;𝑡7(&8& 𝑒!1/2//& 
(8) 

One can further simplify them to: 

Θ,:) ≈ 𝑡7(&8&√2 |𝜇7(&8& − 𝜇;|𝑒!1/2//& (9) 

With relation	𝜇 = 345

6
: 

Θ,:) ≈ 2√2𝑡7(&8&𝜆 |𝛽7(&8& − 𝛽;|𝑒!1/2//& (10) 

In-line Zernike Phase Contrast: 

In this mode, the absorption and phase shift across both materials can be generalized to: 

𝐴7(&8& = 𝑒!1/2/!1+,-.-2+-.-& %((A/2/%A+,-.-2+-.-) 
(11) 

𝐴; = 𝑒!1/2/!1/2+-.-& %((A/2+,-.-%A/2+-.-) 
(12) 

 

With the linear phase coefficient	η = &BC

6
. The direct beam goes across the phase ring. By 

analogy, the amplitude and phase changes induced by only the carbon then the phase ring are 

hence: 
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𝐴;D = 𝐴; ×	𝑇E+F(G. = 𝑒!1/2/!1/2+-.-!1012,342012,34& %(HA/2/%A/2+-.-%A012,342012,34I 
(13) 

𝐴;D∗ = 𝐴; ×	𝑇E+F(G. = 𝑒!1/2/!1/2+-.-!1012,342012,34& !(HA/2/%A/2+-.-%A012,342012,34I 
(14) 

𝐼;,KE; = 𝐴;D 𝐴;D∗ = 𝑒!1/2/!1/2+-.-!1012,342012,34&  
(15) 

 

Now, replace the middle bloc of the carbon by Li2O2. The diffracted beam due to the 

presence of Li2O2 is (𝐴7(&8& − 𝐴;). The diffracted ray and direct phase shifted converge before the 

detector (reconsidering the downstream beam of Figure 1b), where the amplitude is the sum of 

both: 

𝐴7(&8&D = 𝐴;D + (𝐴7(&8& − 𝐴;)
= 𝑒!1/2/!1/2+-.-!1012,342012,34& %(HA/2/%A/2+-.-%A012,342012,34I

+ 𝑒!1/2/!1+,-.-2+-.-& %((A/2/%A+,-.-2+-.-)

− 𝑒!1/2/!1/2+-.-& %((A/2/%A/2+-.-) 

(16) 

𝐴7(&8&D∗ = 𝑒!1/2/!1/2+-.-!1012,342012,34& 𝑒!(HA/2/%A/2+-.-%A012,342012,34I
+ 𝑒!1/2/!1+,-.-2+-.-& 𝑒!((A/2/%A+,-.-2+-.-)
− 𝑒!1/2/!1/2+-.-& 𝑒!((A/2/%A/2+-.-) 

(17) 

𝐼7(&8&,KE; = 𝐴7(&8&D 𝐴7(&8&D∗

= 𝑒!1/2/!1/2+-.-!1012,342012,34 + 𝑒!1/2/!1+,-.-2+-.- + 𝑒!1/2/!1/2+-.-
+ 2𝑒!1/2/!1/2+-.-%1/2+-.-%1012,342012,34& sin(𝜂;𝑡7&8&−𝜂7(&8&𝑡7(&8&)
− 2𝑒!1/2/!1/2+-.-!1012,342012,34& cos( 𝜂E+F(G.𝑡E+F(G.)
− 2𝑒!1/2/!1+,-.-2+-.-%1/2+-.-& cos(𝜂7(&8&𝑡7&8&−𝜂;𝑡7(&8&) 

(18) 

Additionally, if one considers weak phase shift of the Li2O2, C and uses a p/2 phase ring 

without absorption ( 𝜂7(&8&𝑡7(&8& ≪ 1 , 𝜂;𝑡7(&8& ≪ 1 , 𝜂E+F(G.𝑡E+F(G. ≪ 𝜋/2 , 𝜇E+F(G. ≈ 0 , and 

lim
>→0

sin	(x) = 𝑥), equation (18) can be further simplified. 

𝐼7(&8&,KE; ≈ 𝐼0[1 + 2(𝜂7(&8& − 𝜂;)𝑡7(&8&]𝑒!1/2//& (19) 

𝐼;,KE; ≈ 𝐼0𝑒!1/2//& (20) 

ΘKE; ≈ |𝜂7(&8& − 𝜂;|𝑒!1/2//& (21) 

ΘKE; ≈ 2√2𝑡7(&8&𝜆 |𝛿7(&8& − 𝛿;|𝑒!1/2//& 
 

(22) 
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Following is the table of parameters and their values for the simulation: 

Name of parameters Value/unity 

Carbon density 1.9 g/cm3 
Carbon thickness 50nm (Carbon Super P, C50) 
Li2O2 density 2.31 g/cm3 
Li2O2 thickness 1µm 
Energy 8keV (APS: 32-ID-C) 
Phase ring material Gold 
d, b Utilized Xraylib on Python 
Contrast for species in this paper 
(same thickness assumed) 

C<Li2CO3»Li2SO4»Li2O2 

Table ST1. Parameter and their values for the simulation 
 
 
 

2.9.c. Annexes 3: 

 

A TEM ASTAR mapping for the discharged product and TEM study for the recharged 

product are provided. 

 

Automated crystal orientation and phase mapping (ACOM) in TEM analysis has become 

more widely used for different material science analysis like alloys, thin films, nanocrystals metals, 

and more recently batteries7–10. In this study, an ACOM analysis was realized on Li-air discharged 

battery in a region of by of interest with 400 point on X and Y with a step size of 5 nm comparing 

the electron diffraction pattern in every point with all the orientation possible for all the structures 

using a Tecnai F20 S-TWIN (Spot size: 8, Camera length: 71 mm, Condenser 2 at 50µm). 
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(a) Virtual bright field image based on transmitted electron beam in the ASTAR series acquisition (b) Phase 

mapping based on treatment electron diffraction mapping acquired with Automated crystal orientation and phase 

mapping, CIF files of Li2O2 (50658, P63/mmc) has been used for pattern matching, (c) Combine map of virtual bright 

field, phase map and phase reliability (d, e, f) electron diffraction patterns of Lithium peroxide(in red), carbon (amorphous 

area in green) and inactive points acquired with ASTAR system. 

 

 

(a,b) TEM images and (c-f) SAED pattern of the recharged Li-O2 battery electrode in which the Li2O2, Li2SO4 

and Li2CO3 have been identified and indexed. 
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2.9.d. Annexes 4: 

 

The tomography data allows extracting positional, surface, and volume information. Figure 

S4b plots the profile of Li2O2 amount concerning the position in 3 reciprocally perpendicular and 

arbitrary directions. The three profiles average merely 8.88% with a standard deviation of 0.0297, 

0.0282, and 0.0321 for directions 1, 2, and 3 respectively. We see that the spatial distributions of 

these three directions are similar but locally fluctuates strongly. Plate-like agglomerates are 

formed, as can be seen on the top of the volume. Particles are firstly separated by the watershed 

algorithm in Avizo software. Thence, the sphericity, defined by 𝜳𝒊 = 𝝅𝟏/𝟑(𝑽𝒐𝒍𝒖𝒎𝒆𝒊)𝟐/𝟑

𝑨𝒓𝒆𝒂𝒊
, is calculated 

on each particle. The majority (about 70%) of small peroxide particles are somewhat spherical 

which can be translated into the increasing tail closed to 1.0 sphericity in figure S7(c) 

 

(a) Li2O2 particles opened and labeled with different color by watershed algorithm. (b) Li2O2 distribution profile 

in 3 normal directions of the volume in Figure 3e. (c) Histogram of sphericity. The perfect roundness of a particle is 1 

whereas 0 to the non-sphericity. 

 

We then carry out a coarse and naive calculation of the average thickness of the Li2O2 

dividing the volume by the surface. Note that the Li2O2 volumes in the recharged samples are 

actually a mixture. All below average coverings are calculated out of a volume of 2460 µm3 (13.5 

x 13.5 x 13.5): 

 

 Fully discharged Mixture Recharged 
in Figure 5b 

Mixture Recharged 
in Figure 5c 

Li2O2/mixture 
volume(µm3) 

218.4813 109.716 609.2262477 

Surface area density 
(µm-1) 

2.94 3.49 6.88 

Li2O2 Surface area 
(µm2) 

723.24 858.54 1761.28 

Average 
thickness(nm) 

30.2 127.8 82.6 

Table ST2. Regroups mixture volume, surface area density, lithium peroxide surface area and average thickness 

deduced previous physical properties 
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2.9.e. Annexes 5: 

 

 Elements quantification by EDS-SEM is plot in Figure 5a. The values are considered as 

semi-quantitative by reason of the uneven (interaction electron-material) analyzed surface. The 

material is washed with the solvent DMSO (See Experimental Method), the sulfur is present, the 

presence of chlorine is susceptible to be the residual salt lithium chlorate. 

 

Spectrum of SEM-EDS omitted from and attached with Figure 5a 

Element Weight% Weight% 
Sigma 

C 73.86 0.31 
O 16.72 0.26 
F 4.91 0.16 
S 3.12 0.11 
Cl 1.38 0.09 
Total: 100  

Table ST3. massive percentage of each element deduced from Figure S9 
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Chapter 3  
 

Self-standing and recyclable 

binder-free cathode material 

for LOB 
 

 

In the previous chapter, we have clearly shown the insufficient usage of the cathode due 

to a highly tortuous cathode. The material of cathode in LOB only plays a role of providing electron 

and hosting the lithium peroxide. The weight and volume fraction of host material should be 

minimized to maximize the capacity of the cathode. 

 

In the current chapter, we propose a high porosity and low tortuosity material that can be 

easily upscaled. And we figured out also this material can be recovered after the cycling by the 

removal of discharge products. 
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3.1. Towards greener and costless chemistry 
 

Mounting evidence shows the accelerating global warming effect, which insert urgency to 

investigate greener and more sustainable chemistry for energy applications3,100. The electrification 

of the transport and portable electronic sectors, with lithium battery technology is expanding at a 

staggering speed, spearheading this energy transition. Its global production has grown from 75 

GWh in 2011 to 400 GWh in 2020 and is estimated to go over 1400 GWh in 2025, accounting for 

the under-construction giga-factories in major economies alone21,101. However, based on the Li-

ion technology and EV market analysis, the forecast of the Ni and Co demand for 2030 will reach 

2.5 times their global production capacity of the year 2016. Recently concerns have been raised 

on the shortage of these elements due to their geo-localization scarcity22,23.  

 

Moreover, there are growing concerns over the capacity of the disposal of end-of-life 

batteries. The commercial lithium traction battery has a lifespan averaging 8-10 years102, and it 

has been a decade since the beginning of the electrification boom. Waves of millions of tons of 

lithium-ion batteries across the globe are retiring from the market every year. Many countries face 

the pressure of treating a tremendous amount of used Li-ion batteries in the past few years103,104. 

The energy density and coulombic efficiency are no more the only goals to achieve while 

developing new materials. Challenges are nowadays how to develop sustainable material of high 

energy density and of long lifespan as well as an associated efficient post material recovery 

process105–107. 

 

3.2. State-of-the-art in LOB cathode materials 
 

The Li-O2 battery (LOB) is often considered as a potential system to replace Li-ion 

technology in many applications, thanks to its outstanding energy density (>2920 Wh/kg)108,109. 

The cycle lifetime of LOB is often subject to the irreversibility of the cycling products on the cathode. 

As electrochemical round-trips progress, with relatively low coulombic efficiency, discharge 

product (as well as products of parasitic reactions) accumulate, the available surface at the air 

electrode diminish110, which ultimately leads to the cell failure. Strategies usually proposed in the 

literature are 1) grafting catalysts or N-doped on cathode materials are reported beneficial for the 

charge59–61,63,642) using redox mediator111,29,30 to enhance the cyclability 3) stabilizing the 

conductive lithium superoxide as discharge product112,113 or favor lithium hydroxide 

electrochemistry which engenders less side-reactions75,114,115. 
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Besides, the parasitic reactions have been reported due to the presence of reactive 

intermediates during the ORR, such as singlet oxygen116–118, and peroxide66, as well as 

superoxide66,113,119 in the LOB, which can lead to the binder degradation by the proton 

attraction66,119. This has led to the development of binder-free materials120–124 for LOB. 

 

In contrast with the lithium insertion material in Li-ion battery, the lithium conversion 

reaction nature of LOB enables a facile material recovery after the end of life. In this work, we 

combine the advantages of a binder-free material with an inexpensive solution of reconditioning 

or renewing the cycled cathodes for LOBs. We demonstrate that the binder-free material multi-

wall carbon nanotube based (MWCNT or CNT in short hereafter) electrodes, cycled until forming 

thick covers of discharge products on the cathode surface to trigger the pore-clogging and cell 

death, this non-dissolved species on the electrode during the cycling can be easily removed by 

water, as well as regular acids without damaging MWCNTs. The washed electrodes can be then 

reused directly or, thanks to free-of-binder, resuspended to make new electrodes, with little 

difference in electrochemical performance. 

 

3.3. Experimental methods 
 

3.3.a. Materials preparation 

 

The MWCNT powder was purchased from Nanotech Lab. 20mg of powder was added in 

750 mL of Isopropanol. An ultrasonic probe (Sonoplus UW 2200) and a glace bath (Fig 1a) was 

used for the dispersion of CNT in the solution. 50% intermittent pulses of 200 W were used for 30 

minutes. The solution was then centrifugated in 300mL bottles at 400 rpm for 45 minutes. The 

clear supernatant solute was vacuum filtrated with the GF/CTM Whatman glassy microfiber filter, 

and the precipitation can go through again the same process. The solution of the second 

centrifugation became clearer, indicating that the dispersed MWCNT was less. The filtrated 

MWCNT is entangled and formed a self-standing porous electrode. Above a CNT loading of 

2mg/cm2, the electrode starts to be easily peeled off.  

 

The above as-prepared electrodes were dried overnight in the Buchy at 120ºC and the 

16µm thick Celgard (ENTEK 16 µm) and Whatman (Sigma) separators at 70ºC. The electrolyte 

2M LiTFSI and 1M LiNO3 in Dimethylacetamide is used125. The moisture of the electrolyte is 

measured at less than 100ppm by Karl Fischer and conserved with a molecular sieve. 100 µL for 
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the cycling experiment and 50µL more electrolyte is used for the experiment of capacity 

comparison for better wetting the SP@GDL and p-CNT. 

3.3.b. Material reconditioning and recycling 

 

The reconditioning step is as simple as soaking the cycled electrodes in the acid (see further 

Fig 6) and wait until it stops bubbling. The current collector usually detaches from the electrode 

during the bubbling, or one can wait until it is dry (we found that the electrode is easy to be broken 

when it is wet). In practice, we made a vacuum above the liquid to extract the gas trapped in the 

porosity to better impregnate the H2O/acid into the structure. For the recycling, we harvested all 

the electrodes issued from the previous cycling experiments. First, it is washed subsequently by 

H2O/acid and ethanol on a Buchner funnel. After weighting, it is re-dispersed by the same process 

of sonication, centrifugation, and filtration (with a smaller 2.5cm of diameter Buchner funnel, 

compared to the one in Figure 1).  

 

3.3.c. Electrochemical measurements 

 

For the capacity comparison for SP@GDL and MWCNT in Fig 2, the more fluffy Whatman 

glassy fiber separator was used because the electrolyte swallowing of the GDL is low. For the 

cycling of the p-/recon-/recyc-CNT electrodes, we directly used the filter of the vacuum filtration 

and added a Celgard on the anode side to slow down the oxygen percolation to the lithium foil 

and avoid the occasional short circuit issued from the CNT percolation in the Whatman filter 

indicated in the main text. The Operando pressure measurements and electrochemical cycling 

were done in parallel on a Bio-logic VSP within a Pressure Cell describe by F. Lepoivre et al.126 

and more details of calculating the e-/O2 ratio can be found in Figure S1. A 2h of open circuit 

voltage is systematically added before each galvanostatic cycling above. 

 

3.3.d. Post-mortem characterizations 

 

The ex situ X-ray holo-CT was done in 32-ID-C of APS. A specific pattern was graved by 

the laser beam of Zeiss Palm, and we used the epoxy-wetted pencil lead for retrieving a small tip 

for the tomography. The cycled electrodes are soaked in the pure dimethylacetamide to leach the 

salt and then dried in a vacuum without heating. For the Raman spectroscopy, the sample after 

drying is sealed between two slides of microscopy. We used a 532nm laser source of 10mW 

power with a diaphragm of 50 µm slit. For each sample in this work, we collected spectra at ten 
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different areas and for each area averaged 32 spectra of 1 second of exposure time. For the SEM, 

the samples were transferred from the dry room with a specific holder to minimize the 

contamination. 

3.4. Facile synthesis of the p-CNT material 
 

Several groups121,127–129 have reported the use of carbon nanotubes in the construction of 

cathodes for LOBs. The as-purchased raw powder is vertical arrays of MWCNT used in this study 

are shown in Fig 1a and have diameters ranging from 5-30 nm and length averaging 100 µm. 

Such tightly aligned arrays of CNT have little porosity for Oxygen Reduction Reaction (ORR) and 

do not have long-range mechanical properties. The electrode cannot be made by compression or 

should add polymers as binder. To turn the commercial CNT powder into a self-standing (binder-

free) electrode of coiled nanotube, a combination of ultrasonication and centrifugation are used 

(details see Experimental methods). The power was first dispersed into isopropanol, then vacuum 

filtered forming a homogeneous disc (Fig 1b). The first filtrate is often of dark color but rapidly 

turns into clear color due to the porosity of the glassy fiber filter allowing a small amount of CNT 

percolation, which is rapidly hindered by the first forming stack of entangled CNTs with smaller 

pores. It is worth noting that the filtration solvent can be reused. The filtrated CNT disc has a 

reflective black color and is flexible, as shown in the digital picture of Fig 1b-c.  

 

 

Figure 1. Schematic diagram of material synthesis and recycling. (a) Digital picture of MWCNT powder and 

ultrasonic probe for the dispersion, and an SEM image of the aligned array CNT powder at the bottom. (b) Digital image 

of a p-CNT electrode on the top and the SEM image at the bottom. (c) Digital picture showing the flexibility of the p-CNT 

electrode and SEM images at different magnifications. 
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The advantages of this binder-free preparation method are its simplicity and lack of 

material inhomogeneity issues due to the gradient of solvent evaporation or binder migration 

typically present in the typical casted carbon black electrodes130. This method can be easily scaled 

up in size and thickness. Increasing the size of the electrode requires a larger funnel, e.g., in Fig 

1b, a 7 cm diameter disk of homogeneous electrode can be made. And thicker electrode can be 

obtained by a longer filtration (see Figure S2 SEMs in Annexes of this chapter). 

 

3.5. Comparison between the p-CNT and traditional carbon black 

electrode 
 

 

Figure 2. Structural and capacity comparison of SP@GDL and p-CNT. SEM images a) the commercial 

SP@GDL material with binder and b) the pristine material p-CNT of this work c) A comparison of the deep discharge 

capacity at a different current density between these materials 

 

The as-prepared CNT material (p-CNT) has high porosity and an airier structure than the 

commercial SP@GDL material (or the drop-coated one in chapter 2). In the SEM images of the 

same magnification in Fig 2a and 2b, one can see through the pores in the p-CNT electrode, 

whereas the polymer in the SP@GDL firmly are connecting the carbon black particles that screens 
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the pathway of ion and oxygen, making a higher tortuosity. The tortuosity of pores in both materials 

was quantified by the X-ray tomography (depicted in Fig 2c, experimental details refer to 

experimental methods). The value of tortuosity depicted in Fig 2c is ten folds lower in the structure 

of p-CNT than the one in the carbon black part of SP@GDL. The meso- and macro- porosity is 

0.83, higher in p-CNT than the 0.19 in SP@GDL, giving more space for the deposition of lithium 

peroxide. To prove the performance of the highly porous p-CNT material, deep discharges were 

performed using 2M LiTFSI 1M LiNO3 in Dimethylacetamide reported by Yu et al.125 (for 

electrochemistry details, please see Methods Section). The higher porosity and lower tortuosity of 

p-CNT promoted superior capacities at different current densities compared to SP@GDL 

electrodes, as shown in Figure 2c.  

 

3.6. Cycling behavior of the p-CNT cathode 
 

 

Figure 3. p-CNT electrochemistry and discharge products analysis. a) First galvanostatic cycle with pressure 

change monitoring; b)SEM image of the cathode after discharge; c) Capacity-limited galvanostatic cycling and; d) 

Analysis of discharge-charge capacity and coulombic efficiency. 

 

Pressure monitoring during galvanostatic cycling suggests reversible Oxygen Reduction 

Reaction/Oxygen Evolution Reaction (ORR/OER) between 2.3V-3.6V depicted in Fig 3a. The 
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electron/O2 ratio was found around 2.6 for the round trip, which is higher than the one associated 

with the ORR of Li2O2. This suggests that in this electrolyte, other parasitic reactions consuming 

more than two electrons per oxygen might be implied. The typical toroid and particle-like Li2O2 

particles have been formed after the first discharge and confirmed by electronic microscopies (Fig 

3b and S3). The EDS elemental mappings indicate traces of nitrogen, sulfur, and fluoride, which 

could be residues from the LiTFSI and nitrate salts in the electrolyte. 

 

Fig 3c-d capacity-limited galvanostatic cycling in cells using p-CNT electrodes, where a 

characteristic ORR plateau above 2.6V can be observed all through the discharge process for up 

to 15 cycles. From cycle 16th the accumulation of discharge/parasitic products on the surface of 

the cathode reduces the capacity and the sudden cell death occurs thereafter at shorter capacities 

in subsequent cycles. The charge plateau observed initially at below 3.5 V is reduced from the 

first cycles, indicating incomplete discharge product removal, and thus progressive accumulation 

on the cathode surface. SEM images of cycled electrodes (after 21st cycle of Fig 3c) show a thick 

layer of solid deposits completely covering the surface of the p-CNT material (Fig 4a), as well as 

areas with larger toroid-like particles indicating incomplete removal of Li2O2 particles (Fig S8). 

 

3.7. Inexpensive reconditioning and recycle 
 

 

Figure 4. Material recovering scheme and electrochemistry of the reconditioned and recycled material. 

a-c) SEM images of cycled, washed, and recycled electrodes, respectively.  

 

The previously used p-CNT electrode can be fully recovered for a second life. In industry, 

solvent evaporation is the most expensive procedure in battery manufacturing131, making the 

binder removal a costly step in the material recovery. Beneficial from the absence of binder, the 

reclaiming of the material from the used p-CNT electrode is straightforward. After the p-CNT cell 
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death (Fig 4a), two ways of full recovery are possible. First (Fig 4b) is the in-place washing of the 

accumulated species on the CNT surface and then directly assembled in another battery. The 

second (Fig 4c) is to reinject the recovered CNTs into the dispersion and filtration procedures after 

the same washing step to reform a new electrode with a different size or thickness. The discharge 

products removal is simply soaking the electrode in acid or water (detailed in Experimental 

Section).  

 

3.8. Analysis of the reconditioned and recycled electrodes 
 

First, we examined the electrochemistry after the water-washing in both ways of reclaiming 

material. Similar cyclings were obtained to the one of p-CNT. The characteristic oxygen reduction 

in discharge plateaus are above 2.5V, and the oxygen evolution plateaus in charging at around 

3.5V. The total cycle number with the same electrolyte is equally limited at 20 cycles. The 

discharge products remain Li2O2 toroids for both reconditioned and recycled electrodes, depicted 

in Fig 5c and 5f. The involved cell death mechanism is also the pore-clogging and surface 

passivation as in the p-CNT. The reproducibility of the electrochemistry and products 

characterization show the efficiency of the water-washing method and the material's renewability. 

 

Second, the acid-washing132 also exhibits recyclability of the material without damaging 

the CNT. Fig S6 shows the Raman shift of CNT soaked at regular acid of different pH. The under-

peak area of both characteristic Raman bands (D band at 1338 cm-1, G band at 1550 cm-

1,respectively) quantitatively associates with the disorder and in-plan order vibration in the CNT, 

respectively. Although it is well known that the mixture of acids nitrate and sulfate is a common 

reagent to oxidize the CNTs. Herein, both acid chloride and sulfate are tested separately. And the 

CNTs are intact after a series of different pH regular acid treatments, confirming that these regular 

acids do not affect the CNT. The electrochemistry shown in Fig S7 for acid-washed achieved the 

same cycling life as the water-washed one in Fig 5a-c.  
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Figure 5. Reversible electrochemistry after the reconditioning and recycling. a-c) are electrochemical 

curves of the round-trip, the capacity and coulombic efficiency within cycles, and SEM image of Li2O2 for reconditioned-

CNT. g-h) are those with the recycled CNT electrode. 

 

3.9. Outlooks on the generalization of the recycling methods  
 

In contrast with a previous study132 using the acid as discharge product removal, we have 

extended the material recovering in LOB with the cheaper solvent water. Fig 6 shows the strong 

bubbling with acid in the washing step, whereas using water makes the bubbling less violent. It is 

worth noting that this violent bubbling of acid reagent could sometimes deteriorate our binder-free 

electrode. Indeed, the mechanism of washing are different for both solvents. For the water, the 

driving force is the solubility of species, which is similar to the first step reaction in the titration 

technique reported by McCloskey et al.79. The Li2O2 are firstly protonated by water into 

hydroperoxide and lithium hydroxide, which are soluble in water𝐿𝑖&𝑂& +	2𝐻&𝑂 →	𝐻&𝑂& 	+ 	2𝐿𝑖𝑂𝐻. 

The hydroperoxide slowly turns into oxygen 𝐻&𝑂& 	→ 	𝐻&𝑂	 +	𝑂& ↑, and small bubbles can be seen 

on the surface of the electrode (Fig 6). If a vacuum is made above the water to better extract the 

trapped gasses in the soaked electrode, this reaction is favorized and more bubbles can be 

observed.  
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Figure 6. Gas bubble present while using acid and water for washing. a) the electrode soaked in acid. 

b)The electrode soaked in water. The CNT is heavier than the water. The fact that the CNT is floating is an indicator 

that there is gas in the electrode. To better impregnate the electrode, we made vacuum above the solution in practice. 

 

From the recapitulative Table ST1, we see that most of the lithium salts are soluble in 

water. The LiOH formed by water-washing are also dissolved in water. Using acid will accelerate 

the protonation and eliminate the hydroxide. The reaction will be more efficient as the solubility of 

lithium with anion in regular acids (including chloride and sulfate) is higher. Noting that the 

solubility of the species in Table ST1 such as lithium hydroxide (127mg/mL) are in large excess. 

The quantity of Li2O2 formed then transformed into LiOH is less than 20 mg in a Swagelok battery. 

Therefore, using 2-3 mL of water can sufficiently wash all the discharge products in our case. 

 

After the above analysis, we can generalize such recycling process to a broader range of 

products, as shown in table ST1. For instance, the frequently reported products or byproducts 

(e.g., Li2CO3, Li2O) are soluble or partially soluble. Some of them are basic and, therefore, can 

react with the acid. The use of water as a renewing agent we proposed is of low cost. Most 

importantly, the washing agent issued from our approach can be directly injected in an industrial 

know-how process for recovering the lithium (precipitating lithium carbonate using sodium 

carbonate133,134). A future investigation could be retrieving the lithium carbonate and producing 

lithium metal by electrolysis to form a closed recycle circle of fully recyclable LOB. Other Metal-O2 

batteries such as Na-O2, Zr-O2, and Al-O2 can also be beneficial from this method, as the acids 

can dissolve the metal oxide but not the carbon matrix as reported in this work. 

 

3.10. Conclusions and Perspectives 
 

In summary, an ultra-simple synthesis of a binder-free self-standing electrode for the Li-O2 

battery is reported. We demonstrated the recyclability of such material after being cycled and 
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strongly polarized by a thick cycling product covering. Two ways have been shown: 1) 

reconditioning the electrode or 2) reclaiming the carbon nanotube and reconstruct a new electrode. 

We have elucidated the involved reactions and the principles of such recycling method. Different 

from a previous work using acid132, we have detailed a cheaper mechanism of using water for the 

material recovering. The applicability of this washing method by acid or water for other metal-O2 

batteries as mentioned will be further investigated. Surface spectroscopies such as XPS could be 

used to study whether terminations and groups on the nanotube surface are changed after the 

cycling. 

 

In the next chapters, we base on this binder-free material and develop in situ X-ray 

tomography experiments and machine learning segmentation tool. 

 

  

✅ Important takeaways : 

The cell death of Li-O2 battery (LOB) occurs due to the accumulating passivation of 

discharge products and the pore clogging during the cycling. We herein demonstrate an 

efficient method to renew the cycled LOB binder-free material after the cell death. Our 

inexpensive method consists of washing the cycling products and byproducts in the electrode. 

The material is self-standing without polymer binder and has an airy structure with high 

porosity. We show that the discharge products can be easily washed, and the material can be 

re-dispersed into the solvent and further made into a new electrode for a second life. We 

characterized by spectroscopies and microscopies the discharge products remain the same 

after the recycling. The current findings are helpful for building greener high-energy density Li-

O2 battery and potentially cutting the cost of manufacturing by recycling. 

 

• Dispersion-filtration two steps synthesis of p-CNT 

• Facile recyclability of LOB cathode and potential to generalize to other metal-O2 battery 

• Inexpensive method of material recovering 
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3.11. Annexes 
 

Figure S1 shows the Oxygen flushing system and the Pressure-Cell of Collège de France 

developed by Lepoivre et al.126. The pressure captors are calibrated with the GPB 3300 absolute 

barometer. The Pressure-Cell with the Swagelok was firstly assembled in the Ar-filled glovebox 

and then replace the Ar by pure oxygen using the flushing system. During the cycling, the blue 

valve is closed, separating V1 and V?. The function of the highlighted parts with number in Figure 

S3 are as following: 

 

1. Female quick connect body (airtight without connecting to the male part) 

2. Pressure captor OMEGA PX309-030A5V 

3. Male quick connect body 

4. An insulating ceramic gasket is placed inside the tube for isolating the Swagelok cell from 

the metallic column to avoid electric perturbation. 

5. Metallic tube of bespoke length 

6. Swagelok battery 

 

The volume V? of the column can vary each experiment due to the different compression 

of the spring in the Swagelok. To calculate the electron/O2 ratio, the exact V? should be known. 

For this, after the cycling, we make a vacuum in the volume V1(which is fixed and can be 

determined beforehand by filling a liquid and measure the volume of it). The pressure before 

opening the blue valve in Fig S3 denotes P1. Then open the valve and the pressure drops, one 

notes P2 for the pressure after the stabilization. The V? can now be calculated with the expression 

below. 

𝑉? = 𝑉:𝑃;𝑃: − 𝑃; 
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The Collège-de-France Operando Pressure-Cell System. (left) the O2 filling panel (right) the Operando 

Pressure-Cell System with the battery Swagelok at the bottom.  

 

 

 

SEM images of various thickness of p-CNT electrode. The thicknesses of these electrodes are 125 µm (left) 

and 406 µm (right), respectively. 

 

From Fig 3a, we see that 60% of the capacity can be recovered in the galvanostatic 

charging before the steep slope of increasing voltage above 3.6V. And a supplementary 30% of 

gas could be retrieved by holding the voltage at 3.6V. The cycling experiments of this work were 

arbitrarily performed between 2.3-3.6V in order to accelerate the accumulation of discharge 

products. The LOB at higher voltage does not implicate the lithium peroxide dissolution.  
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Fig S3 justifies this choice of the cutoff charging voltage. We see that holding the voltage 

above 3.6V results in no pressure evolution, which suggests that little oxygen evolution reaction 

at higher voltage. The potential plateau at 3.5V is followed by a steep slope. During the escalating 

voltage, a transition of pressure evolution can be seen, indicating that a different electrochemistry 

might be involved. In addition, holding the voltage at 4.0V does not allow to recover the initial 

amount of gas in the system. 

 

 

Comparison of different charging cutoff voltage. (left) at 3.6V (right) at 4.0V. Holding at 4V does not imply 

the oxygen evolution reaction. 
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SEM image and EDS analysis of some clogging part on the oxygen side of the cathode. The richness and 

distribution of oxygen mapping indicate. 

 

More SEM images of the clogging on the O2 side of the electrode 
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Degradation study of the MWCNT cathode by Raman. a) Comparison of the Raman spectra of CNT 

electrodes treated by acid of different pH. b) the zoom of a) on the D and G bands and c) their under-peak ratio for p-

CNT electrodes soaked in different pH. 

 

 

Electrochemistry of acid reconditioned electrode. Shorter charging plateaus were obtained probably because 

of the presence of proton turning Li2O2 into H2O2, which is soluble and could not be reversed on the surface during the 

charge. 
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EDS/SEM analysis of the discharge product in the recycled electrode. The sulfur and fluoride are traces of 

salt. And the Fe are precursor inside the nanotube which can be seen in TEM imaging. 

 

 Reactivity with acid Reactivity with H2O Ref 
Li2O2 H2O2, Li+ H2O2, LiOH 79 

LiOH H2O, Li+ Soluble 
127 mg/mL  

114,75 

Li2CO3 CO2, H2O, Li+ Mildly soluble 
12.9 mg/mL  

104 

Li-R (strong base) Protonation Protonation 41 
LiCl  Soluble 842 mg/mL  
Li2SO4  Soluble 349 mg/mL  

Table ST1. A non-exclusive list of solubility and reaction of the products and by-products in LOB 
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Chapter 4  

 

Towards 4D time-resolved 

nano X-CT for LOB 
 

 

Combining the outcomes from the previous chapters, we try to push forward our 3D 

investigation to 4D with time steps to understand the deposition of Li2O2. In the current chapter, 

we will present a novel in situ tomography cell (Tu-cell), how to conduct such experiment, and 

analyzed the obtained time-resolved volumes. 
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4.1. State-of-the-art in in situ X-ray tomography for batteries 
 

Along with the compelling non-invasive property of XCT, in situ/operando experiments can 

also be deployed to study the kinetics aspects of the material at multiple scales. Up to date, the 

most intense development of in situ/operando CT experiments for batteries is done with 

micrometric resolution (µ-CT). Depending on the X-ray source and the sensors, the field of view 

varies from hundreds of micrometers to tens of millimeters. A Li-ion 18650 Li-ion battery can be 

directly 3D imaged, observing the thermal safety, electrode aging and volume changes during cell-

scale cycling135,136. For the evolution of materials at the micrometric scale, one can investigate 

with in-house operando cells during the cycle. These cells are generally cylindrical with walls made 

of material transparent to X-rays such as PEEK and polyimide polymers. In these studies, the 

characterized electrode was cut into a small diameter disc to fit the in-situ cell and not to bypass 

the field of view. 

 

Several groups have successfully conducted in-situ/operando µ-XCT with phase contrast 

techniques for Li-sulfur batteries because the sulfur in the cathode exhibits high contrast with other 

elements135–138. Yermukhambetova et al.135 used Zernike phase contrast, while the Zielke et al.137 

used single distance phase retrieval to enhance the contrast of sulfur. Silicon as an anode in Li-

ion battery has also been extensively investigated by in situ experiment on its volume 

expansion139–141 during lithiation. Piestch et al.139 combined XCT and scanning X-ray diffraction 

techniques to study the 3D lithiation of silicon on a bulk electrode scale. They were able to follow 

the in-depth profile of the Li15Si4 over time and show the volumetric changes. Vanpeene et al.140–

142 provided evidence of electrode cracking and gas release due to SEI formation using in situ 

XCT. Additionally, the in situ XCT has also been found particularly useful for interface detachment 

studies of all-solid-state battery143. Several studies144–146 have employed in situ XCT experiments 

at nanoscale resolution with different cell designs. Wang et al.144,145 visualized several Sn particles 

in time-resolved and in high resolution during lithiation and sodiation in an capillary cell, while Li 

et al.146 visualized with in situ nano-XCT the (de)lithiation of primary germanium particles in a 

quartz in situ cell. 

 

Over the last decades, many interests have been brought in metal-O2 batteries due to their 

high energy densities147,148. These batteries have the commonly depositing or forming metal 

oxides during cycling. For example, the products of sodium oxides and tin oxides in Na-O2
149 and 

Zin-O2
150–152 batteries are micrometers and exhibit high X-ray contrast with a carbon matrix, 

making XCT a relevant and robust technique for characterization. Manke et al.151 visualized  
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operando the transition from Zn to ZnO. They also compared the measured volume variations with 

the theoretical one. This group also conducted the in situ XCT on lithium for the Li-O2 battery153. 

They put forward with the time-resolved 3D observation an irreversible formation of a transition 

layer on the lithium surface. This formed porous transition layer is mainly composed of LiOH and 

Li2CO3, which is formed by the presence of oxygen and the degradation of glyme-based electrolyte. 

Thanks to the time-resolved CT experiment, they found it thickened during cycling and attributed 

it to the poor reversibility. They pointed out that this is a hidden factor that is often ignored in the 

field of Li-O2 battery (LOB) and other metal-air batteries but has severe consequences for the 

cyclability. On the cathode side, the size of the products and the material are on sub-micrometer 

scale and the contrast is quite low in pure absorption. The resolution and contrast of the micro-

XCT absorption applied in their study are not adequate to capture the products in the O2-cathode. 

In our previous study110, we have investigated the phase contrast 3D imaging for enhancing the 

contrast of a cycled LOB cathode material and extracting its tortuosity and porosity. To meet the 

challenge of 3D imaging the products in a LOB cathode via an in situ system, we integrate our 

previous in-line Zernike Phase Contrast nano-CT method110 into a new in situ XCT cell design.  

 

In the current contribution, we report a novel approach to conduct in situ nano-XCT 

experiment for the Li-O2 battery using an in-house electrochemical cell. A specific laser sample 

preparation was used to allow alignment between the beam and the focusing plan on an 

acquisition area, which does not exceed 60 µm. Zernike phase contrast was applied to enhance 

the contrast of Li2O2. The tomography acquisition and reconstruction with limited angles will be 

detailed. The spatial resolution reached 360 nm. The effect of the X-ray beam on electrochemistry 

is discussed, and potential ways for improvement for this experiment are then proposed. The time-

resolved 3D volumes obtained during the discharge were injected into a particle tracking algorithm 

to study the motion of the formed particles.  

 

4.2. Experimental methods 
 

4.2.a. Cell design 

 

The design of cells for X-ray tomography is the most essential part and will influence how 

the nano-CT experiment is carried in situ. There are several constraints related to the design of a 

nano-XCT cell. First, dead angles obscuring X-rays in the field of view (FoV) during the rotation 

should be limited. Dead angles can degrade the quality of the reconstruction, resulting in 

bifurcated streak artifacts that appear154–159 on small objects and high curvature edges. These 
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artifacts can be easily identified because they have an identical orientation in the tomographic 

reconstruction plan (XY plan in Fig 1a) and throughout the stack. It has been reported that 

numerical reconstructions such as total variation reconstruction (TV) 154 as well as a coupling of 

emerging reconstruction algorithms with machine learning assisted in-painting techniques155–159 

can help mitigate these artifacts. Second, the X-ray absorbance of the components and their 

thickness should be controlled. Polyether ketone, polyimide, glassy carbon (GC), and berylium 

are often chosen for the main body or for the X-ray transparent window of the X-ray cell in the 

literature160,161. The thickness of the overall cross-section is critical in nano-XCT. We used 

simulators162–164 to help estimate X-ray transmission and conceive the electrode thickness before 

performing the in situ nano-XCT experiment. Third, the difficulty of assembling cell must be 

considered. Deposition/coating135,142,146 on a tip or mechanical shaping140,142,144,145,153 are two 

common strategies in the literature for preparing materials for in-situ XCT cells. Our method is 

different, which is to use a laser to cut patterns into the electrodes (see the section 2.3). The 

following in-house disc geometry cell, TU-cell, allows electrochemical measurements to be 

conducted with realistically sized electrodes (Figure 1). 

 

 

Figure 1. Tu-cell and beam-line integration (a) A sketch of the Tu-cell and its components with the conventional 

axis throughout this work. (b) Image of the Tu-cell seated and connected to the rotation stage in the ID-32-C APS 

beamline. The red part under Tu-cell is a customized 3D printed component that can be personalized for adapting 

different beamlines.  

 

 Tu-cell is designed with a flat, slim geometry and an inherently 30º of dead angles. It is 

made up of three parts (Fig 1a): a large stainless-steel cover (LSS), a movable stainless-steel (SS) 

disc in the middle and a Teflon base. The cover and the base are static, while the middle part is 

movable and compressed by a spring. Air tightness is ensured by two PEEK polymer rings 

compressed around the central disc and the Teflon base. Glassy carbon (GC) windows are glued, 

by a silver epoxy resin for the electronic conductivity, to the hollow indentation in the center of 
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both the SS disc and the cover. To avoid direct contact between electrolyte and silver epoxy, the 

spaces between the GC window and the LSS disc are coated with a chemically resistant silicate 

epoxy. Fig 1b shows the way that Tu-cell is integrated on the ID-32-C beamline of APS synchrotron. 

 

4.2.b. Materials and synthesis 

 

The lithium pellets were purchased from MSESupplie and the glassy carbon window from 

HTW Hochtemperatur-Werkstoffe GmbH. The separator is Celgard industrial grade and the self-

standing binder-free carbon O2-cathode is made of raw MWCNT from the NanoTech Lab®. To 

produce this CNT electrode, the MWCNT is first dispersed with isopropanol in a ratio of 12 mg/L 

with 1 hour of ultrasonication. This solution is then filtrated through a Whatman glassy fiber filter 

with a pore size of 1.2 µm until a loading electrode disc of 1.69 mg/cm2 is obtained. The dispersed 

MWCNT has been retained on the filter and forms an entangled network. During the loading, the 

carbon paper made of entangled MWCNT is self-contained and can be easily peeled off the filter 

using tweezers. Its thickness is approximately 65 µm, roughly equal to the width of the FoV of the 

ID-32 TXM. The electrode is treated with chloric acid (~9% volume ratio) for 1 hour to reduce 

residual iron. During the treatment, a vacuum is made above the solution to extract the bubbles 

trapped in the porosity for better acid impregnation. It is then washed by abundant deionized water 

and ethanol before being dried in a vacuum oven for at least 2 hours at 120 ºC. The electrolyte 

we used is 2 M LiNO3 in dimethylacetamide as described by Lepoivre et al.126. The electrolyte 

was dried and stored with an activated molecular sieve. Before the in situ experiment, it was 

bubbled in a vial with a syringe connected to a balloon filled with pure oxygen for about 30 min.  

 

4.2.c. Laser sample preparation and beam alignment 

 

The laser is frequently used to sculpt tiny pillars (a few tens of µm in diameter, which are 

as thin as a hair) for the ex situ nano-XCT165. However, it is not easy to use such a tiny tip in an in 

situ cell and mount it in the glovebox. The small amount of active material can also raise problems 

of reproducibility in electrochemistry, because it is difficult to control the mass loaded on the tip as 

well as to estimate a current. To remedy this, the experiment was conducted differently. The 

following laser top-down approach can use the same electrode size as in a coin-cell or Swagelok 

and apply the same current density. 

 

We used the laser (Zeiss Palm laser micro-dissector) to cut patterns on the electrode to (1) 

reduce dead angles and (2) align the beam and the focus plan. On the 14 mm diameter CNT 
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electrode, we removed three squares (Fig 2a) with a side length of at least 5 times FoV (~250 µm) 

around the acquisition area (Aacq). The tomography Aacq is the small pillar between the two upper 

squares. As the axis of rotation of the Tu-cell is parallel to the plan of the electrodes, the X-rays 

pass through all the battery components. Details of the lithium and the separator were also imaged 

with the cathode in the parallel beam mode (Fig 2a, S1 and S2). 

 

 

Figure 2. Illustration of beam and focus alignment (a) the laser cut patterns in the X-ray beam in parallel beam 

mode (low resolution without magnification). The white dotted line circle highlights the patterns of squares cut by laser. 

And the acquisition area (Aacq) is the pillar between the two top squares. (b) The green volume shows the Aacq of the 

pristine material with pores and fibrils roughly segmented, and an ortho-slice of the raw CT volume. The asterisks spot 

the outside void cut by laser of the electrode. And the arrows point out the macro-pores in the material. (c) an SEM 

image of this material is shown on the side. The scale bars of (a-c) are 5 µm. (d) a simulated transmission rotation angle 

plot of Tu-cell with/without the laser-abraded assuming a homogeneous background. 0° corresponds to the through-

plan x axis perpendicular to the plan of electrodes. Several examples of transmission without laser-cutting for materials 

of different absorbance in between 1-18% normalized by field of view (FoV) are also shown. The minimum transmission 

of 60% for good tomography quality is indicated by a dashed line (e) illustration on how to bring the center of rotation 

onto the Aacq. Two pictures of well aligned Tu-cell at 0º and 15º in the parallel beam mode are shown. When the focus 

plan is precisely on the carbon cathode, not on the lithium nor on the separator, the dark laser-shaped pillar should not 

deviate from the center of camera.  

 

Figure 2d shows the comparison of the theoretical transmission from different angles by 

removing (blue curve) and without removing the materials around the Aacq (other colors). Various 

absorbent materials (expressed as % by X-ray cross-sectional width) without laser cutting are 

plotted. We see that the transmission decreases with the angle of rotation θ when the thickness 

increases as a function of 1/cosθ. A 5% material per X-ray cross-section equivalent to a field of 

view will lose 40% transmission at ± 50°. And the aperture narrows further to ± 25° with 18% / FoV 

absorbance cross-sectional material. In practice, a transmission greater than 60% gives a better 

quality of reconstruction as indicated by the dotted line in Fig 2d. Other parameters such as the 
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beam energy and the thickness of the different components should be adjusted accordingly for 

better transmission. 

 

Regarding the assembly of the Tu-cell, it is as easy as mounting a coin-cell battery. The 

squares are barely visible to the naked eye. The third square at the bottom right is not mandatory. 

But it increases the visibility and guide to vertically align the tiny pillar according to the vertical axis 

of the microscope. While mounting the cell, the pillar must be aligned with the corner, which has 

two holes for screws at the bottom of the Tu-cell that indicates the z direction. In a glove-bag filled 

with pure oxygen, we simply started by putting the O2-cathode and then the Celgard separator on 

the LSS disc. Addition of 100µL of electrolyte pre-bubbled with oxygen wets the Celgard and the 

cathode. And finally, we ended up stacking neatly the lithium foil on top and closing the cell 

carefully with screws. 

 

After the assembly, finding Aacq in TXM and aligning beam and focus is a decisive step in 

Tu-cell. As shown in Fig 2a and Fig S1, the squares are rather transparent, but they can be 

recognized by their noticeable shape. The weight of the materials removed from the squares is 

negligible (much less than 0.1 mg) compared to the entire X-ray window and the whole O2-cathode. 

To increase the chances of finding the pattern under the microscope and limit the duration of the 

X-ray irradiation, dozens of these patterns separated by 1 to 2 mm were cut in the center of the 

electrode. These patterns were used to move the center of rotation on the Aacq. For this, we 

scrutinized a position on the through plan direction for the Tu-cell such that the dark pillar remains 

in the center of the camera while rotating the cell (Fig 2c). A quick shutter for the beam is 

mandatory during the above pattern search and position adjustment on the x-axis to minimize the 

X-ray dose. Note that the effective aperture angles will also be close to the theoretical one (±75º) 

if the Aacq is at the center of the transmission window. In this work, an effective opening of -67° to 

+67° was obtained.  

 

4.2.d. Electrochemistry and Zernike Phase contrast 

 

On the beamline, the electrochemical measurement was done with a potentiostat SP-200 

of Bio-logic. We imposed galvanostatic pulses of 5 µA in the Tu-cell, which is equivalent to a 

current density of 0.004 mA/cm2 (four-fold less as in a Swagelok) and ~C/15 of C-rate of the self-

standing cathode in Tu-cell configuration.  

 



 

 

 77 

In this experiment at 32-ID-C APS, a zone plate condenser, an in-line Zernike phase ring, 

8 keV energy, and a working distance of 3.4 m were used, which provides a voxel size of 27 nm. 

The acquisitions were made during the relaxation periods marked by the dashed line in Fig 3a. 

721 projections of one second of exposure have been collected using a scintillator (LuAG CCD) 

coupled with a CCD camera (Grasshopper3 5.0 MP GS3-U3-51S5M-C) in the effective aperture 

of 134°. The gold phase ring was placed downstream to the sample to induce Zernike Phase 

Contrast, which enhances the contrast of light elements. Fig S3 shows a comparison of the same 

projection between the absorption and phase contrast mode of TXM. The edges of the relief and 

a few small features have been emphasized by the Zernike phase contrast. All components are 

in compression, therefore steady and motionless CT acquisition can be achieved in Tu-cell.  

 

4.2.e. Other postmortem sample preparations 

 

The postmortem characterization samples were first washed with dimethylacetamide 

solvent in a dry room at less than 50 ppm humidity for at least 30 min to dissolve the salt. It is then 

transferred through a stainless-steel sample holder for SEM to avoid contamination from air and 

moisture. For the ex situ XCT, the CNT electrode was discharged at a current density of 20 µA/mg. 

A small piece of electrode was withdrawn by an epoxy wetted graphite tip and sealed in a Kapton 

tube in the dry room. 1200 projections were collected within 180º degree. The TEM sample 

preparation was also performed in the dry room. In a mortar, we added few drops of 

dimethylacetamide with a piece of discharged cathode and then grinded the mixture. We withdrew 

a drop of solution from the mortar with a pipette and deposited it on a TEM grid. It was then put 

onto the TEM sample holder and transferred within a bag filled with argon. 

 

4.3. Reconstructed volumes and the segmentation 
 

The projections background brightness in the range of aperture angles may vary. This is 

due to the uneven thickness of other components, such as lithium and the separator, the X-Ray 

beam crosses. Second, the overall transmission decreases slightly in the last few angles before 

the dark out of dead angles. Normalization by the average value of each projection can easily 

correct these problems of overall variation in brightness and improve the reconstruction. 

 

The projections were reconstructed using the filtered back propagation in TomoPy166 

python package and filtered back by a kernel three 3D median filter. Six volumes on the 

characteristic discharge plateau were obtained. The depth of focus was 140 µm, which makes it 
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possible to see the streaks and textures of the surface of the lithium and of the separator (shown 

in Fig S3). These features scroll quickly in the background during rotation and are not captured by 

the reconstruction algorithm. Highly transparent spots in the foreground can still be correctly 

reconstructed into 3D contrasted particles (in Fig 3b & S4).  

 

The scissor-shaped missing angle artifacts can be seen on the high curvature surface in 

the reconstruction plan (top view in Fig S4b), leaving bright gratings in the side and front views of 

Fig S4b and as evidenced by the circles in Fig S4c. These scissors like artifacts form 67º angles 

with the x and y axis, which correspond to the dead angles. They will be absent from the side and 

front views because of the delay effect. In other words, a particle’s bright artifacts will appear as 

noise in another slice when we observe them in the side and front view. Thus, we choose a 2D 

segmentation performed in the side views to be less influenced by such artifacts.  

 

The other time-resolved volumes are segmented together by the convolutional neural 

network (CNN) in SegmentPy software. To do this, three raw reconstruction slices in each volume 

are retrieved for training the network, which is in total eighteen images for six volumes in discharge. 

Eighteen out of the thirty pairs of raw/segmentation samples at different time steps have been 

placed in the training dataset and the other twelve are divided into validation and testing datasets, 

as described in chapter 5: Segmentation with Deep Learning. The lithium peroxides, other dark 

fibers (broken fragments of glassy fiber from the synthesis) and the electrolyte front have all been 

segmented into a single phase. The CNTs appears as a noisy shadow due to the resolution (in 

Fig 1b and 3b) and are not able to be segmented here. The scores of the CNN trained for 

segmentation can be found in Fig S5. 

 

Dark particles appear starting with the first discharge volume. In general, they have a high 

contrast in the dark colors shown in the raw tomograms Fig 3b with the Zernike phase contrast. 

They are segmented into purple phases rendered in 3D in Fig 3a. These particles have different 

morphologies such as sphere and toroid. A few large fiber fragments can also be seen. The fibrils 

are actually broken fragments from the glass fiber filter that we use to make the self-standing 

carbon nanotube electrode (see section 2.2). The dark particles are the lithium peroxide formed 

in the first step and the other white particles are impurities which remain from the pristine state. It 

can be seen from the red inset particles on the right of Fig 3a that some are in incomplete shapes 

closed to semi-spheres and some are aggregates of toroid and sphere (also in Fig S4b & S4c). 

This suggests that at the beginning of Li2O2 germination, peroxides do not grow simultaneously 

and not at the same rate.  
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4.4. Oxygen limitation and beam effect: ex situ vs in situ nano-XCT 
 

Fig 3 compares the in situ discharged volumes in the Tu-cell and an ex situ volume in a 

pressure controlled Swagelok system described in Lepoivre et al.126. The formation of Li2O2 in the 

Tu-cell (Fig 3b is rather scarce. The ex situ volume of control experiment in Fig 3d was retrieved 

from another CNT cathode in the same batch discharged at a current density of 20 mA/g and 

ending at the cut-off voltage of 2V (for the sample preparation, see section 2.5). 70% of this volume 

is filled by peroxides.  

 

 

Figure 3. Comparison of in situ and ex situ volumes. (a) The graph shows the discharge curve of the Tu-cell. 

The dashed lines indicate the relaxation phase where the tomographic acquisitions were made. On the top-right corner, 

a 3D rendering of the segmentation of the first in situ volume after 20 minutes of discharge. Three particles in the volume 

are highlighted in red. (b) is a cross-section of this volume. (c) a post-mortem SEM images of the cell. (d) a digital image 

of a Swagelok LOB and the rendering of an ex-situ CNT cathode filled with lithium peroxide. (e) A raw slice of the volume 

(d). The inset zoom is from the red rectangle at the right border of the material, in which we see one of the peroxide 
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toroid laid parallel to the plan of the image. (f) the SEM image of this discharged electrode. All scale bars in this figure 

represent are 5 µm. 

 

From the cross section and the SEM image, we see that the peroxides in Tu-cell are in a 

primary state of aggregation. Confirmation by post-mortem TEM/EDX (sample preparation in 

section 2.5) of the Li2O2 formation was performed in both ex situ and in situ (Fig S6 & S7). Some 

peroxide particles (in Fig 3a) are in uncompleted round shapes compared to the toroid-like 

peroxide formed in a Swagelok (in Fig 3d). There could be several reasons for the limited growth 

of Li2O2 in Aacq. 

 

First, the Tu-cell is a closed system. It was mounted in 1 atm of pure oxygen and the 

amount of oxygen depends on the interior volume of the Tu-cell spaced by the stack of electrodes. 

It is estimated to be less than 1 mL (considering the thickness of the electrodes and the diameter 

of the LSS disc), unlike the 10 mL of the Swagelok configuration used in this study. The oxygen 

reduction plateau of oxygen reduction in Tu-cell is thus shorter.  

 

We believe that the oxygen diffusion path is the second limited factor in chocking the growth 

of early germinated particles. In a typical Li-O2 battery (Fig 3d), the direction of the oxygen diffusion 

is normal to the plan of the electrode. In the Tu-cell, oxygen must travel radially from the outside 

of the electrode disc to the center in order to reach the reaction point. Aacq is in the center of the 

electrode, approximately 5.6 mm away from the edge of the electrode. In-plan oxygen diffusion is 

in a millimeter range in the Tu-cell which contrasted with in-plan diffusion of the micrometer range 

in a typical Swagelok. Local oxygen depletion of Aacq was probably the cause of the hindrance as 

a result of the reaction. To shorten the oxygen diffusion distance to Aacq, a potential improvement 

in the experiment could be to split the electrode in half so that the central Aacq is exposed at the 

border and closer to the oxygen (Aacq should still position in the middle of the transmission window 

for the opening window).  

 

Besides the limited amount and the long diffusion path of the oxygen, the beam effect could 

be another factor hindering the reaction. Although X-ray CT techniques are often considered non-

invasive, in TXM mode, where the beam is focused and the photon flux is strongly condensed on 

the tiny Aacq, the impact of the beam should not be overlooked.  

 

Here we use the CNT binder-free cathode that can (a) avoid dissociation of the binders in 

the electrolyte by the heat on the beam and the presence of organic solvent (the polymer chain 
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starts to move above the temperature of glass transition). (b) exclude the side reaction between 

the peroxide and the polymers for the simplicity of the involved reactions.  

 

A fast shutter was used throughout this study to reduce X-ray irradiation to the in situ 

system and the shutter was only open when acquiring the CT scan and looking for patterns before 

the acquisitions. Nevertheless, the beam did impact the electrolyte. Both in parallel beam mode 

and in the TXM. First, in parallel mode without magnification, bubbles are created (Fig S2) and 

moved after several shutter opening plans at the same location. Second, with the converged nano-

XCT beam onto the Aacq, a gas-liquid interphase in the south-west corner of the reconstructed 

volumes appears (a series of top-views in Fig S8). During the discharge, this interface gradually 

propagates towards the center of the cube, indicating that the amount of electrolyte is decreasing 

in Aacq. Interestingly, we noticed that a brownish product and a strong-smelling gas formed after 

experiment. This is typically the NO2 of the lithium nitrate salt as described in the original article 

on this electrolyte42. Two Tu-cells were cycled under identical condition in the beam and outside 

the beam. We see that in Fig 3a & Fig S9 the beam clearly induced noises on the plateau and a 

higher polarization of about 100 mV. Notably, several spikes, might be also due to the beam, 

appeared at the beginning of the plateau during the galvanostatic pulses while the shutter is closed.  

 

4.5. Particles tracking in subsequent time steps 
 

After the segmentation step on the obtained volumes, different types of features are 

extracted: particles, inclusions, residual glassy fibrils, and liquid-gas interface. The segmented 

volumes are labelled (a unique identifier is given to each feature) and a set of properties is 

measured: including barycenter, volume, area, inertia matrix, main axis, sphericity. These 

analyses are performed for each tomographic volume. From this recovered data set, a tracking 

algorithm is established to connect features from one time step to another, based on discrete 

correlation method, in order to construct the tracks. To do this, a probability graph is built on the 

likelihood for each pair of features in an adjacent time step based on physical laws, geometric 

considerations and other compatibility criteria. Once the graph is constructed, the tracks are 

extracted using a shortest path algorithm, connecting each individual particle through the time axis. 

A track gives the trajectory of each individual particle and the evolution of its properties.  
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Figure 4. Dynamics study of the time-resolved volumes (a) The 3D rendering of tracked total displacements 

(rigid body movement RBM + intra-particle movement IM) for all the particles in time steps. The size of arrows indicates 

the magnitude of movement, and its color indicates the time step. And the time step color bar is shared between the (a) 

and (b) plots. The scale bar in (a) . From left to right, b1-3) are respectively polar plots for total displacements, RBM, 

and IM projected on the plan XY (the movements on z direction are quasi-null), showing the distribution of motion 

vectors for each tracked particle at time t. The latitudes represent angle formed between the vector and the x axis at 

plan XY, and the longitude its module of the vector. c) plot of average module of displacement for all tracked particles 

with time. d1-2) SEM images comparison of the intersection of the pristine lithium foil and the post-experiment one. A 

thick non-uniform micrometric layer is formed on the surface of Li. The scalar bar in d1 represents 100 µm, and 20 µm 

for d2.  
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In Fig 4a, the displacement vectors between time steps given by these tracks for each 

particle are shown (from dark colors to bright colors). It should be noted that the Tu-cell rests firmly 

on the stage by the attraction of magnets and that the cables rotate with the stage (Fig 1b), so no 

external force is causing these displacements. The evolution of the volume over time is shown in 

the series of images in (Fig S8). In this series of top-view, we see that the particles are moving 

roughly in the same direction, taking a big step at first in the x axis direction, then small 

displacements in the following steps. This is illustrated by the arrows in Fig 4a and plotted in the 

polar graph Fig 4b1.  

 

 We see that these movements are in the micrometer range (tens of voxels in Fig 4c), while 

the precision of the machine is in the nanometric range. These shifts clearly do not stem from the 

machine but from real steric changes within the battery.  

 

 We can divide the total displacements into an interparticle motion (4b2 or Fig S10) and a 

single directional rigid body motion (4b2 RBM or Fig S10). The RBM indicates that a force is 

applied globally on the Aacq. Here, the direction of this force points to the negative direction of the 

x, y axis on the horizontal plan. Note that the separator and lithium are in the positive direction of 

the x axis and the GC window on the negative side. We figured out that the origin of this force is 

in fact the formation of a cumulative porous transition layer formed on top of the lithium during 

cycling. This formation was highlighted in two other micro-CT studies of lithium for LOB47,153. The 

magnitude of RBM measured here is in the micrometer range that is in consistence with these 

studies. We further confirmed the presence of this transition layer by post mortem SEM (Fig 4d1 

& 4d2) on the cross section of the discharged lithium in the Tu-cell. The composition of this layer 

is mainly nitrate and oxide, according to the EDS spectrum given in Fig S11. Indeed, the O2-

cathode is placed on the movable LSS disc (Fig 1a). The cathode is gradually pushed out of the 

FoV during the formation of the transition layer. Our experiment involves only the beginning of the 

first cycle, the reversibility of this transition layer formed in the electrolyte should be investigated 

in the future.  

 

 Interparticle motions (IMs), on the other hand, can track the local stresses between 

particles and indirectly reflect the changes in CNT matrix (we have questioned in chapter 2: 

Zernike Phase contrast) during the discharge. Fig 4b3 shows that the IMs of the peroxide particles 

formed are on average half of the RBM and the directions do not exceed a fan of 30º around the 

RBMs direction. IMs can be considered small and neglected in this work, and no obvious shear 

and expansion forces were observed to tear the bulky electrode in Aacq due to the reactions. We 
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can also see from Fig 4c that the first step of total displacement and RBM is substantial, then tend 

to stabilize at around 1.5 µm per step. This suggests that the growth rate of this layer is higher at 

the beginning and then slows down due to the oxygen depletion and accessibility of the bare 

lithium surface.  

 

 

4.6. Conclusions and Perspectives 
 

The current study has pushed forward the challenging development of the in situ nano-

XCT experiment for lithium batteries. We have demonstrated the feasibility of high-resolution local 

tomography using the Zernike Phase Contrast for a low contrast Li-O2 cathode. A carbon nanotube 

based O2-cathode was used throughout this study and the nanotube matrix is almost visible. We 

have presented the in-house Tu-cell, which has the advantages of easy cell assembly and a good 

reproducibility in terms of electrochemistry. Specific laser sample preparation is required for beam 

alignment and allow the adjustment of the focus plan. The in situ volumes are compared to the ex 

situ results, where Li2O2 is massively formed. We have also discussed the important factors that 

can influence the quality of the operando tomography. By analyzing the resulting volumes, the 

growth of Li2O2 was found to be choked at the beginning of the in situ experiment. Several 

explanations have been given (a) long diffusion path of O2 to Aacq, (b) local evaporation of the 

electrolyte due to the X-ray beam and (c) the lack of oxygen in the airtight design of the operando 

cell. Besides, we found that the formed lithium peroxide particles did not separate from each other 

which suggests that there is no local steric expansion or shrinkage. However, they all move 

roughly parallel in the same direction with each time step, suggesting an external force being 

applied to the Aacq.  

 

Based the current findings, it would be necessary in the future work to add a gas outlet 

which can be connected to the rotation stage to extend the oxygen tank and obtain a longer 

plateau. In addition, the choice of electrolyte or the shape of the laser cutting pattern could be 

rethought. A less volatile electrolyte such as the long chain glymes or the ionic liquid and a more 

stable salt can replace in this experiment the DMA and LiNO3. The laser-shaped pattern could 

have a more irregular and larger shape to facilitate the pattern searching in parallel beam mode. 

Higher X-ray energy can be used for higher transmission and less interaction between electrolyte 

and beam. The current results are particularly important as they have opened up the possibility of 

conducting a local in-situ nano-XCT using real world electrodes, an exact amount of electrolyte 

and realistic cycling conditions. The results of this investigation can also be generalized to other 
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battery systems. Other advanced battery materials can be beneficial and fitted in Tu-cell using the 

method of laser preparation and time-resolved 3D imaging. 

 
 

  

✅ Important takeaways : 

Performing high resolution 3D imaging with transmission X-ray microscopy (TXM) in an 

in situ battery system is extremely challenging. We show herein a method to conduct an in situ 

nano-X ray Computed Tomography (nano-XCT) experiment assisted by the in-line phase 

contrast technique for low Z elements in batteries. A carbon-based O2-cathode of Li-O2 battery 

was used for this investigation and the time-resolved 3D volumes were obtained and 

successfully reconstructed. Our approach is to perform a nano-XCT by zooming directly into a 

laser-shaped area not larger than 50 µm in an in-house in situ cell. The rotation axis of the 

tomography of this cell being parallel to the plan of the electrode, a specific method of preparing 

the electrode by laser is required. This method is essential in this approach, which allows to 

minimize the dead angles, align the beam and adjust the focus plan. We have demonstrated 

in situ observation of the difficult light species, lithium peroxide, in a lithium-oxygen battery. 

The time-resolved 3D volumes obtained showed a force pushing the analyzed area out of the 

field of view. This is due to the thickening of the lithium foil during the electrochemical process. 

Although X-ray Computed-Tomography (XCT) is often considered non-invasive and beneficial 

for the development of an in situ experiment for battery research, here we discuss the effect of 

the focused beam at the nanoscale with a focusing X-ray beam. The current contribution opens 

possibilities of characterization of battery materials by local in situ nano-XCT under realistic 

cycling conditions. 

 

• A flat coin-cell-like design of in situ X-ray tomography cell 

• Laser sample preparation & beam alignment 

• Zernike Phase Contrast enhancement for weak absorption particles 
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4.7. Annexes 
 

 

The examples of the laser patterns in parallel beam mode There are 6 patterns in the picture on the left and 

3 on the right.  

 

front-line of the liquid moves before/under after the irradiation of the X-ray beam, where the dash line in 

frame t2 indicates the origin shape of the bubbles in frame t1 
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Comparison of nano-CT in absorption (left) and in Zernike (right) projection. In Zernike phase contrast mode, 

the boundary of objects has been emphasized. Small features such as threes spots in the top-left rectangle became 

more visible in Zernike mode. Other features such as the large band vertically across the FoV are believed to be from 

the outside of the FoV, as it passes across rapidly the FoV during the rotation.  
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a) an ortho-slice of the reconstruction of first discharged volume of the electrode. The inset image is the 

transformation Fourier of the reconstruction. The scissors-like missing angles artifacts results in two cones in the Fourier 

space. And the second at the bottom is a zoom on small particles. b) a set of planar top/side/front view highlights a 

toroid particle c) an ortho-slide shows the lithium peroxide and a glassy fiber highlighted by arrows. d) The voxel size is 

27 nm and the resolution is estimated at ~6.2 pixel by Fourier Shell Correlation, which is equivalent to 360nm. 
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training and validation curves of the neural network for the in-situ volumes. For each volume 5 slices are 

retrieved and entirely labelled. Three from each volume were used for training, the others for validation and testing. 

 

 

TEM-EDS mapping of the discharged cathode in Tu-cell. The beam energy is 200keV. From a-e, are the 

grey scall mapping, combined cartography of the following three mappings, the mapping of oxygen, of carbon, and of 

iron, repectively. 
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STEM-EDS mapping of the discharged cathode in a Swagelok. The beam energy is 200keV. a) the STEM 

image and the zoom onto the lithium peroxide toroids. b) the overlay cartography of oxygen onto the STEM image. c-f) 

are the EDS mappings of oxygen, carbon, nitrogen, and iron, respectively. 
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A series of top-view images of the time-resolved volumes, showing the displacements of particles. The 

arrows indicate an aggregate of particles moving towards the walls of the volume with the other formed particles. 
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Comparison of electrochemical curves with/without the beam in the Tu-Cell. Both batteries have been 

discharged at 5µA/cm2.  

 

 

The rendering in 3D for the rigid body movement and the intra-particle movements 
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SEM image and the EDS mappings of different elements of the surface of the used lithium. The lithium 

discharged in Tu-cell was collected and sliced into half in the dry room. The SEM/EDS mappings were done on the 

sliced intersection. 

 

 

Particle time evolution during the in situ experiment. We see that the hook-like particle formed before the 

first sequence of discharge. Both particles do not grow after their rapid apparition. 
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Chapter 5  

 

Deep learning for segmenting 

battery material XCT images 
 

 

Throughout this thesis, the segmentation is the most time-consuming and tedious step in 

our workflow. Additionally, the previous chapter has open possibilities of in situ tomography 

characterization to other materials. There is a real need of automatizing or facilitating the 

segmentation of XCT images. 

 

The current chapter is relatively independent from the previous ones. We developed the 

neural network for the sake of simplify this tedious task of segmentation. Instead of working on 

the Li-O2 battery datasets, our approach is firstly starting by segmenting a standard and easier 

material in Li-ion battery, then generalize it backward LOB. By doing so, we cross-examined a 

larger sample from different experimenters and gained some reflections on the uncertainty of the 

segmentation. We will see the whole workflow of using deep learning in segmentation as well as 

a specific generalization technique called transfer learning.  
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5.1. Context of the segmentation in XCT for battery materials 
 

The X-ray computed tomography (XCT) is a robust characterization tool in which the 

battery field has shown tremendous interest during the last decade167–169. It provides valuable 3D 

morphological information on the battery materials and electrode architectures. Its broad range of 

observation allows us to investigate nanometric particles, up to tens of nm resolution,170 and the 

bulk electrode with a large field of view from tens of µm to 1 mm. For instance, nano-XCT 

techniques have been recently used to study, on the material level, phases spatial distribution136, 

steric changes171, 3D oxidation state evolution172. The micro-CTs are often employed on the cell 

level173 and operando studies174. The use of synchrotron sources, the emergence of fast imaging 

detectors, and the advanced in situ/operando characterization spawn soaring data quantities and 

lead to unprecedented challenges in image processing and data management. The raw dataset 

often contains few gigabytes of projection and is then reconstructed into a stack of tomograms 

that typically includes a billion voxels for the analysis. The 3D analysis and electrochemical 

simulation are usually preceded by a step of semantic segmentation, which consists of digitally 

partitioning each voxel of the raw stack of tomograms (Figure 1a left part) into different phases 

(Figure 1a right part).  

 

The segmented volume of XCT can be used as an input of electrochemical models175–179 

to simulate electrochemical performance, which helps to understand transport phenomena in the 

electrode and to design a better electrode architecture. Pietsch et al. 180 has firstly discussed the 

impact of segmentation on the determination of morphological and transport properties for 

commercial anode materials. They studied each parameter in XCT image post-processing and 

threshold segmentation. They observed that the variation in porosity and tortuosity due to the 

different segmentations could become considerable. Therefore, the data processing and 

segmentation step should be done carefully in the battery field. The straightforward method based 

on the gray levels (e.g., Fig 1c- top histogram) does not make it possible to achieve an accurate 

segmentation because of overlapping distributions associated with different phases. For nano-CT 

data, where high signal-to-noise-ratio is challenging to obtain and a wide variety of artifacts is 

present, the grayscale thresholding approach is not efficient enough, especially for complex 

composite materials.  
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5.2. State-of-the-art image segmentation methods 
 

 

Figure 1. Comparison of multiphase segmentation by different methods. a) Volume rendering illustrating 

the objective of turning raw 3D volume of NMC1 into a segmented one. NMC/CBD/pore are rendered respectively in 

green/orange/blue colors. b) selected cross-section from the previous raw volume with a zoom on an NMC particle and 

its surrounding environment. c) the histogram of b) on the left and on the right histogram thresholding result based on 

the theoretical volume fractions, where the black, grey, and white colors represent NMC, carbon-binder-domain, and 

pores. d) an illustration of applying automatic k-means for segmenting a 2D histogram of the raw tomogram and its 

Sobel filtered image. On the right, the result of this method. e) on the left, a scheme of artificial neural network, and on 

the right the output of CNN. All scale bars are 8 µm. 

 

Up to date, in the tomography field, the coupling of fixed feature extractors and a machine 

learning classifier, such as Random Forest181,182, is one of the most widespread and efficient 

methods for facilitate image segmentation. Over the past decade, thanks to advances in the 

computing power, large-scale convolutional neural networks (CNN, see Method 1) have become 

easier to train. The CNN has thrived in automated segmentation and other similar computer vision 

problems in various fields such as satellite or astrological images183,184, facial recognition185, 
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camera-assisted vehicle autopilot186,187, and medical imaging187–192. XCT images of battery 

materials contrast with the examples above as they typically contain crystals, agglomerates, 

polymers and porosities with complex morphologies and architectures so as to maximize 

electrochemical reaction rate. Liu et al.193 investigated the degradation of a Li-ion NMC material 

with a Mask R-CNN that provided a quantitative instances-level particle identification despite the 

particle cracking. Labonte et al.194 studied the binarization of a graphite anode micro-XCT dataset 

with a more sophisticated 3D neural network capable of providing a segmentation uncertainty map 

with a Monte Carlo approach.  

 

For the first LiNi0.5Mn0.2Co0.3O2 (hereafter namely dataset NMC1) cathode material, the goal 

is to distinguish the 3 phases in the electrode presented in the figure 1b: (a) the white NMC active 

material where the lithium is stored, (b) the carbon binder domain (CBD) of a mixture of polymer 

and carbon black surrounding the NMC, which maintains the mechanical cohesion of the material, 

and (c) the porosity impregnated by the liquid electrolyte where the ions circulate during the 

electrochemical reaction. The use of the thresholding approach (Fig 1c) or the automatic K-means 

method (Fig 1d) applying on a 2D histogram leads to an overestimation of the CBD phase and a 

coarse separation of the interfaces. These as-segmented volumes with the NMC particles are 

firmly surrounded by the CBD. For instance, the use of these volumes might induce a poor 

exchange on the NMC surface and result in a biased electrochemical simulation.  

 

Our current contribution (Fig 1e) expands the portfolio for accurate multi-phase 

segmentation of battery CT images with a portable neural network architecture. We discuss the 

impact of hidden segmentation bias which has often been overlooked when applying an automatic 

algorithm. The article is organized as follows. First, we will present how our CNN is derived from 

existing architectures to optimize the performance. Then, we show the workflow of training a 

network from scratch in SegmentPy and improve the performance of a CNN by fine-tuning the 

hyperparameters. Details of our index-based connection between encoder-decoder architecture 

will be given. Our approach will be cross-validated with other battery nano-CT data. We show that 

the accuracy can be improved by reusing the kernels of a pre-trained network, namely transfer 

learning. Finally, we will identify the cognitive bias diluted in the labeled data and quantify their 

potential impacts on the material properties characterization.  
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5.3. CNN approach and the fundamentals 
 

A convolutional neural network (CNN) is a branch of deep learning that mainly contains 

units of convolution. It is a mathematical model that artificially mimics the function of the neural 

network. For a segmentation task, it is trained to encode the features of the input image and give 

the associated segmentation on the output side without explicit feature extractors and instructions 

called by the experimenter.  

 

The basic units of a CNN include (1) a convolutive kernel with trainable variables (or called 

hereafter weight) that perform feature filtering on the receiving data (Fig 2a). (2) Max-pooling 

(MP)/Up-sampling (UP) which modify the dimensions so that the following operations can act on 

a different scale of data (Fig 2b). These operators in this work appear in pairs and communicate 

with each other with indexes. The MPs on the first half of CNN (encoder) transmit the position 

information of max values to the UPs of the same level in the second half of CNN (decoder). (3) 

The activation function (e.g., different examples applied in this work in Fig 2c) is the switch of a 

neuron that is triggered upon receiving a value greater than the threshold. This function is added 

after the convolutive kernels to form a complete layer. 

 

A typical representation of CNN (e.g., the optimized LRCS-Net) is shown in Fig 3, where 

the sheets illustrate the layers of these basic units. Other operations are added for specific 

purposes. For instance, batch normalization (BN) is usually added in the layers to reduce the effect 

of scale variance of different input channels of the previous layer. BN and its derivative techniques 

often lead to a faster convergence195,196 (Fig 2d). The soft-max layer converts the output of CNN 

into a kind of phase probability map. Detailed definitions of all these basic operations can be found 

in Annexes Note 1. Stacking these layers sequentially and connecting the indexes bridges, as 

shown in Fig 3, forms a CNN.  

 

The CNN is uniformly and randomly parameterized at the initial state with the method 

described by Glorot et al.197 and should be trained by supervision with a series of raw tomograms 

as input and corresponding example of segmentation as output. The effective output of the 

network is compared to a given segmented sample in a loss function (or simply loss hereafter), 

denoted by 𝕃 in Figure 3. The loss can be translated, to some extent, as the distance between the 

result and the expectation. Thanks to the differentiability of all the operations in the network and 

the propagation derived from the chain rule loss (also called back-propagation, which contrasts 

with a forward propagation by giving an input image and obtaining an output segmentation), it is 
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possible to calculate the partial derivative for each weight with respect to the loss. We optimize 

the weights with a gradient descent technique198,199, which consists of shifting each weight by a 

certain amount against the sign of partial derivative. With a significant number of iterations of 

computing the forward/backward propagation and leveling weights, the overall network will 

converge to a point where the predicted result remains as expected. In simple words, the CNN 

“self-learns” to uncover hidden logic or representations from input images to output segmentation.  

 

5.4. Computational and experimental methods 
 

5.4.a. Sampling and definition of datasets: 

 

Although a tomography experiment can generate a few gigabytes of raw tomograms, 

annotating phases on tomography images to “teach” CNN can be tedious and extremely time 

consuming for some datasets. In the case of the NMC dataset in Fig 1a, an average of one hour 

should be considered to obtain a good quality ground truth. On the flip side, CNN is well known, 

data hungry, and typically fueled by thousands, if not millions of images. Limited by the amount of 

annotated data and given the need to diversify the data for the robustness of the invisible data 

prediction, two strategies are applied: (a) the small patches are cropped randomly and 

synchronously in the input image and the labeled image (Figure 2e). (b) the variation in contrast, 

noises, and distortions are added at random to the cropped raw tomogram, namely hereafter 

augmentation (Figure 2f).  

 

 

Figure 2. Illustration of different components of a neural network with the studied architecture. (a-c) 

illustrate basic operations such as convolutions, pooling, and activation function in a CNN. (d) the batch normalization 

layer that adjusts variance between the inputs for faster convergence. (e) the random batching, which generates a 

substantial quantity of data from a limited number of labeled images. (f) illustration of the artificial noise augmentation 
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technique applied on the input of the network to increase the data size and improve the insensibility to the noisy data 

while predicting. The scale bars represent 5 µm 

 

Throughout this work, a single slice of the raw tomographic image is used for the CNN 

training dataset. Two more slices, perpendicular to the same direction in the studied volume and 

distant from each other (to avoid similarity), should be chosen and segmented as the validation 

and test datasets. The training dataset is only used to update the weight, while the validation data 

is used to assess the predicting accuracy of CNN to invisible images. The training/validation 

should be repeated if the structure and hyperparameters are adjusted. And the test dataset serves 

to confirm the performance of the final optimized CNN.  

 

For transfer learning, a new volume of NMC cathode was used, and in the current study, 

the already trained NMC dataset was not diluted in the second one. All the data used in this 

contribution is published in TomoBank data repository 200.  

 

5.4.b. Material preparation 

 

The two studied 3D volumes depicted in Figures 1a and 6a are Li-ion battery cathode 

material LiNi0.5Mn0.2Co0.3O supplied by Renault. A Zeiss Laser Dissector is used to cut the material 

into a particular pattern with the central 50µm of diameter cylinder (Fig S1, the pattern under the 

optical microscopy). We use a strongly sharpened pencil lead slightly dipped in the epoxy and 

approach the pattern with a micromanipulator with an angle of 90º. Let the epoxy polymerize for 

15 min. We pulled back the pencil lead in the opposite direction, and the cylinder was detached 

from the bulky electrode. The Li-Oxygen battery material is prepared differently. Two binder-free 

(NanoTech Lab) electrodes from the same patch were made of MWCNTs (purchased from 

NanoTech Lab) with the filtration method. One of them was cycled in a Swagelok for a complete 

round-trip between 2-4.3V at a constant current density of 20mA/gcarbon. It is then prepared in a 

dry room as the cycling products are unstable in the presence of water. The pristine and recharged 

electrodes are both chopped with a blade, and then a small piece was picked with the same 

method of epoxy under a microscope. The cycled Li-O2 cathode is sealed immediately inside a 

Kapton capillary with Torr Seal after the sampling. As the Kapton is transparent to 8keV X-ray, the 

TXM can be directly performed on the capillary, where the samples are protected from the air 

during the transport and acquisition. 

5.4.c. Nano-CT experiment and tomographic reconstruction 
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The pencil lead with the material was placed on the rotation stage of APS ID-32-C 

beamline201. A zone plate condenser at 8keV energy with a working distance of 3.4m is used. 1201 

frames of projection with equal angle delta within 180º degree are collected on the fly. The 

projections are reconstructed by FBP-CUDA in Astra-TomoPy202 Python library. To obtain a better 

contrast, the authors noticed that analytical reconstruction such as FBP is preferred to the 

alternative algorithm like SIRT, with which it is unable to differentiate the CBD from the background 

porosity as their grayscales are too closed. A 3D median filter of kernel three and a 2D unsharp 

mask of radius six and weight 0.6 have been applied before all the segmentations in this work. 

 

5.4.d. Synthetic training data algorithm 

 

The algorithm perturbates the training dataset by pushing or pulling random units on the 

interfaces of a segmentation. The operation of this algorithm is to locate all the voxels firstly on 

three types of interfaces in our multiphase segmentation problem. A 3D kernel will randomly pick 

a percentage of these interface voxels to apply a dilatation on either side. It will be corrosion for 

one phase and dilatation for the other phase of the interface. We found that this algorithm 

synthesizes more realistic segmentation in 3D than in 2D. This is because there might be 

interfaces in a neighbor plan (e.g., Fig 5a) that will not be considered in 2D. Yet in 3D (e.g., Fig 

5b), the consideration of the adjacent plans makes the synthetic results more realistic. At least ten 

adjacent slices of raw tomogram were well-segmented and used as the input of this algorithm. 

The two parameters to tune in this algorithm are the surface voxel picking ratio of the interface 

and the number of iterations. We found that 10 percent interface for each iteration and five 

iterations generate the best perturbated data with homogeneous and plausible changes. 

 

5.4.e. Hardware and Software 

 

The CNN training is run on a PC with Ubuntu OS equipped with Intel Xeon CPU and 

Quadro P5000 GPUs. The SegmentPy utilized in this work is an in-house open-source software. 

Its neural network part is based on TensorFlow and mpi4py. And it is open source and can be 

downloaded on github.SegmentPy.io.  
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5.5. CNN Architecture  
 

LRCS-Net (Fig 2) used throughout this work has been optimized to segment efficiently 

nano-CT images of the battery electrode and is derived from Seg-Net187 and Xlearn203 artificial 

neural networks (explanation of neural network refers to Methods 1 and the structural optimization 

is shown in Annexes Note 2). On the encoder side, the LRCS-Net contains in total five layers of 

convolution with three indexing max-pooling and ends with a sigmoid function instead of a leaky 

function applied in the rest of the network. On the decoder side, eight layers of convolution with 

three up-sampling receiving indexes at the first convolution layer of each block. The model has 

one-tenth of trainable parameters than the frequently used network U-net189 in semantic 

segmentation in other fields. The throughput of CT images per second can reach twice as much 

as in the U-net and the prediction speed for a volume of billion voxels is a quarter faster. 

 

 

Figure 3. A schematic representation of LRCS-Net with the input image and the composition loss function. 

The image scalebars are of 5 µm. 

 

5.6. Unavoidable hyperparameters tuning 
 

To explore the best performance of the CNN, the hyperparameters (HPs) should be 

optimized for each dataset. In contrast to the trainable weights, the HPs are tunable by 

experimenters. They control the size of the network and determines the convergence of the 

training process. Comparing with the enormous datasets in the domain of object detection, real-

world tomography datasets of battery materials contain fewer classes.  

 

The CNN is prone to overfitting certain class than other if the HPs are badly initiated. As 

such, the network can be easily trapped by a poor local minimum that predicts only the majority 

class. We call it a major class pitfall as the accuracy stagnates at the value of volume fraction of 

the major class. In the case of NMC, this is reflected by a low variation plateau of accuracy around 

80%, which corresponds to the volume fraction of NMC. This is due to the unbalanced quantity of 

different phases in the training data. At the beginning of training, inferring the majority phase costs 
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less and minimizes the loss faster. For a deeper understanding of the HPs’ influence on the CNN’s 

performance and showing the reasonable spectrum for each HP, an investigation is conducted 

below using the platform SegmentPy (see Fig S3). 

 

Figure 4a-d plot the average of validation accuracy in solid lines and the standard deviation 

in the colored area during the training. The learning rate is a parameter that controls the 

momentum of the trainable variables during the backpropagation. A higher learning rate leads to 

an instability of the local minimum, while a lower one traps the network in a poor local minimum. 

This HP is delicate to tune. For example, a constant learning rate drives to poor minima and 

accuracy. In contrast, a periodically decreasing one with a decay ratio of 0.3 has an optimal 

convergence (Fig 4a, decay applied at the end of each epoch. An epoch defines the entire training 

dataset). Nevertheless, reducing the ratio to 0.1 starts to reduce variation and limit performance. 

The batch size is another HP handling the parallelization while updating the weights of the training 

process. We see in Fig 4b that by controlling the total amount of training images, a small batch 

size with less parallelization can lead to better convergence. Two other important HPs are the 

base number of convolution channels and kernel size defining the size of the CNN. Fig 4c and d 

show that increasing the CNN size does not necessarily drive to better performance and can result 

in overfitting.  

 

One should note that the HPs could have interactions204,205 among them. To illustrate this, 

Fig 4e plots the accuracies sorted in descending order with different combinations of HPs. We see 

that the value of the initial learning rate should be carefully chosen for obtaining better accuracies. 

Here, small batches (in purple) are prioritized, which is in accordance with Fig 4b. Other HPs, on 

the other hand, do not have a clear trend on the optimization. In contrast to the trainable 

parameters in the CNN that receive feedbacks from the loss by gradients (Method 1), seeking the 

best combination of HPs is indeed a black box guessing problem that can only be found by trials 

(ad hoc approach). Random search206 and Bayesian search207,205 based on the gaussian process 

are automatic tools that could help to refine the HPs. 
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Figure 4. The statistical score comparison important hyper-parameters (HPs). performed on the validation 

dataset (the unseen data during training). The line and censured area represent respectively the mean and standard 

deviation of validation scores of three trainings. (a) The constant learning rate turns out to overfit, which is often ascribed 

as inflexibility or bad generalization of the CNN onto the unseen data. An optimal decay ratio of learning rate is found 

to be 0.3 for this set of hyperparameters. (b) controlling the total quantities of training data, small batches are preferred 

for better convergence. (c) a middle value of 32 for the number of convolutional kernels leads to the best accuracy. (d) 

5x5 kernels leads to optimum performance. (e) sorted validation scores in descending order of a broader 

hyperparameter search. The X axis is replaced by a grid of colors representing used hyperparameters for achieving the 

corresponding score. The initial learning rate shows particular importance for obtaining higher accuracies. The 
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performance depicted in blue throughout through this figure are obtained with the Dice loss function, leaky activations, 

and BN implementation in the decoder and other training details are in Table ST1-2.  

 

5.7. Decrypting and understanding CNN architecture with 

visualizations 
 

Compared to connections that allow the merge of features from different pooling level189,208–

211 as in the U-Net, the index connection in LRCS-Net is less common and studied. In order to 

have better insights into the function of layers and the connections in LRCS-Net in a concrete 

application, we have developed visualization tools to monitor the activations at different layers and 

the evolution of gradients in the training process (implemented in SegmentPy). The two halves of 

LRCS-Net have their specific functions: (i) the encoder plays a role in extracting the features from 

the input image and passing their position and (ii) the decoder reconstructs the final segmentation 

by finding the corresponding phases at the positions received from the encoder.  

 

In the encoder, the position information of the max-pooling is passed through the index-

bridges and the intensities through the inner layers. This type of bridge induces a different learning 

behavior from a feature bridged U-Net (see Fig S4). During training, the LRCS-Net is more active 

at the level of the first layers of the decoder then the activities gradually decrease toward the 

output, whereas with the image connection such in U-net, the outermost layers have higher 

gradients during training.  

 

The LRCS-Net decoder takes on the dimensionally reduced features from the input 

encoder. With successive layers of indexing up-sampling and convolution, it maps the input from 

the lower dimensions to the upper dimension toward the output of the network. We observe that 

this up-sampling operation first generates a highly pixelated mapping by scattering the values of 

the previous layer over the voxels assigned to the encoder and leaving the rest of the voxels at 

zero. Subsequent layers of convolution spread these unequal voxels over their adjacent voxels 

(Fig S5).  

 

With successful training from the previous section, the before last layer of LRCS-Net 

decoder should have learned to recompose distinctive semantic features. Figures 5b-e list several 

channels of this layer taken from the trained LRCS-Net. It can be seen that this layer is mostly 

made up of intuitive features. For example, Fig 5b shows that this channel has been successfully 

reconstructed from the output of the previous layer of the NMC phase, while Fig 5c shows another 

channel sensitive to the borders of the NMC. Fig 5d and 5e, on the other hand, learned how to 
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classify the porosity and the binder domain, respectively. Small pores in the CBD domain around 

the NMC particles are identified: small bright dots in Fig 5d and dark spots in Fig 5e. This low 

porosity could not be segmented with the thresholding approach. With these intuitive features, the 

last layer can easily combine them into the final segmentation (Fig 5f).  

 

 

Figure 5. Examples of the output in the before last convolutional layer. (a) Raw input tomogram of the 

convolutional neural network. (b-e) 4 activations out of 32 channels of the second last layer are shown, where (b) is a 

channel that learned the representation of the NMC particle, (c) a channel that composes the border of the NMC, (d) 

pores sensitive channel, and e) another channel with luminous voxels corresponding to the CBD. (f) the output 

segmentation of the neural network by combining and weighing all these activations and the rest of this convolutive 

layer. Green, yellow, and grey color represent, respectively, NMC, CBD, and pore. All scale bars are 10µm. 

 

5.8. Reveal the influence of biases diluted in ground truth (GT) 
 

Segmenting large battery material volumes always involves automatic (e.g., Otsu, 

watershed) or semi-automatic (e.g., the current supervised learning) methods. In most of the 

papers, the result of segmentation is used directly for quantitative measurements, although it is 

justified qualitatively or sometimes the justification is even missing. Unless images of higher 

resolution of the exact same labeled zone by coupling with the FIB-SEM214 is available, deploying 

the CNN for segmenting the XCT images must deal with the uncertainty. Apart from visually 

judging and inspecting the metrics such as the accuracy or the IoU, there is no other efficient way 
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of qualifying the segmentation. In applicative cases as shown with our previous examples, the 

inconsistency among the training, validation, and testing dataset due to the uncertainty causes 

impasse such that although the prediction is visually satisfying, the accuracy is stuck at about 90%. 

 

In this section, we will use training CNN as paradigm to discuss the uncertainty and the 

origin of this roof of performance and try to quantify its impacts on the post material properties 

determination while dealing with real-world data. For this, we will discuss alongside with the results 

of two experiments: a survey of the degree of discrepancies between the experimenters and 

training several neural networks on slightly different labels to evaluate the resulting material 

properties. 

 

First and foremost, applying a supervised-learning method will dilute human bias in the 

training process. Using CNN in semantic segmentation problem is to train a neural network to 

approach an ideal function, that transforms the input tomographic volume to a ground truth 

segmented volume: 𝑮𝑻𝒊𝒅𝒆𝒂𝒍 = 𝓕𝒊𝒅𝒆𝒂𝒍(𝑽𝒓𝒂𝒘)~𝑪𝑵𝑵𝒊𝒅𝒆𝒂𝒍|𝑾(𝑽𝒓𝒂𝒘) . Here, the CNN can also be 

generalized to other parametrized automatic methods such as K-means. One should bury in mind 

that one chooses only a subset of the volume to generate labels and the labels will always 

accompanied with the human bias 𝐆𝐓𝒊𝒅𝒆𝒂𝒍 + 𝜺𝒄𝒐𝒈|𝒆𝒙𝒑,𝒓𝒂𝒘 = 𝐆𝐓𝒎𝒂𝒏𝒖𝒂𝒍 , where the superscript 

denotes the subset and 𝜺𝒄𝒐𝒈|𝒆𝒙𝒑,𝒓𝒂𝒘  the cognitive bias. In our experiences, the later mainly 

depends on experimenter and the raw volume including the machine and the reconstruction. And 

the validation (Fig 4) / test (e.g., Fig 7d) datasets is to examinate the 𝑪𝑵𝑵𝒕𝒓𝒂𝒊𝒏|𝑾𝒕𝒓𝒂𝒊𝒏
(𝑽𝒓𝒂𝒘𝒕𝒆𝒔𝒕) with 

𝑮𝑻𝒎𝒂𝒏𝒖𝒂𝒍𝒗𝒂𝒍𝒊𝒅/𝒕𝒆𝒔𝒕
, where the subsets of valid, test, and train do not intersect one another. We see that 

the 𝜺𝒄𝒐𝒈|𝒆𝒙𝒑,𝒓𝒂𝒘 intervenes three times in the process, once in training the CNN with 𝑮𝑻𝒎𝒂𝒏𝒖𝒂𝒍𝒕𝒓𝒂𝒊𝒏  and 

the others in the 𝑮𝑻𝒎𝒂𝒏𝒖𝒂𝒍𝒗𝒂𝒍𝒊𝒅/𝒕𝒆𝒔𝒕
. The origin of the performance roof is because such bias changes in 

the subsets. Notably, other methods cannot rule out of such bias as the experimenter need to at 

some point verify the output of the method and making further improvements. 

 

Thereby, the first experiment aims at determining and showing the degree of 𝜺𝒄𝒐𝒈|𝒆𝒙𝒑,𝒓𝒂𝒘. 

We collected 20 labels from 33 experimenters to compare with a commonly accepted GT (detailed 

in Annexes Note 3) based on the NMC1 dataset. The results show that the group of non-experts 

can substantially deviate from the common GT. And there is ~10% of difference for the experts. 

We see that by comparing their results to the commonly accepted GT, the main differences lie 

mostly on the interface between phases (for example given in Fig S6). Moreover, the magnitude 

of such difference in the expert group (table ST3) is in accordance with the last few percent of 
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previous accuracies (Fig 4). As explained above, this is because the 𝜺𝒄𝒐𝒈  is not fixed and is 

unavoidably diluted in the whole process. In other words, the ceiling of performance can be 

interpreted as an indicator of the experimenter’s self-consistency of labeling data and the degree 

of uncertainty in the segmentation. To reduce the segmentation ambiguity, there are newly 

alternative techniques such as chemical DRX-CT215 and ptychography-XCT170. However, the 

resolution or the acquisition time of these techniques are waiting to be improved.  

 

The second experiment is to give an estimation of the influence of the cognitive bias on 

the segmentation with a larger statistic. With the previous experiment, we understood that the 

segmentation ambiguity locates mainly on the interface. And Fig S6 shows raw tomograms and a 

line profile perpendicular to an NMC-CBD interface. One can see that the sharp border in Fig S7 

corresponds to a slope of 10 voxels in width. In absence of larger samples of expert GTs for NMC1 

dataset, we established an algorithm to simulate perturbated GTs not exceeding the interval of 10 

voxels on the interfaces to train different CNNs (detailed in Methods). The algorithm consists of 

locating all the interfaces and choosing a part of them to push/pull by random units. New 

predictions from these LRCS-Nets are evaluated by volume fractions, surface area, and IoU. Due 

to the computational cost, we first validated this algorithm first in 2D with a thousand repetitions. 

The 2D histogram of interface voxels in a thousand simulated GTs roughly underlies the Gaussian 

shape with a full width at half maximum of 10 voxels. It is shown in Figure 6a as a green mask on 

the raw tomogram. The mask has a darker green color when the number is high and transparent 

when it is zero. Figure 6b depicts the 3D histogram of purple interfaces for a hundred simulated 

perturbated 3D GTs.  

 

15 CNNs are then trained with labeled images generated from the same training dataset 

and evaluated by the common ground truth in the test dataset. HPs use the best combination of 

hyperparameters obtained with the previous NMC datasets. Figure 6c represents the IoU 

distributions of the 3D predictions of these networks and the variance of the overall accuracy. The 

NMC phase has the most stable IoU dispersion of 92.7±0.2%, which contrasts with the CBD 37.6

±1.4% and the pores 65.9±1.3%. Fig 6d shows the ratio of the surface area and volume fraction 

for the three phases. We see that the higher surface area to volume ratio results in smaller IoUs, 

confirming our previous finding of the uncertain area. CBD is the most difficult to segment among 

these three phases in this dataset and tends to have inconsistencies between experimenters. 

Potential ways to improve IoUs of thin objects could be to use higher resolution and smaller FoV 

with interlaced scans or other advanced XCT techniques170,216 or reconstruction algorithms217. 
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Figure 6. Evaluation of the uncertainty impact. (a) A raw tomogram masked by the 2D histogram of 

interphases of a thousand simulated labeled images in the training dataset. The middle line profile of the histogram is 

plotted in blue and zoom onto two frontiers with a width at middle-height of about ten voxels. (b) The histogram of 

interfaces extended to 3D for 100 synthetic 3D volumes (c) the evaluation of IoU and accuracy of 15 CNNs trained with 

simulated training data d) distribution of the surfaces and volume fractions of the predicted 3D volume from the said 

CNNs. (e) the dispersion plot of 3 types of interfaces segmented by these 15 CNNs. The scale bar represents 10 µm. 
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The 15 CNNs trained from the perturbated data are used to predict 15 volumes. The 

volume fractions and interfaces for each of these volumes are plotted in Fig 6d&e. The 3D 

interfaces vary in intervals of 2.5±0.3%, 2.1±0.3%, 2.6±0.2% respectively for NMC-CBD, NMC-

pore, and CBD-pore (Figure 6e). We see that the accuracy deviations (Fig 6c) evaluated on the 

test data results in less than 1% of the variance for the 3D predictions (Fig 6e). Note that the 

interface is deliberately expressed as a percentage of voxels instead of nm-1 to avoid ambiguity 

as there are various extrapolations of tomographic voxels to a surface, such as taking the diagonal 

triangle or an arbitrary constant value which will result in different values. Threshold, as described 

in Fig 1c on NMC1, resulted in 0.47% surface area voxels, which is 4-5 times less surface area 

than by the CNN segmentation. 

 

5.9. Generalization of CNN by transfer learning 
 

In the previous sections, we have demonstrated how to optimize HPs and gained a 

fundamental understanding of LRCS-Net. Here, the LRCS-Net will be tested on different 

tomographic datasets of battery materials. A similar dataset from NMC with the same composition 

but higher loading was used for training a second network using transfer learning. Then two other 

datasets of LOB with different morphologies will also be shown.  

 

For the second dataset of NMC (denoted NMC2 hereafter), instead of initializing the kernel 

randomly at the start of the training, we recover all the well-trained kernels of the best-trained 

model (denoted LRCS-Net1) with the NMC1 dataset (Figure 6a). This is called transfer learning. 

The Kernels of the LRCS-Net were saved in four different advancements during the previous 

training. Different starting learning-rates were applied (in Fig 6a, a descending order of starting 

learning-rate from blue: 1e-4, orange: 1e-4 x 0.3(N-1), to green: 1e-4 x 0.3N. N is epoch number, at 

the end of which saved the state of LRCS-Net1
N 1). A control experiment is carried out with a 

random initial state of the network and with NMC2 dataset.  

 

 LRCS-Net1 Transfer Learning Control 
Trained with dataset NMC1 NMC2 NMC2 
Initial state of CNN Random LRCS-Net1

N Random 
Table 2. Summary of the training data for the transfer learning 

 

Unlike training from scratch, resumed trainings begin directly above 80% accuracies since 

the kernels have already been trained. These starting points of transfer learning, from the different 

depth of resuming point of LRCS-Net1
N, increase and then stabilize around 83%. A final gain of 

more than 2% on average was obtained, which is in line with the conclusions of Yosinski et al.212 
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that the transfer learning of all kernels drives to better generalization of the network. The green 

curves show that lower starting learning rates give higher accuracies. However, this performance 

gain stabilizes while taking up other points from LRCS-Net1
N (>30k steps), indicating that the 

benefits of generalization from a trained model can be limited. Nevertheless, this finding is still 

beneficial in accelerating the segmentation of tomographic data. We have successfully 

demonstrated that LRCS-Net can achieve reasonably high accuracy by receiving only a single 

segmentation example image and gain accuracy by transferring already trained kernels.  

 

The overall accuracy does not reflect the balance between classes in multi-phase 

segmentation. The network has no guarantee of converging towards a minimum of good quality. 

For instance, it could tilt in a particular class but still achieve decent accuracy (e.g., having all 

possible NMC particles correctly segmented, but mostly wrong for the others). The intersection of 

Union (IoU), on the other hand, is a more common metric in semantic segmentation that allows 

us to check whether the network is trained in an imbalanced manner. It is calculated by dividing 

the common area of the predicted segmentation and the ground truth by their union.  

 

5.10. Validation of CNN approach on LOB datasets 
 

The IoUs of a third dataset of pristine binder-free carbon nanotube cathode material for Li-

O2 battery developed in chapter 2 (Fig 7b) and another dataset of the same cathode material in 

the recharged state (Fig 7c) are shown. These materials made of low atomic number elements 

have a weak X-ray attenuation coefficient. Therefore, these two additional datasets are obtained 

using a different imaging technique, i.e., chapter 2. The morphology of these materials and the 

complications of segmentation differed from the previous Li-ion cathode.  

 

In Figure 7b, the pristine cathode contains tightly entangled carbon nanotubes and residual 

iron particles and other inclusions from the fabrication of nanotube. We have segmented three 

phases: nanotubes, in which grey-level is closed to the background; impurities, which present a 

strong contrast to X-ray and inversed by the phase contrast technique resulting in the darkest 

color; and the void, brighter than the other classes in the background. The halo artifact surrounding 

the iron particles is arbitrarily included in the background. In the 3D volume of Figure 7c, the 

recharged electrode is segmented differently: undissolved Li2O2 (blue), dissolved domain (dark 

grey), and background (transparent). The difficulties in segmenting these datasets are as follows. 

The carbon nanotube in the pristine dataset is extremely thin and almost anchored in the 
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background. The Li2O2 and the void in the recharged dataset have the same grey level but have 

a different texture.  

 

 

Figure 7. Performances for other battery datasets. (a) Accuracy comparison between training from scratch 

and the ones that starts by kernel transfer from a well-trained LRCS-Net. Data1 and 2 are similar NMC materials from 

two electrodes of different loading (mg/cm2). The purple curves of trainings from scratch with NMC2 have lower 

accuracies than the transfer learnings (blue/orange/green ones of descendant initial learning-rates) from the NMC1 

trained model (grey curve). A selected slice of the raw tomogram and an inset zoom is shown. On the top right, the 3D 

segmentation volume of NMC2 for three phases is depicted (b) A cross-section of raw volume and the 3D rendering of 

the segmentation of this carbon nanotube binder-free pristine material for Li-O2 battery. The gray color represents the 

carbon. The colored inclusions in the electrode separated by the 3D watershed algorithm after the segmentation. (c) 

The same material was treated by acid to remove the iron particles then went through a full discharge-charge round-

trip. On the left-hand side, a cross-section of this material. And on the right-hand side, the cyan color domain 

corresponds to the non-dissolved Li2O2, and the gray colors are the dissolved ones. (d) Comparison between the 

threshold and LRCS-Net on their accuracies and Intersection over Union (IoU) for two datasets of NMC, the binder-free 

cathode of Li-O2 battery, and another recharged state cathode of Li-O2 battery. The scale bars in a-c are 10 µm. 

 

Fig S8 shows the synergies between the hyperparameters in LRCS-Net with descending 

order of scores. Similar to the NMC1 dataset, the trend of obtaining better results with small 
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batches and 1e-4 as initial learning rate is again obtained. Compared to the threshold, LRCS-Net 

improved the IoUs of these datasets. For the pristine dataset, some background noise is included 

by the threshold method. The IoUs for iron particles and background are improved by LRCS-Net, 

while the improvement in CNT segmentation is modest (<0.02). For the recharged dataset, the 

threshold failed with the threshold method due to the similar gray level of Li2O2 and the background. 

In contrast, the LRCS-Net can distinguish these phases and has higher IoUs.  

 

5.11. How to assess the segmentation? 
 

It is often an obscure notion the segmentation quality in the literature or in the segmentation 

softwares. Thoughout this chapter, we have been discussing the biases diluted in the datasets 

and the uncertainty in the prediction. We have also shown that the ceiling of the validation/testing 

score of the CNN is closed to the difference in the segmentation of same images from two 

experimenters.  

 

In our experiences, this finding is reproducible. In the segmentation routine, we believe 

that it is useful to evaluate the segmentation with different people by generating the same 

segmentation and compare their difference as we reported in section 5.8. A minimum statistic can 

give an idea of the uncertainty present in the annotations.  

 

5.12. Conclusions and Perspectives 
 

Nano-XCT data of battery materials is challenging to segment. The overlapping grey-levels 

and tomographic artifacts are factors that hamper accurate segmentation with traditional methods. 

We addressed this problem with a lightweight convolutional neural network (LRCS-Net) and 

presented the workflow of training a CNN from scratch within the framework of the open source 

SegmentPy software. We demonstrated that portable and computationally inexpensive models 

(LRCS-Net) can also easily achieve decent accuracy and make fast prediction with small training 

dataset.  

 

This work has been focusing on deploying CNNs for applicative segmentation of 

multiphase battery materials. To have a comprehensive insight instead of tuning the CNN as a 

black-box, we have covered the basics of CNN including visualizing outputs of neuron layers in 

LRCS-Net for the understanding of the functioning. At the current state, the hyperparameters 

tuning is still an unavoidable task in the segmentation routines. Hence, we gave practical 
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examples of hyperparameters and showed their influences on the convergence. Among the 

studied hyperparameters, we found that the learning rate and batch size are the most sensitive 

and therefore need to be carefully adjusted. These findings has been verified on two XCT datasets 

of Li-ion battery cathode and reproducible in two other Li-O2 battery datasets using phase contrast 

technique. Furthermore, we have shown the incremental effect of applying transfer learning for 

the training in a similar dataset.  

 

With a survey approach and a data simulation approach, we have answered several 

fundamental questions. We have first identified the nature and the region of uncertainty for a NMC 

dataset by interrogating a group of scientists to segment the same image. We highlighted that 

even experts cannot be unanimously consent on voxels near the interface. We have further 

quantifying the impact of such uncertainty by comparing the outputs of CNNs trained with synthetic 

data. We have given the variances of the surface area and the volume fraction of the NMC dataset.  

 

In summary, the current work has not only demonstrated the capability of the CNN but also 

addressed to a challenging topic of uncertainty in the segmentation for battery CT material, which 

has been considered as an unquantifiable and often neglected in the field. Finally, we would like 

to add that, in practice, fine adjustments can be made afterward and several area of different sizes 

can be used for composing each dataset.  

 

In perspectives, a profound comparison of LRCS-net with the family of U-Net and its 

derived forms will be carried out208,209,218. Other pseudo-3D CNN model uses adjacent slices as 3D 

input, but 2D convolution kernels as reported in219,220 or 3D CNN model, which uses volume as 

inputs and 3D convolutions by Labonte et al.194 deserve to be investigated. There are also 

emerging automatic techniques221,222 searching optimal CNN architecture that could be potentially 

deployed in our current cases. Future direction might be to train a versatile network with a larger 

dataset for a specific collection of material. To this end, the reported transfer learning will be a 

reliable supporting technique. However, emerging weak supervised few-shot segmentation 

methods223,224 with a different training fashion is a potential direction in segmenting the materials 

of similar characteristics with few labeling interventions. Last but not least, more realistic 

tomographic artifacts such as motion artifacts or ring artifacts can be artificially added to the 

augmentation to reinforce the network capacity. 
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✅ Important takeaways : 

The segmentation of tomographic images of the battery electrode is a crucial 

processing step, which will have an additional impact on the results of material characterization 

and electrochemical simulation. However, manually labeling X-ray CT images (XCT) is time-

consuming, and these XCT images are generally difficult to segment with histographic 

methods. We propose a deep learning approach with an asymmetrical depth encode-decoder 

convolutional neural network (CNN) for real-world battery material datasets. This network 

achieves high accuracy while requiring small amounts of labeled data and predicts a volume 

of billions voxel within few minutes. While applying supervised machine learning for 

segmenting real-world data, the ground truth is often absent. The results of segmentation are 

usually qualitatively justified by visual judgement. We try to unravel this fuzzy definition of 

segmentation quality by identifying the uncertainty due to the human bias diluted in the training 

data. And further training CNNs with synthetic data to show quantitative impact of such 

uncertainty on the determination of material’s properties. Nano-XCT datasets of various battery 

materials have been successfully segmented by training this neural network from scratch. We 

will also show that applying the transfer learning, which consists of reusing a well-trained 

network, can improve the accuracy of a similar dataset.  

 

• Segmentation Routine: hyperparameters tuning 
• Eviting the visual judgement: A self-evaluating method 
• Visualization can help understanding the functioning of a CNN 
• Transfer learning can help improving the accuracy 
• An open-source graphical interface for all above: SegmentPy 
• Big network does not necessarily do better than the small ones 
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5.13. Annexes 
 

5.13.a. Data availability 

The battery tomography datasets used in this contribution is available for free download at 

https://tomobank.readthedocs.io 

 

5.13.b. Code availability 

The SegmentPy python software is available for free download at 

https://segmentpy.readthedocs.io 

 

 
Picture taken in the optical microscope where shows the laser cut pattern. A tip with epoxy installed on a 

micro-manipulator approaches this pattern to withdraw the NMC sample 

 

5.13.c. Annexes Note 1: 

 

The convolutional layer contains kernels that map the N inputs, which is zero-padded by 

floor division of A and B by two units, from the previous layer with the operation (1).  

𝐶𝑜𝑛𝑣(𝑥G,(,c)d = iii𝑥G,(!,!",c!:!" × 𝑤d,G,,,:
e

:f0

g

,f0

h

Gf0

 
(1) 

With A, B are the width and height of the kernel. 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽 are position of the n-th input 

𝑥(,c from the previous layer. In our case, A equals to B and takes values of odd numbers that are 
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superior to 3 (e.g., 3, 5, 7…, where three is the most common value). The common practice is to 

use a small kernel size and large number of kernels without overcharging the memory. N is the 

number of channels/neurons from in the previous convolutions/FCL layer. 𝐴𝑛𝑑	𝑝 ∈ 𝑃 number of 

convolutive kernel in the current layer. 

 

The fully connected layer (FCL) is a matrixes multiplication of an input 𝑥̅ ∈ ℝi,jby another 

matrix of 𝑤s ∈ ℝk,E 

𝐹𝐶𝐿u𝑥(,cvd = i𝑓𝑙𝑎𝑡𝑡𝑒𝑛(𝑥(,c)l 	× 	𝑤l,d
k

lf0

 
(2) 

Where 𝑝 ∈ 𝑃 represents p-th neuron in the current layer. K = I x J is the dimension of the 

flattened input. Flatten function reshapes the input 𝑥̅ ∈ ℝi,jto 𝑥̅ ∈ ℝk 

 

Throughout this work, we apply either a bias or a batch normalization between the output 

of convolution/FCL (Fig 2a). The bias expresses 𝑏𝑖𝑎𝑠u𝑥(,cv = 𝑥(,c + 𝑏(,c , whereas the Batch 

Normalization225 is an operation with two trainable parameters γ and β that will be updated in the 

training phase. The gradient descents for γ and β can refer to Ioffe et al.225 𝜇| and 𝜎|	are in-batch 

statistics (rolling average and standard deviation) during training and become overall population 

statistics during prediction. 

𝐵𝑁u𝑥(,cv = 𝛾 𝑥(,c − 𝜇|√𝜎| + 𝜖 + 𝛽 
(3) 

ϵ prevents the division by zero and is left at 1e-3 by default throughout this work.  

 

In this work, the function of activation applied on the output of the bias or convolution (Fig 

6c) takes form by choice of either sigmoid or leaky: 

 

The leaky activation maps the input 𝑥G,(,c  as itself in the positive region and with a 

coefficient 𝛼 in negative region. If 𝛼 = 0, the leaky is equivalent to REctified Linear Unit (Relu) 

activation226. We take 𝛼 = 0.2 by default in our network. 

 

The max-pooling with index comes after the activation at each end of the convolution block 

in the encoder. The output of this operation (5) 𝑀𝑃����� ∈ ℝi/)2-,j/)2- takes takes the maximum value 

⎩⎨
⎧ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑u𝑥(,cv = 11 + 𝑒!>,,A
𝑙𝑒𝑎𝑘𝑦u𝑥(,cv = �𝛼𝑥(,c , 𝑖𝑓	𝑥 < 0𝑥(,c , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(4) 
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in a square of str by str pixels, where str stands for size of stride. The positions of the maximum 

in 𝑥̅ ∈ ℝi,jare recorded as 𝚤𝑛𝑑𝑒𝑥�������� 	∈ ℝ B

C(*
,
D

C(*. 

⎩⎪⎪
⎨⎪
⎪⎧𝑀𝑃23 𝑥𝑛,𝑙,𝑚 ⋯ 𝑥𝑛,𝑙,𝑚+𝑠𝑡𝑟⋮ ⋱ ⋮𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚 ⋯ 𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚+𝑠𝑡𝑟45=𝑚𝑎𝑥23

𝑥𝑛,𝑙,𝑚 ⋯ 𝑥𝑛,𝑙,𝑚+𝑠𝑡𝑟⋮ ⋱ ⋮𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚 ⋯ 𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚+𝑠𝑡𝑟45
𝑖𝑛𝑑𝑒𝑥𝑛,𝐼/𝑙,𝐽/𝑚 = 𝑎𝑟𝑔𝑚𝑎𝑥(3 𝑥𝑛,𝑙,𝑚 ⋯ 𝑥𝑛,𝑙,𝑚+𝑠𝑡𝑟⋮ ⋱ ⋮𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚 ⋯ 𝑥𝑛,𝑙+𝑠𝑡𝑟,𝑚+𝑠𝑡𝑟4)

 

(5) 

With 𝑙 = ℎ × 𝑠𝑡𝑟, ℎ integer in [0, i

)2-
− 1] and 𝑚 = 𝑤 × 𝑠𝑡𝑟, 𝑤 integer in [0, j

)2-
− 1]. 

The upsampling is a unit reconstructing the output from the input 𝑥(,c  and the index 

conserved by the encoder. The value of input 𝑥(,c is dispatched to the index position. 

𝑈𝑝u𝑥(,c , 	𝚤𝑛𝑑𝑒𝑥��������v
G
= �𝑥(,c 	𝑖𝑓	𝑖, 𝑗	𝑖𝑠	𝑖𝑛	𝚤𝑛𝑑𝑒𝑥��������

𝑒𝑙𝑠𝑒	0  
(6) 

  

The Softmax layer converts the output of the neural network into a stack of tri-dimensional 

outputs in space 𝑅v,w,*x)with elements ⊂(0,1). W and H are the width and height that correspond 

to the dimensions of raw tomogram and segmentation. 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥u𝑥(,cv = 𝑒>,,A∑ 𝑒>,,A*x)
(

 
(7) 

The Dice loss function expresses as follow: 

ℒu𝑦(,cv = 𝐷𝑖𝑐𝑒u𝑦(,cv = 1 − 2∑ ∑ 𝑦(,ccf0(f0 × 𝑙𝑎𝑏𝑒𝑙(,c∑ ∑ 𝑦(,ccf0(f0 + 𝑙𝑎𝑏𝑒𝑙(,c  
(8) 

Where the label corresponds to the handcrafted GT and the y to the output of the neural 

network.  

 

While computing the backpropagation, the gradients of each trainable weight in the 

network is calculated with respect to the loss by applying the chain rule. An optimizer will apply a 

change onto the weight depending on the computed gradient. The ADAM optimizer has been used 

throughout this work. Readers can refer to Kingma et al.227. The learning rate was studied and 

tuned in Fig 2b. The other two parameters beta were left by default as such in Tensorflow. 

 

The initial LRCS as represented by Fig S1a, has four blocks of convolution that include 

two layers of convolution on both encoder and decoder. Three layers of FCLs have identically P 

number of neurons in the hidden layers, where P equals to number of (y(G'zy{(|/
}&

)&. After the 

transformation of the first FCL, the input has been mapped into ℝE,3FGEH,I&

J
×
E,3FGEH,I&

J ⟶
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ℝE,3FGEH,I&-

J-
×E,3FGEH,I&

-

K-- . And on the output of FCLs a reduction of dimensions. This brutal change 

of dimensionality is rather obscure for the gradients. The Softmax eq. (7) is used on the output of 

the network. 

 

5.13.d. Annexes Note 2: 

 

The original CNN architecture (Fig S2a) includes symmetric numbers of convolution layers 

in the encoder and decoder and three central fully connected layers (FCL). The latest has been 

removed for three main reasons. First, the images passed through an FCL layer undergo a change 

of dimension that loses their positional information. The output of the FCLs is usually found to be 

non-semantic or totally noisy in the current application. Second, we found that the FCLs are 

notably difficult to train (Fig S2b). Compared with the VGG-like228 CNN, in which the FCLs are just 

prior to the output, our FCLs are at the center of the CNN and isolated from the loss by layers in 

the decoder. Last, from the performance point of view, the use of FCLs hinders the prediction 

speed as it fixes input dimensions and prohibits to use larger images in prediction. In other words, 

using the FCL implies the need to stitch small prediction patches for a complete segmentation.  

 

The resulting network binds the four convolution layers before and after the FCLs. However, 

this primary LRCS-Net without FCLs results in a declining tail of accuracy curve on the unseen 

data in Fig S2c (green and purple curve), which indicates the overfitting of the CNN on the training 

dataset. This issue can be redressed by switching off the BN in the encoder and using a sigmoid 

activation function at the last layer of the encoder. Lastly, in contrast to a deeper encoder structure, 

in which each block of convolutions has two successive convolutive layers (following by a max-

pooling), a reduced structure with one layer per block of convolution in the encoder was retained 

for the steeper convergence. 
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(a) the initial structure of the LRCS-Net which is derived from the SegNet and Xlearn Network with three 

layers of fully connected neurons. (b) the average of learning curves (validation dataset) for different FCL connection 

keeping probability. The inset graph plots the average and standard deviation of the best accuracies for three repetitions 

of each keeping probability. No significant gain obtained by tuning the dropout during the training. (c) deeper encoder 

architecture has a slower convergence while achieving the same accuracy (orange curve vs blue reference curve); 

replacing the last leaky activation of the encoder by sigmoid increases the performance (green curve vs blue ref. curve); 

switching off the Batch Normalization can avoid de overfitting at the end of the training (purple curve vs blue ref. curve) 

(d) no gain was obtained with the dropout technique applying on the convolutional layers. Above 25% of drop probability, 

this technique has detrimental effect on the performance. (e) a comparison of initial learning rate 
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(left) the SegmentPy main window user interface which manages the training schedule. On the left part, a 

panel of hyperparameters for future training is shown. On the right-hand side, a list of available GPUs and ongoing 

process are shown. User can handle the training process (start, stop, or loop, etc) with buttons. Prediction and 

parameters monitoring can be launched with the buttons on the top-right corner. (right) an overview of the hyper-

parameters that can be tuned in the parameters dialog. Or one can directly change them in the table of the main window. 

All data and extracted layer activations by this code are safeguarded on disk and can be visualized by other software 

such as Fiji. 

 

 

 

 

 

 LRCS-Net 
Conv1 without BN 32 
Conv2 without BN 64 
Conv3 without BN 128 
Conv4b with sigmoid 128 
Conv5 with BN 128 
Conv5b with BN 128 
Conv6 with BN 128 
Conv6b with BN 64 
Conv7 with BN 64 
Conv7b with BN 32 
Conv8 with BN 32 
Conv8b with BN 1 

Table ST1. recapitulation of number of convolutions per layer of LRCS-Net chosen 

 

Name Values 
Window size 512 (Original ~1.5kx1.5k pixels) 
Kernel size 3x3 
Batch size 2 
Activation function leaky 
Loss function Dice 
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Initial LR 1e-4 
LR decay ratio 0.3 
LR decay period Every 1 epoch 
Noises in augmentation gaussian, flipping, salt&pepper noise, 

grayscale variance 
Gap of sampling  5 
Splitting ratio of training/validating 9:1 

Table ST2. the best hyperparameter combination and training details on the second part of the table. 
 

 

Heatmap of gradients within the training step of each block of convolutions for LRCS-Net and U-Net. It 

explains the reason why throughout this study, the dropout technique, introduced by Hinton et al.229 for mitigating the 

overfitting, does not show much incremental effect neither on the FCLs nor on convolution layers (Fig S2b & d). It is 

due to the dependency of the first convolutional layers of LRCS-Net decoder. The suppression of activation connections 

by the dropout engenders severe losses of information that disturbs the learning.  
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(Top-left) the input tomogram of the CNN, and on the right-hand side the schematic architecture of optimized 

LRCS-Net (identical as Figure 2d) and its zoom of the targeted layers. (Bottom) from left to right 3 arbitrarily selected 

activations with similar learned features to illustrate how the decoder decrypts from lower to higher dimensional 

mappings. Starting with an activation of 392x386, the up sampling with index doubles the dimension and reconstruct a 

pixelized mappings in the middle. The successive convolution layer seems to have a smearing effect of smoothing the 

uneven pixel to the bottom right smoother mapping. 

 

SegmentPy provides a playground for users without programming pre-request training a 

neural network. There is a panel for hyper-parameters tuning. A single model to single gpu training 

strategy is now supported. Users can accelerate tuning with different models trained on parallel 

gpus. Other tools such as activations and gradient viewer or other practical tools are provided to 

facilitate the segmentation task. 

 

5.13.e. Annexes Note 3: 

 

In the survey, experimenters are divided into three groups, namely A, B, and C, according 

to their scientific background (see Table ST3). These groups are made up respectively of people 

working on the same material (A), people with a background in the battery field (B) and scientists 

with a general background in material science (C). The experimenters were asked to perform the 

same segmentation task with the NMC1 dataset. During the experiment, the Weka plug-in of Fiji 

was used to annotate the nano-XCT images, and FIB-SEM images of the same material were 
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provided as a reference. The results are compared to a GT generated and confirmed in a 

consensually manner by experts of this NMC material. It shows that there may be more than 0.05 

of the difference in the average of IoUs between group A (expert) and group B, C (non-expert 

groups). The average of IoUs in group C deviates considerably from that of the expert group. 

 

 

Comparison of the ground truth from different experimenter. (a) the original ground truth (b) the mapping of 

the differences between labels generated from (c) one of the experts and (d) the commonly accepted ground truth  

 

 

(left) a close zoom of a raw tomogram and the line profile of the red line is plotted in graph in the (middle), 

where the clear frontier of NMC particle in the tomogram exceeds actually 10 pixels (~270nm) which is colored in green. 

(right) another zooms of tomogram at the sample border, where a band of porous CBD is clearly distinguishable from 

the void that justifies the manually labeled CBD inside the sample is not the noise. 
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 GroupA (2 experts) GroupB (5 well 
trained 
experimentators) 

GroupC (26 persons 
in 13 duo) 

Average accuracy 90.41% 85% 76% 

IoU 
NMC CBD pore NMC CBD pore NMC CBD pore 
0.948 0.385 0.611       

Average accuracy 93.6%   
IoU CNT Resid. B.g. 

0.658 0.670 0.928 
Average accuracy 94.5%   
IoU Li2O2 Diss. B.g. 

0.788 0.641 0.943 

Table ST3. Testing score of LRCS model trained with Ground Truths labeled by different experimenters on NMC1, 

pristine, recharged dataset. These experimenters are separated in three groups namely A, B, and C which are people 

that have longtime experience of such material, people that in the same battery material field and, people from a vaster 

background of microscope, respectively. All experimenters within the same group were briefly taught and asked to label 

the same tomogram on the Software Fiji, with juxtaposed FIB-SEM sample images of the same material. We do see 

that there is an influence of people of different background.  

 

 

Scatter plot of LRCS-Net hyperparameters grid search with sorted validation score for Li-O2 batteries dataset, 

where the axis x is replaced with a grid and indicates the combination of different hyperparameters of the given scores. 

Preferences of the initial learning-rate (init. lr. at 1e-4) and the batch size (batch of 2) can be seen.  
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Chapter 6  

 

Conclusions and Perspectives 
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6.1. Summary of the achievements & outlooks 

 

Since the invention of Li-air battery in 1996 by Abraham et al., the Li-O2 battery has been 

considered as a promising ‘beyond Li-ion’ battery technology. And in 2013, BMW and Toyota have 

announced a foreseeable commercialization of LOB. However, nothing follows up to date. The 

current chapter attempts to summarize the current work and give some perspectives with the 

findings of the chapters. 

 

In the academic public research, many works have been devoted during the last decade 

in stabilizing the cathode cycling including adding mediator29 and catalyst59,230–233, techniques of 

protecting the anode31,52. Characterizations such as electrochemical80, spectroscopies and 

microscopies88,97 have been utilized to understand the reaction and failure mechanisms in the LOB. 

Although the mainstream of the academy is still using the pure oxygen atmosphere, pioneers have 

been attempted the feasibility of this battery in the presence of moistures and azote. Interesting 

results such as cycling LOB in 2000 ppm of water75,114 have been recently reported, which shows 

the potential of this technology.  

 

The current manuscript has centered on the development of the robust technique of X-ray 

nano-Computed Tomography to 3D visualize the LOB cathode. From ex situ to in situ, from 

reconstruction to segmentation in the workflow, from highly tortuous material to a self-standing 

binder-free airy one, and from one-usage to recyclable LOB cathode, new ingredients have been 

added into the nano-XCT 3D imagery technique for studying LOB as well as for the LOB cathode 

material. 

 

The following table lists the main achievements, takeaways, and outlooks of this thesis. 

Achievements Takeaways Outlooks 
Zernike Phase 
Contrast 

• Overcome the transparency issue 
of imaging the carbon and Li2O2  

• Potential structural modification 

• Other phase contrast 
techniques 

• Increase the resolution 
instead of FoV (Zernike 
Actifacts) 

Recyclability of LOB 
cathode 

• Low tortuosity binder free cathode 
• Inexpensive recycling method 

• Applicable to other metal-
air batteries 

In situ LOB • Visualizing the first germination 
• No evidence expansion of material 

by marker checking 
• The growing mechanism is more 

likely to ‘pop-corn’ then a 

• Improvement of the Tu-cell 
to have more growth 

• Change electrolyte to 
minimize the bubbling 
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homogeneous growth at same 
progression 

Deep learning on 
segmentation 

• SegmentPy 
• Transfer learning 
• Critical opinion on the convergence 
• Clarifying the fuzzy definition of 

segmentation quality and 
proposing self-evaluation routine 

• Plug-in descriptors to help 
convergence 

• Generalization to larger 
range of materials 

Table 1. A recapitulative table of achievements, takeaways, and outlook of this project 
 
 

6.2. How far from a practical LOB? A glance on the remaining 

challenges in LOB 
 

To better wrap up and further make use of the findings in this thesis, we would like to 

answer a frequently asked question: how far is it from a practical LOB? To fully understand the 

distance from a typical academic work of LOB to a real application, a set of data are listed in Table 

2. It compares the two standard Li-ion battery based on LFP and NMC cathodes (data from CATL 

company website of 2020) and the LOBs in current state. Although the LOB in this work or in a 

recent Samsung paper of cm-square-folded-cell by Lee et al.234 have achieved high specific 

energy than the commercialized Li-ion batteries, the current density and the lifespan of LOB are 

completely left behind. 

 

 Li-ion 
(LFP) 

Li-ion(NMC) Li-O2 (this work) (Samsung) Lee et 
al.234 

Cell Energy 
Density (Wh/kg) 

136 215 ~300* 300 

Highest Cell 
Current Density 

(mA/g) 

10 117 0.4* <1 

Lifespan (Cycles) 3500 3000 ~20-30 <10 
* cell level values are scaled from the Swagelok data including other components mass in chapter 2 

Table 2. Comparison table of cell-level (inactive mass included) characteristic current commercialized Li-ion and the 

LOB in this work 

 

This section will be devoted to briefly discuss in a different angle few remaining issues in 

LOB and give some potential routes forward of LOB in a modeling perspective that some material 

reviews do not provide: 

• Low O2 diffusivity and solubility [Low current density] 

• Inhomogeneous current and Li2O2 distribution [Upscaling effect] 

• Low reversibility of Li2O2 [Low lifespan] 
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First, the low current density (mA/gcell, mA/cm2) is strongly limited by the diffusion and 

solubility of oxygen for an EV propulsion application. In most of papers or in our chapter 3, 

increasing the current density leads to an exponential drop of capacity. 

 

To illustrate the limitation and to estimate oxygen properties needed for matching an EV 

application, we use a published LOB model (to exclude the lateral gas diffusion and convection 

phenomena of oxygen, the model is simplified into 1D and applying a constant pressure of oxygen 

above the electrolyte, meaning only the vertical intersection of the 2D model in Fig 1a. Later, we 

will apply other phenomena like in the paper of Samsung). The low solubility leads to a fast local 

depletion of oxygen, which is shown by Fig 1 in the separator side of cathode. We can see that 

the diffusivity and solubility of O2 plays important role in the depth of lithium peroxide deposition. 

A high diffusivity compensates the oxygen depletion and leverage the usage ratio of the electrode. 

This also justifies why we develop a low tortuosity cathode in chapter 3. It is worth noting that 

increasing the thickness of the electrode without optimizing the oxygen diffusion and solubility 

does not necessarily optimize the areal energy. 

 

To approach the current density of an EV Li-ion battery, this 1D model suggest a 5-times 

increase of diffusion and solubility in the electrolyte to meet the need of current density. These are 

from 7x10-11 m2/s to 3.5x10-10 m2/s and from 3.72 mM to 18.6 mM, for the diffusion coefficient and 

solubility of oxygen, respectively. 

 

To note that a 500 km range 100 kWh Tesla battery pack weights 625 kg. For providing 

the same amount of energy, a LOB should absorbe 23.879 kg of O2. It is equivalent to 18.37 m3 

of 1 atm pure oxygen (or the quantity of oxygen inhaled by a person during a month). This also 

shows the importance of a high air-electrolyte interface to insure a high simultaneous oxygen 

exchange and high current density. This point is not often covered in the LOB papers.  

 

In the reality, it is difficult to be find an electrolyte of 5-times diffusivity and solubility. Using 

thinner electrode to voluntarily limit the in-depth O2 depletion and engineering higher air-liquid 

interface could be a second option.  
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Figure 1. Simulated electrochemical responses while varying oxygen coefficient of diffusion and 

concentration to enable a 5 times current density without loss of capacity. a&b) shows increasing either coefficient 

of diffusion or solubility of oxygen has limited incremental effect on the capacity a) a comparison of electrochemical 

curves by increasing the oxygen diffusion coefficient. b) increasing the oxygen solubility. c) O2 concentration profile of 

the electrode for different initial concentration in b). d) tuning both the oxygen diffusivity and solubility has 

synergisitic effect and approach easier the 5-times current density without losing specific energy. 

 

Second, after having an insight of the relation current density and transport properties of 

oxygen the upscaling of LOB is most likely to increase in area than in thickness. But it will not be 

as simple as increasing high air-liquid interface and using thinner electrode to make a larger cell. 

Other factors such as electrical and ionic conductivity can also engender inhomogeneous 

deposition of Li2O2.  

 

To explain this, we still use the model of Lee et al. and their strategy of upscaling the LOB. 

This model234 (Fig 2a) applies 1) Henry’s law at the liquid air interface, 2) Newman’s model for the 

diffusion and migration of ions in the porous cathode and separator, 3) a parallel Fick’s law for the 

soluble oxygen in the electrolyte, 4) Ohm’s law in the current collector and the lithium (Detailed 

equations can refer to the supporting information of this paper). 

 

They stack a gas diffusion layer (GDL) on the top of the electrolytes (Fig 2a). As such, this 

cell can be potentially rolled or stacked into a standard format of 18650 cylindrical cell or pouch 

cell. The GDL made of large carbon fiber is for the air transport convection, but not filled with the 

electrolyte, there is no Li2O2 deposition on GDL. However, the GDL is mandatory, due to the low 

diffusivity of dissolved O2 mentioned above in Fig 1c in the 1D model or in the chapter 4 while 
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developing the in situ LOB cell. The pathway of O2 passes from GDL (gas) à gas-liquid interface 

à electrolyte (dissolved) must be short. 

 

Lee et al. in their paper associated experimental data and model outcomes and pointed 

out that the formation of Li2O2 becomes inhomogeneous while increasing the electrode surface 

area. We injected the properties of our p-CNT determined in the chapter 2 into their upscaling 

model (0.83 porosity, 1.15 tortuosity, 150 µm as thickness, and other parameters remained the 

same as provided in the Annexes in this paper).  

 

By doing so, same inhomogeneity of peroxide deposition was observed (Fig 2b). The 

current flux is concentrated on the oxygen input side of the cell at the beginning of the discharge 

and the Li2O2 is mainly formed in a 1cm wide area of the top-left corner next to the oxygen inlet 

(Fig 2b). This upscaling effect is often overlooked in the centimeter-square disc Swagelok 

electrode in chapter 2 because it is less pronounced. 

 

 

Figure 2. Simulation results of upscaling LOB. (a) a Samsung designed LOB folded upscaling cell by Lee et 

al.234. The digital picture of the cell and the explicative schema of the cell are retrieved from this paper and shown on 

the left, and the associated electrochemical model scheme on the right. The gas diffusion layer (GDL) is a current 

collector and for the gas intake. No electrolyte is filled, only the cathode and separator are wet by the electrolyte. The 

governing equations: Stokes-Brinkman; Maxwell-Stefan for describing the gas flow; the Newman’s model, and the Fick’s 

law for Li2O2 depositing, dissolved oxygen transport in porous media, ion flows, and other physical laws applied on the 

interface are all indicated in this right-hand side scheme (b) an example of current flux and porosity evolution within the 

battery using this model. The applied current is same as their paper 0.24 mA/cm2.  
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Third, for the issue of LOB lifespan, although we did not spend heavy pen and ink in this 

manuscript to discuss the charging process of LOB, many hints herein are showing the charging 

is another difficult obstacle to overcome (e.g., chapter 2 recharge volumes, chapter 3 

accumulating products, and chapter 5 non-dissolved peroxide after charging). Meanwhile, it is 

worth noting that the chapter 2 is a work around of giving a second life to the LOB but not a solution 

for expanding the LOB’s cycling lifespan. We believe that the cyclability of LOB could be 

investigated by optimizing the electrolyte and lithium foil. 

 

In the literature, many have reported using heavy metal or metal oxide as OER catalyst59–

61. These methods showed promising results but reduce the specific energy and the increase the 

price of the cathode, thus in my opinion unrealistic. Furthermore, the global production such as 

ruthenium235,236 is less than 2 trucks per year. To avoid the geo-scarcity problem of the raw 

material as the cobalt to Li-ion battery, using charge mediator such as LiI115 could be a more 

pragmatic solution in my point of view, if the redox shuttle can be controlled.  

 

We have also a small discussion in chapter 2’s Annexes of using constant current then 

holding a low constant voltage (CCCV) can significantly suppressed the Li2O2 without degrading 

electrolyte. This might be a useful solution not degrading the electrolyte to charge the LOB instead 

of galvanostatic charging (CC) in most papers. 

 

The evaporation of electrolyte, which raises problem to the LOB lifespan, is often 

overlooked in academic paper. To the best of my knowledge, no such a paper reported relation 

between the lifespan and volatility of the electrolyte. The ionic liquid with low vapor pressure, low 

inflammability, large electrochemical stability window seems to be promising, with which many 

groups237,238 have demonstrated great rechargeability and high tolerance towards moistures. 

 

Finally, using lithium as anode in LOB still seems to be critical in the current state for 

several reasons based on our observations in this work:  

• the quality of protective layer is difficult to control (see Fig 3a caption)  

• the forming lithium protective layer is fragile, for example the Fig 3b shows that by 

scratching the protective layer of a lithium issued from an experiment of chapter 3 to 

expose the underneath lithium. The bare lithium reacts immediately and chemically with 

the solvent. Future investigations should be done for stabilizing the lithium foil or finding 

stable materials of anode for LOB. 
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In conclusion, the current small discussion shows that LOB might not be ready for the 

power application at the current state due to the transport limitation explained above. However, it 

is possible for other capacity applications if the stability of cycling and upscaling problems can be 

solved.  

 

 

Figure 3. Instability of lithium and an outlook of the binder-free filtration technique in chapter 2. a) SEM 

image of the cycled lithium in chapter 2. Note that the pristine lithium foil is <250 µm. The bright contrast part is a >250 

µm protective film formed electrochemically using the electrolyte of chapter 3. This layer is thicker than reported in 125. 

b) Scratching this layer to expose the lithium and soak it in the solvent Dimethylacetamide. The bare surface of lithium 

will bubble immediately indicating a reaction is going on, and the solvent became turbid after 30 minutes.  

 

6.3. Future investigations 
 

To wrap up all above, the current manuscript has detailed the development of ex situ and 

in situ nano-XCT technique for LOB in the 2nd and 4th chapters. And further developed a 

homogeneous binder-free recyclable cathode material in the 3rd chapter. Assisting technique of 

deep learning has been implemented to facilitate the segmentation routine in the before last 

chapter. In the end, we have analyzed the opened possibilities during this project. With the data 

reported in the previous chapters, we gave the directions of further investigations towards a 

practical LOB application. 

 

 In this exploratory project, we have opened a lot of possibilities both in 3D characterization 

and in the materials for LOB. We would like to stress out that the in-line Zernike Phase Contrast 

is only one of the cutting-edge 3D imaging techniques. Other techniques such as holo-tomography 

and ptychography are emerging, showing promising preliminary results in our recent experiments. 

Concerning the development of LOB system, only cathode has been studied in this thesis. But we 
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had observed different electrochemical behaviors with other electrolytes, that worth to dig deeper. 

Lastly but not least, conventional CNN such as LRCS-net and U-net tend to be sensitive of high 

frequency features. We recently saw tools like difference of gaussian, that can be plugged into the 

neural network to force it learning the shape of objects. We see much more advanced engineering 

work could have been done for each of these topics in the following works. 
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Valorizations 
• Software: 

o SegmentPy: https://segmentpy.readthedocs.io (Open Source) 

 

• Publication: 

o Facile synthesis of a self-standing and recyclable binder-free cathode for Li-O2 battery, 

Z. Su, I. Temprano, N. Folastre, G. Gachot, V. De Andrade, E. Shevchenko, C. Grey, 

A. A. Franco, A. Demortière ACS. Sustainable Chem. Eng. (in submission) 

o Towards a Local In-situ X-ray nano-Computed Tomography under realistic cycling 

condition for Battery Research Z. Su, T. T. Nguyen, C. Le Bourlot, F. Cadiou, A. Jamali, 

V. De Andrade, A. A. Franco, A. Demortière, Chem. Method. (in review) 

o Artificial Neural Network Approach for Multiphase Segmentation of Battery Electrode 

Nano-CT Images, Z.Su, E. Decencière, T.T. Nguyen, K. El-Amiry, V. De Andrade, A. 

A. Franco, A. Demortière, NPJ. Nat. Comp. Mat. (in review) 

o Operando XANES-Tomography nanoCT for studying NMC cathodeelectrode, T.T. 

Nguyen, Z. Su, V. De Andrade, B. Delobel, C. Delacourt, A. Demortière, ACS Energy 

letters, 2021 (en préparation)  

o Self-supervised image quality assessment for X-ray tomographic images of Li-ion 

battery materials, Kai Zhang, T.T. Nguyen, Z. Su, A. Demortière (in review) 

o 3D Quantification of Microstructural Properties of LiNi0.5Mn0.3Co0.2O2 High-Energy 

Density Electrodes by X-Ray Holographic Nano-Tomography, T.T. Nguyen, J. 

Villanova, Z. Su, R. Tucoulou, B. Fleutot, B. Delobel, C. Delacourt, Charles, A. 

Demortière, Adv. Energy Mater. 11, 2003529. (2021) 

o Probing and Interpreting the Porosity and Tortuosity Evolution of Li-O2 Cathodes on 

Discharge through a Combined Experimental and Theoretical Approach, A. Torayev, 

S. Engelke, Z. Su, L.E. Marbella, V. De Andrade, A. Demortière, P.C.M.M Magusin, C. 

Merlet, A.A. Franco, C.P. Grey J. Phys. Chem. C 4955−4967 125 (2021) 

o X - ray Nanocomputed Tomography in Zernike Phase Contrast for Studying 3D 

Morphology of Li−O2 Battery Electrode, Z. Su, V. De Andrade, S. Cretu, Y. Yin, M.J. 

Wojcik, A.A. Franco, A. Demortière, ACS Appl. Energy Mater. 4093−4102 3 (2020)  

 

• Presentation / Seminar: 

o 2018 Strasbourg: 3D and 4D development by Synchrotron X Ray Tomography for 

morphological and kinetical study of Li-O2 battery (Zernike, in situ nano-XCT) 



 

 

 148 

o 2018 Lyon: 3D and 4D development by Synchrotron X Ray Tomography for 

morphological and kinetical study of Li-O2 battery (Zernike, in situ nano-XCT) 

o 2019 Lille: Développement de l’outil d’apprentissage automatique pour le traitement 

des données massives en tomographie aux rayonnements X du synchrotron (Deep 

Learning) 

o 2020 Chicago: Charactizing the light elements in batteries using X-ray tomography 

(Zernike, in situ XCT, Deep Learning) 

• Workshop hosted: 

o 2019 Amiens: GdR CNRS nanOperando – Machine Learning Section: Hands-on 

practices on Machine Learning 

• Poster: 

o 2019 Paris: Development of 3D and 4D imaging by X-ray synchrotron tomography for 

morphological and kinetic studies of new generation Li-S and Li-air Batteries (Zernike) 

o 2021 Reims: Using Convolutional Neural Network for segmenting nano-XCT Images 

of battery materials (Deep Learning) 


